
Inaugural-Dissertation

zur Erlangung der Doktorwürde der

Gesamtfakultät fürMathematik,
Ingenieur- undNaturwissenschaften

der

Ruprecht-Karls-Universität
Heidelberg

vorgelegt von

Dennis Aumiller, M.Sc.

aus Günzburg

Tag der mündlichen Prüfung:





Towards a Unified Framework for
Aspect-based Multi-document

Text Summarization
by

Dennis Aumiller

Supervisor: Prof. Dr. Michael Gertz





Abstract

For a growing number of knowledge workers, the rapid ingestion of textual information is crucial
for their daily tasks. Confronted with expansive bodies of text, the fastest way to glean central
pieces of information is usually a summary, condensing the most relevant points into a shorter
piece of text. However, the manual curation of high-quality text summaries is a laborious and
time-intensive task, requiring intense focus and attention. This motivates the central topic of this
thesis: the automatic generation of textual summaries. Instead of relying on humans, we intend
to summarize texts with the help of algorithms, designed to capture the central importance. Yet,
despite decades of research into automatic text summarization systems, we are still not at a point
where the resulting algorithms could provide the basis for a product that sees large-scale adoption
by the general public.
This thesis focuses on this obvious gap and provides a fundamental framework to address some of
the remaining shortcomings in automatic text summarization systems. We investigate the direc-
tion of current research, and detail key challenges, which we divide into three central problems.
1) Modern neural network-based approaches to text summarization are extremely data-hungry,
yet high-quality, task-specific data remains a scarce resource, particularly for languages besides En-
glish. 2) From a modeling perspective, we also point out that existing works over-index on nar-

row domains, such as news summarization, with an additional lack of inclusion of user-centric
perspectives for summary generation. 3) We reiterate the lack of comprehensive and meaningful

evaluations of text summarization systems. Where systemic comparisons nowadays rely on a sin-
gular ground truth and metric scores, subjective and nuanced differences in a summary should be
included in more evaluations again.
For all three of these focus areas–data, evaluation, and models–we work towards the elimina-
tion of remaining issues under a shared theoretical framework. We introduce two new datasets
suitable for research purposes, enabling multilingual and domain-specific summarization appli-
cations, ensuring their quality standards with semi-automatic filtering techniques. To improve
the utility of evaluations, we further provide an overview of failure cases in existing evaluation
setups, and reiterate the necessity of focusing on truthful summary generation, by providing a
metric for factuality-focused evaluation of generated summaries.
Aggregating these insights from our investigation of existing limitations, we introduce a two-
staged hybrid summarization model, combining a multi-aspect-oriented retrieval system with a
similarly aspect-compatible re-writing module as a second stage. We hypothesize that this frame-
work allows for a more user-centric experience for text summarization systems by enabling a cus-
tomizable generation depending on user needs. The final two chapters focus on the practical con-
sequences of such a two-staged model at the example of specific generation and retrieval aspects,
and how these can be improved.
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Zusammenfassung

Für eine wachsende Zahl von Wissensarbeitern ist die schnelle Aufnahme von textueller Infor-
mation von entscheidender Bedeutung. Angesichts extrem langer Texte bieten Zusammenfas-

sungen, die die wichtigsten Punkte in einem kürzeren Textstück wiedergeben, oft den schnellste
Weg, solches Wissen zu erfassen. Die manuelle Erstellung von qualitativ hochwertigen Textzusam-
menfassungen ist jedoch eine mühsame und zeitaufwändige Aufgabe, die ihrerseits einen hohen
Grad an Konzentration und Aufmerksamkeit erfordert. Dies bringt uns zum zentralen Thema
dieser Dissertation: die automatische Erstellung von Textzusammenfassungen. Anstatt sich auf
Menschen zu verlassen, wollen wir Texte mit Hilfe von Algorithmen zusammenfassen, die darauf
ausgelegt sind, die gleichen zentralen Aspekte eines Textes wiederzugeben. Trotz jahrzehntelanger
Forschung auf dem Gebiet der automatischen Textzusammenfassung sind wir jedoch noch immer
nicht an einem Punkt, an dem Produkte, die auf dieser Forschung basieren, in der Allgemeinheit
angekommen sind.
Die vorliegende Arbeit konzentriert sich nun auf diese offensichtliche Diskrepanz und bietet ein
grundlegendes Rahmenwerk, um die verbleibende Probleme automatischer Textzusammenfas-
sungssystemen anzugehen. Wir analysieren den Stand der aktuellen Forschung und zeigen einige
der wichtigsten Herausforderungen auf, die wir in drei wesentliche Problembereiche unterteilen.
1) Moderne, auf neuronalen Netzen basierende Ansätze zur Textzusammenfassung sind extrem
datenhungrig. Dennoch sind qualitativ hochwertige und domänenspezifische Datensätze schwer zu

finden. 2) Wir merken weiterhin an, dass sich bestehende Arbeiten überwiegend auf hochspezifische

Aufgabenbereiche fokusieren und dabei nutzerorientierte Aspekte für die Generierung außen vor
lassen. 3) Schließlich verweisen wir auch auf den Mangel an aussagekräftigen Evaluierungen von
Textzusammenfassungssystemen. Hier sollten besonders subjektive und nuancierte Unterschiede
in einer Zusammenfassung wieder stärker in die Evaluation einbezogen werden.
Für alle drei dieser Schwerpunkte–Daten, Auswertung und Modellierung–leisten wir konstruk-
tive Beiträge zur Beseitigung der verbleibenden Probleme. Wir stellen zwei neue Datensätze vor,
die mehrsprachige und domänenspezifische Anwendungen im Kontext von Zusammenfassungen
ermöglichen. Um Evaluationsmethoden zu verbessern, geben wir darüber hinaus einen Überblick
über systematische Fehlstellungen in bestehenden Analysen. Wir bekräftigen zudem den Fokus
auf die Evaluation faktengetreuer Zusammenfassung mittels einer neuartigen Metrik.
Wir stellen schließlich ein zweistufiges Modell für Textzusammenfassungen vor, welches ein aspekt-
orientiertes Suchsystem mit einem kompatiblen Modul zur Umschreibung als zweiter Stufe kom-
biniert. Wir argumentieren, dass dieses Mdoell einen stärkeren Fokus auf subjektiv anpassbare
Zusammenfassungen ermöglicht, da die Generierung in Abhängigkeit der Nutzerbedürfnisse besser
abbildbar ist. Wir diskutieren zudem praktischen Konsequenzen eines solchen zweistufigen Mod-
ells am Beispiel spezifischer Generierungs- und Suchaspekte.
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1 Introduction

“I am very proud that I am smart enough to get to the point.”

Harry S. Truman

Imagine for a second that you are one of the examiners of this thesis: you have about 200 pages
of dense writing ahead of you, and have to judge the relevance and contents of this work. To
provide a fair and objective evaluation, you will have to continuously build up a mental model
of the thesis contents, extend your knowledge by newly introduced concepts, and revisit some of
the assumptions and evaluations discussed throughout. This presents an incredibly challenging
mental task, which requires multiple re-reads, jumping between different chapters to revisit prior
definitions or concepts, and oftentimes jotting down subjective notes of the most central points
and your evaluation of those arguments.
As a nod to the less inclined reader and a core motivation of our work,1 we can provide one imme-
diately useful application of text summarization that assist humans with complex tasks.Figure 1.1
presents a summary of this particular work, which has been machine-generated by the system
which will be introduced throughout this thesis.2 Instead of having to manually sift through
the 200+ pages ourselves, we may now absorb the central points in the fraction of a time and use
the summary as a reference point when reading specific sections to quickly jump to central points
of other chapters! In our opinion, this is only one of many areas in which the automatic genera-
tion of summaries can greatly improve human productivity and would offer immediate benefits
if done correctly.
Reading the summary, however, we can immediately acknowledge several observations about the
conceptual complexity of text summarization, which highlights some of the problems that we will
address in this thesis:

1. A summary is orders of magnitudes shorter than the original input text, in this case com-
pressing the contents by a factor of roughly 200 times.

2. In creating a summary, we must omit a large portion of the depth and details within this
work, but without failing to mention the central concepts and contributions.

1And a helpful guidance for the examination committee.
2The summary was generated given the full text excluding the introduction chapter, which itself can be seen as a

partial summary of the thesis contents.
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1 Introduction

The thesis addresses limitations in current text summarization systems and introduces
innovative approaches to improve their practicality and effectiveness. It emphasizes
the need for high-quality data, robust models, and reliable evaluation methods as the
foundations for successful summarization systems. The author contributes to this field
by creating the EUR-Lex-Sum dataset, a high-quality, human-written, and multilingual
legal summarization resource available in all 24 official EU languages.

The thesis also introduces a novel metric called SRLScore, which improves the
evaluation of factuality in system generations. SRLScore utilizes publicly available soft-
ware and does not rely on labeled datasets, making it reference-free and widely applicable.

Furthermore, the thesis proposes a hybrid and aspect-based architecture for text summa-
rization, incorporating user preferences or unsupervised extrapolations. It discusses the
ex-ante and ex-post aspect categorization, highlighting the wide range of customization
parameters that can be incorporated to generate more user-tailored summaries.

In addition, the thesis makes contributions to document-level text simplification by
creating the Klexikon dataset, a German resource built from alignments between
Wikipedia and a children’s encyclopedia. It also discusses open challenges and synthetic
approaches to generating segment-level alignments between texts and their simplified
versions.

Finally, the thesis explores the use of temporal information in summarization, drawing
inspiration from Almasian et al. to define temporal query operators for ex-ante filtering.
It also discusses the works of Hausner et al. and Markert, who view timelines as a form
of summarization, influencing the generation process by imposing a particular temporal
order.

Figure 1.1: A single-page summary of the contents of this thesis (excluding the introduction), generated by
the system proposed in subsequent chapters. A full specifications of parameters can be found
in Section 4.5.

2



1.1 Motivation

3. The attentive reader may even notice disparities between the portrayed facts in the summary
versus their long-form explanation in the later chapters. This points to a problematic issue
of consistency, which both human- and system-generated summaries struggle with.

4. Throughout this work, a “summary” purely focuses on textual inputs, ignoring any other
modality (e.g., figures, tables, or other forms of media).

5. Depending on personal expertise and prior knowledge, some of the chosen sentences in the
example summary may be redundant (or, in other cases, insufficient) to provide appropriate
background given the level of familiarity with the topic.

These observations allow us to illustrate the deeper meaning of the opening quote by Mr. Tru-
man: summarization, i.e., the task of “getting to the point”, presents an incredibly complex prob-
lem not just for humans, but also machines. With this complexity in mind, we originally set out
to investigate the landscape of what is otherwise known as “automatic text summarization” in the
field of Natural Language Processing (NLP).
While we have already seen first attempts during the early days of computer science research to
tackle the task of letting machines abstract away unnecessary information in scientific texts (Luhn,
1958), we are still not at a point where automated summarization systems have found their way
into mainstream applications, despite ever-increasing technological utilization within society.
Simultaneously, apps providing human-generated, digestible snippets of entire books, e.g.,
“Blinkist”,3 are constantly gaining in popularity. The company, for example, employs an esti-
mated 200 person staff to manually generate these snippets, showcasing a definite economical
utility aside from the subjective benefit of a lessened burden in terms of information input.
It is with this juxtaposition of a theoretically useful tool for generating automated summaries and
its practical absence that we pose our first central research question in this thesis:

Why do we not regularly interact with automatic text summarization systems?

1.1 Motivation

In an attempt to answer the previously posed question both from an analytical and practical stand-
point, the contents of this work will be roughly split into two parts and are primarily driven by the
quest for a better summarization system. In the first half, we begin to understand the nuances of
current text summarization systems, what practical use cases may be considered, and an empirical
discussion of some of the central limitations within the field.
With recent advancements in Machine Learning (ML) and NLP becoming more palpable in ev-
eryday life, the natural expectation of many is that such advancements should also naturally trans-

3https://blinkist.com, last accessed: 2023-08-24.
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1 Introduction

late to sub-fields such as the summarization community, as argued before. However, the field it-
self is still struggling to overcome some of the most basic obstacles, such as providing solid ground
truth data, and effectively dealing with the automated evaluation of a summary’s truthfulness to
the original input text.
This issue is only exacerbated when extending our scope beyond English-language texts: in an in-
creasingly globalized world, inclusion must take a leading priority by respecting not only different
backgrounds, but also a diverse set of languages. Yet, both in academic research and recently pop-
ularized chatbot systems, we still find an overly strong focus on monolingual systems, which are
hard (if not impossible) to reproduce in other languages, and oftentimes lack the necessary data
to do so. Specifically for summarization, we further lack diversity of resources in their domain ori-
gin. Within the last decade, a majority of works have focused exclusively on marginally improving
results on one particular domain: news texts. Primarily due to its abundance of available data on
the web, but also with its relatively concise (and similar) content structure, this domain has estab-
lished itself as the go-to for researchers. To allow a broader view of practically useful systems, it is
therefore paramount to extend our resources with not just better systems, but also better data and
a user-centric approach to system design.
In the second half of this work, we subsequently switch our focus to providing a remedy for some
of the aforementioned system-centric limitations, and discuss a generalized framework that can
accommodate a broader range of user preferences with no additional changes required to the in-
corporated systems. This means firstly incorporating some of the user-centric preferences into
summarization systems: instead of providing static and generic summaries, our system is able to
adjust outputs towards specific backgrounds, and re-write them as necessary. Furthermore, we
refrain from training our system on domain-specific summarization tasks (partially in absence of
appropriately user-centric datasets), and instead argue for a much more modular architectural
design, which allows for improved flexibility in different settings.

1.2 Contributions

We have already teased a number of issues and challenges within the field of text summarization
that will be relevant to this thesis. We would like to additionally highlight a more structured list
of contributions within the work, and set the expectation for readers at this point:

1. We investigate a series of limitations in existing summarization research, with the usability
of such systems in mind. Our findings can be broadly categorized into three categories
of errors, namely data-centric issues (limited length of sample texts, quality of samples),
model-centric problems (training/evaluating on narrow domains, trivial summaries), and
shallow evaluation (e.g., the lack of appropriate metrics and limited analysis of outputs).

4



1.2 Contributions

2. Regarding model-centric problems, existing research overly focuses on the English lan-
guage and a singular application domain with news text. We actively work towards a
broader applicability of systems to other languages and domains, by introducing two new
resources for training and evaluation. With one exclusively German dataset, and another
multilingual resource, we provide a test bed for domain-specific summarization systems
that exceed traditional document lengths.

3. We further address some quick fixes to improve the quality of existin datasets, by proposing
a set of simple heuristic filters to increase the quality of data-related issues. In our empirical
analysis on German summarization systems, the filtered datasets indicate a more difficult
evaluation setting, and allow a retrospective investigation of model errors.

4. We develop a new metric for the finer-grained evaluation of factual consistency in generated
summaries, which poses as a central limitation in the current usability of systems. Our
metric has the added benefit of utilizing human-interpretable intermediate representations
while performance remains competitive with other state-of-the-art metrics in the field.

5. We further introduce a theoretical framework that differs from previous definitions by ac-
cepting a broader range of subjective target summaries as ground truth. While the original
(psychological) definition of summarization acknowledges the importance of differentiat-
ing between user-specific requirements, most of the recent advances rely on simple single-
truth gold standards for experimentation and empirical evaluation. Our extended model
definition introduces the concept of aspects, generally thought of as a subset of singular
larger solution, which can be defined as both user-centered points, but also closely related
to the structure and content of original texts.

6. We propose a first prototype implementation based on the aforementioned framework,
which consists of a two-stage architecture, combining a number of cheap aspect-focused
document filters and a generic re-writing module. This modular architecture can handle
much longer input documents than previous architectures, while simultaneously allowing
for a wider variety in generated responses.

7. We illustrate the challenges of extending the re-writing stage at the example of text simplifi-
cation and discuss the data- and model-centric requirements for extending generic text-to-
text models to particular aspects.

8. Finally, we also present a temporal hierarchy to exemplify the extensibility of individual
aspects into more complex document representations.

The remainder of this work is structured as follows. We begin with a formal introduction to the
task of automatic text summarization in Chapter 2 and further illustrate some of the prominent
algorithms developed over time. Particularly, we outline how practical usability concerns are cur-
rently absent in many research works. In Chapter 3, we analyze some more pressing limitations of
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existing summarization system, particularly surrounding the nature of data and evaluation pro-
cesses, as well as non-English summarization settings. Chapter 4 then introduces a light-weight
and customizable two-stage framework that we believe can alleviate some of the existing issues
regarding the incorporation of a more user-centric generation of summaries. We further present
a first prototype implementation of our approach, which we have showcased earlier in this in-
troduction. To complement our high-level architectural overview, we continue with extensions
of the generative layer in Chapter 5. This includes the introduction of a multi-aspect resource
for German text summarization, as well as potential alignment strategies for document-level para-
phrasing. On the retrieval side of our model, Chapter 6 exemplifies the extensibility of our model,
by introducing a more complex hierarchical temporal representation of time stamps, and the sub-
sequent application to retrieval scenarios. We ultimately conclude with a short overview in Chap-
ter 7, where we also discuss some of the remaining open questions and avenues for future work.
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2 Background and RelatedWork

“If you can’t explain something to a first year student,

then you haven’t really understood.”

Richard P. Feynman

The task of “summarization” can be highly ambiguous without further formal specification, as
already becomes apparent in the previous chapter. To have a solid foundational framework on
which reasonable assumption can be mathematically expressed, we formalize the task of text sum-
marization in Section 2.1: starting from a generic modeling point, we introduce the notion of a
flexible multi-document summarization system, which is primarily concerned with the selection of
“relevant” input sentences to generate a summary from multiple input sources. Subsequently, Sec-
tion 2.2 will extend this generic framework to distinct variants thereof, such as single-document
systems (probably the most prominent architecture in current research), and, more importantly,
the distinction along a more functional axis. Systems can be generally separated into extractive

summarizers, which simply extract a particular subset of text elements from the input text, there-
fore being more robust to systemic failures (more on this in Chapter 3). Aside from this, abstrac-

tive systems have recently emerged as a second type of approach, which re-interpret the text and
give a formulation as output that not necessarily repeats the reference input. Finally, a combina-
tion of the two approaches is generally referred to as a hybrid summarization system, which will
be used as the basis for our own contributions towards more flexible summaries in Chapter 4.
We continue in Section 2.3 by addressing some of the key needs a summary has to address; in
particular, there is a clear psychological motivation for information needs when it comes to human
evaluators. Given that the main objective of this work is to re-calibrate summarization research
with a more specific focus on the usability from a user perspective, we further include an analysis
of the different evaluation dimensions used in prior works on the topic. These will serve as a
backdrop for the analysis of limitations within summarization systems in further chapters.
In addition to the formal view, Section 2.4 gives a concise introduction to relevant methods in
the area of text summarization. This involves some of the most popular algorithms for extractive
text summarization at the time of writing, but also a series of baselines that are intended to put
model performance in a more comprehensive light; finally, we also briefly introduce the currently
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employed tools for automatically evaluating summarization quality – which gives a first glimpse
at the discord between idealized evaluation settings and the practically used tools.
We conclude this introductory chapter with Section 2.5, briefly discussing the implications of
particular modeling choices for domain-specific use cases of text summarization systems. Ulti-
mately, a large number of current research focuses on a single domain, namely the summarization
of singular news articles. This trend further complicates the holistic evaluation of summaries and
the underlying systems; in this work, we aim to incorporate modeling choices that are particularly
relevant for less exposed domains, such as legal or medical use-cases.

2.1 A FormalModel of Summarization

In previous work, summarization systems are designed as a singular “black box”, which is fed
with input documents and somehow generates output texts (summaries). In order to analyze this
closed system in more detail, we need to formulate a set of axioms that generally hold true for any
summarization system. This requires a formal setting that is often vastly simplified (or ignored
altogether) in prior work.
To begin with, we define a document collection as a setD := {d1, ..., dm},m ∈ N, consisting
of one or more documents di. Generally, documents in the collection are referred to as “source
documents” or “reference texts” throughout the remainder of this work, withD being occasion-
ally called the “reference set”. |D| = m expresses the cardinality ofD, i.e., the number of source
documents available.
As for a single document dj ∈ D, it simply consists of one or more ordered segments

Dj := [tj1, ..., t
j
n], n ∈ N (2.1)

. Without further specification, we can think of segments as any naturally delimited (and usually
disjoint) text element. This includes, but is not limited to, paragraphs, sentences, or individual
words (tokens). More granular text blocks, e.g. paragraphs or sentences, can further be split into
smaller units themselves, e.g., individual words. We generally try to avoid such a recursive repre-
sentation of a document and, if not explicitly stated otherwise, assume the granularity of either
sentences or tokens for the remainder of this work. We similarly define the cardinality of a single
document as its length, |D| = n. Importantly, the length may be defined at different granularity
levels as well. Throughout the later chapters, we consider the following segment-level distinctions
for calculating length: |·|char, referring to the total number of characters in a sequence (including
whitespaces, punctuation and special characters, etc.). | · |token instead utilizes the level of indi-
vidual words (also referred to as tokens) for measuring the length. And finally, we can also have
segment-level length measures, such as | · |sent for the number of sentences in a document, etc. If
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not specified further, we assume that the particular choice of granularity does not matter for the
respective implementation, and can be chosen at the user’s discretion.

Notably, there are often multiple ways in which segments can be “tokenized”, resulting in a sepa-
ration of individual tokens with slightly different results. For the sake of simplicity, we assume in
this case that a perfect tokenization can be obtained for any input text, although this is not neces-
sarily the case in practical scenarios. One exemplary problem during the segmentation into words
is the non-trivial task of deciding whether a particular symbol (e.g., the period symbol “.”) belongs
to a token or not. Take, for example, the distinction between a sentence-concluding period such
as the one at the end of this sentence, versus a symbol belonging to a word, such as it is the case for
abbreviations like “Dr.”. These and similar edge cases cause the tokenization to be highly ambigu-
ous and tools still suffer from the occasional problem, even in highly researched languages such
as English or German. We refer to the set of distinctly occurring tokens in an input document
collectionD as the vocabulary V , formally defined as

VD = {t | t ∈ di ∧ di ∈ D}. (2.2)

Coming back to the level of a document collection, we must note one particular distinction: the
fact that its contained documents are inherently considered as an unordered collection, and are
therefore permutation-invariant. On the other hand, this implies that document collections con-
sisting of the concatenation of documents are distinctly different from the collection of individ-
ually retained documents, i.e.,

Dseq := [d1 ⊕ ...⊕ dm] ̸= D = {d1, ..., dm}. (2.3)

The concatenation⊕ is defined here as a sequential merging operation, expressed as

di ⊕ dj = [ti1, ..., t
i
m, tj1, ..., t

j
n]. (2.4)

With this, a summary can now be defined as a finite subset of the original document collection.
In order to consider all potentially generated summaries fromD, we introduce the superset of all
segments across documents, also known as S .

S := {tji | t
j
i ∈ dj , dj ∈ D} (2.5)

It is important to note that – quite like the document collection itself – the superset S is a multi-

set and therefore retains duplicate segments or documents (i.e., segments appearing in distinctly
different documents Di and Dj will be represented accordingly). However, within S , there is
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Eagles are large
bird of prey.

There are many
different species.

t11 =

d1 ←

d2 ←

D︷ ︸︸ ︷ [Eagles, are, large, bird, of, prey, .]

t12 = [There, are, many, different, species, .]Eagles are often
used for heraldry.

t21 = [Eagles, are, often, used, for, heraldry, .]

S =
{
t11, t

1
2, t

2
1

}
|S|sent = 3

|D| = 2

|d1|sent = 2

|d1|token = 13

Figure 2.1: Example illustrating the notation of our document model. For this collection, we assume a
segment level of individual sentences, and two input documents. We further assume naturally
segmented tokens, i.e., a human-like interpretation of a single “word”.

similarly no fixed order between documents (or even between segments) retained; we will address
this particular issue in more detail later on. Similar to a single document D, we can define the
cardinality of a document superset S as

|S| =
∑
d∈D
|d|. (2.6)

The size of S also differs from the cardinality notation of the document collection, |D|, which
expresses the number of documents, rather than their cumulative length, as it is the case for the
cardinality of S . Figure 2.1 illustrates the notation at the example of two (very short) documents
in a collection. Note specifically that we fixate two distinct parameters in this example: first, the
segment level is set to sentences (it could have likewise been set to paragraphs, or sub-sentence
units, etc.), and the tokenization specifically uses a naturally delimited word as a unit (instead of
a simpler whitespace split, or more complex subword unit splitting (Sennrich et al., 2016)).

Building on this relatively generic definition of a document collection, we can now formulate
a first naive definition of an (extractive) summarization system, referred to as “summ”. Given a
document collectionD and its associated superset S , we formalize summ as a function

summ : D → S, (2.7)

summ(D) = s := [tji , t
m
k , ...], ti, tk ∈ S. (2.8)
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In other words, a summarization system will generate a summary s, represented as an (ordered)
subset of segments from the document collectionD. In more practical terms, it can be assumed
that |s| ≪ |S|, i.e., the number of segments present in a generated summary should be signifi-
cantly smaller than the combined length of the input documents.

Systems generate, however, not just a random sub-selection of segments inD – rather, they should
optimize the perceived text quality of a summary s with respect toD. For the sake of simplified
notation, we refer to the collective optimization across all desirable evaluation dimensions as in-

formation density.1

One problematic assumption present in this naive definition is the implication that summaries
are equivalent for every user, irrespective of their individual prior knowledge or information needs.
This knowledge prior may shift the information density of a particular generated summary, which
in turn violates the previously stated assumption about a summary independent of a user. How-
ever, we have already established that this may be one of the primary reasons that summarization
systems see little practical use right now. The implicit need to adjust outputs for individuals is in
fact one of the key contributions that will be presented in Chapter 4, focusing on the proposal of
an aspect-focused summarization model.

Additionally, it can be noted that summ(D) does not directly express the disjoint nature of seg-
ments in a summary: specifically, it may be asserted that no two segments ti, tj ∈ s should have
the same semantic meaning. As an example, imagine a syntactically different sentence, differing
significantly in its wording from t11 in Figure 2.1:

Eagles are a predatory species of bird.

However, while the two sentences use different vocabulary, one would still want to assign these
two sentences as “highly (semantically) similar”, as their meaning is preserved even with syntactic
changes.

Regarding a summary, we instead want the selected sentences to be semantically diverse, i.e., cover-
ing a broad range of information content while keeping the number of selected sentences minimal.
This requirement of diversity is equivalent to the previously mentioned notion of information
density, which is why one can construct a more precise requirement for generated summaries by
defining a function of semantic similarity between two segments ti, tj ∈ S as

sim : d× d→ R. (2.9)

1Arguably, some of the earlier summarization systems do a better job of maximizing this objective than more recently
developed summarization systems, see, e.g., Goldstein and Carbonell (1998). The lack thereof is related to the
transition towards entirely gradient-based training routines.
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The resulting similarity score can be interpreted that a higher score implies a closer semantic sim-
ilarity between two segments. In reality, scores are also limited to a fixed range, e.g., the closed
interval of [−1, 1] for cosine similarity, a commonly used function when comparing semantic
vector representations of two segments. Another reason for the range limitation is the satisfac-
tion of the “self-similarity guarantee” between segments. Here, the similarity function sim has to
guarantee that

sim(ti, ti) ≥ sim(ti, tj),where ti, tj ∈ S, ti ̸= tj . (2.10)

Aside from the self-similarity, we generally assume any similarity function to be symmetric, i.e.,
sim(ti, tj) = sim(tj , ti). In fact, one can observe practical implementations violating the symme-
try assumption quite frequently. E.g., the computation of “similarity” through neural networks is
not per se symmetric. This is primarily based on the fact that “similarity” may be computed from
a segmented input text <start> ti <separator> tj <end>, where positional biases and latent in-
teractions cause a breakdown of symmetric representations.

Importantly, a desirable similarity function should be extensible to express relations between mul-
tiple segments as well, e.g., sim([ti..., tj ], [tk, ..., tl]). This allows then for the measurement of
similarity between a summary s (with fixed order of segments in s) and the segment superset S .
In practice this would likely be a sequential representation of the document collection Dseq in-
stead, as the non-ordered representation of S could be ambiguous.

Our naive summarization system summ can then be expressed as an optimization problem, where
the summary is chosen such that the maximum similarity between the original document collec-
tion and the summary is achieved:

summ(D) := argmax
s∈D

sim(s,S). (2.11)

Problematically, Equation (2.11) states that the argmax in the naive case would simply yield S
as the “optimal” result – which obviously constitutes a poor “summary”. Instead, we may re-
formulate this statement as a constrained optimization problem, where the maximization of (con-
tent) similarity is subject to a minimization constraint on the length of the summary instead:

summ(D) := argmax
s∈D

sim(s,S), (2.12)

subject to min |s|.
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(a) (b)

(c)

(d)

Figure 2.2: Illustration of various automatic summarization system variants. (a) Extractive summarization
provides summaries in the form of copied text content, usually at the segment level. (b) Ab-
stractive summarization systems may re-write or combine information in the generated sum-
mary and are thus not restricted by input document content. (c) Hybrid summarization sys-
tems couple an extractive and abstractive stage, to reduce computational load on the re-writing
module. (d) Multi-document summarization systems extend the previous concepts to accom-
modate multiple input documents at the same time. Combinations with other variants exist.

Importantly, we reiterate the distinction from human preferences of an “ideal” summary; partic-
ularly, the optimization for constrained length may conflict with other preferences, such as a need
of a cohesive of factually correct summary.

2.2 Variants of Summarization Systems

As expected, only a minority of the current summarization systems actually fall neatly into the
previously proposed axioms. In order to accurately represent a wider range of models that are
encountered in practice, we adjust summarization frameworks with individual extensions of our
formal representation to account for the various model classes. Broadly, we distinguish between
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the type of extraction performing the actual summarization step, and secondly the size of our
input document collectionD. We further illustrate the particular differences in Figure 2.2.

2.2.1 Extractive Summarization

The system that closest aligns with the previously given axioms is an extractive summarization
system. Hereby, the summary s is indeed chosen in such a way that the output text will consist
of verbatim copies from the input document(s). Notably, these are particularly cheap in terms
of computational complexity, as the copying of text is fairly efficient. However, arriving at the
conclusion which segments to copy may still take up significant computational resources. The
vast majority of works in text summarization pre-dating the neural era (i.e., predating the 2010s)
are based on some variant of extractive summarization (Erkan and Radev, 2004b; Mihalcea and
Tarau, 2004).
As eluded to in the previous definitions, extractive systems may not return the most coherent
generated results. As the inter-segment coherence is not guaranteed, particularly if segments are
chosen from different positions within a document (or across multiple documents), it may be
hard for a reader to follow what particular concepts are referenced at one point in time. Regardless,
given that the extractive models operate on the segment level, it at least guarantees a high intra-
segment coherence (i.e., grammatically correct text as it appears in reference segments). As an
indicator for an extractive summarizer, we write “summext”.

2.2.2 Abstractive Summarization

At the other end of the generation spectrum, abstractive summarization systems no longer
exclusively extract existing text fragments. Instead, the abstractive part of the system refers to the
fact that it may generate text sequences that do not appear in the original text. To adjust our
formalization to allow for relaxed requirements on the summary s, one can instead consider an
underlying vocabulary of a target language T , where VT ̸= VD.2 Then, the summary s is no
longer necessarily consisting of a sub-selection of segments from S , but rather a sequence of m
tokens drawn from the vocabulary, or

s = [t1, ..., tm], ti ∈ VT∀i ∈ [1,m]. (2.13)

Consequently, an abstractive summarization system can be expressed by summabs : D → VT . In
contrast to an extractive summarization system, an abstractive model has an inherent advantage
in terms of outputting (syntactically) fluent summary texts. However, generating – to some ex-

2In practice, the vocabulary may still be based on the input document collection in some ways; more recently, how-
ever, the vocabulary is more likely to be defined by a much larger pre-training dataset.
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tent arbitrary – text comes at a high additional cost of modeling the underlying language. Purely
because of this fact alone, requirements in (annotated) training data increases by several orders
of magnitude compared to an extractive system. Among other reasons, this is a primary cause
for English language setups to dominate the current landscape of summarization research: Few
languages offer the instant availability of large-scale datasets and related literature that allow for
a comprehensive study of summarization (or other language) phenomena. We also investigate
the lack of semantically coherent summaries, particularly with respect to factually verifiable state-
ments Section 3.5. The fallacy of “trusting” model output can thus lead to detrimental results,
including the misrepresentation of original claims due to reliance on summary texts (Fabbri et al.,
2021).

2.2.3 Hybrid Approaches

Another limitation of current abstractive systems, which we will analyze in more detail later on,
is the limit on overall input text length. Generally, for any sufficiently largeD, abstractive models
alone will be unable to handle the text load in a single iteration. While splitting input segments and
iteratively building summaries is certainly an option to circumvent this problem (Beltagy et al.,
2020), the additional burden of high inference cost makes this a less attractive option. Instead, hy-
brid summarization systems have been proposed as an intermediate solution (Liu et al., 2018a;
Liu and Lapata, 2019), combining the best of both worlds. Formally, a hybrid system can be rep-
resented as the functional concatenation of two individual summarization systems, also referred
to as different stages, formally

s = summabs(summext(D)). (2.14)

Notably, the intermediate representation of the extractive summary is then generally considered
as a “single input document” (i.e., |Dintermediate| = 1). This is no strict requirement, and dif-
ferent hybrid architectures may have varying assumptions about the intermediate representation,
depending on the exact method used in the first extractive stage.
The extractive summarizer is generally developed to be efficient for retrieval across potentially large
document collections, akin to a “retriever-reader” Question Answering (QA) architecture (Chen
et al., 2017), two-stage ranking approaches in Information Retrieval (IR) (Nogueira and Cho,
2019), or Retrieval-Augmented Generation (RAG) (Lewis et al., 2020b). The key differentiation
for summarization settings is the abstractive nature of the second “stage” in the process, i.e., the
abstractive re-writing of selected text, with the simultaneous shortening of texts. In comparison,
the second stages of both the QA and IR setting differ in that they do not perform any text gener-
ation. For QA settings, the later stage generally performs a span-selection on “relevant” passages,
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whereas re-ranking architectures in IR focus on improving ranking order over the naive first-stage
approach. Regardless, we can consider the research hybrid architecture settings deeply connected
across several sub-fields. Particularly the extractive algorithms for first-stage ranking are often-
times shared between architectures; popular choices are, e.g., term-frequency/inverse-document
frequency (TF-IDF) (Jones, 2004) or BM25 (Robertson and Jones, 1976).3 In contrast, for RAG
systems, the task setting is relatively constrained, and follows a more directional expected output
format (explicit input sources, as well as a summary-style output text). As an example, RAG sys-
tems may be used to solve a range of tasks, such as QA or generic text generation, without specifi-
cally focusing on a summarization objective, while injecting knowledge from a retrieval stage into
the generated outputs.

2.2.4 Multi-Document Summarization

While the previously introduced variants have been concerned with differing definitions of the
summary generation process, we continue by introducing variance on the data side as well. Start-
ing with multi-document summarization, or MDS for short, we simply assert that the number
of input documents is strictly larger than one, or formally |D| > 1.
Generating a summary from multiple distinct input documents may be particularly challenging
for a variety of reasons. First and foremost, information across documents may be duplicated, a
prominent issue in the areas of trend summarization from social networks (Ziegler et al., 2021;
Campos et al., 2022). Formally, content duplication can be defined as segments tm ∈ di and
tn ∈ dj , such that

sim(tm, tn) > δ, (2.15)

where δ is a chosen similarity threshold.4 Readers should note that the requirements on input size
is in fact complementary to the modeling dimensions; we can therefore talk about, e.g., a “hybrid
multi-document system”. Only in some instances are the two modeling dimensions correlated.
Particularly for the multi-document setting, abstractive approaches are less popular, as the input
length can quickly spiral out of the possible content limit for abstractive models.
This implies a set of particular challenges for the summary generation in multi-document settings:

1. It might have to be ensured that the generated summary does not contain duplicate content,
or conflicting opinions are accurately represented even in the summary (which specifically
necessitates partial repetition).

3Formal definitions are given in Section 4.5.2.
4Incidentally, this is also an issue for summaries from single documents, where tm and tn are from the same document
di. However, we generally do not assume that such “repetitions” appear in short text documents, as it is the case
for most research settings on summarization utilizing news-based datasets.
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2. Since individual documents are generally assumed to be semantically self-contained, it is
necessary for a multi-document summarizers to ensure content consistency, as well as gram-

matical fluency of a generated summary. Especially for extractive systems, this is non-trivial
to enforce, given the nature of generated summaries for such a model.

3. Aside from content-based selection criteria, the documents inDmay be arranged on meta-
information available, a topic we describe in greater detail in Chapter 6.

2.2.5 Single-Document Summarization

Despite the broadly applicable setting of multi-document summarization, most evaluation set-
tings prefer a simplified setting with |D| = 1, also known as single-document summarization
(or SDS). For reasons explained just before, SDS settings simplify the task setting noticeably, as no
cross-document coherence has to be explicitly modeled (thus also easing the process of generating
a coherent summary).
A more pragmatic reason for specifically focusing on SDS is the abundance of readily available
training and evaluation corpora: while the collection of several relevant documents may require
further human interaction, collections for single-document summarization can be solicited in an
automated fashion. In many instances, suitable alignments between a single input document and
ground truth summaries already exist, e.g., on the internet, and may be (semi-)automatically ex-
tracted from these sources without too much expensive annotation necessary. This trend towards
the exploitation of available semi-structured annotations in summarization can be attributed
largely to the creation of the CNN/DailyMail corpus (Hermann et al., 2015).
While the investigation of how to summarize singular documents is certainly a relevant research
question, it has recently dominated the sub-field of text summarization to the point that re-
searchers have forgotten that prominent evaluation metrics where originally designed with multi-
document corpora in mind (see Section 2.4.5). When returning to a more user-centric focus in
summarization settings, we find that the opposite is the case: users frequently do not even known
the specific document from which to summarize in the first place (Giorgi et al., 2022). For this
reason, we continue by paying close attention to the way in which human preferences are modeled
in text summarization evaluation.

2.3 Assessing the Quality of a Summary

With a formal summarization system now defined, we may establish what exactly would be con-
sidered a high-quality summary, as it becomes heavily intertwined with the final usability of a text
summarization system – users will strongly prefer summaries that naturally align with their in-
dividual needs. Whether a particular length of an output summary, the information contained
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within it, or the way in which it is written, many factors can be considered as a measure of (sub-
jective) quality for a piece of generated text. With the added difficulty of considering the original
piece of reference text, the process of summarization is especially hard to perform even for hu-
man users, making it particularly challenging to even properly evaluate the quality of machine-
generated snippets. Surprisingly, already some of the earlier literature in the area of automatic text
summarization has been addressing the question about how to consistently rate summarization
quality, with varying degrees of specificity in their definition for evaluation settings (Jones, 1999;
Mani, 2001; Guo and Stylios, 2005). Particularly Guo and Stylios (2005) heavily lean on the roots
of text summarization within the area of psychology. In their interpretation, summaries need to
be supported by human mental models of information and knowledge, in order to be considered
useful. The general takeaway for the purpose of our work can be the explicit need to focus on
a user perspective, i.e., include explicit evaluation dimensions that factor in different qualitative
factors of summarization quality.
Importantly, however, researchers generally agree that human feedback is comparatively difficult
to obtain: For reasons that involve both temporal and monetary reasons, explicit annotations
are often disregarded in experimental setups, particularly for heavily subjective tasks such as text
summarization. Disregarding human feedback in experiments ultimately may lead to a deviation
from the original objectives of building usable tools, and instead relying entirely on automatic
(and somewhat misaligned) evaluation metrics. In addition to the general disregard, we observe
additional complexity stemming from differing usage scenarios of text summarization systems,
which lead to potentially widely differing requirements in the desired system outputs. As an ex-
ample, researchers consider both news headlines and radiology report conclusions as a form of
“summary”, and treat them as somewhat equal targets when designing experiments. In practical
terms, the differences between a headline and report summary could not be any larger, with differ-
ent expectations on the length, topical depth, and formatting of individual segments being some
notable aspects.
To clarify what an ideal setting for (productive) text summarization research may look like, we
start by giving a brief overview of different quality dimensions introduced in prior works. Fur-
thermore, the most important factors for aspect-based text summarization settings are elaborated
in more detail.

2.3.1 Qualitative Dimensions of a Summary

The selected evaluation dimensions are an aggregation between multiple different works, which
we deem especially relevant for the focus on a user-centric summarization model (and its evalu-
ation). We particularly encourage readers to additionally read the works by Grusky et al. (2018)
and Fabbri et al. (2021), which align closest with our selection of highlighted rating dimensions.
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These works are also the basis of several follow-up studies using the data sources introduced in the
respective works. Such evaluation dimensions are also used to evaluate Retrieval-Augmentend
Generation systems (Es et al., 2024). We further acknowledge influences of these dimensions by
several other works in the respective sections, however, they often only look at a chosen subset
of the following four dimensions. From a practical standpoint, it should be said that the evalua-
tion dimensions are chosen without being entirely orthogonal. Meaning, a summary that scores
well in one area (e.g., the coherence) may also have a high relevance score, but it is not necessarily
guaranteed. To our knowledge, no study is available that looks at the correlation between various
rating dimensions.
Regarding the setup that is to be evaluated, we may assume that a summary may have been writ-
ten either by humans or generated by an algorithm; the distinction does not matter with respect
to the evaluation. It is, of course, possible to summarize from a single or multiple original input
documents. We make no further assumption about the setting, but note that in multi-document
settings it is more likely to encounter duplicate content.
For some of the following criteria, a comparison with an existing text is required to judge the
quality, whereas other criteria (such as the grammaticality or fluency of a piece of text) can be
rated independently. In most research literature, a reference-based setting is assumed, where one
or multiple so-called reference summaries (also often called gold summaries) exist, which is used to
ease the mental burden on evaluators, as they have a pre-existing (shorter) text segment to check
against. On the other hand, in reference-free evaluation settings, the judgment will be made with
respect to the reference text alone. We will briefly discuss the relation between evaluation dimen-
sions and available automated metrics, but refer the reader to later chapters for a more detailed
introduction (see Section 2.4.5).

Relevance

We refer to the judgment of the quality of presented content within a summary in relation to its
original source text as relevance. Initially, we may perceive relevance as a metric that strictly in-
creases with the length of a presented survey, as more (relevant) content can be included. However,
relevance judgments may be lower in the presence of duplicate (or overlapping) content being in-
cluded (Fabbri et al., 2021). As an example, we can imagine writing a literature survey, incorporat-
ing the related work sections of multiple academic papers: Summarizing content across different
related papers within the same sub-field is likely to yield a large overlap in the referenced works,
which would generally be avoided in an ideal summarization setting. Earlier works often incorpo-
rate relevance indirectly through token-based precision/recall metrics (Mani et al., 2002), which
in turn is a direct predecessor to relevance-based automated evaluation metrics (Lin, 2004). The
latter approach also exhibits strong correlation with human relevance ratings (Fabbri et al., 2021).
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Grusky et al. (2018), who refer to relevance as “informativeness”, further clarify that a summary
should focus on the key points of the input article, which is similar to the earlier interpretation by
the Document Understanding Conference (DUC) organizers, which asks evaluators about con-
tent clarity (Dang, 2005).

Factuality

Aside from the relevance of individual text fragments, an arguably more important aspect is
whether factual information in the generated text can be supported by the original input. This
is generally defined as the factuality of a generated summary.5 Especially in the day and age of
purposefully spread misinformation or “fake news”, it becomes increasingly important to assess
how well systems are able to cope with the faithful representation of input documents. For the
summarization of multiple input documents, we encounter the additional problem of represent-
ing potentially conflicting information. While this poses a significant challenge even for human
evaluators, we argue that this is beyond the scope of the current work. However, active efforts
exist in related fields towards fair representation of conflicting views (Jin et al., 2016; Jang and
Allan, 2018). We generally see strong evidence for the dominance of extractive systems over ab-
stractive summarizers when it comes to the evaluation of factuality (Grusky et al., 2018; Fabbri
et al., 2021). Particularly the problem of content not appearing in the original input documents
– so-called hallucinations – are a frequent cause for low perceived factuality (Ji et al., 2023). We
note that extractive models are no guarantee for perfect factual summaries, either, mostly due to
poor content selection or intra-sentence phenomena, such as unresolved anaphora or co-reference
mentions (Zhang et al., 2023).

Coherence

Where the previous metrics are measuring the semantic accuracy of a summary, coherence is more
concerned with the syntactic accuracy. This dimension is heavily focused on the system-level,
evaluating the overall structure of a (generated) text at the level of an entire (output) document.
Evaluators judging coherence are usually asked whether systems are able to generate cohesive text
segments that fluently lead from one topic to another, without seemingly random jumps between
topics. Particularly abstractive models have shown dramatic improvement in coherence scores,
having the increased ability to merge and re-formulate existing sentence structures (Fabbri et al.,
2021). An important work detailing the power of recent automated evaluation metrics for system-
level coherence is by Steen and Markert (2022), which extend the more simplistic definition by

5Confusingly, this is indeed referred to as relevance by Grusky et al. (2018); we exclusively use the term factuality or
factual consistency for the remainder of this work.
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Fabbri and collaborators. They find that most metrics are still unable to capture full document-
level context, instead often only evaluating coherence at the level of individual segments.

Fluency

Within a summary, the correct syntactic use of language may be variable, and high-quality indi-
vidual sentences may well be as important for a “good” generation result as the overall system-
level coherence. For this purpose, the fluency can express exactly this fine-granular evaluation of
the grammaticality of a prediction within a single sentence (or across shorter segments). This is
particularly challenging to maintain when the original input documents contain frequent refer-
ences between different sentences, such as co-references or the use of anaphora, but also requires
a system to at least be able to coherently express individual sentences. While we generally may
assume that extractive summaries score well in the faithfulness department, fluency may be more
affected (Zhang et al., 2023). The aforementioned issues of missing co-reference/anaphora reso-
lution steps can cause a semantic breakdown in a heavily condensed summary, in the worst cases
to an active falsification. Particularly more recently proposed generation evaluation metrics build-
ing on heavily pre-trained generic language models are increasingly able to identify syntactically
correct sentences by evaluating model perplexity of individual sentences (Zhang et al., 2020b;
Thompson and Post, 2020; Yuan et al., 2021)

2.3.2 Evaluating Summaries

Aside from the challenges of what to ask about in summarization evaluation, the how of asking
evaluators to rate generated text is almost as important; we refer to Ter Hoeve et al. (2022) for a
more comprehensive analysis and practical guidelines of how to design a high-quality evaluation
study. In general terms, recent progress in the Natural Language Processing (NLP) community
has lead to a wider acceptance of the fact that singular ground truth labels may be insufficient to
represent task-specific annotations (Abercrombie et al., 2022; Plank, 2022). For summarization,
we expect this to be the case as well, given the conflicting definitions of what makes a summary
“good”. This problem is only exacerbated for settings that require task-specific insights; in some
instances, almost no agreement can be found between the annotations provided by novices and
task experts (Fabbri et al., 2021). Such insights are worrisome, as the majority of annotations is
collected from platforms populated mostly by task-specific novices.6 Another fallacy in evaluation
is that small changes may have a huge penalizing impact on the summary quality. This is especially

6As a “late-breaking addendum”, we also reference insights from the study by Veselovsky et al. (2023), who find
that an increasing number of MTurk annotations are likely generated by systems such as ChatGPT. This creates a
further spiral of deteriorating data quality.

21



2 Background and Related Work

relevant for evaluation of factuality, where minor changes in the generated text can dramatically
change the faithfulness of a summary, e.g. the birthday or name of a person.
In the same vein, we may also address the frequent use of Likert rating scales (Likert, 1932), as it
cannot be omitted how the particular choice of evaluation scales may affect the observed subjec-
tivity in results. While Likert-style ratings generally offer a reliable (and consistent) way of judging
quality differences different annotators’ ratings (Croasmun and Ostrom, 2011), there are short-
comings when comparing the scores with longer-form explanations of particular ratings (Hu et al.,
2018). In the context of text summarization, Tang et al. (2022) recently investigated the differ-
ence between Likert-style ratings and preference ratings (i.e., simply indicating whether a partic-
ular output A is preferred over an alternative B). Though it should be said that preference-based
ratings are not free from issues, either. Particularly for different evaluation dimensions, human
annotator consistency seems to be more erratic (Steen and Markert, 2021), and annotators are
usually not given a choice to prefer “neither of the options” as an output. The latter is especially
relevant for text summarization, as low-quality outputs are still a frequent occurrence, and as such
should be able to be marked as “insufficient”, even when comparing the output of two systems.
Simultaneously, strength of preference is not (necessarily) considered for binary ranked ratings;
especially for quantifying the level of improvement, it is therefore not ideal to use such ratings.

2.4 A Brief History of General-purpose Text
Summarization Research

Before setting out with a more holistic exploration of the area of text summarization, we want to
divulge the reader in a brief introduction to cover some of the central works throughout the field’s
history. Unlike the wider field of Natural Language Processing, which is primarily influenced by
the Computational Linguistics community, text summarization also finds its origins in a related
field, namely the library sciences. Similar to the history of Information Retrieval, early results were
primarily motivated by a more systemic approach to library management, including the efficient
access of information in large document collections.
Probably the first notable work on summarization of automated abstract generation is Luhn
(1958), who already recognized that word centrality, i.e., the importance of a singular segment for
the overall document meaning, can be used as a quantification–and subsequent ranking–of text
segments.7 From a vector of segment centrality scores, a “summary” can be easily constructed
by choosing the particular highest-ranking segments. While we do not explicitly cover Luhn’s

7Fun fact: Luhn’s paper opens with a sentence familiar to the common summarization researcher: “Th[e] widespread

problem [of fast access to information, Ed.] is being aggravated by the ever-increasing output of technical literature.”
It seems little has changed in over sixty years.
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method in this work, it has proven to be a central contribution to the early days of the field. In ad-
dition, later contributions by IBM, where Luhn worked at the time, saw the company cemented
as the de-facto intellectual leader of the field (Resnick and Savage, 1960; Rath et al., 1961). Few
works are worth noting in the broader context throughout the following decades; a notable excep-
tion is the work by H.P. Edmundson, who conducted a series of studies on “automatic abstract-
ing” throughout the 1960s (Woolridge Inc., 1961; Edmundson and Wyllys, 1961). He was also the
first to our knowledge to actively discuss limitations and problems in the area of text summariza-
tion (Edmundson, 1964). We can also observe some first rather theoretical papers appearing at
academic conference, surfacing during the early 1980s (Fum et al., 1982; Marsh et al., 1984). The
absence of further progress cannot be fully explained, but we may reason that the probable lack of
computing power for such complex tasks as summarization played a large role.8 During the 1990s,
Karen Spärck Jones contributed seminally to the area, instigating (among other things) the 1993
Dagstuhl seminar on summarization (Endres-Niggermeyer et al., 1995). A thoughtful review of
her further contributions can also be found in (Maybury, 2005). By the end of the 1990s, the field
saw the arrival of more academic interest, and consequentially some first attempts at consistent
evaluation of summarization systems (Mani et al., 2002). This culminated in the series of work-
shops hosted at the Document Understanding Conference (DUC), which established the first
formal track for summarization and ran between the years of 2001 and 2006 (Over et al., 2007).
Here, we have arrived at what can be considered the “new age of text summarization”, which will
be too much to cover in detail. Instead, we individually examine some of the primary contribu-
tions since the early 2000s. We begin by analyzing key algorithmic concepts, followed by a brief
review of available (English) evaluation resources, as well as an overview of relevant automatic
evaluation metrics.

2.4.1 Extractive Summarization Algorithms

In no particular order, we introduce a number of central algorithms and baselines that we will
continuously use throughout this work. Partially, these make use of statistical information hid-
den inside the training data, such as lead sentence-based methods, but also approaches that satisfy
the basic “test of time”, and are still used today. Note that all of the following systems are extractive
approaches, and as such are only covering a part of the wider progress in literature, which we will
analyze in more detail later on, see Section 2.4.2. We broadly distinguish the introduced extractive
methods into graph-based (TextRank and LexRank), frequency-based (SumBasic), and heuristic
(Lead-3/k) approaches. All of the discussed methods have the advantage of being entirely un-

8Circling back to the work by Luhn (1958), his system was implemented on an IBM 704 machine, which came with
a total of 18,432 Bytes of main memory, see https://en.wikipedia.org/wiki/IBM_704, last accessed: 2023-07-25.
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supervised, meaning they do not require any additional stochastic gradient-based learning step,
which in turn would require annotated data. At most, the methods

TextRank

A central method, popularizing the use of graph-based approaches to keyphrase extraction as well
as summarization, is TextRank. Introduced by Mihalcea and Tarau (2004), with similar ideas
presented by Erkan and Radev (2004a) at the same time. It introduces an algorithm to compute
summaries from a graph-based representation of input texts. In particular, each vertex of the
graph represents words or sentences, which are then weighted with iterations of the Pagerank
algorithm (Page et al., 1998) over the graph. This constitutes the computation of Eigenvector
Centrality (Bonacich, 1987), where the mathematical relationship is further elaborated by Erkan
and Radev (2004b). A final (extractive) summary can then be generated from the top-weighted
nodes in the resulting network. Several subsequent works pick up on this idea of graph-based
summary generation (Garg et al., 2009; Baralis et al., 2013; Parveen et al., 2015). The key difference
between these works essentially lies in the underlying method for generating the final ranking of
the graph nodes.

LexRank

With more modern systems available, TextRank and other graph-based methods have largely fallen
out of favor as baseline systems. We instead present LexRank (Erkan and Radev, 2004b) as the
surviving graph-based approach, which we also frequently use in our own experiments (with some
modifications). Similar to the previously mentioned LexPageRank/TextRank, the LexRank algo-
rithm can be broken down into the following steps.

1. Compute a vector representation for each segment,9 utilizing term frequency – inverse doc-
ument frequency (TF-IDF) for scoring. Words below a certain score threshold are ignored
for efficiency and the resulting values stored in a sparse vector.

2. Based on these vector representations, a similarity between all segments is computed.
Again, a threshold is used to sparsify the resulting N ×N matrixA.

3. A is then interpreted as a form of adjacency matrix. It can then be used to initialize a
graph, i.e., interpreting the similarities as a form of edge weights between different nodes
(the segments).

4. Similar to other graph-based methods, a centrality scoring method is applied to the graph,
based on PageRank. The top-weighted nodes in the resulting network are again taken as
the summary of an article.

9In the original implementation, the authors use sentences.
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A major reason for the consistent popularity of LexRank over other methods is the original inte-
gration into the MEAD summarization toolkit (Radev et al., 2001), which included convenient
pre- and post-processing tools, such as sentence segmentation functions, and re-ranking of top-
weighted sentences with Maximal Marginal Relevance (MMR) (Goldstein and Carbonell, 1998),
which, for example, allows the automated determination of summary lengths with minimal repe-
tition. For the purpose of our experiments, we rely on a Python re-implementation of LexRank,10

which does not provide any pre-/post-processing functionalities.

Modified LexRank (LexRank-ST)

LexRank has one inherent advantage over the other presented graph-based approaches to summa-
rization. By relaxing the mathematical assumptions about the underlying centrality computation,
LexRank can be adjusted to work with arbitrary metrics that operate on a potentially completely
different similarity computation, even for metrics not based on a graph. Particularly because the
original LexRank implementation uses a discrete bag-of-words approach, which is fairly suscep-
tible to drastic score changes despite small syntactic adjustments, it is desirable to replace the in-
termediate matrix of segment vectors with a more robust continuous representation. As such, we
utilize a modified variant of LexRank, which uses cosine similarity over segment-level language
model representations for the calculation of the self-similarity instead.
Particularly, we use the sentence-transformers library (Reimers and Gurevych, 2019), which crit-
ically offers model variants suitable for multilingual applications (Reimers and Gurevych, 2020).11

Importantly, however, LexRank assumes that the matrix of computed similarities represent a
stochastic matrix. This requires the assertion that all entries of the similarity matrix A are non-

negative and each row in the matrix represents a probabilistic distribution of the transition prob-
abilities in the Markov chain associated withA. To this extent, it may be required to adjust the
(possibly negative) cosine similarity scores, e.g., by re-normalization.
A final critical choice is the determination of appropriate output lengths. For LexRank-based ap-
proaches, we differ in our approach, by either using an oracle-informed approach (Aumiller and
Gertz, 2022a) or a pre-estimated length based on available training data (Aumiller et al., 2022b).
For the oracle variant, we simply extract the same number of segments as present in the gold sum-
mary. This presents a pseudo-optimal solution, given that we have an optimal trade-off between
precision/recall in n-gram-based metrics (cf. Section 2.4.5). Given that we do not have this infor-
mation in “blind test settings”, we instead opt to adopt a metric based on the average compression

10https://github.com/crabcamp/lexrank, last accessed: 2023-07-24.
11This is also one of the rare instances where we are able to attribute a tweet as the relevant reference, since this

approach was originally suggested by Nils Reimers himself. See https://twitter.com/Nils_Reimers/status/

1488213682236661774, last accessed: 2023-04-13.
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ratio (Grusky et al., 2018). We define the mean compression ratio CR of the samples in a training
corpus as

CR(S, s) = |S|token
|s|token

, (2.16)

in order to estimate an approximate number of segments in the target summary. We alternatively
use implementations in later parts of this work that operate over the character level, but function-
ally stay the same otherwise. By defining the average training set compression ratio as

CRtrain
avg =

1

N

N∑
i=0

CR(Si, si), (2.17)

we are further able to approximate the average individual target lengths. Let |stesti | be the length
of to the i-th test reference summary. To compute the estimated target length for this sample, we
define

|stesti | :≈
Stesti

CRtrain
avg

. (2.18)

Of course, the assumption that most articles follow a similar compression ratio breaks down once
we consider datasets with a huge variance in the target lengths.12

SumBasic

Vanderwende et al. (2007) introduce a method that entirely relies on word frequency statistics,
but does not construct the intermediate representation of a text graph. SumBasic shines by being
explainable in five steps, without additional requirements. This makes it an ideal baseline candi-
date and a frequent implementation, but also showcases how automated systems do not neces-
sarily reflect the true user-centricity required to return subjectively useful information. Given an
input document collectionD, its associated vocabulary VD and document superset S , SumBasic
computes a summary as follows (Vanderwende et al., 2007):

1. Each token t has its occurrence likelihood assigned as p(t) =
freq(t)

|VD|token , where freq(t)
counts the occurrences of t in S .

2. For each segment d in the input collection, assign a score based on the average word likeli-
hood as score(d) = 1

|d|token ·
∑

t∈d p(t).
3. The highest-scoring segment dbest, containing the most frequently occurring word, is added

to the intermediate summary.

12Or for domains where the output length is fixed to a particular parameter, see lead-3 as a baseline for news articles.
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4. To discount previously selected content (and sentences), adjust the probabilities of all to-
kens present in dbest, by computing p(t) = p(t) · p(t),∀t ∈ dbest.

5. Repeat steps 2.-4. until the desired summary length is reached.
Similar to our LexRank baseline, SumBasic only requires an existing tokenizer/segmenter for any
particular language, but otherwise has no requirements and should be fairly flexible to apply to
multilingual datasets.

Lead-3 and Lead-k

One of the most frequently used baselines in the literature is Lead-3. This approach simply takes
the first three sentences of the reference text as the corresponding “summary”. This specific ap-
proach achieves comparatively high scores on news-like articles Nallapati et al. (2017), which is the
primary cause for it being dominantly referenced as the primary “naive” baseline. Interestingly,
similar variants have already been introduced much earlier, including a variation by Resnick and
Savage (1960). The authors use a combination of the first and final 5 percent of a technical report
as its “auto-abstract” and observe reasonable empirical performance.
While three sentences are an appropriate length estimate for news articles (especially given the
currently used datasets), it may be insufficiently long for other domain applications. To this end,
we propose a variant which we title lead-k, instead taking the first k sentences of an article as its
summary. Empirically, this provides a stronger baseline on Wikipedia data (Perez-Beltrachini and
Lapata, 2021; Aumiller and Gertz, 2022a), but also for legal applications (Glaser et al., 2021b;
Aumiller et al., 2022b). The main difference between approaches usually lies in the level used for
length estimation (token or sentence length considered?), or alternatively in the estimation of the
parameter k, similar to our mentioned approach for the modified LexRank algorithm.

2.4.2 Abstractive (Neural) Summarization

Compared to the extractive nature of most traditional summarization algorithms, abstractive vari-
ants are practically synonymous with the recent advent of neural networks. In fact, searching for
the term “Abstractive Summarization” before the year of 2013 reveals only a singular quote by
Erkan and Radev (2004b): “In fact, truly abstractive summarization has not reached a mature
stage today.” More than a decade later, Rush et al. (2015) were the first to transfer an attention-
based recurrent neural model (Bahdanau et al., 2015) to the task of text summarization. Since
then, we have seen ways to optimize training on larger data collections (Vaswani et al., 2017), al-
lowing for an entirely different approach to model “recycling”.

RecurrentModels Where extractive methods rely largely on a deterministic set of steps to
formulate a summary, the training process of abstractive summarization systems relies largely on
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stochastic gradient descent. For any neural network-based approach, the training objective di-
rectly optimizes (or stochastically approximates) the conditional likelihood of next words, i.e.,

argmax
θ

p(ti|T<i; θ). (2.19)

Here, ti refers to a single token in a generated sequence, and T<i = [t1, t2, ..., ti−1] to the se-
quence of all tokens prior to the i-th one. Finally, θ expresses the (adjustable) parameters of the
neural network. For a more formal view of optimization criteria beyond the scope given here, we
encourage readers to have a look at the work by Goodfellow et al. (2016).
Notably, the training objective implies that any optimization is purely done at the level of predict-

ing subsequent tokens, and does not allow for a larger, segment-level coherence optimization. We
particularly invite readers to think about the consequences this has on the evaluation criteria we
previously introduced in Section 2.3. The metrics there largely tie themselves to the document
level of a generated summary, and (with the exception of fluency), rarely boil down to the much
narrower token-level context. This problem inherently stems from the fact that optimization ob-
jectives need to be differentiable within the network architecture, which is possible for individual
tokens, but less so for document-level targets. As such, there is no simple solution to “bake” the
expected metrics into the training procedure, which is particularly troublesome.
The spike in attention on such particular neural architectures may also be partially caused by
the increased availability of large-scale training resources, at least for English (cf. Section 2.4.4).
While RNN architectures (later to be mostly replaced by the Long-Short Term Memory
(LSTM) (Hochreiter and Schmidhuber, 1997)) were a big step-up from previously achieved state-
of-the-art methods, they soon proved to be limited in their own respective ways. The inherently
recurrent nature of their design limits the training efficiency, and the particular implementation
of recurrence makes long texts difficult to represent with stable gradients (Pascanu et al., 2013).

Transformers, Pre-training, and Fine-tuning The particular trend in the early neural
boom era between 2013-2017 included largely training models from the ground up, discarding
any previously spent computing time on models trained for different tasks. Aside from the ob-
vious inefficiency in model re-use, this can be largely attributed to the lack of empirical under-
standing on training dynamics, as well as the prohibitively expensive (and thus slow) updates of
LSTM-based models. The limitation here comes from the recurrent nature of LSTM units; the
derivation of a gradient has to propagate “back in time” through all prediction steps, where usu-
ally individual steps are mapped to tokens. This non-linear dependency chain of computation is
difficult to map linearly on physical hardware and thus hard to scale up (Vaswani et al., 2017).13 As

13There are further practical concerns, such as the requirements on batches of sequences having the exact same length,
that are partially alleviated by available model implementations.
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an alternative, Vaswani and colleagues propose a model architecture that shifts from a sequential
computation to a parallel implementation via inter-connected individual layers, set to a separate
encoding and decoding unit. Their suggested architecture, the Transformer block, also proposes
using a fixed-length “context window” and forcing sequences to either truncate to the window
length, or otherwise pad with “empty text”. These two changes in combination allow the training
with much greater efficiency for large amounts of data, while also showing promising SotA results
on individual tasks.

On top of the architectural departure from prior work, in early 2018 approaches emerged with
the idea of using a broader, much more generic approach to Natural Language Processing. This
is not unlike a similar development in neural Computer Vision research, where existing model
weights are taken and adapted to other tasks than the original training objective (Razavian et al.,
2014).14 For Natural Language Processing, this concept naturally extends to models that can
perform several text-based tasks at the same time Peters et al. (2018), potentially also including
summarization (Howard and Ruder, 2018). This basic idea of “Transfer Learning” is a first
attempt at addressing the previously mentioned inefficiency in training models from scratch.
However, since the exact nature of each task is varying, it often requires task-specific data.
Transfer Learning now describes a framework to train a model not from scratch, but rather
some previously trained network, and adjust the weights such that the model can perform on
the “transfer task” as well, without requiring nearly as much task-specific data. This is not to be
confused with multi-task learning, where the objective is to train on multiple different task at the

same time. Such setups do similarly benefit tasks where annotated data is hard to come by, and
training on a smaller dataset would not work individually, see, e.g., Liu et al. (2016).

In an attempt to make the initial model as capable and flexible as possible, the so-called pre-training

stage in a Transfer Learning should scale to the largest possible number of pre-training samples.
Since human annotation of such large amounts of data is generally prohibitively costly, the usual
choice is to collect samples and design a very generic objective, for which no manual annotation
is required. This extends the idea behind modern word embeddings, where Mikolov et al. (2013)
introduce a similar automatically derived task objective in their landmark word2vec paper. For
generative pre-training, the is to focus on a model’s ability to generate language, by reconstructing
a partially obfuscated piece of text (Devlin et al., 2019; Raffel et al., 2020), or an auto-regressive
(i.e., one-sided) next token prediction task (Radford et al., 2018). For the sake of conciseness, we
will only briefly consider the latter, as defined by Radford et al. (2018).

14Despite these rather recent developments, Transfer Learning as a concept is another hot topic that dates all the way
back to the 1970s, see Bozinovski (2020).
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Given a document D ∈ D, we consider the task of next token prediction by proxy of maximizing
the log-likelihood of the current token, given a (limited) context of the previous tokens. Formally,

L(d, k) =

|d|token∑
i=0

logP (ti| ti−k, ..., ti−1; Θ), (2.20)

where Θ represents the learned representation of a neural network, and k the token window size
for the left-sided context. From this formulation, it should also become apparent how unlabeled
pieces of text can simply be used during the pre-training phase without further annotation. Simple
segmentation of the “current” token and its context allow for practically unlimited training data
sourced from any form of text, which can then easily be parallelized with chunks of the same
context size.
As we previously alluded to, this objective in itself is already quite powerful and results in models
that can complete a piece of text reasonably well (given sufficient training data and time). How-
ever, the limitation also lies within the myopic formulation of the next token alone – sequence-
level information (both syntactic and semantic in nature) are not explicitly captured by this way of
training a model, and only by way of sequence context can generate a reasonable continuation.15

Some models specifically augment the generic loss terms with additional task objectives (Lewis
et al., 2020a; Zhang et al., 2020a), although these seem to have largely fallen out of fashion in more
recent years. Major advancements since the inception of the Transformer can be roughly catego-
rized into the usage of more sizable encoders/decoders (Liu et al., 2018a; Radford et al., 2018; Raf-
fel et al., 2020), architectural modifications for specific limitations of Transformers (Shazeer et al.,
2017; Su et al., 2024), improved alignment with human preferences to circumvent the previously
mentioned issue of myopic optimization (Stiennon et al., 2020), and generally more awareness of
training data curation (Kreutzer et al., 2022; Longpre et al., 2023).

2.4.3 Commercial Tools For Text Summarization

Given the driving motivation of investigating why there is a relative scarcity of usable text sum-
marization tools, we also take the time to look at some of the existing commercial solutions using
automated approaches to text summarization.16 In contrast to the previous sections, we will be
unable to provide much detail on the underlying algorithmic choices made, but do our best to
provide some educated guesses of the underlying technologies. This is in no way meant as an ex-

15Interestingly, even during model fine-tuning, the same loss function is applied. We can only speculate where the
improved performance is coming from. One reasonable explanation could be the narrower in-domain distribution
or more uniform task contexts.

16For non-automated creation of text summaries, we can notably highlight Blinkist (https://www.blinkist.com/, last
accessed: 2023-04-19), which provides human-curated summaries of (mostly non-fiction) books.
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haustive list; especially with recent advancements in the large language model space, funding has
become readily available for start-ups boasting the usage of “Artificial Intelligence”, which also
broadly touches upon the summarization space. We expect several (arguably more or less rele-
vant) additions to this list in the near future.

Summly An early, and rather notable, exception to the otherwise sparse commercial success
of summarization tools is Summly17, an app designed for the bullet-style summarization of web
content. Primarily intended to accelerate the digestion of news-style articles, it reached around
half a million downloads within the first few months of its publication, and was famously acquired
by Yahoo! in 2013. Unconfirmed speculations argue that the central method of Summly was then
incorporated into the Yahoo! News Digest app18, which was ultimately retired in 2017. Little is
known about the algorithm used by Summly, although based on the available information it seems
to be an extractive method utilizing some form of semantic parsing. However, the tool originally
worked for several languages, which made it arguably the most impactful solution so far.

Cohere Summarize Another more recent addition, Cohere.ai19 released a beta version of a
summarization endpoint in February 202320. Based on available information in the original blog
post, it seems that Cohere is internally using a hybrid summarization system, which increases the
possible context length of their endpoint to “up to 50,000 characters”. The abstractive stage of
their model is likely based on a version of their instruction-tuned generation endpoint, given that
additional prompt texts are allowed. While Cohere positioned itself as a potential solution for
long-form summarization tasks (as they are present, e.g., in the legal domain, or for scientific use
cases), there are no major players reporting the usage of said endpoint, and it has been officially
declared as a deprecated endpoint in upcoming releases.

BirchAI Unlike other model providers which provide a generic endpoint and leave task defini-
tions up to the users, Birch AI21 provides a rather domain-specific application for the automation
of call center operations. More specifically, this includes the additional modality of audio inputs,
which is first mapped to an internal textual transcription, before additional summarization oper-
ations are performed. Given that their focus is primarily on dialogue summarization, which goes
beyond the scope of this work, we cannot comment on the relevant architectural choices. How-

17https://www.crunchbase.com/organization/summly, last accessed: 2023-04-19.
18https://www.thedrum.com/news/2014/02/14/case-study-development-summly-mobile-news-app, last accessed:

2023-04-19
19https://cohere.ai, last accessed: 2024-04-02.
20https://txt.cohere.ai/summarize-beta/, last accessed: 2024-04-02.
21https://birch.ai/, last accessed: 2023-04-19
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ever, they claim to train and host their own models,22 which is a critical requirement for their
target industry (healthcare).

GoogleDocsTL;DR In early 2022, Google introduced a new feature for its product Google
Docs, which allows the automated creation of a summary for sufficiently long documents.23

Given the wide adoption of Google’s GSuite, this may be the most-used commercial application
of text summarization at the moment. An interesting choice is the underlying model, which is de-
scribed as a “hybrid architecture of a Transformer encoder and an RNN decoder.”, distilled from
a more complex Pegasus model (Zhang et al., 2020a) for faster inference.23 It is not said what doc-
ument lengths this model can handle, but the targeted length for output summaries is between
one and two sentences only. Similar to Cohere, the efforts have failed to make a big splash, and
Google has since renewed its efforts with Gemini in the direction of more generic systems (Anil
et al., 2023), which most recently announced successful internal tests with context windows of
up to 10 million tokens.24

OpenAI GPT Most prominent in mainstream media are the recent GPT variants proposed
by OpenAI, especially since the release of ChatGPT, originally an instruction fine-tuned vari-
ant of GPT-3.25 OpenAI’s models are also capable of following instructions for summarization-
style tasks, even in non-English languages. This behavior is reasonable, given the inclusion of
summarization-related instruction tasks in derived fine-tuning sets26 GPT-4-Turbo increased the
available context window size to 128,000 tokens, being suitable even for extensive document sum-
marization tasks.27

There are a number of works evaluating the efficacy of these models for summarization-specific
use cases, with Goyal et al. (2022) being the most thorough in analyzing not only the perfor-
mance in terms of automated scores, but also human preference ratings. While they focus on the
particular domain of news summarization (likely due to the context window constraints at the
time), it demonstrates the potentially orthogonal nature of human and score-based preferences.
The findings were that humans tend to prefer GPT-3-generated summaries over other methods,
although the specific ratings were highly subjective, adding to the difficulty of evaluation. None
of the compared approaches were simple baselines, which takes slightly away from the findings,
especially with respect to the importance of factuality (likely prevalent across methods).

22https://birch.ai/news/ia-summit-fireside-chat-yinhan-liu-from-birchai, last accessed: 2023-04-19.
23https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html, last accessed: 2023-04-19
24https://blog.google/technology/ai/google-gemini-next-generation-model-february-2024/#context-window,

last accessed: 2024-04-03
25https://openai.com/blog/chatgpt, last accessed: 2023-04-19
26See, e.g., the distribution of tasks in the fine-tuning set used for Stanford’s “Alpaca” model: https://github.com/

tatsu-lab/stanford_alpaca/blob/main/assets/parse_analysis.png, last accessed: 2023-04-19.
27https://platform.openai.com/docs/models/gpt-4-and-gpt-4-turbo, last accessed: 2024-04-03
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Other Model Providers Similar to OpenAI, there are by now a range of generic neural
models that can be utilized for summarization tasks as well. Anthropic’s Claude 2 model family
has been adopting an increasing context window size of 100,000 tokens and were the first to pro-
vide working context windows of that size.28 However, the initial use case described by Anthropic
itself is not necessarily one for a summarization system, but rather a closed Question Answering
tool. Importantly, they still use singular documents for context, and did not explicitly allow for
multiple document uploads at the same time. This was later fixed with the availability of Claude
3, which also increased the token limit even further, up to 1 million tokens.29

Perplexity.ai30 targets a niche of mostly retrieval-augmented generation use cases, and heavily fo-
cuses on scholastic use cases. They internally provide access to different model providers and limit
the context window, but also expect most of the context to be provided during the retrieval step.
Similarly, You.com31 provides grounded generations, although focusing more on providing search
results, which can be seen as a weak and unguided form of summarization.

2.4.4 Data Sources for Text Summarization

When talking about academic approaches to text summarization, it has to be mentioned what data
sources are used to evaluate (or, for neural approaches, train) models. Conveniently for us, Car-
bonell et al. (2000) present an early vision for assessing the properties of summarization datasets
that goes well beyond many of the more recent works that present novel resources. After intro-
ducing said quality assessment structure and adjusting it to a more modern frame of reference,
we spend the second half discussing various popular summarization resources and highlighting
particular advantages and disadvantages.

Dataset Quality Assessment

As a general evaluation rubric for assessing the quality of datasets, we use the categorization by
Carbonell et al. (2000), which uses three broad categories to analyze a dataset: input charac-
teristics, detailing high-level properties such as the domain or language, the summary purpose,
looking at the intended audience, and output characteristics, specifically for the textual prop-
erties of provided references. In particular, each of the three areas defines a more nuanced list of
points to analyze, and we want to commend the original authors of the work for curating a list
of properties that are still highly applicable today, and should be more actively used in the de-
scription of newly introduced dataset, in our opinion. Some of these points have been indirectly

28https://www.anthropic.com/index/100k-context-windows, last accessed: 2023-10-17.
29Likely by using Ring Attention (Liu et al., 2023a).
30https://www.perplexity.ai/, last accessed: 2024-04-03
31https://you.com/, last accessed: 2024-04-03
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discussed as properties of summarization systems already, but we reiterate them in the context of
a particular document collection at this point in time.

Input Characteristics

1. Text Size: This property is indicating whether a summary relies on a single document
or several texts. Importantly, they also acknowledge “indirect multi-document settings”,
where the context of a single summary practically requires the inclusion of knowledge from
other sources.

2. Specificity: Indicating whether a corpus handles a generic summarization settings, or a
narrower domain-specific area. Many research projects nowadays are targeting a generic
summarization system, but often fail to recognize that evaluation corpora are primarily of
a domain-specific nature.

3. Genre and Scale: To differentiate the type of summary, one may look at the genre of a
text corpus. Particularly for domain-specific datasets, it is important to further distinguish
which domain (or “genre”) the texts are from. Related to this is also the scale of input texts,
which can range from short news articles up to entire books as references.

4. Language: We pay a particular focus to this aspect in our work, comparing whether re-
sources are monolingual (in practice, primarily English), or multilingual.

Summary Purpose

1. Situation: Carbonell et al. (2000) mention “tied” and “floating” situations as the oppo-
sites end of the scale. Whereas tied summaries target a specific environment where the au-
dience and the intended purpose of the summary is known, floating situations are more
open-ended. This is another major point where popular resources are not properly put in
context.

2. Audience: As a second purpose criterion, the specificity of a target audience can make a
big diffefrence in how a summary may need to be written. E.g., addressing a summary to
a primarily technical audience with educational background in the topic of an article may
look vastly different from a broader and more accessible summary of the same text.

3. Use: Aside from the audience, it is also important to consider the intended use of a sum-
mary. For news summaries, for example, the intended use is to convince readers to read the
full article. The consequential structure and length of a summary drastically varies based
on this point.

Output Characteristics
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1. Degree of Extractiveness: Determining whether a summary can be answered by simply
restating existing content from an original document can play a huge role in how difficult
it is to obtain a valid summary. On the other hand, coming up with re-written content that
aggregates points from multiple parts of a text is more challenging.

2. Coherence: Where coherence (and the implied fluency of text) is also cited as an evaluation
metric for the assessment of generated summaries (cf. Section 2.3), it can be important to
realize that the ground truth summaries may not be very fluent to begin with. This is the
case, for example, in the CNN/DailyMail dataset, where individual sentences for the gold
summary are sourced from bulleted lists on the news websites.

3. Partiality: Any summary naturally lends itself to some form of bias, but some more so
than others. The authors originally wanted to highlight potential reporting biases, but we
believe that this also extends to naturally arising biases, such as positional preference, when
creating a gold summary.

Document Understanding Conference (DUC)

The shared task of DUC 2001 is probably the first concentrated effort of evaluating (and provid-
ing data for) computational summarization settings. There are several iterations of the conference,
starting with the initial 30 train and 30 test document clusters provided in 2001. Given that the
DUC organizers were likely heavily inspired (if not directly involved) in the discussions from Car-
bonell et al. (2000) from the previous year, there is a visible imprint of several characteristics left
on the distributed data and the task setup. While notably one of the smallest resources, DUC data
comes with the advantage of having hand-curated resources.32

Track 1 consists of a single-document summarization task, where the target summary is of a fixed
length of 100 words. Track 2 introduces multi-document summaries with four different target
lengths, between 50 to 400 words. We omit further discussion of the blue-sky Track 3. For both
Track 1 and 2, the evaluation was done partially by humans at NIST, who organized this confer-
ence series. The scoring criteria where based on “grammaticality, cohesion, organization”, as well
as coverage recall.33 These were evaluated at the level of Elementary Discourse Units (EDUs) per
the NIST guidelines, which limits comparability with modern, sentence-based discourse units.
In terms of summary purpose, the shared task setting provides a very specific use (academic com-
parison of models) with a targeted “audience” (evaluators at NIST). It thus only serves as a proxy
of an actual usable system, but at least with a decent evaluation setup in mind.

32https://www-nlpir.nist.gov/projects/duc/guidelines/2001.html, last accessed: 2024-02-29
33https://www-nlpir.nist.gov/projects/duc/pubs/2001slides/pauls_slides/sld013.htm and https://www-nlpir.

nist.gov/projects/duc/pubs/2001slides/pauls_slides/sld020.htm, last accessed: 2024-04-03
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More popular are nowadays the later extensions of the DUC challenges, which include “focused
summary generation” from DUC 2003 and larger multi-document training resources from DUC
2004. Already for DUC, the documents were largely centered around resources derived from
news articles, implying a fairly high specificity and narrow genre within the corpus. It should be
noted, however, that DUC already included first resources for cross-lingual summarization, such
as the Arabic-English Tracks 3 & 4 during DUC 2004. We refer the reader to Dang (2005) and
Over et al. (2007) for a more detailed background on the design decisions behind DUC.

CNN/DailyMail, XSUM andNY Times

While DUC, and subsequently the Text Analytics Conference (TAC) carried out their regularly
occurring shared tasks until 2011, the downside was always the rather limited data availability. As
we have previously pointed out, the “data-hungry” nature of emerging neural methods required
training data at a much larger scale as previously available, which ultimately inspired the creation
of the two most popular training (and evaluation) datasets at the time of writing: CNN/Daily-
Mail (or CNN/DM) (Hermann et al., 2015; Nallapati et al., 2016) and XSUM (Narayan et al.,
2018).
CNN/DailyMail was originally designed as a corpus for Question Answering (Hermann et al.,
2015), but already captured the article summary provided by a series of news bullets from article
websites of the CNN and DailyMail. Nallapati et al. (2016) repurposed the available resource
to a fully fledged summarization dataset shortly after, and demonstrated that neural systems can
utilize this dataset to train SotA models. For reference, where the first DUC dataset provided
around 600 samples, the CNN/DailyMail corpus boasts a total of 300,000 instances.
When it comes to the characteristics of the dataset, it should be mentioned that the text size and
genre are particularly uniform.F Focusing entirely on news articles from only two sources, the
dataset is automatically obtained and relies on a “soft alignment”, expecting the news bullets to be
a content-wise summary of an already short piece of text. The authors also do not differentiate the
purpose of the summary, which in this case is specifically targeted towards engagement, by enticing
users to read the full article text over just the summary bullets. This stands in juxtaposition to the
intended goal of summarization systems, which primarily should serve to avoid any additional
information digestion. A similar problem arises when thinking about the coherence of all bullets
taken together (the target of our prediction setting), which again stands in contrast to the intended
goal of a fluent and cohesive prosaic summary.
On the other hand, the audience of news websites such as the CNN is very broad, and could lead
to a more differentiated view on how to generate summaries. As far as we are aware, it has not
been explicitly researched whether tailoring CNN/DM summaries to specific target audiences
has a noticeable effect on the summary generation.
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Many of the same arguments can also be made for the later XSUM dataset (Narayan et al., 2018).
Spanning roughly 226,000 articles, it follows the same construction logic as Hermann et al.
(2015), scraping articles and teaser summaries from the BBC. XSUM claims a slightly higher level
of abstractiveness (defined by novel n-grams in the target summary), but otherwise shorter input
texts compared to CNN/DailyMail.
A third resource which has striking similarity to the previous resources, but remaining a less popu-
lar choice is the NY Times corpus by Sandhaus (2008). Interestingly, it predates the other tow re-
sources by a few years, contains more data (around 650,000 samples suitable for summarization),
including human-written gold reference summaries written by librarians. We find no apparent
reason why it has been less popular, aside from the slightly more restrictive licence provided by its
publisher, the LDC. We will discuss a number of more recent and diverse summarization datasets
in later chapters, which address some of the concerns regarding the content diversity and text size
we mentioned here.

2.4.5 (Automatic) EvaluationMetrics

Measuring usability of systems in the real world is difficult enough as it is, but for summarization
systems, we are still not seeing any large-scale adoption that would enable verifying the efficacy of
certain models in such a practical setting. In constrained academic settings, on the other hand, the
limited funding and oftentimes tight deadlines force researchers to rely on faster and cheaper eval-
uation metrics. Various groups have long since worked on establishing automated evaluation of
summarization systems in order to reduce the associated effort and costs (Resnick, 1961; Nenkova
and Passonneau, 2004; Lin, 2004). We briefly discuss some of the prevailing evaluation strategies
in this section, ranging from fairly simplistic and partially interpretable, to drastically more com-
plex black-box evaluation models.
We also want to reiterate the distinction between reference-based evaluation metrics (i.e., some
form of gold summary is available) and reference-free settings, in which only the original input text
is available as an input. Without weighing in on the availability bias of reference-based systems,
it should be mentioned that, while reference-free metrics are easily applicable to settings without
further annotations, they themselves may exhibit inherent biases (Deutsch et al., 2022b).

ROUGE

What the evaluation metric BLEU (Papineni et al., 2002) is to Machine Translation,
ROUGE (Lin and Hovy, 2002) is to text summarization.34 As an approximation of human
judgments, both BLEU and ROUGE rely in some form on the matching of tokens between a

34In some instances, BLEU is even considered as a separate evaluation metric in summarization research, see, e.g.,
Graham (2015).
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system-generated summary and a (usually human-generated) gold reference, therefore constitut-
ing reference-based evaluation metrics. The argument for using a token-based matching function
arises naturally from the previously introduced Document Understanding Conference’s (DUC)
summarization task (Lin and Hovy, 2002), where manually curated references already existed,
but had not been previously utilized for automated “matching”.
Let us assume thatDgold = {g1, ..., gm} refers to the collection of provided reference summaries
gi, and s a single prediction by a summarization system. One of the beneficial parts about working
with reference-based corpora is also that the original task setup (e.g., the number of input docu-
ments in D) does not matter for the eventual evaluation, and is entirely based on the references
themselves.
Following are the definition of the simplest, n-gram-based ROUGE scores, commonly referred
to as ROUGE-N, Rn or R-n.

Rprec
n (Dgold, s) = max

g∈Dgold

∑
gram∈g min(count(gram, g), count(gram, s))∑

gram∈G count(gram, s)
, (2.21)

Rrec
n (Dgold, s) = max

g∈Dgold

∑
gram∈g min(count(gram, g), count(gram, s))∑

gram∈g count(gram, g)
, and (2.22)

RF1
n (Dgold, s) =2 ·

Rprec
n (Dgold, s) ·Rrec

n (Dgold, s)

Rprec
n (Dgold, s) +Rrec

n (Dgold, s)
. (2.23)

The function count(t, d) returns the exact number of occurrences of a particular n-gram t

within the tokenized document d. We want to point out that the exact definition of ROUGE-N
is disputed; the original paper provides conflicting formulations on whether to aggregate best
scores across multiple gold summaries, or simply to take the maximum ROUGE-N value across
different hypotheses.35 The associated Perl script released by Lin has in fact a parameter to decide
on which variant is to be used.36 Given the default choice of averaging across hypotheses in this
script, and the predominant adoption of that particular variant, we only introduce the averaging
procedure here. We furthermore extend the commonly assumed separation into precision, recall,
and F1 scores. Without further clarification, we will be referring to the F1 scores when reporting
Rn without specification, even though the original acronym has the “Recall-Oriented Under-
study” in the name, and thus exclusively refers to the recall-oriented variant in Equation (2.22).

Aside from reporting the uni- and bi-gram scores (R-1 and R-2), the third popular variant is
ROUGE-L (or R-L/RL for short). In contrast to the n-gram-based overlap counts of the pre-

35We refer to a related discussion on the web, see https://stats.stackexchange.com/questions/558777/

rouge-n-for-multiple-references, last accessed: 2023-04-14.
36A passed-down version of the original script can be found here: https://github.com/li-plus/rouge-metric/blob/

master/rouge_metric/RELEASE-1.5.5/ROUGE-1.5.5.pl#L1171-L1183, last accessed: 2023-04-14
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viously defined variants, ROUGE-L attempts to identify the Longest Common Subsequence
(LCS) between the gold summary (or summaries) and a system output.
We follow the definition of Cormen et al. (2009) by defining the LCS problem as an optimiza-
tion to return the longest possible sequence of tokens that appear in non-decreasing order in two
different documents di and dj , formally

LCS(di, dj) = argmax
VT

[ta, tb, ..., tc], s.t.

ta, tb, ..., tc ∈ di ∧ ta, tb, ..., tc ∈ dj∧

idx(ta, di) < idx(tb, di) < ... < idx(tc, di)∧

idx(ta, dj) < idx(tb, dj) < ... < idx(tc, dj) (2.24)

Here, V N refers to an arbitrarily long token sequence constructed from the underlying vocabu-
lary V and idx(t, d) returns the index position of token t in document d. In practice, the LCS
of two sequences can be determined in quasi-quadratic runtimeO(|di|token · |dj |token) via dy-
namic programming (Cormen et al., 2009). We assume that a somewhat efficient implementation
is chosen, but also point out that the computation is generally performed on relatively short text
segments (namely, the summaries), which means an evaluation with ROUGE remains fairly effi-
cient. ROUGE-L extends the analogous separation of different precision/recall-focused variants
in ROUGE-n, but substituting the token matching with our previously defined LCS:

Rprec
L (Dgold, s) = max

g∈Dgold

|LCS(g, d)|token
|s|token

, (2.25)

Rrec
L (Dgold, s) = max

g∈Dgold

|LCS(g, d)|token
|g|token

, and (2.26)

RF1
n (Dgold, s) = 2 ·

Rprec
L (Dgold, s) ·Rrec

L (Dgold, s)

Rprec
L (Dgold, s) +Rrec

L (Dgold, s)
. (2.27)

Again, we slightly deviate from the original formulation by Lin, in that we assume ROUGE-L to
operate similarly as a maximization objective over multiple existing reference summaries, which
is not explicitly spelled out in the paper itself. We finally note that there exists another variant
of ROUGE-L, which calculates the LCS at the sentence level and only then combines the scores
across the number of sentences. Our argumentation for focusing on the summary-level LCS is
again the predominant utilization of this version in related work.
With the formal definitions spelled out, we continue to elaborate on why ROUGE has become the
de-facto choice for automated metrics: Lin (2004) reports Pearson correlation of ROUGE mea-
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sures with human judgments on several DUC evaluation corpora, and finds a strong association
between the two. While this assumption is nowadays heavily disputed (Graham, 2015; Kryscinski
et al., 2019; Fabbri et al., 2021), it may still remain a competitive choice even with many newly
proposed measures available (Deutsch et al., 2022a). The algorithmic simplicity of ROUGE has
even some unintended consequences with respect to the evaluation of non-English data. Given
that the only requirement for adopting ROGUE to another language is the existence of a proper
tokenizer, it can be easily transferred to evaluate scenarios in multiple languages. This is also an in-
herent advantage over some of the more complex models, which generally require huge amounts
of resources in each respective language.
Even conceptually, one can intuit why ROUGE has a strong correlation with human judgments:
particularly the in-order requirement of LCS matches has a strong relation to the coherence evalua-
tion dimension; high ROUGE-L scores therefore may implicate a grammatically strong summary.
Similarly, the uni-gram matches of ROUGE-1 point towards a shared vocabulary (particularly the
precision-oriented formulation of Rprec

1 ), precisely what is needed for a high relevance in sum-
maries. However, the main complaints about ROUGE are generally related to the evaluation of
semantically consistent summaries. Here, token-based metrics alone cannot score overly well.
Another fact that should give food for thought for the reader is a worrisome development in recent
years that recent works produce new evaluation corpora with only single reference texts per sam-
ple. Instead of having multiple gold summaries available, alleviating the strictness of exact token
matching present in ROUGE-based evaluation, the automated nature in which new resources are
often produced leads to a less diverse evaluation setting with only singular references.37 Coupled
with the insufficiency of incorporating multiple gold answers during neural training routines, we
have seen a (presumably indefinite) departure from the more holistic generation setting, which is
hampering the requirement of “subjectivity” in summary generation in particular. Finally, many
authors are also confusing ROUGE as a complete replacement of manual summary inspection,
instead of a more complementary (large-scale) study. This can lead to overstated claims about
state-of-the-art performance of particular systems, which is detrimental to meaningful progress
in generalized settings, as many of the “default evaluation corpora” are focused on a narrow set-
ting, see Chapter 3.

The PyramidMethod

An interesting variant of a semi-automated evaluation metric is the Pyramid Method, proposed
by Nenkova and Passonneau (2004), which incorporates the computation of automated scores
based on further manual analysis. The authors claim that the earlier evaluation procedure in-

37To be completely transparent, this also includes our own proposed corpora for summarization, see Aumiller and
Gertz (2022a) and Aumiller et al. (2022b).
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troduced by the DUC annotation guidelines has significant design flaws, ultimately leading to
a rather random agreement among human evaluators when it comes to scoring respective sum-
maries. Subsequently, the central argument is that this may also cause low agreement for the eval-
uation scores of machine-generated summaries, where texts might receive a low score despite a
relevant content. Instead, the proposed method identifies sub-sentence level phrases (so-called
“Summary Content Units”, or SCUs for short), which aim to identify phrases that appear in
multiple reference summaries.
The key problem is that – while scientifically sound and reasonable in its assumptions – the an-
notation of sub-sentence units across multiple reference summaries is prohibitively expensive to
perform. Even assuming the existence of a multi-reference datasets, this approach still requires
more human intervention (or an otherwise sufficiently “good” approach to annotate the Sum-
mary Content Units), which is why we do not consider this approach further. However, we use
this as a further example to illustrate the unfortunate disconnect between an “optimal” and “fea-
sible” evaluation scenario. Partially because of the recent trend towards predominantly single-
referenced evaluation corpora, approaches like the Pyramid Method are often not applicable, al-
though it would likely provide a better evaluation bed for many research settings.

LanguageModels as Evaluators

More recently, language models (LMs), particularly large language models (LLMs), have become
a staple in the NLP community, and allowed for significant progress not just on the modeling side,
but also have been increasingly useful for evaluation purposes. Intuitively, a language model’s in-
ternal representation is used to assess the quality of a text, based on the likelihood of a given system-
generated text being produced by the language model itself. Primarily, this builds on the concept
of perplexity (PPL), defined as the product of (negative log) token likelihoods by a model M 38,

PPL(Di,M) = exp

− 1

|Di|token

|Di|token∑
i

log pM (ti|t<i)

. (2.28)

t<i refers to the token sequence up to the i-th token.39 However, perplexity alone is not necessar-
ily suited to directly evaluate the quality of a summary, given that the summary’s ratings largely
depend on the additional conditional of the input documents D. In the following, we present
two popular methods that take the previously stated limitation into account.

38We follow the formulation by Huggingface, see https://huggingface.co/docs/transformers/perplexity, last ac-
cessed: 2023-04-14.

39This formulation slightly differs from the contextual loglikelihood loss term defined in Equation (2.20) by consid-
ering the full previous context and normalization over steps.
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2 Background and Related Work

BERTScore Presented by Zhang et al. (2023), BERTScore is an automated reference-based
evaluation metric which builds on the pairwise similarity of embeddings generated by Trans-
former Encoders, e.g., BERT (Devlin et al., 2019). A visual representation of the method can
be seen in Figure 2.3. We follow the theoretical notation of (Zhang et al., 2023), and assume a
neural model M , which is able to turn a token-level segment [t1, ..., tm] into a vectorized rep-
resentation of the same segments, [t1, ..., tm], where each token is represented by a normalized
k-dimensional vector t. Formally

M(dtoki ) = [ti1, ..., t
i
m], ti1, ..., t

i
m ∈ Rk, |tij | = 1 ∀j ∈ [1,m]. (2.29)

Assuming a gold reference segment g and a system-generated candidate segment s, the score is
computed by greedily matching the most similar tokens between the two sequences, using cosine
similarity.40 The authors arrive at three formulations, focusing on the precision (i.e., normalizing
by the candidate segment length), recall (normalizing by the reference length) and the harmonic
mean of the two values (F-score).

Assuming two embedded documents di = M(dtoki ) and dj = M(dtokj ), we can define
BERTScore as follows:

BERTScorerec(di, dj) =
1

|di|token

∑
tim∈dtoki

max
tjn∈dtokj

ti ⊤m tjn, (2.30)

BERTScoreprec(di, dj) =
1

|dj |token

∑
tjm∈dtokj

max
tim∈dtoki

ti ⊤m tjn, (2.31)

BERTScoreF1(g, s) = 2 · BERTScoreprec(di, dj) ·BERTScorerec(di, dj)

BERTScoreprec(di, dj) +BERTScorerec(di, dj)

(2.32)

Similar to ROUGE, it is in fact unclear which variant people refer to when they are “using
BERTScore”, as multiple implementations exist, including a TF-IDF-normalized version. Given
the evaluation results in the original paper, coupled with the general preference of F1 metrics as
a “balanced” representation, we argue that it is mostly the basic BERTScoreF1 variant.41 An-
other problematic fact is that people generally do not disclose the underlying language model that
was used to obtain the vector representations. According to the authors’ repository, their own im-

40Zhang et al. assume a normalized vector length, which simplifies the similarity computation to a single dot product.
We adopt this notion for improved readability.

41This is despite the fact that the recall-oriented variant seems to fare much better on average in the evaluation bench-
mark by Fabbri et al. (2021).
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Reference
the weather is 
cold today

Candidate
it is freezing today

Candidate

Contextual
Embedding
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Figure 2.3: Schematic view of the computation of BERTScore. Alignments are created between tokens of
the two inputs, based on the embedding similarity. Source: Zhang et al. (2020b)

plementation supports over 130 models by now,42 with a particular recommendation for a variant
of DeBERTa (He et al., 2021).

BARTScore Where BERTScore has the disadvantage of having to rely on embeddings that
may not be directly related to the original training objective of the underlying language model,
BARTScore (Yuan et al., 2021) utilizes a more direct approach to evaluation: depending on the
specific setting, BARTScore uses an autoregressive language model (in this case, BART (Lewis
et al., 2020a)) to obtain the conditional modeling probability P (Dj |Di). Formally, BARTScore
can be defined as the log likelihood over prior sequences, or

BARTScore(Di, Dj) =
1

|Dj |
·
|Dj |∑
t=1

ωt logP (Dj,t|Dj,<t, Di, θ), (2.33)

where Dj,t refers to the t-th token in Dj , and Dj,<trefers to the sequence of all tokens until
position t, and ω to the parameters of the underlying language model. ωt can be used to define
more specific token weights, such as determined by IDF weighting or similar approaches, but is
generally left at ωt = 1, ∀t < |Dj | in the default implementation, as no empirical benefit can
be observed from adjusting the weights. The normalization factor is required to discourage the
model from preferring shorter outputs, as (negative) log likelihoods would otherwise diminish
the score for longer sequences.43

It is yet uncertain whether these metrics provide a meaningful improvement in terms of correla-
tion with human annotations, specifically in generalized summarization settings (Deutsch et al.,
2021b; Fabbri et al., 2021; Deutsch et al., 2022a), but they do generally complement a ROUGE-
focused evaluation. Similar to ROUGE, we can again relate back to the evaluation dimensions of
Section 2.3. As we will later show in Section 3.5, BARTScore indeed has some correlation with hu-

42https://github.com/Tiiiger/bert_score/blob/master/README.md, last accessed: 2023-04-18.
43Note that the original authors have a discrepancy in that regard between the (unnormalized) equation in the paper,

and the (normalized) implementation in their code repository.
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2 Background and Related Work

man factuality ratings, but still remains far from perfect, and general findings point to BARTScore
being better suited to summarization-specific use cases than BERTScore (Yuan et al., 2021; Liu
et al., 2023b). Both of the LM-based metrics show an exceptional ability to model textual co-
herence, but they also exhibit the undesirable self-preference for outputs generated by similarly
trained models, see Deutsch et al. (2022b) and Liu et al. (2023b). This means that outputs gen-
erated by LMs similar to the ones used for evaluation will achieve higher scores than should be
otherwise assigned.
A major limitation of the applicability of LM-based evaluation criteria, which is particularly rele-
vant for the contents of this work, is the narrow focus on English. While it is theoretically possible
to utilize the introduced metrics for non-English settings, this requires the practical availability of
high-quality trained language models in the evaluated language. Even for German, where there ex-
ists a fairly decent representation of monolingual models (Chan et al., 2020),44 there is no empiri-
cal evidence that evaluates the suitability of LM-based metrics for the (fair) analysis of summariza-
tion results. While it may be a reasonable assumption that the correlation is somewhat consistent
between languages, this is not necessarily the case. Specifically differences in the morphological
structure of languages can cause a drastically different behavior of, e.g., the token-alignment pro-
cedure in BERTScore, leading to detrimental results. We did not further investigate this issue
in our own work, but encourage interest readers to conduct a feasibility study for (particularly
multilingual) models that go beyond just English evaluation.

2.5 Domain-specific Distinctions for Summarization

In Section 2.3, we were primarily concerned with a more psychological separation of the human
preferences across different evaluation dimensions. However, in domain-specific applications of
summarization, we may well encounter users that have particular (and strong) preferences for
what exactly a summary should be structured like, or what contents need to be included. In this
section, some of the relevant domains for text summarization will be introduced, which we will
revisit periodically throughout the remainder of this work. In particular, this includes a brief
analysis of the specific requirements for some prominent use-cases within the various domains.
In general, this section serves as a critical differentiation on why singular general-purpose summa-
rization systems may not be suitable, or certainly much harder to achieve than some related works
make us believe.
We begin by evaluating the focus on news-related use cases, and contrast it by analyzing two highly
specified domains, with medical and legal summarization scenarios. We also try to shape this

44Also see https://github.com/bminixhofer/gerpt2, last accessed: 2023-04-19, or https://github.com/dbmdz/berts,
last accessed: 2023-04-19, for available models.
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within a broader category of “business” use cases, which has an arguably similarly broad concep-
tual view as a “general-purpose” system. The following domains do not pose an exhaustive list –
in fact, we will briefly reference scenarios that are not considered in this thesis, but still of high
impact, such as scholarly summarization scenarios.

2.5.1 News Domain

We start by analyzing the setting in which most academic news-related summarization is focused,
which includes the construction of a generic single-document summary. Aside from these, we
argue that there are many more settings that have not received as much attention, and may inad-
vertently be more closely tied to Information Retrieval settings, given a broader scope of input
documents.

Generic Single-Document Summaries

Due to the popularity of previous news-related corpora (see Section 2.4.4), much time and ef-
fort has been spent on identifying the particularities of such news-focused summary generation.
During the meeting series preceding the eventual DUC conference, it was already discussed what
implications the various summarization scenarios could be (Carbonell et al., 2000).45 When we
are talking about the basic task (also evaluated in the aforementioned datasets) of generic text snip-
pet generation, there is also an associated limit on the length, usually implying a target of less than
5 sentences.
We want to start by briefly investigating the domain’s most central drawback: Much of the news-
related content follows a structure referred to as the “inverted pyramid” (Scanlan, 2000), which
entails that relevant content should be contained within the beginning of an article. Consequen-
tially, when optimizing a summarization system towards the news domain, we observe the re-
sulting systems primarily picking up on content elements at the beginning of a text (Kryscinski
et al., 2019; Zhu et al., 2021b). However, summarization of news articles also has a distinct ad-
vantage over other domains (particularly for research settings): we can assume that summaries
ultimately only need to have a narrow purpose. Following the subdivision of purpose factors by
Scanlan (2000), news articles can be categorized as follows:

1. Situation Summaries of news articles are always tied (opposed to “floating”), meaning they
serve a particular environment where the “who, why and when” of a readership is defined.
Ultimately, serving a summary to news readers should provide the gist of a new story, po-

45This paper is in our opinion also one of the criminally underrated works of the early 2000s. Having several of
the most influential summarization researchers of the time as authors, it conveys several ideas about Question
Answering and text summarization that we have seen implemented since; truly a visionary report.
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tentially interest the reader in reading more about the topic, and be relevant immediately
after the release of a news story.

2. Audience We may assume that the readership of a news publisher is the primary intended
audience, and as such has a rather unspecified prior knowledge about the topic. Yet, the
primary interest in an extremely short summary is shared between readers.

3. Use As expressed before, the primary use of the summary is to interest readers in the full
story, or otherwise capture their interest.

For any of the following domains, it is much harder to establish such a streamlined vision of
what a summary should be; this makes a homogeneous evaluation setup infinitely harder, as it
requires the consideration of a multitude of different aspects to be properly represented. Despite
(or maybe, because of) this simplicity in the task setup, the observations made by Over et al. (2007)
about the evaluation results across DUC’s competitions are striking:

Automatic summaries seldom performed better than simple baselines based on the

structure of news articles.

While algorithms have since improved drastically, particularly with the introduction of neural
methods (Nallapati et al., 2017; See et al., 2017), it still remains a considerable challenge to beat
available baselines that are much simpler to compute.

News Aggregation Scenarios

Aside from the generic summarization case, we argue that practically relevant use cases may also
extend to multi-document summarization for news articles. Particularly news aggregator sites,
such as they are offered by Google, Apple and Yahoo!, are generally dealing with incoming docu-
ment streams from multiple sources. To present readers with relevant information content, it is
crucial for these sites to aggregate (and also summarize) similar articles into one digestible result
snippet. We re-iterate the importance of content de-duplication and the particular challenges of
open multi-document summarization (Giorgi et al., 2022). Notably, many news(paper) organiza-
tions are also accredited to a particular end of the political spectrum (Schudson, 2002). To avoid
subversive messaging contained in aggregated articles, and in order to represent a less biased re-
port, it may be required to further disentangle the various input documents with respect to their
particular framing. While it may initially seem that in such cases the simple approaches of tak-
ing opening segments no longer work, empirical results during the evaluation of DUC 2006 have
shown the opposite, and human annotators strongly prefer the simple baseline to more complex
systems (Dang, 2006).
Closely related is the task of providing direct answers in search engine result pages (SERPs), which
are usually motivated by a user-specified interest. These can also be considered as a case of the
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open-domain multi-document summarization scenario, although it frequently suffices to find rel-
evant passages (i.e., purely extractive settings).

2.5.2 Medical Domain

Particularly with recent adversarial trends in the healthcare industry, practitioners are facing in-
creased workloads in their day-to-day business (Torjesen, 2021). There are several attempts to
remedy the information overload during administrative tasks for medical professionals by employ-
ing some form of summarization system. For this domain, we assume a restriction on text-only
inputs, which is not necessarily the case here: patient conversations may be available as audio /
video, which first has to be transcribed (see our previous discussion of companies, such as Birch
AI), and decision support systems frequently need to account for multi-modal inputs, such as
images from X-ray or MRT scans. It may also include otherwise time-sensitive information (e.g.,
repeatedly conducted blood tests or other vital measurements in the form of time series data).
We distinguish between a number of tasks that have been introduced in the literature as potential
avenues for application scenarios. Even with the limitation of only considering textual data, there
is a broad spectrum of different medical summarization settings. We begin with the automated
generation of conclusion sections for medical analyses, such as it is the case for radiology reports,
and also on dialogue summarization systems with assumed transcription data available. But sum-
maries can also be extremely valuable for patients themselves. We argue for the particular usability
of layman-focused summarization tasks (also applicable for similar legal use cases), where techni-
cal content is simultaneously simplified and summarized. This offers intriguing challenges, as the
user background is implicitly modeled as a “knowledge prior” in such cases. Mostly, there exists
no further differentiation than an expert and novice user, although in practice we may encounter
further distinctions.
On the other hand, medical use cases have hard constraints, which differentiate it from other
summarization domains. Many countries require specific certification of products used for med-
ical purposes, which includes inspection of technological solutions. The US Food & Drug Ad-
ministration (more commonly known as the FDA) and its European equivalent, the European
Medicines Agency, or EMA, impose strict rules on the reliability of system outputs. Making an
incorrect prediction in a medical system can, after all, cause irreversible and lasting damage to a hu-
man being. As automated decision systems (which includes summarization models) are currently
still prone to make factual mistakes, e.g., changing up the name of medication or other central
aspects, it remains uncertain whether they would be admissible for patient care solutions.46

For this particular reason, applications of text summarization systems in medical settings should

46A draft proposal for future regulation within the United States is proposed here: https://www.fda.gov/media/

122535/download, last accessed: 2023-04-25.
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be followed with specific care for the underlying systems. A good indicator is generally whether
medical professionals were included in the study design and evaluation setup, as they have a better
understanding of the actual obstacles for deploying practical solutions.47 We note that even large
corporations, such as Google, struggle to utilize their systems in practice due to the regulatory
approval requirements.48

Even from a Computer Science point-of-view, though, medical NLP applications offer a range of
technical challenges. One of the primary concerns is often the use of highly technical vocabulary,
which is the cause of issues in general language models. For this purpose, it may be required to pre-
train domain-specific variants which are more adept at representing complex medical (or broadly,
technical) vocabulary (Beltagy et al., 2019). Furthermore, previous studies find that medical ex-
perts use copy-pasting as a means to accelerate the writing of highly templated task settings (Liang
et al., 2022), which can cause high redundancy in the generated outputs, or a significant number
of train-test leakage due to near duplicates.

AutomatedMedical Conclusion Generation

Regulatory grievances aside, we take a brief look at one of the more straightforward application
scenarios, which is the generation of summarizing conclusions in analytical reports. A much-
studied example is the automated creation of summaries in radiology reports (Goff and Loehfelm,
2018; Zhang et al., 2018b; Liang et al., 2022), with similar multi-modal tasks, such as chest x-ray
interpretations (Jing et al., 2019).

It poses as one of the most similar task settings compared to general-purpose summarization sce-
narios, such as discussed before. In the simplest setting, singular input documents are compressed
into a series of conclusive findings, which often contains a recommendation for the next steps in
medical treatment. Importantly, the target audience of such reports are generally other person-
nel familiar with the medical domain. This consequently allows authors (and models) to write
summaries that are fairly complex and may contain direct references to the original input without
necessarily providing much further explanation. In our opinion, the main challenges in conclu-
sion generation settings are:

1. The implicit optimization of factually accurate answers (Zhang et al., 2020c). Although it
is notable that primarily abstractive systems were utilized in the mentioned works, which
tend to suffer more from such problems compared to their extractive counterparts.

47For the interested reader, we recommend the comparison of two concurrent studies in for radiology report find-
ings, mentioned in the following section. We can observe a striking difference in the methodology and evaluation
employed by medical professionals (Goff and Loehfelm, 2018) and computer scientists (Zhang et al., 2018b).

48See https://blog.google/technology/health/ai-llm-medpalm-research-thecheckup/, last acessed: 2023-04-23.
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2. On a related note, it may be helpful to ground medical expressions in available knowledge
bases or ontologies (MacAvaney et al., 2019; Sotudeh Gharebagh et al., 2020). This ground-
ing may indirectly alleviate issues with factual inconsistencies, as entities are a frequent is-
sue. A weaker form of external referencing is also employed by the Pointer Generator ar-
chitecture, introduced by See et al. (2017).

3. Lastly, reports in general may exhibit a relatively rigid structure, which can be exploited
for a more targeted generation (Jing et al., 2019). Critically, the document structure may
be more similar within a particular application setting, compared to general-purpose ap-
plications. As such, important document information can be repeatedly found in similar
portions of a document, leading to better generation results. This is also strongly related
to other settings, particularly legal domain scenarios.

Outside of these strict requirements, we also highlight the particularly abstractive nature of find-
ings, which may be grounded in the experience of professionals. As an example, we may have vary-
ing conditions that lead to the exact same conclusion: a phrase, such as “tumor detected”, may
be stemming from various implicit findings in the document, without ever being directly men-
tioned. This lack of expressiveness is particularly challenging for models to learn on, as it requires
the formation of an implicit (and potentially highly complex or ambiguous) cause-consequence
relationship.
A further necessary requirement may be the inclusion of several respective documents, such as ear-
lier diagnoses, or related findings of other patients, effectively turning this into a form of multi-
document setting. These cases do not necessarily share the same prerequisites as the aforemen-
tioned single-document scenario, particularly with respect to the shared content structure, while
simultaneously providing more external information about patient condition.

Patient Dialogue Summarization

While we do not explicitly cover the related field of dialogue summarization, we briefly mention it
due to the abundance of potential application scenarios. In contrast to the comparatively “linear”
structure of analysis documents, written by medical professionals, a turn-based interaction may be
observed during doctor-patient consultations (Song et al., 2020; Joshi et al., 2020; Navarro et al.,
2022; Savkov et al., 2022). For such settings, it already becomes more interesting to consider the
intended audience of the summaries. While related works assume that interaction results should
be summarized into bulleted lists of key findings (or the free-form text equivalent of such), we can
also imagine systems that summarize the interactions for patients. This consequently requires a
very different level of detail in the provision of conclusions, or otherwise needs to indicate how
questions lead to particular insights by a doctor. Similar to the previously mentioned setting of
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report generation, we again can imagine instances of highly abstractive conclusions being drawn
from an interaction, without them ever being explicitly spelled out.

Interestingly, existing patient interaction protocols can also be redirected towards efforts of cre-
ating doctor-like medical chatbots (Singhal et al., 2023). These settings generally focus less on a
summarization of previous interactions, and rather a compression of information for a layman
user (see subsequent section). Furthermore, we already discussed the implications of required
medical licenses, which makes the (presumably unsupervised) interactive setting for patients un-
likely to be deployed anytime soon.

Layman Summarization in theMedical Field

As mentioned, not only medical experts may be interested in a summarized finding of conver-
sations or medical reports. In fact, explainability of findings seems to be correlated with patient
trust, particularly when replacing doctors with expert systems (Alam and Mueller, 2021). For the
effective communication of findings towards patients, however, it is necessary to choose an ap-
propriate level of text complexity, based on the patient’s technical understanding. As we will be
evaluating this notion of simplifying text in our own work, we briefly highlight the recent progress
in what is known as “layman summarization” (Grigonyte et al., 2014; Goldsack et al., 2022; Je-
blick et al., 2023). Here, it is assumed that complex concepts (including highly domain-specific
vocabulary) have to be adjusted for a less adept audience. Notably, these are also fields that have
recently seen expansions to non-English settings, see, e.g., Trienes et al. (2022) and Dercksen et al.
(2023).

Prominently, though, the perception of “reading difficulty” is highly subjective, and may differ
between patients (Gooding et al., 2021; Gooding and Tragut, 2022). Imagine, for example, the
simplification necessary to explain the common cold to an adult versus a pre-teenage child, which
expands greatly on the difficulty of generating appropriate output. Such meta-contexts are rarely
available in existing solutions, and definitely not in the fairly recently developed systems in the
medical field. It remains to be seen whether these will play a larger factor in future work, but
adaptive solutions can be considered superior to a “one-size-fits-all” approach.

Interestingly, layman summarization offers a previously untouched scenario, in which contextu-
ally implied information may be explicitly stated in a “summary”. This is a rare scenario in which
the output text adds previously unseen information, in this case for the purpose of semantic clar-
ification. Unlike other settings, where most content can either be attributed directly from the
source text, or constitutes a fairly surface-level paraphrasing of existing semantic information, the
simplification setting introduces the concept of additions in the context of summarization as well.

50



2.5 Domain-specific Distinctions for Summarization

2.5.3 Legal Domain

The legal industry is a similarly sensitive domain which has a theoretical abundance of practical
use cases which currently fail at the strict requirements imposed on employed software solutions.
While there is no overseeing body similar to the FDA/EMA in the legal domain, the direct im-
plication of being legally responsible for client outcomes makes it notoriously difficult to employ
approaches which potentially omit important details or results. For a sober look at the applicabil-
ity within the broader legal NLP space, we also recommend the study of our previously published
(German) commentary, see Gertz and Aumiller (2022).

Generally, it can be noted that, unlike the medical domain, differences in local legislature can have
a severe impact on the underlying document structure, or logical reasoning. Even when consider-
ing documents of the same language, e.g., English, relevant elements may look completely differ-
ent in a court document in the US, compared to one in the United Kingdom, due to differences
in their judicial systems. A secondary factor is the temporal dimension, playing a highly relevant
role in legal use cases. Because newly introduced changes to the law code can affect future out-
comes, it has to be considered which documents are most appropriate by their respective temporal
ordering, with the most recent document likely being more applicable. Finally, we highlight the
extreme verbosity and length of legal documents. This distinction makes the application of exist-
ing “general-purpose” systems oftentimes impractical, if not outright impossible, as they are not
designed to work with context windows sufficiently large for legal documents (Aumiller et al.,
2022b).

We again introduce a variety of scenarios that benefit from the application of text summarization
systems, and discuss their respective challenges. One relatively broad scenario is related to court
documents and associated summarization cases, which includes, e.g., Argument Retrieval, but
also decision predictions. On the other hand, preparatory work in the legal industry requires reli-
able and fast access to a number of related works, usually through the use of citations of past cases.
This also poses as a great example of contextually dependent summarization, enabling readers to
quickly get key concepts of related works, even without the necessary familiarity of the referenced
legal texts.

Not mentioned again because of large overlap with the medical domain is the aspect of layman-
focused (simplified) summaries of legal texts (Manor and Li, 2019; Chandrasekaran et al., 2020).
This nonetheless presents a relevant topic of active research and has practical use cases in activist
causes for better understanding of licensing and agreement terms.49

49See, for example, the “Terms of Service; Didn’t Read” project: https://tosdr.org/; last accessed: 2023-04-25.
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Court-related Summarization

Oftentimes, relevant document collections in the legal domain may have some association with
courts. They can consist of (more or less direct) transcripts of court proceedings, supplementary
documents related to hearings themselves, or simply the abridged court rulings based on some
prior decision. Given the dependence on prior rulings, it may be required for lawyers or judges to
have a grasp of an ever-growing body of literature, which can benefit from a simplified (or at least,
accelerated) access through summarized content.
When summarizing court decisions, it may be necessary to distinguish between the scenario of
compressing information for future readers (Xu et al., 2021a), versus the more prevalent setting
in academic works of predicting a verdict (Glaser et al., 2021b), which can also be seen as a form
of informed summarization.
We particularly also highlight the benefit for cases spanning multiple hearings, where it may be
necessary to rebut previously made statements by the opposing party in court. For this particular
purpose, we redirect the reader to the field of Argument Mining (Lawrence and Reed, 2019),
which has previously seen application in the legal domain as well (Conrad et al., 2009; Elaraby
and Litman, 2022).
In cases spanning several hearings, the complexity of interactions along multiple temporal axes can
also not be understated. In these particular scenarios, we may encounter an ordering of historical

events which is not necessarily aligned with the order of discussion in the actual hearings. To this
end, we have also previously introduced a model for quickly analyzing the “historical temporal
ordering” dimension, irrespective of the underlying mention order (Hausner et al., 2020a,b). We
expand on this notion in Chapter 6.

Citation Summarization

Outside of the court houses, there are plenty of other application areas for summarization systems
as well. One notable example, which we will detail in Section 3.2, is the summarization of rele-
vant legislature or related commentary. Oftentimes, this problem is deeply intertwined, with the
German judicial system relying strongly on arguments outlined in commentary works, instead of
basing it solely on past court decision, such as it is more common in the United States, for example.
This generally requires systems to be able to handle a diverse range of documents. Furthermore,
identifying relevant passages requires a sufficiently good retrieval system designed for legal users,
which has also attracted a growing amount of attention in recent years (Van Opijnen and Santos,
2017; Verberne et al., 2023).
Notably, citation summarization (or related span-identification settings) are not exclusively rele-
vant to the legal domain. We highlighted similar concepts present in the medical field, where it
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focused on the inclusion of external knowledge bases and ontologies, but there also exists a whole
body of literature for the extraction of appropriate information for literature surveying (Aumiller
et al., 2020; Chandrasekaran et al., 2020).
As a sub-task relevant for the correct identification, it is necessary to segment a document into (se-
mantically) coherent units, which we have previously introduced as segments. Interestingly, this in
itself already poses a non-trivial challenge in legal docouments (Aumiller et al., 2021; Glaser et al.,
2021a). Because of the frequent use of non-standard textual elements, such as lists, enumerations,
paragraphs (including subsections), etc., traditional sentence boundary detection methods work
poorly on the more complex structure of legal documents, which makes it challenging to even
select relevant extractive content.

2.5.4 Business Domain

Identifying relevant applications of summarization in the more general business domain is a lot
trickier. This is due to the more heterogeneous nature of tasks, many of which are kept away from
public dissemination as “trade secrets”. As an extrapolation of sorts, many of the existing academic
works are related to the summarization of financial documents. To what extent these find practical
application, can only be guessed, but we assume that the low reliability of (abstractive) systems still
poses a drastically reduced value gain for high-stakes industry settings. More practical, but less
directly a form of summarization, are structured generation settings, which oftentimes include
the transcription of tables into more actionable insights.

Financial Document Summarization

A central pillar of the available documents are the annual (or quarterly) reports of companies,
which have been extensively studied in the context of summarization as well (La Quatra and
Cagliero, 2020; Abdaljalil and Bouamor, 2021). Notably, the Financial NLP workshop se-
ries (Chen et al., 2021) and Financial Narrative Processing workshops (El-Haj et al., 2022a) have
centered around these particular topics. Notably extensions for shared tasks beyond monolin-
gual processing (El-Haj et al., 2020) have been proposed recently (El-Haj et al., 2022b), although
the evaluation settings of both are fairly limited in their (manual) analysis of results. For a more
practical perspective, we recommend the work by Leidner (2020), who shapes his opinion from
a wealth of history in the industry.
A key problem is the frequent limitation to singular input documents; practical scenarios usually
combine information from a variety of sources, instead, which causes a discrepancy between the
investigated settings and the actually relevant scenarios. This underestimates the relevance of pro-
cessing metadata, which may include sensitive information about the origin or temporality of, e.g.,
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news coverage. A related topic will be the entity-centric summarization of content, see (Filippova
et al., 2009; Maddela et al., 2022), which can be considered another form of context-sensitivity.

Structured Text Generation

As a weaker form of summarization, and more related to the broader setting of Natural Language
Generation (NLG), we mention data-to-text scenarios, which oftentimes include the multi-modal
extension to various levels of structured data. The most prominent example is the translation of
tabular input information into abstractive insights (Parikh et al., 2020). Notably, though, models
trained on the ToTTo dataset by Parikh et al. suffer from practical shortcomings (Sundararajan
et al., 2022). Highlighted can be the more thorough evaluation of data-to-text systems by Ehud
Reiter and collaborators (Inglis et al., 2017; Thomson and Reiter, 2020; Thomson et al., 2023).
The main difficulty for translation from structured data is the question of just how static the un-
derlying data structure really is; for variable schemata, this problem already becomes significantly
more difficult. Extending it to semi-structured (or unstructured) only adds to this level of diffi-
culty. Another problem is the question of representation for structured information. Despite the
implied presence of some internal representation (i.e., the structure itself), most existing work in
the NLP/NLG area is focusing on purely unstructured inputs. Consequently, suitable models
may not support the input of more structured information. Unlike other settings described in
the previous sections, though, structure generation scenarios may have much shorter inputs, and
are therefore easier to model (Parikh et al., 2020).

2.5.5 Other Domains

While we attempt to consolidate a diversified picture of summarization and its application in var-
ious domains, there are certain instances we will largely omit for the sake of brevity. This includes
primarily scholarly application scenarios, since they do have a niche impact on the overall applica-
bility, and relate in several aspects to settings that have been detailed before. Aside from this, we
have talked about potential use cases that extend to other modalities or input structures, such as
dialogue-focused input documents, or inclusion of images/tables as other forms of references.

Automated Generation of Scientific Abstracts

An active research area in the early days of summarization (Luhn, 1958; Resnick and Savage,
1960), automatically creating technical abstracts has been an obvious application given text sum-
marization’s roots in the library sciences. Even today, this is practically relevant as a research topic,
given the familiarity of many researchers with the underlying corpus data, as well as the broad
availability of papers through platforms like arXiv (Cohan et al., 2018). It furthermore poses a
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fairly generic summarization setting, requiring little external information beyond the immediate
document, as well as targeting a wide audience (i.e., not necessarily adjusting to individual user
needs). Ultimately, the most relevant information in scientific articles can often be found at posi-
tions early on (introduction) or at the very end (conclusion). This combination of factors draws
many parallels between scientific document summarization and existing works on news summa-
rization, such that approaches working well on one area can be reasonably extended to the other
one.
Notable is the introduction of system-generated automated “Too Long; Didn’t Read” (TL;DR)
sections in Semantic Scholar.50 This is a direct derivative of the work by Cachola et al. (2020) and
among the only successful implementations of such kind. Even then, the system is limited in the
types of papers it will annotate (primarily papers from the natural sciences), only uses particular
sections to limit the input length, and requires large-scale annotation of summaries to work well.

Literature Summarization

Slightly related, but a more complex setting, es the task of literature surveying, or citation rela-
tionee Here, the task is related to either summarizing content from multiple works (Portenoy and
West, 2020), or relating which sections of other works are particularly relevant for a current con-
text window (Chandrasekaran et al., 2020; Aumiller et al., 2020). These settings exhibit strong
ties to the use cases mentioned in the medical and legal domain, and as such find themselves ba-
sis for some of the previously mentioned applications for literature surveying, e.g., Perplexity.ai.
They particularly focus on providing scholarly citations and back-linking to claims within gener-
ated answers, but overall still require strong steering through inputs from humans.

50https://www.semanticscholar.org/product/tldr, last accessed: 2023-04-25.
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3 Limitations of Current Directions
in Summarization Research

“All models are wrong, but some are useful.”

George E.P. Box

We have now spent considerable time building up a list of desirable attributes for a practically

useful text summarization system and discussing some of the innovations within the field over the
years. While several end-to-end systems have been built, we are still seeing a shortage of systems
actively used by substantial user base to address a summarization-related need. To answer why

existing systems are insufficient for practical purposes, we specifically want to address some of
the remaining shortcomings within the area of text summarization. While these limitations are
relatively well-known within the community, they are oftentimes ignored in academic settings,
which severely limits the practical relevance of recent works.
We begin by discussing some of the existing works on limitations in summarization research in
Section 3.1. Here, we primarily focus on three broader categories: 1) Issues related to the narrow
focus on English and disregard for multilingual systems, 2) length limitations of existing text gen-
eration systems with respect to document length, and 3) the availability of meaningful evaluation
metrics. Given our own focus on summarization for German, we further elaborate on some ex-
isting tools that deal with text summarization in non-English languages, either in mono-, multi-,
or cross-lingual settings.
As a solution to the data scarcity problem of multilingual (high-quality) evaluation corpora, we
propose a new dataset, called EUR-Lex-Sum, in Section 3.2. It provides long-form textual de-
scriptions of legal acts relevant to the European Union, including associated human-written sum-
maries of these documents. As the EU has 24 official languages, we are able to collect a highly
multilingual dataset including sentence-level alignments between languages.
During the creation of our dataset, we notice that the quality of training resources heavily affects
downstream performance and overall generalization. In particular, discrepancies between system-
generated responses and the human expectation of a “meaningful” summary become apparent
for systems trained on automatically obtained corpora. Section 3.3 introduces a more detailed
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account of hypotheses regarding the (data) quality issues present in existing systems. These are
centrally related to the domain-specificity of prominent datasets and issues herein, which limit
their applicability outside the intended domain.
To address basic data quality concerns in summarization resources, we formalize a series of au-
tomated detection mechanisms in Section 3.4, which are able to reduce the error rate in existing
summarization datasets. While we demonstrate the applicability of these methods on German
datasets, the approach is largely language-agnostic, and it encourages the future application to
other datasets as well. Worryingly, we also observe that model performance on standardized test
sets drops significantly when filtering test splits of public benchmark datasets. Based on our anal-
ysis, this implies that model performance is generally overestimated, and the distribution skewed
due to low-quality outliers.
To also help quantify issues present in model outputs, we finally introduce a new metric to analyze
the factual consistency of generated text in Section 3.5. Our algorithm represents textual elements
as a series of “factual tuples”, which are comparable across input texts and corresponding gener-
ated outputs. Our experiments indicate that the method is comparable to current state-of-the-art
methods and allows for a more linguistically grounded evaluation of factuality.
The contents of this chapter are based on the following peer-reviewed publications:

Dennis Aumiller, Ashish Chouhan, and Michael Gertz. EUR-Lex-Sum: A Multi- and Cross-
lingual Dataset for Long-form Summarization in the Legal Domain. In Proceedings of the 2022

Conference on Empirical Methods in Natural Language Processing, pages 7626–7639, Abu
Dhabi, United Arab Emirates, December 2022b. Association for Computational Linguistics.
URL https://aclanthology.org/2022.emnlp-main.519

Dennis Aumiller, Jing Fan, and Michael Gertz. On the State of German (Abstractive) Text
Summarization. In Birgitta König-Ries, Stefanie Scherzinger, Wolfgang Lehner, and Gottfried
Vossen, editors, Datenbanksysteme für Business, Technologie und Web (BTW 2023), 20. Fach-
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3.1 Related Literature

We are not the first to critically evaluate progress in text summarization research. Zhang et al.
(2018a) were the first to notice that outputs from “abstractive” summarization systems regularly
turn out to be suspiciously extractive in nature and spent time to address these by more focused
evaluation efforts. Kryscinski et al. (2019) move beyond simply focusing on the evaluation of gen-
erations, and criticize the dimensions of datasets, evaluation metrics, and model choices in their
analysis of research progress within the field. Extending the comparison of various text summa-
rization innovations to large pre-trained language models, Huang et al. (2020) again study the
relative performance differences of various approaches. All three works confirm our believe that
there are severe shortcomings in the current state of evaluating new approaches, and that some of
the more popular neural models reveal a rather limited improvement over much simpler heuristic
approaches in certain cases.
There are several additional facets to the limitations of current systems and multiple ways to ad-
dress the shortcomings that we wish to introduce. In an effort to place our own contributions
within the larger field, we divide the following sections into an analysis of existing approaches go-
ing beyond English (Section 3.1.1), as this poses a biased reporting of “innovations” on approaches
that are essentially custom-built for English texts. We further focus specifically on an analysis of
resources and models for German, which in our opinion serves as an upper-bound on research
progress in a non-English language, due to a relatively active German-specific research commu-
nity. Aside from the scarcity of (multilingual) resources, we also highlight the recent works on
evaluation with longer input documents, challenging the relatively limited context windows of
many published end-to-end systems (Section 3.1.2). These reveal another shortcoming in the
practical applicability of models, oftentimes focusing on generating summaries from relatively
short inputs. Section 3.1.3 provides some more context for recent evaluation metrics in addition
to the methods already presented in Section 2.4.5. We then focus on the evaluation of factuality

in system generations (Section 3.1.4), which generally has emerged as a popular focus dimension
in recent evaluations, due to the problematic nature of faithfulness in neural systems.

3.1.1 Summarization Resources Beyond English

In our discussions of text summarization research so far, we have implicitly made the assumption
that the language of a particular piece of text does not play any larger role in the effect it has on
the system function. However, in practice, a majority of research (and practical works) are focus-
ing primarily on English, creating a sort of self-reinforcing bias towards that language. Methods
that work well for English do not necessarily translate well to other languages, be it because of
the grammatical structure or a different alphabet, for example. Subsequently, transferring meth-
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ods that have been designed for English is also non-trivial. More traditional linguistic approaches
often require software tooling (such as language-specific stemming or tokenization approaches),
which might simply not exist, and more modern neural systems are notoriously hard to adjust for
other languages due to their inductive training biases on monolingual (English) corpora.1

We specifically want to highlight some of the active efforts that help widening the accessibility by
focusing on non-English application scenarios in text summarization. This starts with the avail-
ability of language resources beyond English, or cross-lingual datasets. Even there, we can see
similar biases, with European languages (having the academic funding and general “online pres-
ence”) far outweighing other language families in terms of available research. Categorically, we
split existing approaches in monolingual non-English/multilingual and cross-lingual works.

Multilingual Summarization Datasets

With a particular eye on large-scale multilingual resources, most of the datasets are from the past
few years.2 MLSUM (Scialom et al., 2020) is based on news articles in six languages, how-
ever, without cross-lingual alignments. Similarly without alignments, but larger in scale is Mas-
siveSum (Varab and Schluter, 2021). XL-Sum (Hasan et al., 2021) does provide document-
aligned news articles in 44 distinct languages, where the authors extracted data from translated
articles published by the BBC. In particular, their work also provides translations for several lower-
resourced Asian languages. Less popular is MLGSum (Wang et al., 2021), which also boasts avail-
ability in several languages. The authors utilize available news aggregators and extend the crawling
to news outlets from various languages in a multilingual equivalent to the method behind CN-
N/DailyMail summaries.3 WikiLingua (Ladhak et al., 2020) borders the multi- and cross-lingual
domain; some weak cross-lingual alignment is constructed by the authors, but is limited to the
English reference texts. Specifically for Indian language pairs but also using multilingual parallel
websites as a source, Urlana et al. (2023a) provide a parallel resource across fourteen languages,
and also evaluate cross-lingual setups in their analysis.

Cross-lingual Summarization Datasets

To our knowledge the earliest explicit setup for cross-lingual summarization is introduced by Sag-
gion et al. (2002), utilizing a parallel corpus of Cantonese and English newspaper articles. The

1Although there exist approaches to attempt a post-training transfer to other languages for neural models, see, e.g.,
Minixhofer et al. (2022).

2Select language-specific implementations of earlier text summarizations exist, e.g., for German (Reithinger et al.,
2000). The same goes for non-English monolingual corpora, which we omit here for conciseness.

3Our primary reason for excluding this dataset in further experiments is the inaccessibility of the processed dataset.
The authors only provide a crawler for users to obtain the over one million (!) articles themselves, leading us into
questionable legal territory when it comes to website fair use.
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task of cross-lingual summarization was more broadly popularized by the later DUC 2004 Arabic-
English summarization task (Over et al., 2007). While there are several works on new models for
multilingual summarization (Lim et al., 2004; Litvak and Last, 2013), to our knowledge only
smaller cross-lingual corpora have been proposed during previous decades.
More recently, Wang et al. (2022c) provide an extensive survey on the currently available meth-
ods, datasets, and prospects. Modern resources for cross-lingual summarization can be divided
into two primary categories: synthetic datasets and web-native multilingual resources. For the
former, samples are created by directly translating summaries from a given source language to a
separate target, which can carry potential negative effects for the subsequent evaluation due to
translation errors (Zhang and Toral, 2019). Examples include English-Chinese (and vice versa)
by Zhu et al. (2019), and an English-German resource (Bai et al., 2021). Both works utilize news
articles for data and neural MT systems for the translation. In contrast, there also exist multi-
lingual datasets with naturally aligned data, where both references and summaries were obtained
primarily from parallel websites. Global Voices (Nguyen and Daumé III, 2019), XWikis (Perez-
Beltrachini and Lapata, 2021), Spektrum (Fatima and Strube, 2021), and CLIDSUM (Wang et al.,
2022b) represent instances of datasets for the news, encyclopedic, and dialogue domain, with dif-
fering numbers of supported languages. Notable is also the effort by Zheng et al. (2023), who
focus on providing a resource of 94,000 document pairs with longer contexts. Their dataset is
built from Chinese papers with English abstracts as the target summary, with the average input
document length exceeding 2,800 character symbols.

German Text Summarization

As a case study of an individual language, and a basis of related work for some of our later discus-
sions, we specifically take a look at German resources for text summarization. This includes both
available systems, but also training datasets and their respective focus. Compared to some other
languages, German has a dedicated community that has been previously investigating methods
specifically in a monolingual context (Frefel, 2020; Frefel et al., 2020). In addition, there exist
other works where it is discussed as one of several languages in a multi- or cross-lingual context,
per our previous discussion.
While we are slowly starting to see a greater diversity in the available training resources for German
text summarization, it comes as a small surprise that the availability of trained system is much less
diverse. As will become more apparent in later sections, the primary focus for training systems is
a combination of a pre-trained checkpoint and one predominant training resource (“MLSUM”,
focusing on the ´German subset). Below, we elaborate on considered model properties, differen-
tiating between the availability levels of related works in context. A summary of known properties
can be seen in Table 3.1. For a more focused overview of LLM summarization performance, we
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Model Training data Test Set Evaluation Filtering Public Reprod.
mrm8488/bert2bert4 MLSUM MLSUM ROUGE None ✓ ✓

ml6team/mt5-small5 MLSUM MLSUM ROUGE Length ✓ ✗

T-Systems/mt5-small6
CNN/DailyMail,
MLSUM, XSum,

Swisstext
MLSUM ROUGE Length &

Overlap ✓ ✗

Shahm/t5-small7 MLSUM MLSUM ROUGE None ✓ ✗

T5-base8 ? ? ROUGE ? ✓ ✗

german-t59 Swisstext MLSUM ROUGE ? ✗ ✗

Aksenov et al. (2020) Swisstext Swisstext ROUGE &
manual ? ✓ ?

Parida and Motlícek (2019) Swisstext &
CommonCrawl Swisstext ROUGE &

manual None ✗ ✗

Venzin et al. (2019) Swisstext Swisstext ROUGE &
manual None ✗ ✗

Fecht et al. (2019) Swisstext Swisstext ROUGE &
manual ? ✗ ✗

Glaser et al. (2021b) LegalSum LegalSum ROUGE ? ✓ ?

Liang et al. (2022) Radiology Radiology ROUGE &
manual ? ✗ ✗

Table 3.1: List of German neural abstractive summarization models, divided into systems available on
https://huggingface.co and academic artifacts. We detail their known properties from provided
training recipes or published papers. If we have access to models, we denote whether public scores
are reproducible within±0.5 ROUGE points (“Reprod.”); ? in the reproducibility column in-
dicates that models were available, but we were unable to successfully run their code.

refer the reader to Schubiger (2024), who evaluates various LLM systems, although he does not
specifically fine-tune models for the task and relies on in-context or zero-shot setups.

Publicly Available Systems The primary source for available models is the Huggingface
Hub10, which allows filtering by supported language and appropriate task (in our case “summa-
rization”). We note that some of the available models are not properly tagged, but spent consid-
erable time to ensure no models were accidentally ignored. For users who have uploaded several
different versions, we selected the model with the highest self-reported evaluation scores.
Given that users on the platform are likely familiar with other services of Huggingface (including

4https://hf.co/mrm8488/bert2bert_shared-german-finetuned-summarization, last accessed: 2022-10-06
5https://huggingface.co/ml6team/mt5-small-german-finetune-mlsum, last accessed: 2022-10-06
6https://huggingface.co/T-Systems-onsite/mt5-small-sum-de-en-v2, last accessed: 2022-10-06
7https://huggingface.co/Shahm/t5-small-german, last accessed: 2022-10-06
8https://huggingface.co/Einmalumdiewelt/T5-Base_GNAD, last accessed: 2022-10-06
9https://github.com/GermanT5/german-t5-eval, last accessed: 2022-10-06

10https://huggingface.co/models, last accessed: 2023-01-14
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their datasets browser), it comes as no surprise that the diversity of chosen models is low. Avail-
able systems either choose checkpoints of mT5 (Xue et al., 2021) or variants of T5 (Raffel et al.,
2020) as a basis for fine-tuning experiments. In our investigation, we found that alternatives based
on (m)BART (Lewis et al., 2020a; Liu et al., 2020) are consistently outperformed according to
self-reported metrics. In order to train effectively on large quantities on data, most approaches
use one of the smaller checkpoints, referring to model variants with fewer parameters. Outside of
the model hub, code repositories exist for the BERT-Copy architecture by Aksenov et al. (2020)
and Encoder-Decoder models used by Glaser et al. (2021b). However, we were unable to set up
inference for custom datasets based on the respective code bases.

Private Models A further selection of models has been published in response to the Swis-
stext 2019 summarization challenge (Parida and Motlícek, 2019; Venzin et al., 2019; Fecht et al.,
2019). However, neither team has published any associated public repository. Similarly, no mod-
els are available from Liang et al. (2022) who work on radiology reports. As the only one of
the major cloud providers, Microsoft offers a dedicated extractive summarization service through
Azure that supports German.11 One of the first commercial solution providing a platform for ab-
stractive summarization also supporting German texts was Aleph Alpha,12 with other chat model
providers by now supporting multiple languages as well, frequently explicitly mentioning Ger-
man. Official support is provided by, e.g., OpenAI (OpenAI, 2023) and Cohere.13 Anecdotally,
several more systems exhibited decent cross-lingual capabilities in our own experiments with Ger-
man prompts.14

GermanData Sources for Summarization

In our experiments, we focus on datasets across a variety of domains. To our knowledge, these
cover the most prominent publicly available sources used for training German systems, in partic-
ular for single document summarization. Notably, some of the mentioned corpora have different
derivations stemming from either the same base corpus, or subsequent re-crawls of a resource.
Where necessary, we indicate the existence of such a dataset.

MLSUM (Scialom et al., 2020) This multilingual dataset was presented as one of the first
efforts in making larger-scale training sets available for multiple languages that also include Ger-

11https://learn.microsoft.com/en-us/azure/cognitive-services/language-service/summarization/

language-support, last accessed: 2022-10-06
12https://www.aleph-alpha.com/use-cases/conversion#trilingual-summary, last accessed: 2022-10-06
13https://docs.cohere.com/docs/command-r, last accessed: 2024-04-04
14Most notably, most systems are able to semantically parse a request in German. While some will respond in German

(e.g., Perplexity.ai), others instead default to an English response instead. This includes You.com and Cohere’s
models in RAG mode.
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man as a language. MLSUM is constructed by extracting news articles and associated summary
sections as generation targets. We use the German subset in this work, which is by far the most
popular dataset used for training and evaluating resources in German, based on our survey. De-
spite the popularity, Philip May was the first to report issues in the quality of summaries,15 an
aspect we will analyze in more detail later.

MassiveSumm (Varab and Schluter, 2021) The construction of this particular dataset is
similar to MLSUM and focuses on a large number of automatically extracted summaries from
web articles in multiple languages. The authors perform some rudimentary filtering with respect
to empty samples and even go as far as avoiding similar issues to MLSUM by removing what they
call “ellipsoid summaries”, i.e., fully extractive summaries that appear at the beginning of the ref-
erence text. While the quality of the samples is comparatively low due to the automated extraction
process, this corpus is by far the largest readily available resource considered in our experiments.
It has the potential to improve existing training setups with its sheer number of samples.

MLGSum (Wang et al., 2021) The German subset of this multilingual resources provides
almost 500,000 data points, but does not have a usable variant available (see previous discussions).
The data consist of news articles from German outlets, where editorial bullets constitute the target
summaries.

Swisstext (Frefel et al., 2020) In contrast to the –generally shorter– news articles available
in MLSUM, the Swisstext dataset provides longer-form summaries based on German Wikipedia
pages, which has been later extended to the GeWiki corpus (Frefel, 2020). For the construction,
the central argument is that the introductionary paragraph serves as a “summary” of the remain-
ing article text. The provided dataset comes with a training portion and a private test set, mean-
ing no ground truth summaries are available for the test samples. A multilingual variant of this
idea, the XWikis corpus, was introduced shortly after (Perez-Beltrachini and Lapata, 2021). While
the XWikis corpus contains more samples per language, including German, monolingual sample
alignments are not readily available for download. Adding the fact that German summarization
works primarily deal with the Swisstext dataset, we choose the Swisstext variant as our Wikipedia-
based source.

Klexikon (Aumiller and Gertz, 2022a) Another Wikipedia-related resource, but with
different target summaries. This dataset has much longer summary lengths compared to the Swis-
stext dataset, but covers a much smaller subset of only around 3,000 samples. Given the secondary

15https://may.la/blog/2022/02/23/anomalies-in-the-mlsum-dataset/, last accessed: 2022-10-06
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focus on simplification in the target summaries, this corpus requires a considerably higher level of
abstractive reformulations during the generation. See Section 5.2 for a more detailed analysis.

WikiLingua (Ladhak et al., 2020) As the third multilingual resource, summaries in this
corpus are extracted from the WikiHow platform. Here, Ladhak et al. consider short instruction
summaries of individual steps in WikiHow guides and align those with the referenced paragraphs.
The general tone of the dataset is rather informal and is in a more imperative style in comparison to
other data sources. To align samples across languages, images within articles of different languages
are matched to identify presumably parallel paragraphs. Importantly, this means that for German
articles, frequently only some of the article’s paragraphs are actually contained in the dataset.

LegalSum (Glaser et al., 2021b) Another area benefiting enormously from high-quality
summaries is the legal domain. LegalSum is the first German resource providing summaries of
around 100,000 court rulings. On average, these samples require the highest amount of compres-
sion across evaluated datasets.

EUR-Lex-Sum (Aumiller et al., 2022b) A smaller but high-quality resource built on top of
EU legal data available in 24 languages, including German. We discuss the challenges of creating
said resource further in Section 3.2.

20Minuten (Kew et al., 2023b) This resource is based on the content from the Swiss news
outlet of the same name. Interestingly, the content provides different granularities of summariza-
tion targets. Ranging from headline generation to bullet summaries, there are between 22,000 to
41,000 samples depending on the specific target.

FurtherResources In addition to these datasets, we are aware of several other resources that
are, however, not publicly available. A news-related datasets for German summarization can be
found in experiments by Nitsche (2019), where data was supplied by the German Press Agency,
but no public record of the corpus exists otherwise. A second news-related resource is hinted at
online by users on Huggingface’s platform.16

For clinical summarization, Liang et al. (2022) work with a dataset of about 11,000 radiology
reports; given the sensitive nature of the data, no publicly available version exists as of now. We
are also aware of a secondary source of the WikiLingua dataset curated by the GEM community,17

which provides additional samples, as well as a pre-split validation and test section not provided in

16A rather large one, with around 400,000 articles is indicated here: https://huggingface.co/Einmalumdiewelt/

PegasusXSUM_GNAD/discussions/1#6308eb5037556c4ab03258df
17https://gem-benchmark.com/data_cards/wiki_lingua
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the original dataset. In preliminary experiments, we found that > 99.89% of the data were valid
samples for the GEM source (see Section 3.4.1). Most problematic is their choice to automatically
aggregate different paragraphs into one summary, which can cause disjoint referencing in the (also
aggregated) input texts, especially for the parallel multilingual subsets.
Finally, all of the discussed corpora so far are types of single document summarization resources.
Datasets for training summarization systems that consider multiple source texts exist at smaller
scales (Benikova et al., 2016; Zopf, 2018). More recent experiments with neural models on top of
the latter corpus have been conducted by Johner et al. (2021) and Mascarell et al. (2023).

3.1.2 Long-form Text Summarization

Mentioned as a key limitation of earlier systems, research has recently focused on extending the
context length of Transformer models, which were by default trained for context windows no
longer than 512 tokens.18 Popular early approaches utilize sparse attention mechanisms, which
enable transformer-based models to handle longer documents (Beltagy et al., 2020; Zaheer et al.,
2020). However, the document structure is not explicitly considered in current models, and
sparse attention is generally considered as a lossy approximation of the exact computation leading
to eventual degradation. Yang et al. (2020) propose a hierarchical Transformer model, SMITH,
that incrementally encodes increasingly larger text blocks. The latest developments instead fo-
cus again on scaling exact computation of attention windiws with Rotary Positional Embeddings
(RoPE) (Su et al., 2024) and better hardware support with FlashAttention (Dao et al., 2022),
which enable context lengths that can represent contents of entire books.
Given the lengthy nature of legal texts, we previously investigated different approaches for separat-
ing content into topically coherent segments, which can benefit the processing of unstructured
and heterogeneous documents in long-form processing settings with limited context (Aumiller
et al., 2021). From a data perspective, Kornilova and Eidelman (2019) propose BillSum, a resource
based on US and California bill texts, spanning between approximately 5,000 to 20,000 charac-
ters in length. A similar corpus based on the EUR-Lex platform appeared around the same time as
our initial result, but focuses exclusively on English documents (Klaus et al., 2022). They utilize
an automatically aligned text corpus for fine-tuning BERT-like Transformer models on an extrac-
tive summarization objective. Their best-performing approach is a hybrid solution that prefaces
the Transformer system with a TextRank-based pre-filtering step. As a similarly long resource of
few, but high-quality documents, Kryscinski et al. (2022) present BookSum, based on books from
Project Gutenberg.19 Their dataset provides both chapter- and book-level summaries, although

18For reference, the rendered text on this page alone equals already about 650 tokens using the BERT tokenizer. This
means that the majority of early Transformer systems are unable to handle the full content of even a single page of
text.

19https://www.gutenberg.org/, last accessed: 2024-05-02
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the authors themselves mention severe quality differences between different samples, as they are
likely written by several users without any shared guidelines on how to create the respective syn-
opsis.

3.1.3 Generic EvaluationMetrics

As an alternative to the controversial use of ROUGE as an evaluation metric (Lin, 2004), more
recently proposed alternatives rely on score computation from a single gold summary only (Er-
makova et al., 2019). As a more generic criticism, Ter Hoeve et al. (2022) note that this direction
of relying on a single perspective during evaluation setups is overall detrimental for the gener-
alization ability of abstractive summarization systems. However, just how strong this reference
overfitting is in existing systems has not been studied, much less for non-English languages.

Examples of more recent evaluation metrics include primarily neural similarity scoring between
a generated summary and a gold reference (Sellam et al., 2020; Zhang et al., 2020b). Ultimately,
neural methods are also incredibly expensive to employ for evaluation settings, potentially taking
several days to evaluate a single experiment on a test set (Nan et al., 2021). Besides the cost fac-
tor, the main issue with such alternative scores is two-fold: On the one hand, a distinct advantage
of co-occurrence-based metrics such as ROUGE is the simplicity in transferring the score com-
putation to another language. Even basic extensions, such as stemming algorithms, are generally
available in several languages. Trained metrics, such as BERTScore (Zhang et al., 2020b) or QAE-
val (Deutsch et al., 2021a), however, are severely limited in their transferability to other languages,
and would require dedicated efforts to port them to German, for example. On the other hand,
recent statistical analyses have shown that when accounting for annotator expertise, correlation
of evaluation metrics and human preference can vary significantly (Fabbri et al., 2021). When
additionally controlling for variance and confidence intervals, correlation with human judgments
only rarely improves statistically significantly over ROUGE (Deutsch et al., 2021b). A particular
investigation on metrics for German summarization was conducted during the second Swisstext
challenge (Frefel et al., 2020). Submitted resources were only marginally better than ROUGE
baselines for judging system quality (Paraschiv and Cercel, 2020; Biesner et al., 2020), reinforcing
our point that a focus on more languages is necessary. For crowd-sourced evaluation approaches,
Iskender et al. (2020) further elaborate on the importance of survey setups and considerations for
expert annotators to ground evaluation results.

Beyond evaluation-focused studies, some works have previously attempted to redefine the desir-
able properties in a summary (Fan et al., 2018; Steen and Markert, 2021; Ter Hoeve et al., 2022),
where the main findings generally agree that existing evaluation metrics fall short of the incorpo-
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ration of semantically consistent and subjectively varying summaries.20 Data-centric approaches
to remediate the shortcomings of evaluation metrics have also been proposed (Clark et al., 2023).

3.1.4 Analyzing Factual Consistency of Summarization

Analyzing the outputs of summarization systems has become a more active area of research, in part
due to the influx of generic summarization systems becoming available (Nallapati et al., 2016; See
et al., 2017; Lewis et al., 2020a). As discussed in Section 2.3.1, factuality is oftentimes a key limita-
tion of existing systems, and largely dictates the utility of a generic summary. It is also an evaluation
dimension where correlation with existing metrics is not very high, especially compared to other
quality factors, such as relevance or coherence. Goodrich et al. (2019) were the first to propose
a reference-based estimator to specifically gauge the factual consistency of generated summaries
with their gold reference. The proposed approach is based on a tuple representation of atomic
“facts” across both pieces of text, which are compared on the basis of matching fact arguments.
The authors use a triplet representation of (Subject, Predicate, Object). Subsequent work has pro-
posed alternative metrics based on textual entailment (Falke et al., 2019; Mishra et al., 2021) and
Question Answering (QA) (Wang et al., 2020; Durmus et al., 2020), where agreement of answers
to questions on the reference and summary are used for estimating factuality. However, espe-
cially QA-based metrics require additional fine-tuning on task-specific datasets, which makes the
adoption to new domains (or languages) fairly expensive and prohibitive for broader application
scenarios.
The only other work to our knowledge that uses a SRL-based factuality estimation is presented by
Fischer et al. (2022) and the most similar to the approach we present in Section 3.5. In compari-
son to our method SRLScore, the authors aggregate “role buckets” across the entire text instead
of sentence-specific tuples and do not necessarily differentiate between the semantic context of
individual sentences. Empirically, their implementation has lower correlation with human rat-
ings than compared approaches, which is contrary to our own findings. Li et al. (2022) frame
factuality estimation as an in-filling task, where fact statements are withheld as masked tokens in
a generated summary, and a separate model is trained to predict missing “facts”. Notably, this
approach relies on the assumption that the majority of factual mistakes stems from noun phrases
and entity mentions (Pagnoni et al., 2021).
An alternative body of literature has explored the possibility to exploit Language Models (LMs) di-
rectly for estimating factual consistency: The previously discussed metric BertScore (Zhang et al.,

20We crucially do not focus on the (very limited) analysis of human evaluation setups, although we highlight their
importance as an additional qualitative feedback mechanism. From personal experience, human-in-the-loop ex-
periments are less comparable due to nuances in annotator background and variation within annotations over
multiple runs. This sentiment is also echoed in studies on the reproducibility of human evaluation studies (Belz
et al., 2023).
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2020b) uses LM-generated representations to generate alignments for scoring that also exhibit
some correlation with textual factuality. In comparison, PRISM (Thompson and Post, 2020) or
BARTScore (Yuan et al., 2021) directly use model perplexity as a factuality estimate. Xie et al.
(2021) explore masking approaches that fall somewhere between the works of Li et al. (2022)
and BARTScore; their framing of counterfactual estimation still relies on model-based likelihood
scores for computation.
The majority of prior work expresses metric performance in terms of correlation with human
factuality ratings. Notably, annotations exist for subsets of the popular CNN/DailyMail (Wang
et al., 2020; Fabbri et al., 2021) and XSUM summarization corpora (Maynez et al., 2020). Where
Wang et al. (2020) collect user annotations from crowd workers, Fabbri et al. (2021) addition-
ally sample expert judgments, and find that expert ratings tend to be more reliable. Maynez et al.
(2020) study several aspects of summarization evaluation beyond just factuality, but do not dis-
close the background of annotators for evaluation.
Generally, reliably evaluating correlation of summarization metrics with human preferences is no
easy task, either: Deutsch et al. (2022a) show that system-level evaluation metrics for text sum-
marization rarely outperform simplistic metrics, such as ROUGE (Lin, 2004), to a statistically
significant degree. Partially, the low confidence of improvement can be attributed to the small
number of human-annotated samples available, which is due to the expensive annotation process
required to obtain conclusive (and agreed-upon) annotations for factuality evaluation. Existing
datasets contain a total of fewer than 2000 different instances.

3.2 Multilingual Long-Document Summarization: The
EUR-Lex-SumDataset

When discussing current limitations, it becomes quite apparent that the diversity and availability
of data resources is one of the major contributing factors. To combat this, we present a new re-
source of high-quality and domain-specific texts including human-written summaries for the legal
domain, titled EUR-Lex-Sum. We detail some of the practical aspects of curating a new dataset,
and manage to create a resource that has parallel availability for 24 European languages. After-
wards, we further explore performance of baselines on this dataset, and showcase that existing
methods are limited in their applicability due to the average document length in EUR-Lex-Sum.
Our motivation to create a new resource stems in part from the homogeneity of existing summa-
rization datasets and extraction processes: frequently, these are either collected from news arti-
cles (Lin and Hovy, 2002; Sandhaus, 2008; Hermann et al., 2015; Narayan et al., 2018; Grusky
et al., 2018; Hasan et al., 2021) or wiki-style knowledge bases (Ladhak et al., 2020; Frefel, 2020),
where alignment with supposed “summaries” is assumed over fragments from the original source
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documents (e.g., news bullets serving as a summary of an article on the same page). Domain
outliers do exist, e.g., for scientific literature (Cachola et al., 2020) or the legal domain (Geben-
dorfer and Elnaggar, 2018; Bhattacharya et al., 2019; Kornilova and Eidelman, 2019; Manor and
Li, 2019; Klaus et al., 2022), but are primarily restricted to the English language or do not contain
finer-grained alignments between cross-lingual documents.
Reasons for the usage of mentioned predominant domains are manifold: Data is reasonably ac-
cessible throughout the internet, can be automatically extracted, and the structure naturally lends
itself to the extraction of excerpts that can be seen as a form of summarization. For news articles,
short snippets (or headlines) describing the gist of main article texts are quite common. Wikipedia
has an introductionary paragraph that has been framed as a “summary” of the remaining arti-
cle (Frefel, 2020), whereas others utilize scholarly abstracts (or variants thereof) as extreme sum-
maries of academic texts (Cachola et al., 2020).
For a variety of reasons, using these datasets as a training resource for summarization systems intro-
duces unwanted biases. Examples include extreme lead bias (Zhu et al., 2021b), focus on extremely
short input/output texts (Narayan et al., 2018), or high overlap in the document contents (Nal-
lapati et al., 2016). Models trained in such a fashion also tend to score quite well on zero-shot
evaluation of datasets from similar domains, however, poorly generalize beyond immediate in-
domain samples that follow a different content distribution or longer expected summary length.
Simultaneously, high-quality multilingual and cross-lingual data for training summarization sys-
tems is scarce, particularly for datasets including more than two languages. Existing resources
are often constructed in similar fashion to their monolingual counterparts (Scialom et al., 2020;
Varab and Schluter, 2021) and subsequently share the same shortcomings of low-quality align-
ments.
Our main contribution in this work is the construction of a novel multi- and cross-lingual corpus
of reference texts and human-written summaries that extract texts from legal acts of the European
Union (EU). We provide a paragraph-aligned validation and test set across all 24 official languages
of the European Union21, which further enables cross-lingual evaluation settings.

3.2.1 The EUR-Lex-SumDataset

Our dataset is based on available multilingual document summaries from the EUR-Lex platform.
After processing, the final resource consists of up to 1,500 document/summary pairs per language.
For comparable validation and test splits, we identified a subset of 375 cross-lingually aligned legal
acts that are available in all 24 languages. In this section, the data acquisition process is detailed,
followed by a brief exploratory analysis of the documents and their content. Finally, key intrinsic
characteristics of the resource are compared with relation to existing summarization resources.

21https://eur-lex.europa.eu/content/help/eurlex-content/linguistic-coverage.html, last accessed: 2022-06-15
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In short, we find that the combination of human-written summaries coupled with comparatively
long source and summary texts makes this dataset a suitable resource for evaluating a less common
summarization setting, especially for long-form tasks.

The EU as a Data Source

Data generated and provided by the European Union has been utilized extensively in other sub-
fields of Natural Language Processing. The most prominent example is probably the Europarl
corpus (Koehn, 2005), consisting of sentence-aligned translated texts generated from transcripts
of the European Parliament proceedings, frequently used in Machine Translation systems due to
its size and language coverage.
In similar fashion to parliament transcripts, the European Union has its dedicated web platform
for legal acts, case law and treaties, called EUR-Lex (Bernet and Berteloot, 2006),22 which we will
refer to as the EUR-Lex platform. Data from the EUR-Lex platform has previously been utilized as
a resource for extreme multi-label classification (Loza Mencía and Fürnkranz, 2010), most recently
including an updated version by Chalkidis et al. (2019a,b). In particular, the MultiEURLEX
dataset (Chalkidis et al., 2021) extends the monolingual resource to a multilingual one, however,
does not move beyond the classification of EuroVoc labels. To our knowledge, the only other
resource utilizing document summaries of legal acts from the platform is the monolingual English
resource by Klaus et al. (2022).

Dataset Creation

The EUR-Lex platform provides access to various legal documents published by organs within
the European Union. In particular, we focus on currently enforced EU legislation (legal acts) for
the 20 domains from the EUR-Lex platform.23 From the mentioned link, direct access to lists
of published legal acts associated with a particular domain is available, which forms the starting
point for our later crawler. Notably, each of these domains also comprises of different topics and
regulations, providing a high level of diversity within the resource itself.
A legal act is uniquely identified by the so-called Celex ID, composed of codes for the respective
(industry) sector, publication year and the document type. The ID is consistent across all 24
languages, which makes it possible to align articles on a document level. Across all 20 sectors, the
website reports a total of 26,468 legal acts spanning from 1952 until our crawling date in 2022.
However, as legal acts may be assigned to multiple domains, only about 22,000 unique legal acts
can be extracted from the platform. We do not consider EU case law and treaties, which are also
available through the EUR-Lex platform, but provided in a slightly differing document format.

22most recent URL: https://eur-lex.europa.eu, last accessed: 2023-04-15
23https://eur-lex.europa.eu/browse/directories/legislation.html, last accessed: 2022-06-21
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Crawling

The web page of a particular legal act contains the following page content relevant for a summa-
rization setting:

1. The published text of the particular legal act in various file formats,
2. metadata information about the legal acts, such as published year, associated treaties, etc.,
3. links to the content pages in other official languages, and
4. if available, a link to an associated summary document.

This work contributes to preparing a dataset with the legal act content and their respective sum-
maries in different languages. Therefore, crawling over the entirety of published legal acts gives
access to all relevant information needed to extract source and summary text pairs. Since a single
legal act requires 50 individual web requests to extract files across all languages, we have a total of
around 5.5 million access requests, distributed across the span of a month between May and June
2022. We dump the content of all accessed acts in a local Elasticsearch instance, and separately
mark documents without existing summaries. This allows the resource to be continually updated
in the future.

Filtering

For further processing, we filter the documents available through our offline storage. First, some
article texts may only be available as scanned (PDF) documents, which compromises text quality
and is therefore discarded. For the most consistent representation, we choose to limit ourselves
to articles present in a HTML format, which provides us with additional cross-lingual paragraph
alignments. Availability of HTML documents generally correlates with the publishing year, see
Section 3.2.2, presumably due to the emergence of the world wide web during the 1990s. Simi-
larly, a document is not required to have an associated summary, limiting sample availability. A
full distribution of available reference/summary pairs can be found in Figure 3.4. We could not
identify any particular pattern what qualifies documents for an explicit summary, but we suspect
the overall importance of a legal act as a leading factor.
More problematic is the fact that between 20-30% of the available summaries (depending on
the language) are associated with several source documents, essentially turning this into a multi-
document summarization setting.24 Since this work focuses exclusively on single document sum-
marization, we pair the summary with the longest associated reference document to maximize

24We further acknowledge that legal acts frequently reference external knowledge as well, in the form of hyperlinks. A
comprehensive inclusion of this background information is not considered in our setup, and thus implicitly also
assumes some “world knowledge” for a perfect system. On the other hand, we argue that the core contents (consti-
tuting the eventual legal act summary) are likely to be stated explicitly in the document itself, thereby drastically
reducing the severity of this issue.
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n-gram novelty
Subset 1-gram 2-gram 3-gram 4-gram
All samples 42.25 64.07 77.34 83.73
Single-reference subset 41.74 63.52 76.87 83.33
Longest available document 46.77 68.83 81.44 87.18
Concatenated documents 41.03 63.06 76.38 82.77

Table 3.2: Comparison of n-gram novelty for the English subset, depending on reference document pro-
cessing. Longest available subset considers samples with multi-reference documents but only
taking the content of the longest document as a reference; Concatenated documents uses the con-
catenation of all associated references. In comparison, single-reference subset refers to document
that naturally only have a singular source document.

availability. Table 3.2 details the impact of considering only the longest document in terms of
n-gram novelty; we observe a consistent increase of novel n-grams by about 5 percentage points
over the subset of single-reference documents. While the concatenation of all associated reference
documents would eliminate any difference inn-gram overlap between the summary and reference
texts, having a single reference document conserves the correct order of processing and avoids the
artificial mitigation of implicit lead biases in the text. Further, concatenation leads to ambigu-
ous text orderings, which may change summarization outcomes based on different aggregation
strategies. However, the subset of these multi-document samples could be a challenging exten-
sion based on our available corpus that may be explored in future work. Finally, we filter out all
document pairs where the reference text is shorter than the input document. This occurs only for
multi-document summary pairs, where sometimes several short acts are aggregated into a single
summary.
After filtering out invalid samples, between 391 (Irish) to 1,505 (French) documents remain; the
full list of samples broken down by language can be found in Table 3.6. Across all languages, we
manage to extract a total of 31,987 reference/summary pairs.

Data Split

To ensure a suitable (and comparable) validation and test split across different languages, all doc-
uments having sample pairs available in 24 languages (375 total) are taken out of the available
respective subsets. Of the 375 documents, 187 samples are randomly divided into a validation set,
and the remaining 188 as our test set. All other documents are assigned to the language-dependent
training sets. No guarantee for cross-lingual availability is provided for the training set, however,
most documents do appear in several of the languages. We will use these filtered data splits for all
experiments, unless explicitly mentioned otherwise.
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3.2.2 Exploratory Analysis

An exploratory analysis of the dataset is conducted to confirm the resource’s viability for auto-
matic summarization and overall data quality. Aside from a qualitative view of the resource and
an analysis of the temporal distribution of our samples, we provide a comprehensive look at in-
trinsic metrics commonly used for summarization datasets.

Data Quality

Documents of the EU are generally held to a high standard, and the legal acts are no exception.
This also extends to the summaries, which follow a particular set of guidelines for their creation
process.25 In particular, guidelines for drafting summary texts are detailed in Technical Annex I,
which specify several key instructions for generating human-written summaries of an underlying
legal act. Most prominently, they recommend a target length for key point summaries between
500-700 words and formulate a template structure for the overall text outline. An example of a
typical summary structure can be seen in Figure 3.3. Aside from the key points, this includes,
e.g., references to the main documents or specific act-related key phrases. We want to highlight
that the generation guidelines changed over time. Since we do not have access to previous versions
of the guidelines, we manually probed comparisons between older and newer documents, which
exposed a highly similar structure despite changes in guidelines.
The published documents and summaries offer further peculiarities in both their content struc-
ture as well as the creation process: First, the multilingual versions of both documents and sum-
maries are always translated from the original English legal act (or English summary thereof),26

which ensures strict content similarity of the same text across all available languages. Second, due
to their HTML representation, it is possible to extract paragraph-aligned texts between language-
specific versions. This is a well-known property of EU-level data, most notably exploited in the
Europarl corpus (Koehn, 2005) for automatic alignments of machine translation training data.
We similarly maintain this alignment structure during our extraction process in order to make it
available for later stages, e.g., for specific evaluation setups or cross-lingual pre-training.

Temporal Distribution

Figure 3.1 displays the distribution of filtered documents by year of publication. The amount of
available samples increases after 1990, which likely coincides with more member states joining, as
well as a shift to digital archiving (compared to OCR scans of PDF documents, which are excluded
from our corpus). Compared to other European resources, such as Multi-EURLex Chalkidis

25https://etendering.ted.europa.eu/cft/cft-documents.html?cftId=6490, last accessed: 2022-06-15
26This has been confirmed by the Publications Office of the European Union in private correspondence.
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(a) Language availability (b) Temporal distribution

Figure 3.1: (a) Cross-lingual availability of individual documents. The vast majority of samples is available
in at least 20 languages. (b) Distribution of the publishing year of unique legal acts included in
the final dataset. The number of parsed documents increases after 1990.

(a) Reference tokens (b) Summary tokens (c) Token compression ratio

Figure 3.2: Histogram of the English training set, comparing article token lengths. Displayed are the dis-
tribution for references (left), summaries (center), and compression ratios (right). Vertical lines
show median length (continuous orange), mean length (dashed black), and standard deviation
(dotted black lines). The latter exceeds display limits for reference length and compression ratio.
The x-axis range is limited to the 95th length percentile for legibility in all plots.

et al. (2021), a lesser topical shift is expected, simply due to a more limited time frame. Notably,
we also include the distribution by dataset split and observe an even stronger bias towards more
recent legal acts for validation and test sets. This is a natural consequence of the requirement for
validation and test sets that legal acts be present in all 24 languages, which includes more recent
additions, such as Croatian (added in 2013) or Irish (added in 2022). We also want to mention
that amendments to both reference and summary texts might be added (or revised) several years
after their original publication, which is not reflected in our analysis.

75



3 Limitations of Current Directions in Summarization Research

Figure 3.3: Excerpt of a short legal act (Celex ID 32019D0702). Visible are several distinct sections, with
the majority of the document describing key points of the underlying legal acts. This particular
summary aggregates content from several legal acts, of which we consider the longest one as the
reference document.
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Ref tokens Summa tokens Comp. % novel n-grams in summary
Min Max Min Max Ratio 1-gram 2-gram 3-gram 4-gram

Train 385 1,087,217 173 3021 16± 62 44.10 65.97 78.85 84.96
Val 1,143 199,405 354 5136 18± 17 36.65 58.23 72.74 79.96
Test 1,544 403,319 369 2987 18± 20 36.78 58.46 72.83 80.07

Table 3.3: Intrinsic dataset properties for the English subset splits. We report minimum and maximum
token lengths of both reference texts and summaries in the data, as well as compression ratio of
article pairs. Further listed are novelty n-gram shares in the gold summary based on whitespace
tokenization.

Document Structure

An example of the content structure of a document summary is provided in Figure 3.3. The for-
matted text reveals cleanly separated sections of the summary, where the main content is usually
a free-form text describing the key goals and highlights of the sub-points within a longer legal act.
Other sections within the summary further describes which legal act (or several acts) are associ-
ated to this proposal. As previously described, we limit ourselves to linking the longest associated
legal act for a summary referencing several acts.
While we provide raw text for the extracted legal act document in the proposed resource, example
document in Figure 3.3 reveals a potential use case of semi-structured visual information from
HTML tags (e.g., headline descriptors or bullet lists), which could be used for a fine-grained dis-
tinction between different content parts. In our preliminary experiments, we found that the used
HTML tags for content elements can vary significantly between different legal acts (e.g., using
modified div containers instead of H3 for sub-headings) and therefore keep the inclusion of such
features for future work.

Summarization-related DatasetMetrics

We adopt metrics from prior work to automatically analyze summarization datasets (Grusky et al.,
2018; Zhong et al., 2019; Bommasani and Cardie, 2020). Our corpus reveals a high degree of
abstractivity, which is surprising given the enormous length of input texts.

LengthDistribution Based on the fact mentioned in Section 3.2.2 that documents are cre-
ated as translations from the English original, we focus more on the distribution of legal acts and
their summary lengths in English as a representative language. A more exhaustive overview can
be found in Table 3.6, which gives more insight into language-specific length variations due to
document availability, or simply morphological/syntactic differences, e.g., compound words.
Histogram plots in Figure 3.2 show a Zipfian distribution for reference text lengths, with a mean
of around 12,000 tokens; however, exceptionally large standard deviation due to extreme outliers
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are present in the data, as mentioned in Table 3.3. In contrast, summary lengths exhibit closer
to a normal distribution, which matches the suggested length of 500-700 words mentioned in
the document guidelines. The observed mean is slightly higher at around 800 tokens, which in-
cludes other sections in the summary that refer to key phrases and document metadata and are
not counted towards the actual summarizing content by annotators. One can similarly observe
extreme outliers for summary text lengths, see Table 3.3.

Compression Ratio Comparing compression ratios reported by Zhong et al. (2019) reveals
that EUR-Lex-Sum has a mean compression ratios similar to news-based summarization datasets,
e.g., CNN/DailyMail (Hermann et al., 2015) or the NYT Corpus (Sandhaus, 2008).

n-gram Novelty To provide insight into the abstractiveness of gold summaries, we follow
Narayan et al. (2018) in analyzing the fraction of n-grams not present in the original reference
article. This metric is similar to content coverage metrics used by Grusky et al. (2018) or Zhong
et al. (2019). When comparing novelty n-grams reported in Table 3.3, reported scores likely over-
estimate the realistic n-gram novelty slightly. This can be attributed to the use of whitespace to-
kenization, which can lead to n-grams being processed slightly differently due to the decreased
tokenization accuracy. We further discuss the choice of tokenization in Section 3.2.3.

3.2.3 Experiments

As a reference for future work building on top of this dataset, we provide a set of suitable base-
lines and discuss limitations of methods and data. Notably, there are considerable challenges in
constructing baseline runs with popular algorithms on this dataset particularly with respect to
linguistic coverage.
Primarily, even just the length of a gold summary exceeds input limitations of popular abstrac-
tive neural models; as previously discussed, systems are generally limited to 512 (subword) to-
kens (Lewis et al., 2020a; Xue et al., 2021), and even length-focused alternatives generally boast
only up to 4096 tokens (Beltagy et al., 2020; Zaheer et al., 2020), which is well below the median
length of reference texts and prevents us from evaluating systems without further chunking the
input text.
Less obvious, but no less problematic is the availability of tokenizers or sentence splitting methods
in popular NLP libraries, affecting several lower-resourced languages in our corpus (for a more in-
depth list of supported languages by library, see Table 3.6). This inherently prevents fair sentence-
level evaluation (or extraction), as system performance is not guaranteed for underrepresented
languages. Aside from a set of extractive baselines, we further evaluate a cross-lingual scenario in
which summaries for the English reference text are generated and then translated into the target
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Validation Test
R-1 R-2 R-L R-1 R-2 R-L

English 25.99 13.34 13.30 26.68 13.65 13.58
French 32.18 18.03 15.15 32.35 18.00 15.16
German 26.00 13.12 12.24 26.72 13.75 12.56
Spanish 27.04 16.43 14.75 28.34 17.12 15.23
Italian 27.29 14.01 12.63 28.57 14.24 12.90
Portuguese 30.12 17.17 15.08 30.67 17.20 15.20
Dutch 29.07 14.92 14.66 29.62 14.76 14.73
Danish 28.78 13.90 13.14 29.22 13.86 13.19
Greek 24.42 9.77 15.46 24.79 9.45 15.46
Finnish 26.40 11.88 11.87 26.49 11.68 11.80
Swedish 30.25 15.40 14.27 30.67 15.47 14.35
Romanian 35.69 16.08 14.90 34.75 15.16 14.59
Hungarian 33.71 19.53 15.49 34.55 19.69 15.64
Czech 30.96 16.65 14.16 31.86 16.76 14.32
Polish 28.47 14.42 12.68 28.88 14.42 12.73
Bulgarian 26.36 9.15 16.54 25.58 8.40 16.13
Latvian 31.24 15.55 12.99 31.73 15.77 13.15
Slovene 26.75 12.25 11.64 27.19 12.34 11.79
Estonian 26.33 11.64 11.84 26.39 11.41 11.66
Lithuanian 26.79 12.43 11.44 26.76 12.45 11.59
Slovak 30.30 15.04 13.14 30.65 14.94 13.14
Maltese 29.71 14.55 12.73 30.51 14.62 12.86
Croatian 33.50 13.46 13.50 32.64 12.76 13.29
Irish 43.66 18.72 15.86 41.93 17.16 15.25

Table 3.4: Extractive summarization baseline using our modified LexRank-ST approach. We report
ROUGE F1 scores for both the validation and test splits. We reiterate that scores are not compa-
rable between languages, and should rather be seen as a baseline set of metrics to compare with
other language-specific results.

languages. The hypothesis is that this provides insight into limitations of existing cross-lingual
summarization systems discussed in Section 3.1.1 and also represents more realistic deployment
scenarios where cross-lingual systems can be utilized as supportive summarizers for monolingual
input texts.

Zero-shot Extractive Baselines

We utilize a modified variant of LexRank (Erkan and Radev, 2004b) that uses multilingual em-
beddings generated by sentence-transformers (Reimers and Gurevych, 2019, 2020) to compute
centrality, see Section 2.4.1. Given the previously mentioned limitations of sentence splitting of
input texts, we chunk the text based on existing paragraph separators (refer to Figure 3.3), and
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treat those segments as inputs to our baseline setup. Notably, this method does not require any
form of fine-tuning or language adoption and works as a zero-shot domain transferred extractive
model, which makes it preferable over methods such as SummaRuNNer (Nallapati et al., 2017) or
extractive BERT summarizers,27 which require training on (automatically extracted) alignments.
To determine the output summary length, we calculate the average paragraph-level compression
ratio on the language’s as described in Section 2.4.1, and use it in conjunction with the number of
paragraphs of the current input text to estimate a target number of paragraphs for the summary.
For evaluation, we rely on ROUGE scores (Lin, 2004) with disabled stemming to conserve com-
parability between languages. We acknowledge that this is not a comprehensive measure accord-
ing to our prior discussions and has distinctive shortcomings. However, it works as a language-
agnostic baseline and has comparatively high signals at the paragraph level, as such units generally
preserve both factual consistency and fluency.
Due to the paragraph-level consistency of generated summaries, this is a fairly strong baseline.
Importantly, ROUGE scores remain consistent for languages between the validation and test set,
although we do observe some languages with outlier performance: For Greek text, the model likely
struggles with the representation of non-Roman alphabets, but still performs decently well at the
ROUGE-L level. Otherwise, Irish has unexpectedly high ROUGE scores, which we were unable
to explain. This is especially surprising given the fact that the language is not even one officially
supported by the multilingual embedding model used for this experiment.

Cross-lingual Baselines

As a baseline for future cross-lingual experiments, we provide a simple two-step translate-then-
summarize pipeline (Wang et al., 2022c). To generate summaries on longer contexts, we utilize
a model based on the Longformer Encoder Decoder (LED) architecture (Beltagy et al., 2020),
precisely a checkpoint previously fine-tuned on the English BillSum corpus (Kornilova and Eidel-
man, 2019). Translation from English to target languages is done with OPUS-MT (Tiedemann
and Thottingal, 2020). To deal with long documents exceeding the particular model’s window
size, we greedily chunk text if necessary. To represent an upper limit of performance, we compare
a translate-then-summarize setup from English to Spanish, which can be regarded as one of the
language pairs with the highest MT performance, due to data availability and linguistic similarity
of the source and target language.
As baselines, we provide translations of the English gold summaries into the target language (again
with the Opus MT model), as well as a translation of the extractive LexRank summary from the
previous experiment. Results seen in Table 3.5 are surprising: While the abstractive model seems
to improve over the purely Spanish-based LexRank summary (LexRank-ES) by a significant mar-

27e.g., https://pypi.org/project/bert-extractive-summarizer/, last accessed: 2024-04-05
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Validation Test
R-1 R-2 R-L R-1 R-2 R-L

LED 31.67 13.00 16.17 31.14 13.01 16.20
LexRank-EN 39.42 20.03 18.53 39.44 20.02 18.73
LexRank-ES 27.04 16.43 14.75 28.34 17.12 15.23
Oracle 52.84 39.79 43.87 54.55 41.01 45.06

Table 3.5: Cross-lingual summarization setup for English-Spanish. We report ROUGE F1 scores for both
the validation and test splits on the Spanish subset. The LED model has input length limitations
at around 16k tokens, whereas our LexRank-based methods can handle any length. “LexRank-
EN” translates a summary generated in English to Spanish. “LexRank-ES” uses the Spanish in-
put text and directly generates a Spanish summary. “Oracle” is the highest possible ROUGE
score achievable if selecting the best possible input paragraphs.

gin, it turns out that translating the English LexRank (LexRank-EN) baseline drastically improves

results in terms of ROUGE scores. We assume that this is related to truncation and re-phrasing
happening during the translation step.

Open Problems

The most obvious problem for this dataset is the extreme length, and also length disparity be-
tween documents. This is especially apparent when comparing the length to average samples in
CNN/DailyMail Hermann et al. (2015), where the mean article length is about 16 times shorter;
this makes content selection significantly more challenging. Secondly, incorporating hierarchical
information about the reference text could greatly improve context relevance in such extensive set-
tings. However, this is not only restricted to the reference document, but could also be considered
for the (hierarchical) construction of long-form summary texts. Given that previous datasets do
not come with such long output samples, this has to our knowledge not been previously tackled
in the literature. Ultimately, the question of equal coverage for lesser-resourced languages is also
not fully answered. While we attempt to treat languages in our dataset equally, this comes with its
particular set of challenges and we acknowledge that better support for rare languages is needed.

3.2.4 Conclusion and FutureWork

We contribute a new multi- and cross-lingual resource for text summarization research, and expose
some of the limitations of existing approaches in handling long legal document contexts. We fur-
ther provided a more detailed analysis of the underlying data and sample quality and hypothesized
potential applications to open problems in the communtiy, such as long-form summarization or
cross-lingual application scenarios. Our dataset is publicly available on the web, and comes with a
set of monolingual extractive baselines that provide suitable reference points for any future work
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No. articles Availability Avg article length (token) Comp n-gram novelty
Language before after S-T spacy nltk Reference Summary ratio 1-gram 2-gram
English (en) 1,974 1,504 ✓ ✓ ✓ 12206± 42429 799± 349 16± 62 44.10 65.97
French (fr) 1,969 1,505 ✓ ✓ ✓ 13192± 43950 892± 395 16± 63 45.07 64.13
German (de) 1,966 1,490 ✓ ✓ ✓ 11144± 41061 748± 330 16± 68 44.85 66.95
Spanish (es) 1,964 1,487 ✓ ✓ ✓ 13581± 44574 932± 420 15± 57 44.76 61.51
Italian (it) 1,867 1,403 ✓ ✓ ✓ 13152± 44641 845± 370 16± 67 44.77 67.00
Portuguese (pt) 1,845 1,376 ✓ ✓ ✓ 12629± 29921 896± 391 14± 38 43.84 64.00
Dutch (nl) 1,844 1,376 ✓ ✓ ✓ 13233± 44638 834± 362 17± 69 44.41 65.86
Danish (da) 1,843 1,377 ✓ ✓ ✓ 11947± 43155 717± 308 18± 71 46.96 68.27
Greek (el) 1,837 1,366 ✓ ✓ ✓ 13609± 45411 863± 369 17± 64 44.86 66.70
Finnish (fi) 1,825 1,366 ✓ ✓ ✓ 9792± 41021 575± 247 18± 93 53.41 77.26
Swedish (sv) 1,822 1,362 ✓ ✓ ✓ 10796± 26923 718± 305 15± 40 46.74 69.62
Romanian (ro) 1,817 1,353 ✓ ✓ ✗ 13646± 45644 826± 356 17± 67 45.42 67.80
Hungarian (hu) 1,813 1,336 ✓ ✗ ✗ 12230± 46764 702± 298 19± 84 53.23 75.68
Czech (cs) 1,812 1,359 ✓ ? ✓ 12469± 46640 715± 307 18± 77 46.75 71.89
Polish (pl) 1,811 1,353 ✓ ✓ ✓ 11560± 33296 739± 324 16± 48 46.69 71.01
Bulgarian (bg) 1,792 1,332 ✓ ✗ ✗ 13397± 45578 819± 350 17± 69 47.00 68.44
Latvian (lv) 1,790 1,334 ✓ ? ✗ 11841± 46552 670± 289 19± 83 50.23 74.55
Slovene (sl) 1,789 1,332 ✓ ✗ ✓ 11357± 32842 712± 305 16± 48 47.28 71.57
Estonian (et) 1,788 1,332 ✓ ✗ ✓ 10778± 45157 581± 249 20± 94 52.20 77.46
Lithuanian (lt) 1,788 1,335 ✓ ? ✓ 11943± 46673 669± 290 19± 88 47.79 74.00
Slovak (sk) 1,788 1,325 ✓ ? ✗ 11600± 32968 729± 319 16± 47 48.20 73.42
Maltese (mt) 1,770 1,315 ✗ ✗ ✗ 12711± 48156 685± 299 20± 85 54.77 81.43
Croatian (hr) 1,762 1,278 ✓ ? ✗ 10051± 19390 712± 307 14± 28 48.62 72.61
Irish (ga) 427 391 ✗ ? ✗ 28152± 63360 948± 385 46± 137 45.89 70.38

Table 3.6: Supplementary statistics of the EUR-Lex-Sum corpus across languages. We list the number of
available articles (before and after filtering), and whether a particular language is supported by
sentence-transformers multilingual models (“S-T ”), or has available language-specific proces-
sors in spaCy Montani et al. (2023) or nltk Bird et al. (2009), respectively. “?” indicates potential
support through general-purpose models with uncertain segmentation quality. We also provide
abridged statistics similar to Figure 3.2 and Table 3.3 for each language’s training partition.
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Figure 3.4: The number of all crawled document/summary pairs across the 24 official EU languages before

filtering. Irish has only recently been added as an official language and thus has fewer documents
available.

in this direction.
Potential expansions in future work include the exploitation of structural elements in the origi-
nal HTML code of the summary texts to generate more guided target summaries for particular
sections. Especially for extremely long legal texts, templated generation could also be utilized to
improve the uniformity of generations. Given that it is not possible to train any models to re-
spect the specific output format in that way, templates or few-shot prompts for expected output
structures may improve the results. On a more general level, we expect that progress in long-form
models is required to achieve remotely sensible results on extreme-length generative tasks with
neural models. Even with more extended context windows becoming available in chat systems,
the longest documents within EUR-Lex-Sum would still exceed the commercially available limits
(currently around 128k tokens, versus the longest document being over 1 million tokens long).

3.3 Usability of Existing Summarization Systems

So far, we have taken a macro-level view of summarization systems through the lens of data issues,
particularly revolving around the limited availability in non-English setups. To switch perspec-
tives, we want to use this section to investigate some of the more narrow problems encountered
in the space of text summarization, and elaborate on the key limitations that we encounter here.
In Section 3.3.1, we hypothesize about the impact of data quality issues in existing summariza-
tion corpora on downstream performance, which we later substantiate in Section 3.4. The cen-
tral arguments in our opinion are the limited variance in length and domain exposure due to the
uniformity of existing summarization datasets. Coupled with the limited data quality standards
for automatically extracted text summarization resources, this leads to subpar training results and
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limited generalization of systems. Evaluating models touted as “generic summarization models”
on data that is even slightly out-of-domain already reveals critical failures (Section 3.3.2).

3.3.1 Data Quality Issues in Summarization Corpora

Given the data-hungry nature of Machine Learning approaches that have been popularized in the
Natural Language Processing community due to their strong results, we have seen an increased
interest in the curation of new training resources for this purpose, also in the summarization
community. We have witnessed the creation of various new corpora, for example in the news
domain (Narayan et al., 2018; Grusky et al., 2018), community knowledge website (Koupaee and
Wang, 2018), for scientific abstract summarization (Cohan et al., 2018; Cachola et al., 2020), le-
gal use cases (Kornilova and Eidelman, 2019) and even several multilingual extensions discussed
in previous sections (Ladhak et al., 2020; Scialom et al., 2020; Aumiller et al., 2022b).
Since the majority of these datasets contain data that has been obtained following a pre-defined set
of extraction rules,28 most corpora are obtained in an unsupervised fashion. This in itself is not
necessarily a problem, if necessary precautions are taken to ensure a high quality in the resulting
corpus. Realistically, however, most authors skip even on simple checks to verify the data quality,
subsequently leading to a poor data sanity in the respective resource. We argue that there exist
several problem dimensions in the current versions of summarization corpora, data quality being
one of the most obvious ones. For related domains, for example, previous work has also shown
the existence of outright label errors (Northcutt et al., 2021). It is reasonable to assume that these
problems exist in summarization corpora as well, which we show in later sections, see Section 3.4.
Unfortunately, identifying issues related to the semantic relationship of input and output text
snippets is arguably much harder to perform automatically, but remains out of scope for most
parts in this work.

3.3.2 Domain Adaptability of Existing Solutions

One key problem of current research work is the unwillingness to explicitly state the nature of
domain-specific vs generic summarization systems. Of course, the holy grail of any research work
is to present a summarization system that is capable of delivering perfect summaries across a wide

variety of settings. Realistically, the contributions of individual works rather demonstrate an im-
provement on a select choices of evaluation datasets (or, more often than not, a singular dataset).
Despite this, the general storyline often talks about improving on the task of “summarization” as
a whole, which can be interpreted as a misleading statement.

28There are a few notable exceptions that curate data manually, e.g., the SQuALITY corpus by Wang et al. (2022a)
and (to a lesser extent) the aforementioned SciTLDR corpus of Cachola et al. (2020).
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MLSUM Klexikon
Model R-1 R-2 R-L R-1 R-2 R-L
lead-k 15.08 4.17 11.45 28.34 5.50 12.50
mrm8488/bert2bert 44.05 33.44 40.36 15.41 3.26 9.30
ml6team/mt5-small 28.51 19.52 26.53 13.45 2.98 8.49

Table 3.7: ROUGE F1 scores for the test set of in-domain evaluation sets (MLSUM Test) and out-of-
domain data (Klexikon Test). Models fail to outperform our simple lead-based heuristic.

We have already demonstrated that the requirements for a summary can hugely vary depending
on the task and user context, see Section 2.5. As an illustration, during a student research project
led by Jing Fan, we have conducted a series of experiments to test the domain generalization of
two German summarization systems listed in Table 3.1: mrm8488/bert2bert and ml6team/mt5-
small. Both of these systems were trained on MLSUM (Scialom et al., 2020), with the ml6team
additionally training on English CNN/DailyMail (Nallapati et al., 2017).

Table 3.7 shows the ROUGE F1 scores illustrating a relative performance difference across cor-
pora. While the expressiveness of ROUGE scores itself is limited of course, it already showcases
a grave problem for both neural models. The domain focus on news texts translates extremely
poorly to the Klexikon data that is considerably longer in its summary. In a preliminary qualita-
tive analysis, we further noticed that the stylistic properties of generated text largely depend on
the training corpus as well. In that case, having a model specifically fine-tuned on, e.g., headline
summarization tasks will ultimately lead to models generating exactly this kind of style – irrespec-
tive of the actual inputs being a news article or not. Fine-tuning with a broader and more diverse
pairing of input and output texts seems the most obvious way to combat this issue, which again
requires better datasets.

In the meantime, we advocate that researchers should accurately state the full context of what
their provided models were trained on and thus are likely to perform well with. Understandably,
stating that a model “can accurately summarize short news articles” instead of presenting a “generic

summarization system” sounds less impressive to reviewers, but would allow users to better know
what quality to expect.29 We later also discuss this under the context of missing baselines and
limitations of the evaluation metrics in Section 3.4.3 and demonstrate that there are certain setup
choices that affect the interpretation of results from the perspective of evaluation metrics as well.

29We acknowledge that any proposed changes to model architectures might well be able to solve more generic sum-
marization problems and deliver promised improvements. However, unless empirical evidence is shown that gives
credibility to these claims, we remain firmly of the opinion that such statements are over-generalizing from limited
evaluations.
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Issue Reference Summary

Short text Wir verwenden Cookies, um unser Angebot
für Sie zu verbessern. Mehr Informationen [...]. –

Duplicates ‘Virtuelles Bergsteigen mit dem Project360 [...] Leben und Kultur in Europa
Historische Dokumente: Bilder der Wende [...] Leben und Kultur in Europa

Relative Length Chef-Sprüche: “Ich sehe meine
Kinder auch nur im Urlaub.”

Die besten Chef-Sprüche zum
Thema Überstunden.

Extractiveness Neuigkeiten aus dem Berliner Zoo:
Der Berliner Zoo [...]

Neuigkeiten aus dem
Berliner Zoo.

Figure 3.5: Categories of error types for summarization samples. Examples for the first three types are di-
rectly taken from erroneous instances contained in the MassiveSumm dataset. Despite not di-
rectly measuring the semantic quality of samples, we notice a trend where filtered instances are
of especially low semantic quality, too.

3.4 Quantifying Data Quality Issues for Summarization

With the established conclusion that data quality issues are, in fact, a prevalent issue in text sum-
marization research, and likely impact the resulting performance of systems trained on such cor-
pora, we set out to investigate methods to automatically detect and remove low-quality data in-
stances from existing resources. We introduce a series of simple heuristics for the automated fil-
tering of text summarization datasets, which require no additional language-specific software and
are thus widely applicable. To categorize prevalent issues in existing datasets, we subsequently per-
form a more detailed analysis of filtering results on German summarization data. By first filtering
evaluation splits of popular datasets and then re-evaluating the performance of existing models
on these subsets, we are finally able to give more conclusive evidence whether limited model per-
formance is due to failed generalization, or a lack of data care during the pre-processing. Our
results indicate that the latter scenario is the prevailing cause for poor performance of German
summarization models.

3.4.1 AutomatedMetrics for Dataset Filtering

The best strategy to achieve decent experimental results is ensuring high quality in the training
data – in line with the popular Machine Learning wisdom of “garbage in, garbage out”. We
present a number of data quality checks for individual samples, as well as a way to address the prob-
lem of potential data contamination, particularly for text summarization datasets. These measures
are fully automated and at most require single hyperparameter settings to filter a dataset. We again
demonstrate their performance at the example of filtering German summarization datasets, which
we previously introduced in Section 3.1.1.
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Intrinsic DatasetMetrics

We propose that intrinsic dataset metrics (Narayan et al., 2018; Grusky et al., 2018; Zhong et al.,
2019; Bommasani and Cardie, 2020) should more regularly be used as a preliminary gauge for text
quality in comparison to the original input. They are especially useful to estimate abstractiveness

of summaries, essentially constituting the number of novel n-grams in summaries. This generally
indicates a change in the used vocabulary between references and summaries, and as a proxy can
also serve to detect summaries that are completely unrelated to the reference (e.g., because they
only mistakenly have been aligned). We notice this issue particularly for web-scale datasets, such as
MassiveSumm. However, there are also several shortcomings with existing intrinsic metrics, such
as the semantic coherence score introduced by Bommasani and Cardie (2020), which essentially
measures the likelihood over all segments and their predecessors in a summary. Similarly to the
previously discussed shortcomings of many summarization systems, this coherence metric relies
on a readily available and pre-trained system for the English language which are not given for many
other languages and also expensive to run. We aim for a more fundamental list of checks that are
even easier to compute than metrics like the semantic coherence30 that will allow dataset creators
to verify the basic utility and quality of their datasets.

Minimal Length and Empty Rows

The most trivial sanity check is verifying that both the reference text and summary are non-empty
for all samples. While this is the most prevalent check implemented by other authors, in our ex-
perience we still find some cases where samples remain invalid. This is especially the case when
we compare the varying definitions of “emptiness”. For example, one could consider a sample
empty, even if whitespaces (or whitespace-like symbols, such as \t) are present, but no other con-
tent symbols. Extensions are, for example, faulty encodings or only special characters in a text (cf.,
data audit insights by Kreutzer et al. (2022)).
As a superset of “empty samples”, we may also impose a required minimum text length, which
presents a slightly stricter filtering criterion for sample validity. Where empty texts are universally
to be avoided, hard length requirements are difficult to determine, since the appropriate cutoff
depends strongly on the dataset domain. For domain-specific datasets, e.g., the instruction-like
texts in the WikiLingua dataset Ladhak et al. (2020), having extremely short summaries with only
a few characters (and comparatively short references) may make sense. For summaries stemming
from news articles, however, length requirements imposed on the reference might ensure a longer
minimum text length for quality control. Importantly, however, we generally want to impose a
slightly longer minimum length for the input texts compared to the summaries.

30More likely approaches like this measure something closer to “textual fluency”, which is not necessarily relevant for
specific summary styles, e.g. bullet point summarization.
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Compression Ratio

Another key metric we previously introduced is the Compression Ratio (CR), defined as the rela-
tion between reference text length and summary length. We follow the definition by Grusky et al.
(2018), see Equation (2.16), which is the inverse fraction of the similarly named metric introduced
by, e.g., Bommasani and Cardie (2020).
By using character-level length estimates, we avoid several issues at the same time: Compared to
the usage of a token-level length estimators, evaluating the number of characters of a segment (or
several ones) is trivial to implement in any language and relatively comparable. Tokenization, on
the other hand, may be much harder to implement. Using a crude whitespace tokenization ap-
proach gives relatively decent approximations for English and other European languages, but may
still fall short for any language using a different alphabet, such as Japanese or Chinese. Evaluating
the length in sentences is also not necessarily a reliable evaluation metric in the context of sum-
marization, where segment-level changes, such as sentence-splitting (distribution of information
across multiple segments) or deletion of sub-phrases may affect the density of content.
For exemplary purposes of filtering impact in this chapter, we argue that a reduction of at least
20% in the summary length (relative to the input text) is appropriate for a summary, which equals
a compression ratio of CR ≥ 1.25. We note that this is not a strict requirement per se and may
again depend on domain-specific factors, but has proven to eliminate a large number of subpar
samples in analyzed datasets. In all cases that we considered it could always be argued that samples
with summaries longer (or equal) than their respective references (i.e., CR ≤ 1.0) pose an inade-
quate sample and must therefore be filtered.
Some related work takes a more drastic approach to compression ratio filtering, arguing
that extreme content reduction may result in a lossy summary and should therefore also be
avoided (Urlana et al., 2022); this simply equals a strict upper limit imposed during the filtering.

Extractiveness Filtering

To train a summarization system that is in fact able to generate abstractive summaries, it is required
to train with samples that present at least a similar level of abstractiveness, instead of simply re-
gurgitating particular segments from the input text.31 As a consequence, we may want to filter
out examples where the summary (or parts of it) are present in the original reference document.
As another language-agnostic check, it is sufficient to verify whether the entirety of the gold sum-
mary is present in the input – we refer to this as “fully extractive”. As a more flexible measure to
also uncover “near fully extractive” examples, we may want to use a slightly more forgiving metric.

31Of course, this is different for training an extractive system; in such cases it would be a perfectly fine output to repeat
input segments. For the sake of our argument (and this work), we assume that such extractive tasks can be done by
using much more efficient algorithms in the first place.
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One idea is to compute character-level edit distances, which has worked reasonably well in some
of our preliminary analysis. Given that the runtime of efficient algorithms for edit distance scale
quasi-quadratically (O(m · n), where m and n are reference and summary texts, respectively),
the performance degradation on longer inputs can be significant. Irrespective, it should be re-
spected that an absolute edit distance automatically biases the detection of shorter samples unless
specifically using a normalized edit distance.
Finally, we also theorize that ROUGE-L (in itself a problem variant related to edit distance) can
be abused to uncover especially extractive samples. By computing the LCS between the reference
and summary, extractive summaries will generally have a much higher score than abstractive sam-
ples. Compared to the previous two approaches, this method requires an additional tokenizer
that again limits the flexibility of said method. Aside from this, computing the LCS suffers from
similar scalability issues as the edit distance approach mentioned before due to its algorithmic
complexity. As such, unless specified otherwise, we restrict ourselves to the detection of fully ex-
tractive samples in our experiments, but encourage others to analyze the filtering quality when
expanding to a more complex analysis method.

Duplicate Filtering

One of the – surprisingly – less popular quality checks during dataset creation seems to be check-
ing for duplicates, which is an issue that is also applicable in more general ML settings. However,
given that each sample for summarization comes with two separate text snippets (the reference
and associated gold summary text, respectively), there are further distinctions between different
instances of sample duplication.
Trivial to consider are instances of what we call exact duplicates, i.e., samples that have the exact
same combination of reference and summary appearing as another tuple in the dataset.
This idea can be further expanded by three more considerations, which we call partial duplicates.
These are instances where one may find either the reference or summary in other dataset instances.
Finally, it could also occur that both summary and reference are duplicated, but across different
samples.
To understand why duplicates, including partial ones, can be considered harmful as a training
resource, we need only look at the potential effects during training or evaluation. For exact du-
plicates, no real gain is achieved by including one sample several times in the training data and in
the worst case can lead to overfitting of a trained generative model. Worse yet, if we encounter
exact duplicates across different data splits, this can cause active falsification of evaluation results
(commonly referred to as “train-test leakage”). While partial duplicates are less severe, we still en-
courage removal, as they can cause confusion during the learning process: cases where different
input texts should generate the same summary hamper generalization of models, and the reverse
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case of similar input texts generating different summaries conveys unclear learning signals during
training.
While spotting duplicates is fairly straightforward, removing duplicate content is often non-trivial,
as there are several valid solutions to a de-duplication problem. In an attempt to reduce impact on
smaller test and validation sets, we adopt an “additive” de-duplication strategy for the remainder
of this work:
Starting with an empty dataset, and iteratively add new samples if (and only if) neither the refer-
ence nor the summary have been previously included. Particularly for datasets with multiple splits,
we first iterate through the test and validation splits, and only then cover the training section. In
this way, the relevant evaluation portions of datasets are less likely to be affected by “de-duplication
purges”, and instead samples will be taken from the original dataset.
So far, however, we have again only considered examples where input or summary texts are exactly

equal. Instead, we may also adopt approaches that consider approximate equality between sam-
ples; while it is much more expensive to obtain, such information can also yield near duplicates,
which potentially affect a larger subset of the corpus. The same ideas of approximate extractive-
ness filters can be applied to duplicate filtering as well (see previous section). The difference being
that now two reference texts or two summaries are compared instead of using the reference/sum-
mary pair. Especially when using approximate filters, we want to point out that setting reasonable
thresholds is critical for a sensible result. As such, it may be relevant to inspect a series of samples
that fall into the borderline region of being a clear mistake or an accidental false-positive.

Neural ScoringMethods

As a side-note, there are also a number of works investigating data pruning strategies on a more
general level for LLM data selection (Marion et al., 2023). These are generally similar in spirit
to the previously mentioned semantic coherence metric (Bommasani and Cardie, 2020) and
perplexity-based scoring methods like BARTScore (Yuan et al., 2021). Marion et al. find that
using perplexity of a trained model can be used to estimate the utility of a particular training sam-
ple, or, more likely, to filter out samples with particularly low-quality sample alignments. This
phenomenon seems to be more effective for bigger LLMs, as they evaluate models of up to 52
billion parameters. We therefore discount a similar approach for testing summarization systems
discussed in this chapter, since none of the evaluated systems even exceed the threshold of one
knowledgebillion parameters.
Similar ideas of using neural methods to filter datasets exist for text summarization as well, see
Guo et al. (2022). The authors use factuality estimation metrics (cf. Section 3.5) to filter out the
bottom 25% of training instances while retaining most of the system performance. In both cases,
these methods again rely on trained systems or metrics being available for a particular language,
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and thus do not generalize as well. With more multilingual LLMs becoming available, it might be
possible (but quite expensive) to perform data filtering based on neural models alone.

3.4.2 Manual Inspection of Samples

Even with all of the proposed automated measures, nothing can ensure data quality quite as well as
the manual inspection of data.32 All previously discussed measures can point to systemic failures
in the data collection process, but may ignore more localized quality issues for particular samples.
While a manual analysis step is not feasible at scale, often enough reviewing few samples will al-
ready reveal tendencies about the underlying data quality. We generally differentiate between the
following strategies to inspect data samples and their respective up- and downsides:

1. Reviewing samples in order: A linear sequence of samples may reveal particular issues in
sample consistency, which may be linked to the data acquisition processes. We emphasize
that “linearity” can follow many particular axes, not just the order in which data is stored.
Further possible orderings can be based on available metadata descriptors, such as sortings
by timestamps, data source, or length of samples. In-order traversal of samples is the most
likely approach to uncover systematic issues, such as incorrect alignment settings that span
several samples.

2. Reviewing random samples: Another popular approach is to shuffle data and randomly
select instances for review. This is fairly easy to implement and does not require iterating
over the full dataset or sorting operations. Advantages of random reviews are a more holis-
tic coverage of the data distribution, but requires potentially more manual reviews to find
systemic failures.

3. Outliers and representative samples: If data statistics are already known (or compara-
tively easy to obtain), a more targeted approach is to look for distributional outliers. There
are again a variety of metrics that can be considered, with the most obvious being text length
and compression ratio of individual samples. Manually reviewing outliers can also refine
specific requirements of sample properties, e.g., the minimum/maximum length of a sum-
mary in relation to the input text. Related are representative samples, which constitute in-
stances close to the mean or median of a distribution.

4. Comparing similar samples: Specifically for filtering out near-duplicates, it can be help-
ful to decide on a reviewing strategy that matches two samples that have a high similarity.

32This may seem like stating the obvious. Despite this, we want to encourage the reader to think about how many
datasets reveal issues that would have definitely been caught, had the authors of the datasets manually inspected
some of their samples. As such, we feel it is more than justified to spell out even such basic requirements.
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For use cases like this, simple neural embeddings tend to work well enough to get extremely
similar samples grouped together and filter them out manually. Subsequently, this also gives
reviewers usually a better understanding of the general diversity of a dataset, by checking
the sum number of “similar” pairs exceeding a threshold determined by these manual re-
views.

3.4.3 Analysis of German Summarization Systems

Given the presented set of filtering methods, we set out to put current models’ capabilities into a
sobering context. To this end, we conduct a set of four experiments, specifically for German mod-
els and datasets: We start by applying the filters introduced in Section 3.4.1 to existing datasets,
noting varying levels of subpar samples. To analyze the changes introduced by our filtering ap-
proach on the evaluation splits of certain datasets, we re-compute a set of strong baselines as up-
dated results for datasets with available validation and test splits. Further, given the previously un-
covered discrepancies in some datasets, we repeat more comprehensive experiments on the Ger-
man subset of MLSUM (Scialom et al., 2020) and MassiveSumm (Varab and Schluter, 2021)
across the pre- and post-filtered dataset to highlight the effect of filtering on ROUGE scores. We
are able to show that this change in data quality also significantly impacts the reproducibility of
results. Finally, we provide a small case study in which we examine a subset of generated sam-
ples that highlight some of the particular model-centric issues. Importantly, all our findings are
conducted on top of existing fine-tuned models. Alternative experiments are possible by training
with filtered data sources, which could ultimately yield models that are better able to generalize
across datasets.

Filtering Datasets

Key Finding 1: German subsets of two popular multilingual resources (MLSUM
and MassiveSumm) have extreme data quality issues, affecting more than 25% of
samples across all splits.

Table 3.8 presents our findings for filtering the available German summarization datasets; hyper-
parameters for filters are specified in the table caption. We refrain from imposing any particularly
strict filtering metrics, prominently for the length of texts. Most concerning is the fraction of af-
fected samples in MLSUM, given its popularity as a training resource for many public models.
While a strong lead bias is to be expected from news articles as a training source, the eventual
performance of models trained on the unfiltered dataset is severely impacted; a finding that we
confirm in subsequent experiments. Primarily, it indicates that for fully extractive samples, sum-
maries can be generated by directly running an extractive summarization system, and thus obtain
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similar (or better) quality at a much lower cost. For MassiveSumm, a large fraction of invalid
samples can be attributed to duplicate content; manual inspection reveals that there are frequent
generic references or summary texts, such as “Read more after logging in!”. We assume the reason
to be a faulty extraction logic.
The remaining inspected datasets were affected at a much lower rate; we see several subsets that
have only a handful of faulty instances. Depending on the overall size of the dataset, this implies
that evaluation scores will differ less between unfiltered and filtered splits of largely unaffected
datasets.
For context, we also evaluate the most popular dataset for summarization (in English), CNN/-
Dailymail.33 Our findings show that around 1.7% of samples are filtered out with the same fil-
tering criteria applied before. Most of the filtered instances are duplicates, which are harmful for
training, as they encourage memorization of text sequences, rather than generalizing. We do not
explicitly differentiate whether those duplicates constitute train/test set cross-contamination.

Consistent Results and Baseline Runs

Key Finding 2: Existing evaluation scores are hard (if not outright impossible) to
reproduce, even with model weights publicly available.
Key Finding 3: Authors frequently fail to put scores into context, not comparing
their own results against baseline methods for further scrutiny.

Another worrying trend we observe in the “reproducibility” column of Table 3.1, is the consistent
inability to even approximately reproduce self-reported scores for any of the evaluated models. In
our reproduction attempts, we employed no particular further filtering, and observe scores that
are anywhere from 5 points worse to 3 points better than self-reported scores on the test set. Only
a singular result was reproducible within 0.5 ROUGE points of the expected results. In particular,
we find that implementation details on filtering steps and other subselection criteria are rarely (if
ever) included in the documentation of training procedures. While the usage of so-called “model
cards” (Mitchell et al., 2019), i.e., dedicated documentation pages for particular training results,
has improved the availability of at least some form of documentation, these descriptions are still
insufficient to fully reproduce results. As a side note, it should also be mentioned that multiple
implementations for the ROUGE evaluation metric exist34, which may result in scoring differ-
ences by utilizing different text processing tools or implementations, see also our discussion in
Section 2.4.5. To ensure reproducibility of our own scores, we mention that scores were com-

33We use the corpus available at https://huggingface.co/datasets/cnn_dailymail, last accessed: 2024-04-04. In par-
ticular, the non-anonymized version 3.0.0.

34e.g., rouge-score (https://pypi.org/project/rouge-score/, last accessed: 2022-10-06) or pyrouge (https://pypi.
org/project/pyrouge/, last accessed: 2022-10-06), to only name a few.
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Min Length Min Fully Duplicates
Dataset Split Samples Ref Summ Id CR Extr Exact Ref Summ Valid Samples

Train 220,887 0 0 39 30 126,204 31 45 105 94,433 (42.75%)
MLSUM Val 11,394 0 0 0 0 3,285 1 1 5 8,102 (71.11%)

Test 10,701 0 0 0 0 3,306 1 5 2 7,387 (69.03%)

MassiveSumm Train 478,143 253 16,294 0 33,959 0 805 73,886 4,882 348,064 (72.79%)

Swisstext Train 100,000 0 0 0 0 3 0 0 2 99,995 (100.00%)

WikiLing Train 58,341 11 0 0 1,435 0 4 2 52 56,837 (97.42%)

Train 2,346 0 0 0 10 0 0 2 0 2,334 (99.49%)
Klexikon Val 273 0 0 0 1 0 0 0 0 272 (99.63%)

Test 274 0 0 0 1 0 0 0 0 273 (99.64%)

Train 1,115 0 0 0 18 0 0 0 0 1,097 (98.39%)
EUR-Lex Val 187 0 0 0 0 0 0 0 0 187 (100.00%)

Test 188 0 0 0 0 0 0 0 0 188 (100.00%)

Train 79,937 0 2 0 12 326 233 95 3,106 76,163 (95.28%)
LegalSum Val 9,992 0 0 0 4 32 14 2 157 9,783 (97.91%)

Test 9,993 0 0 0 7 33 8 1 59 9,885 (98.92%)

Table 3.8: German text summarization datasets in numbers. Given are the original sample count and break-
down of filtered samples by automated assessment (cf., Section 3.4.1) for all provided splits. We
set the Minimum Length to 20 characters for summaries and 50 for references, except for Wik-
iLingua, which has limits of 8 and 20 characters, respectively, due to a domain-specific differences
in writing style. Id refers to samples with same reference and summary text, Min CR ensures ref-
erences are at least 25% longer than summaries, and Fully Extr identifies consecutive segments
that are used as fully extractive summaries. For duplicates, we differentiate between both refer-
ence and summary appearing in the corpus (Exact), versus partial duplicates where only one of
reference (Ref ) or summary (Summ) are appearing elsewhere. Numbers in bold highlight issues
affecting more than 2% of the data.

puted with help of the rouge-score package, version 0.1.2. We further replaced the default stem-
ming algorithm with the German Cistem stemmer (Weissweiler and Fraser, 2017) to provide a
reasonable upper-bound of scores and use the provided bootstrap sampler with n = 2000.

Aside from the lack of reproducible results, we also noted that only few public models report
against a set of (consistent) baselines, with the most commonly compared approach being lead-3.
Given that we have also presented a cleaned portion of popular datasets, we strive for a more com-
prehensive comparison of actual results, and investigate resulting implications that were omitted
in the original evaluation settings.
In our particular setup, we compare against three mentioned extractive baselines already intro-
duced in Section 2.4.1 and report scores in Table 3.9. We compare against lead-3, lead-k, and
modified LexRank using SentenceTransformers (LexRank-ST), given their flexibility and great
scalability for longer inputs.
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Validation Set Test Set
Dataset Method R-1 R-2 R-L R-1 R-2 R-L

lead-3 19.06 5.58 13.21 18.90 5.47 13.04
MLSUM lead-k 14.93 4.12 11.31 15.08 4.17 11.45

LexRank-ST 15.78 3.36 11.52 16.04 3.30 11.55

lead-3 15.19 3.46 9.10 15.87 3.64 9.35
Klexikon lead-k 28.11 5.51 12.43 28.34 5.50 12.50

LexRank-ST 27.23 4.63 11.48 27.42 4.58 11.55

lead-3 16.72 2.80 10.51 16.74 2.86 10.53
LegalSum lead-k 14.34 2.27 8.78 14.36 2.34 8.78

LexRank-ST 21.54 6.22 12.97 21.35 5.99 12.74

lead-3 3.31 2.25 2.72 3.31 2.19 2.67
EUR-Lex-Sum lead-k 41.74 17.77 16.04 39.42 17.08 15.52

LexRank-ST 39.37 15.13 15.26 38.48 15.18 15.19

Table 3.9: Baseline results for all datasets with available validation and/or test splits. We report ROUGE F1
scores on the filtered datasets.

Depending on the dataset, the choice of a baseline can heavily skew the interpretation compared
to neural methods. For example, on the Klexikon dataset, using lead-3 can lead to a roughly 12-13
point drop in ROUGE-1 scores compared to scores by the lead-k or LexRank-ST baseline. On the
other hand, for lead-heavy and short texts in MLSUM, lead-3 serves as the best baseline method.
Our recommendation is therefore to similarly use multiple (different) baseline approaches, result-
ing in a more defined context for evaluation based on ROUGE scores. While it may be easier to
simply copy results from prior work, we highly recommend the reproduction of these results first,
as scores may ultimately vary between different experimental setups.35

Effect on Automatic EvaluationMetrics

Key Finding 4: After filtering, scores can drop by more than 20 ROUGE-1 points
on the MLSUM test set.

To illustrate the effect of dataset filtering on downstream performance, we further compare re-
sults on the two most-affected datasets (MLSUM and MassiveSumm). Without any additional
training, we run all available public models on the validation and test portion of MLSUM, for
which we also obtain scores on the original unfiltered sets. Our findings can be seen in Table 3.10,
where one can observe a performance drop in every model, even those that were not originally
trained on the MLSUM dataset itself (t5-base and our baseline approaches). By far the worst af-
fected are the two baselines constructed from leading sentences, as well as the mT5-small models

35For this purpose we have collected a number of baseline evaluation scripts in a code repository, see: https://github.
com/dennlinger/summaries, last accessed: 2024-04-06
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MLSUM Validation Split MLSUM Test Split
Unfiltered Filtered Unfiltered Filtered

Model R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L
Lead-3 36.22 26.24 31.89 19.06 5.58 13.21 37.15 27.48 32.94 18.90 5.47 13.04
Lead-k 29.25 20.92 26.51 14.93 4.12 11.31 31.35 22.86 28.58 15.08 4.17 11.45
LexRank-ST 18.62 6.46 14.26 15.78 3.36 11.52 18.83 6.45 14.36 16.04 3.30 11.55

mrm8488 42.77 31.89 38.93 21.63 6.64 16.32 44.05 33.44 40.36 21.31 6.36 16.09
ml6team 28.17 18.81 26.05 17.08 5.03 14.18 28.51 19.52 26.53 16.56 4.80 13.78
T-Systems 23.74 11.08 20.34 19.87 6.49 16.40 23.67 11.21 20.36 19.20 6.11 15.84
Shahm 42.59 31.96 38.70 21.50 6.87 16.15 43.92 33.62 40.09 21.20 6.62 15.79
t5-base 27.54 11.31 20.88 23.31 7.19 16.99 27.99 11.65 21.20 23.40 7.20 16.91

Table 3.10: ROUGE F1 scores on the MLSUM validation and test splits, comparing results with and with-
out data filtering. Across all tested models, a stark drop in performance can be observed. We
highlight the highest score for each split in bold.

by users mrm8488 and Shahm. These models all achieve unreasonably high ROUGE-2 scores
before filtering and see a reduction to about one fifth of the original scores after filtering. Upon
inspection, we found that these models were ultimately simply re-generating the first tokens from
the input article. These findings are concerning, as they ultimately question the current state-of-
the-art on the MLSUM dataset. It further validates the necessity of filtering, given that we can
ultimately change the course of evaluation and interpretation of models. For MLSUM, per our
results, the t5-base model, trained on a related news dataset and utilizing the largest underlying
neural model, seems to perform best on filtered datasets while originally lagging behind even a
simple lead-3 baseline. This is particularly interesting, because the underlying model checkpoint
used is primarily trained on English texts.

We further analyze the impact of filtering on the length distributions of the two heavily affected
datasets, MLSUM and MassiveSumm. We observe a more strictly enforced minimum length for
both references and summaries in the MLSUM dataset even before filtering. In stark contrast,
MassiveSumm is shrunk considerably by the minimum length filter, which in turn shifts the sam-
ples towards generally longer reference texts.
Changes in the length distribution, however, do not explain any of the deterioration in raw
ROUGE scores; a further indicator that several different evaluation methods need to be com-
bined in order to paint a more complete picture for the realistic performance of models.

Qualitative Analysis of Generated Summaries

Key Finding 5: With the exception of one work (Aksenov et al., 2020), no publicly
available system performs experiments beyond simple ROUGE score computation.
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Key Finding 6: Despite high reported scores, catastrophic failures can be observed
in some systems.
Key Finding 7: All utilized architectures only work with a relatively limited con-
text, proving to be incapable of dealing with long-form summarization.

The first criterion we were looking at when checking for existing systems is the evaluation setting
that was used in the respective work. The findings, reported in Table 3.1, point towards a more
rigorous evaluation setting for models backed by a scientific publication, which comes as no sur-
prise. However, we also note that these systems are also more likely to withhold their respective
models from public access. This ultimately means that those models can only be judged based on
the reported evaluation and no further checks can be performed on those models. To aggregate
the insights gained across these works, most frequently mentioned is the issue of factual consis-
tency (Venzin et al., 2019; Fecht et al., 2019), which does not bode well for the practical usability
of such systems beyond simple settings. Secondly, several works also investigate system outputs’
fluency (Fecht et al., 2019; Aksenov et al., 2020), where abstractive models could provide sensible
improvements over extractive systems. However, especially for earlier works, consistent genera-
tions from language models still prove to be difficult.
To follow our own advice, we manually investigated instances of generated outputs from systems
in Table 3.10. In addition to samples from the MLSUM dataset, we further tested with instances
from the Klexikon and WikiLingua datasets to check for domain generalization. As others have
noted, the factual consistency of abstractive systems is questionable at best, but understated just
how badly summaries can deviate from the original. Several times a reversed order of aggressors
and victims (respectively, winners or losers in sports game) was generated, and in one particular
instance the context was altered from “live-saving” to “drowning (someone)” by the summariza-
tion system. This happened on “in-domain samples” from the MLSUM test set.
A similar observation can be made for the syntactic quality of generations, where overfitting of
systems becomes particularly apparent during the zero-shot evaluation on other datasets. While
it can be expected that the quality of a generated summary may lack in content accuracy or truth-
fulness, oftentimes no coherent sentence was provided. Less tragic, but difficult for system com-
parison, is the multitude of parameters for generation functions. While self-reported scores of
public models generally rely on greedily decoded summaries, one model frequently started re-
peating short sequences of about three words indefinitely until the maximum generation length
was reached. Importantly, such repetitions are not obvious from looking at a ROUGE-based eval-
uation of model outputs alone, but could be easily suppressed by enabling n-gram-based filtering
during the generation.
We were also able to verify that the highly-scoring models by users mrm8488 and Shahm indeed
only copy the leading tokens from the input samples, likely due to training on unfiltered MLSUM
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splits. This spells further trouble for “state-of-the-art” models, as it requires a deeper examination
for determining which summaries are actually better than simple string selection approaches, such
as lead-3. We hypothesize that the same concept used in our extractiveness filter can also be ap-
plied to generated outputs; with a slightly altered similarity scoring mechanism, e.g., the longest
common subsequence algorithm, even near duplicates could be detected and flagged for manual
review. Most prominently though, due to architectural constraints of the underlying neural mod-
els, none of the currently public systems is able to capture an input context beyond 512 subword
tokens.

3.4.4 Concluding Thoughts

Studying the current landscape of German abstractive summarization initially paints a grim pic-
ture: While the general willingness and ease of sharing systems has greatly increased over the past
years, around half of the currently known German summarization systems still remain inaccessible
to the public. Of those that are available for public scrutiny, a prominent focus on news summa-
rization (with singular documents) is still persisting, similar to related works focusing on English,
preventing broader application scenarios of summarization systems. Even worse, the most widely
used dataset contains severe flaws in the sample quality, leading to models whose generalization
capabilities, even in-domain, are severely hampered by the unfiltered data. This also hints at the
general level of care practitioners take with respect to exploratory data analysis, given that several
issues can be spotted by simply inspecting just a few samples.
However, there are some silver linings at the horizon. Several of the major data-centric issues can
be easily fixed with the introduced quality checks, which can be applied cost-effectively across
multiple datasets, as we have demonstrated in this section. Within just two years, we have also
seen an unbelievable influx of available summarization datasets for German, importantly extend-
ing past the narrow domains into application-specific fields, such as law and medicine, and to-
taling more than 700,000 samples across publicly available resources. This hopefully paves the
way towards a more consistent and generalized approach in German abstractive summarization
research; should the efforts of the community keep at the current rate, we will likely see meaning-
ful progress within the next years. The latest trends in the English summarization community also
indicate a shift towards greater awareness of long-form summarization (Phang et al., 2023); first
long-context multilingual models with open weights are now accessible.36 Since the time of our
original peer-reviewed manuscript, we have also seen the release of commercial models targeting
explicit support for other languages, including German.
But, finally, even trained models that apply data filtering steps in their pre-processing pipleine have
persisting issues, as qualitative analyses of generations can still reveal catastrophic problems that

36https://huggingface.co/CohereForAI/c4ai-command-r-plus, last accessed: 2024-04-04
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prevent an ethically responsible deployment of the solution in practice. This requirement for a
semantically grounded analysis of generated summaries finally brings us to the third part of this
chapter, which deals with techniques for factual evaluation of generated texts.

3.5 Evaluating the Factuality of Summaries with Semantic
Role Labeling

As we mention in Section 2.3, one of the remaining issues that prevents productive deployments
of neural text summarization systems is the low correlation of system outputs with human pref-
erences. Among those, factuality, i.e., the agreement of facts in the generated summaries with
those present in the input text, is not part of the general training objectives of models, which fre-
quently leads to hallucinated facts that are detrimental to perceived system performance (Fabbri
et al., 2021; Ter Hoeve et al., 2022). To accommodate a more linguistically grounded representa-
tion of summary content units (cf. the work by Nenkova and Passonneau (2004)), we introduce a
representation of so-called fact tuples. Each fact tuple corresponds to a semantic relation in either
the original input text or the summary, and aligning pairs of fact tuples between the two text seg-
ments allows for the computation of a factual consistency score. We begin by motivating the need
for such a metric, and compare our presented method, called SRLScore, to a range of existing
factuality evaluation metrics. Empirically, we are able to demonstrate a performance on-par with
state-of-the-art metrics.

3.5.1 Motivation

Prior work has introduced metrics for automated testing of factuality in generated text (Goodrich
et al., 2019; Kryscinski et al., 2020; Yuan et al., 2021), which allows for a more nuanced verifica-
tion of model capabilities without further human interaction required. In particular, one of the
first relevant works by Goodrich et al. (2019) introduces the idea of representing text as a series of
“fact tuples”, in their case as (subject, predicate, object) triplets. Their method exhibits some
assumptions about the underlying data which hampers correlation with human ratings. For exam-
ple, subject or object may vary for the same sentence meaning expressed using different syntactic
structures, e.g., active and passive forms. Semantic Role Labeling (SRL), however, allows for a
syntactically independent meaning representation. Our metric, SRLScore, improves factuality
evaluation, building on fact tuples similar to Goodrich et al. It distinguishes itself in several ways
from existing approaches:

1. To account for a more nuanced representation, we employ SRL to produce abstract repre-
sentations of sentences that are independent of their syntactic formulations.

99



3 Limitations of Current Directions in Summarization Research

Figure 3.6: Visual explanation of SRLScore. An input text and its associated summary are transformed
into a series of fact tuples (SR Tuple) through extraction from SRL (and optional co-reference)
annotations. The final factuality score is computed based on the similarity of the summary facts
with fact tuples generated from the input text.

2. Fact tuples in SRLScore are generated on the input text instead of gold summaries; as a
consequence, our method is reference-free, and may be applied for evaluation irrespective
of the availability of labeled datasets.

3. We introduce a novel weighting scheme for fact tuple comparison, where adjustable weights
allow for user optimization.

4. Finally, we experiment with extensions along different parts of the pipeline, including an
optional co-reference resolution step and alternative similarity scoring functions.

Notably, SRLScore entirely relies on publicly available software components and may be used
without any further domain adaption required. While our experiments are performed on English,
we argue that the transfer of our approach to other languages is possible given only the existence
of a language-specific tokenizer and a sufficiently good SRL tagger. Furthermore, SRLScore of-
fers the additional benefit of being an interpretable metric, due to its composition on top of fact
tuples. In comparison, metrics used for factuality evaluation that are based on the intermediate
presentations of language models, e.g., generation perplexity (Zhang et al., 2020b; Thompson
and Post, 2020; Yuan et al., 2021), cannot present insightful reasons why a particular score was
achieved. There is also growing evidence that generation-centric evaluation strategies have short-
comings: Fabbri et al. (2021) and Liu et al. (2023b) show that generative models (used as dis-
criminators) prefer outputs from systems trained on similar architectures. Kamoi et al. (2023)
demonstrate similar problematic issues for QA-based metrics. We empirically show that the cor-
relation of SRLScore with human ratings is on par with existing methods, and perform several
ablations to study the impact of various algorithmic choices within our pipeline.
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Figure 3.7: Examples of semantic role label annotations. Labels may remain consistent across different syn-
tactic forms (Sentence 1 & 2). A single sentence can also include several relations at the same
time (Sentence 3).

3.5.2 SRLScore

Our factual consistency metric, called SRLScore, is implemented as a two-stage process: first, ex-
tracting fact tuples using Semantic Role Labeling (SRL) on both the source texts and the summary
texts, and then determining a factuality score based on tuple comparison. The measure outputs
human-interpretable scores between 0 and 1, where a higher score indicates greater factual consis-
tency of a summary text. In this section, we detail the algorithmic choices and present an adaptive
weighting scheme for computing the final factuality scores.

Generating Fact Tuples with Semantic Role Labeling

As Figure 3.6 shows, we operate on the sentence level, primarily because existing SRL tools work
well on this level of granularity (Shi and Lin, 2019; Xu et al., 2021b). The goal of our fact extractor
is to produce a fact database comprised of semantic role tuples for each input text.
The primary task of SRL is to find all role-bearing constituents in a sentence and label them with
their respective roles (Màrquez et al., 2008). Typical semantic roles include agent, patient/theme,
recipient, goal, instrument, manner, time, location and so on. From the many semantic labels
available, we include seven roles based on availability in tagging schemes to construct a fact tu-
ple: agent, negation, relation, patient, recipient, time, and location. We further note that not every
sentence needs to contain all of these roles; absent labels are represented by None in this work. Im-
portantly, roles reveal the semantic relations between a predicate (verb) and its arguments, which
implies that one can generate several fact tuples from a single sentence, depending on the number
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of verbs in it. To illustrate an exemplary fact tuple, the extracted semantic tuple from sentence 1
in Figure 3.7 is (Mueller, None, gave, a book, Mary, yesterday, in Berlin).

Scoring Texts by Comparing Fact Tuples

Once fact tuples for both the reference and summary texts are generated, the second step in our
pipeline is to compute a factual accuracy score. We implement a dynamic weighting system, which
crucially improves over a naive comparison, as we empirically show in Section 3.5.3. Furthermore,
we describe the drop-in replacements for exact matching during similarity computation.

Scoring Algorithm Given a reference text D and summary text s, let FD and Fs be fact

databases, representing the semantic information contained in D and s, respectively. Individual
fact tuples are represented as an ordered list of fact arguments, e.g.,

f = (agent, negation, relation, patient, recipient, time, location) ∈ F (3.1)

Particular arguments in a fact tuple are referred to by their index position, meaning agent :=

f0, relations := f1, and so on. We further assume that there exists a scoring function that
expresses the factual support of two fact tuples fs, given a reference tuple fD, denoted as S(fs|fD).
To obtain a factuality score, we attempt to extract a best match f̂D ∈ FD for each summary fact
fs ∈ Fs where f̂D maximizes the support score S(fs|f̂D). Importantly, we differ from, e.g.,
Goodrich et al. (2019), by considering the entirety of FD, instead of reduced subsets that match
both the agent and relation of the fact tuple fs.37 The factual accuracy is then the average across
all maximized tuple scores in Fs. With that, SRLScore is defined as:

SRLScore(D, s) :=
1

|Fs|
∑
fs∈Fs

max
fD∈FD

Support(fs|fD) (3.2)

The final part of this scoring system is the computation of factual support Support(fs|fD).
Tuples are scored by comparing the corresponding attributes of each tuple, formally:

Support(fs|fD) :=
∑
i

1f i
s ̸=None · sim(f i

s, f
i
D) · wi, (3.3)

where the summation over i addresses all attributes of the fact tuples, 1f i
s ̸=None represents an in-

dicator function considering only non-empty arguments f i
s (zero otherwise), andwi assigns static

weights to arguments in position i. Generally, it should be assumed that the weights allow for a
37The original reasoning for this restriction is likely a greedy approximation of an “optimal” match to reduce compu-

tational load, as well as reducing the number of false positives, which are more likely to occur in the original fact
triplets due to fewer arguments.
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maximum factuality score of 1, i.e.,
∑

iwi = 1. Finally, sim(f i
s, f

i
D) is the pairwise argument

similarity of f i
s and f i

D. We consider different similarity metrics, as described in the following
sections.

DynamicWeighting System The generic weighting in Equation (3.3) does not necessarily
apply to the particular case of evaluating factual consistency in summarization, since a summary
is still factually correct even if it leaves out particular aspects (e.g., dropping the date of an event),
which were present in the reference text. With static weights, however, absent arguments are still
contributing to the scoring of the tuple fs, which means that leaving arguments out might po-
tentially be considered as a penalization of factuality. To address this issue, we introduce a weight
re-normalization factor,Wnorm, that distributes the static weightswi across only those attributes
that are present in the current summary fact. In particular, this also increases penalties for actual
mistakes over simple fact omission. The weight normalization is defined as follows:

Wnorm :=
1∑

i
1f i

s ̸=None · wi
(3.4)

With re-normalization enabled, we replace the existing computation of Support(fs|fD) by the
product Wnorm · Support(fs|fD).

String Similarity Methods We experiment with different methods to calculate the pair-
wise similarity sim(f i

s, f
i
D): exact matching (in line with prior work), but also approximate

matching functions, such as word vector similarity38 and ROUGE-1 precision (Lin, 2004). Com-
putation of similarity with vectors and ROUGE each have their own respective strengths. Word
vectors offer the highest flexibility in terms of recognizing partial argument similarity, enabling
semantic comparison instead of purely syntactic equivalence. ROUGE-1 similarity does not offer
the same level of flexibility in terms of matching, but faster computation, while still recognizing
partial matches.

Improved Surface Form Invariance with Co-reference Resolution

In light of the fact that sentence-level SRL extraction misses co-references of the same entity
across sentences, we integrate an optional component that takes co-reference resolution into ac-
count during the tuple generation. Concretely, we employ an off-the-shelf co-reference resolution
tool (Lee et al., 2017) to identify and store all reference clusters in an external entity dictionary.

38We use spaCy’s vector similarity, see https://SpaCy.io/usage/linguistic-features#vectors-similarity, last ac-
cessed: 2023-03-06
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Figure 3.8: Example of tuple expansion through co-reference resolution. In addition to the original SR
tuple, we add tuples with all possible permutations of the surface forms of mentioned entities.

There, all linguistic expressions that refer to the same entity will be grouped together, which al-
lows for later disambiguation. As shown in Figure 3.8, if an extracted semantic role tuple contains
co-references, a single fact tuple will be expanded into multiple tuples, representing the Cartesian
product over all synonymous entity surface forms.
The key idea here is to enable a better matching of potential facts across references and summaries,
effectively increasing the recall of matches. The disadvantage is that this directly affects the run-
time of our method by a strong factor, since the additional tuples in Fs and FD will undoubtedly
increase the number of comparisons.

3.5.3 Experimental Results

We empirically demonstrate the performance of our method through a number of experiments
on two popular datasets for factual consistency evaluation, which are covered in this section.
We further share implementation details and the choices for extracting SRL tuples and extract-
ing co-reference clusters. In addition to the experimental analysis, we also study the behavior of
SRLScore through a number of ablation experiments, and a brief error analysis.

Evaluation Datasets

QAGS (Wang et al., 2020) The dataset comprises of 235 instances collected from the test
split of CNN/DailyMail (Nallapati et al., 2016), where each instance contains a source article
and a model-generated summary using the bottom-up approach by Gehrmann et al. (2018). A
secondary set contains 239 further instances from the test split of XSUM (Narayan et al., 2018),
with generated summaries sampled from BART (Lewis et al., 2020a).

SummEval (Fabbri et al., 2021) As an alternative study on the CNN/DailyMail dataset,
SummEval includes synthetic summaries from 16 abstractive and extractive models of 100 ran-
domly selected articles from the test split of CNN/DailyMail. Unlike QAGS, which collected
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Metrics QAGS-CNNDM QAGS-XSUM SummEval Avg.
ρ rs ρ rs ρ rs ρ

ROUGE-1 (F1) 0.34 0.32 −0.01 −0.05 0.13 0.14 0.15
BLEU 0.13 0.33 0.08 0.03 0.09 0.14 0.10
METEOR 0.33 0.36 0.06 0.01 0.12 0.14 0.17
Cohere command-xl 0.19 0.17 - – - – - – - – 0.19

BARTScore 0.65 0.57 0.00 0.02 0.27 0.26 0.31
BARTScorecnn 0.73 0.68 0.19 0.18 0.35 0.32 0.42
BARTScorecnn+para 0.69 0.62 0.07 0.07 0.42 0.37 0.39
CoCospan 0.64 0.55 0.22 0.20 0.40 0.35 0.42
CoCosent 0.68 0.59 0.16 0.14 0.39 0.35 0.41
ClozE-Rcore_web_trf

∗ 0.66 - – 0.32 - – 0.47 - – 0.48
ClozE-Rconfidence

∗ 0.65 - – 0.29 - – 0.48 - – 0.47
SRLScorebase 0.67 0.59 0.20 0.18 0.43 0.33 0.43
SRLScorecoref 0.65 0.58 0.27 0.26 0.43 0.32 0.45
SRLScorecoref-optimized - - - – 0.33 0.33 - – - – - –

Table 3.11: Pearson (ρ) and Spearman (rs) correlation of metrics with human ratings on the evaluated
datasets. Bold scores indicate highest absolute values. For SRLScore variants, we report highest
scores across all similarity functions. No significant differences were found between the correla-
tion scores of factuality-specific metrics. ∗: results were taken from the respective paper, as there
is no existing code to reproduce their results as of now.

annotations from MTurk,39 each SummEval sample was evaluated by 5 crowd-sourced annota-
tors and 3 experts. For each summary, the judges were asked to evaluate the coherence, consis-
tency, fluency and relevance. For our evaluation, we use the expert ratings with regard to factual
consistency as the gold score, per the recommendations of the original SummEval authors.

EvaluationMetrics and Significance

In line with prior work, we evaluate metrics by computing Pearson correlation (denoted as ρ) and
Spearman correlation (denoted as rs). Given the limited size of evaluation datasets, we further
test results for significance using permutation tests (Riezler and Maxwell, 2005; Deutsch et al.,
2021b). In all tables, † denotes a significance level of 0.05 (p < 0.05) and ‡ represents a significance
level of 0.01 (p < 0.01). When testing significance against several systems, we further apply
Bonferroni correction of significance levels (Dunn, 1961).

Implementation

We use AllenNLP (Gardner et al., 2018), specifically version 2.1.0, to extract semantic role labels.
AllenNLP implements a BERT-based SRL tagger (Shi and Lin, 2019), with some modifications.
The output of AllenNLP uses PropBank convention (Bonial et al., 2012), which lists for each

39https://www.mturk.com/, last accessed: 2023-03-06
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verb its permitted role labels using numbered arguments (ARG0, ARG1, ...) instead of names,
due to the difficulty of providing a small, predefined list of semantic roles that is sufficient for
all verbs. However, numbered arguments are meant to have a verb-specific meaning (Yi et al.,
2007). In other words, the mapping between numbered arguments and semantic roles is not
always consistent. In our implementation, we extract sentence spans with label ARG0 as agent

and spans with label ARG1 as patient. The extraction of time and location also does not pose
any difficulties, because ARGM-TMP and ARGM-LOC are both given as modifiers that remain
relatively stable across predicates (Jurafsky and Martin, 2009). However, as shown in Table 3.12,
there is no one-to-one relationship between numbered arguments and the recipient role. For the
sake of simplicity, we extracted elements with label ARG2 as recipient, because the probability that
ARG2 correlates to recipient is the highest among all other possible roles (Yi et al., 2007). For co-
reference, we simply use the model provided by AllenNLP (Lee et al., 2017), which matches the
output format of the SRL tagger.

All experiments were carried out on a system with an Intel Xeon Silver 4210 CPU, two TITAN
RTX GPUs (24 GB GPU VRAM each) and 64 GB of main memory. We run inference for the
SRL model and co-reference component on separate GPUs. We use the official scripts provided
by the authors of BARTScore40 and CoCo41. Unfortunately, no public implementation exists
at the time of writing for the work of Li et al. (2022), which prevents significance testing against
ClozE models. For the work by (Goodrich et al., 2019), we similarly found no publicly available
implementation; however, we note their wikipedia-based training data for generating fact extrac-
tors is available online42. When attempting to reproduce the scores of Xie et al. (2021), based
on their own implementation, we encountered wildly differing result scores. On two subsets, we
obtain drastically better results compared to their reported Pearson correlation of 0.58 (our own
results indicating a correlation score of 0.68), while other values dropped even further (e.g., on
QAGS-XSUM, we see a reduction of scores from 0.24 to 0.16 in terms of Pearson correlation).
For the sake of reproducibility, we have included the exact commands that were used to run the
CoCo models in our repository,43 and report the scores obtained during our reproducibility ex-
periments. On the other hand, all of our reproduced scores for BARTScore (Yuan et al., 2021)
match the available self-reported results by the authors. For significance testing, we use our own
implementation of a permutation-based significance test. We fix the initial NumPy random seed to
256, and compute results over 10,000 iterations for each test.

40https://github.com/neulab/BARTScore, last accessed: 2023-02-01
41https://github.com/xieyxclack/factual_coco, last accessed: 2023-03-16
42https://github.com/google-research-datasets/wikifact, last accessed: 2023-05-17
43https://github.com/heyjing/SRLScore, last accessed: 2024-04-06
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ARG0 agent ARG1 patient

ARG2 instrument, recipient, attribute ARG3 starting point, recipient, attribute

ARG4 ending point ARGM modifier

Table 3.12: Mappings between numbered arguments in PropBank and relevant semantic roles (Bonial et al.,
2012). Particularly the mapping of argument 2 makes simplifying assumptions about different
verb forms.

We further briefly experimented with the idea of Large Language Models as evaluators. Given the
computational cost of inference, we only ran one model by Cohere44 on the CNN/DailyMail sub-
set of the QAGS evaluation, which comprises relatively few instances, but of longer summaries.
For the explicit LLM evaluation setup, we prompt a model to individually rate whether a sum-
mary sentence is factually consistent with the reference text, forcing a binary output label, where
0/False means no factual consistency, and 1/True indicates factually consistent sentences. This
procedure is the same as the original human labeling process for the QAGS dataset, and we fi-
nalize instance-level predictions by averaging over the ratings for all sentences within a summary.
Our initial findings were disappointingly low correlation scores (0.19 ρ and 0.17 rs), letting us to
believe that few-shot attempts with LLMs are not (yet) comparable to hand-crafted metrics. It is
very likely that more recent models would perform better.

System Variants

We compare with a number of generic summarization evaluation metrics, including BLEU (Pap-
ineni et al., 2002), ROUGE (Lin, 2004), and METEOR (Banerjee and Lavie, 2005). Besides, we
also consider several metrics specifically developed for factuality estimation, which have reported
prior state-of-the-art correlation. Wherever possible, we reproduce scores with the official scripts
provided by authors. Comparison is done with three variants of BARTScore (Yuan et al., 2021),
two variants of CoCo (Xie et al., 2021), and two variants of ClozE (Li et al., 2022). We chose each
variant such that the highest self-reported scores on all evaluated datasets are considered.
For our own method, SRLScorebase represents a default setting, assigning equal weights wi =

1
7

to all attributes (agent, negation, relation, patient, recipient, time, location); the respective similar-
ity function (exact match, spaCy vector, or ROUGE similarity) is chosen to maximize dataset-
specific performance (see results of Table 3.13). SRLScorecoref uses the same weights, with co-
reference enabled. We further provide model ablations of our method: SRLScoreopenie and
SRLScoregoodrich are approximations of the tuple variant introduced by Goodrich et al. (2019),
where fact tuples are reduced to (agent, relation, patient) (with equal weights wi = 1

3 ).
We note that this is not a true equivalent although “[i]n most English sentences the subject is

44To be precise, we used the command-xlarge-nightly model, accessed on the 23rd March, 2023.
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the agent” (Bates and Macwhinney, 1982); in reality, a broader variety of roles in the subject
position may be encountered. The same applies for our mapping between object and the pa-

tient role. However, this way, we can compare scoring methods independent of upstream label-
ing tools (in our case, the SRL tagger). The difference of SRLScoreopenie and SRLScoregoodrich

lies in the implemented scoring function, where the OpenIE variant employs our own scoring
algorithm and SRLScoregoodrich uses the preliminary filtering step defined in (Goodrich et al.,
2019). We do not apply a co-reference system in either one of the two ablation settings. Finally,
SRLScorecoref-optimized illustrates the possibility of adapting our method to a particular dataset.
For this variant, we optimize available hyperparameters (weights, scoring function, co-reference)
in order to obtain the highest possible scores.

Main Results

The central evaluation results with recommended default settings are shown in Table 3.11. In
almost all cases, specialized factuality metrics show higher correlation than generic summariza-
tion evaluation metrics (ROUGE-1, BLEU and METEOR). Notably, despite the high increase
in absolute scores, we do not always detect a significant level of improvement between factuality-
specific metrics and generic metrics, particularly on QAGS-XSUM; we will discuss further im-
plications of this in more detail later. When testing our own method, SRLScorebase, against
generic metrics, we find strongly significant improvements only for Pearson correlation of QAGS-
CNN/DM and SummEval, as well as Spearman correlation on SummEval (p < 0.01, with Bon-
ferroni correction).
It should be further noted that BARTScorecnn and CoCo results use BART models (Lewis et al.,
2020a) that were fine-tuned on the CNN/DailyMail corpus (respectively a variant fine-tuned on
XSUM for CoCo on QAGS-XSUM); this may shift the results in favor of these methods for the
particular dataset. In comparison, SRLScore does not make such assumptions, which may indi-
cate a potentially stronger generalization to unseen datasets.

Results in Table 3.11 also show that there are no significant differences between any of the
factuality-specific metrics (SRLScore, BARTScore, and CoCo), particularly after applying Bon-
ferroni correction for the comparison against several methods. These insights open up discussions
about the current claims of “state-of-the-art” performance, which may not be easily distinguished
on the current evaluation datasets. We admit that there is likely no trivial solution to this (besides
further annotations), as the main problem seems to stems from the high variance on small sample
sizes. We also note that Bonferroni corrections are particularly “strict” in their approach to sig-
nificance, and possibly discards actually significant results. However, a deeper statistical analysis
is beyond the scope of this current chapter.
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Metrics
QAGS-CNNDM QAGS-XSUM SummEval

ρ rs ρ rs ρ rs

SRLScore
openie

Exact 0.59 0.51 0.09 0.09 0.34 0.28
ROUGE 0.62 0.56 0.07 0.07 0.41 0.32
SpaCy 0.59 0.53 0.13 0.10 0.37 0.32

SRLScore
base

Exact 0.61 0.54 0.14 0.15 0.37† 0.31‡
ROUGE 0.67 0.59 0.15† 0.13 0.43† 0.33
SpaCy 0.63 0.55 0.20 0.18 0.40† 0.34†

Table 3.13: Comparison of SRLScore with a simplified triplet representation (SRLScoreopenie). Extending
the fact tuples improves correlation with human ratings across all similarity functions. Signifi-
cance markers indicate improvements over the same similarity function of the openie variant.

Ablation Study

Given the limited (statistical) expressiveness of the general evaluation setting, we perform a series
of ablation studies on SRLScorespecifically, to support the individual algorithmic choices made
in our method. We study how the inclusion of further attributes affects performance, which
empirical impact our newly proposed weighting scheme has, how the choice of similarity com-
putation affects performance (especially on abstractive summarization data), and finally briefly
evaluate the wall-clock performance of our current implementation against BARTScore.

Extending Tuple Attributes We investigate the assumption that semantic representa-
tions of sentences are usually far more complicated than the simplistic view of (agent, relation,
patient) triplets, and the fact that errors may involve further roles. To this end, we compared
SRLScoreopenie, using a triplet representation, against SRLScorebase which includes the full seven
roles present in our fact tuples. Results in Table 3.13 confirm that extending tuples to cover more
semantic roles is effective across datasets and metrics; SRLScorebase scores strictly better than
SRLScoreopenie, with significant improvements primarily on SummEval (the largest considered
dataset).

Performance of Similarity Functions Also seen in Table 3.13 is the difference in scores
across various similarity functions. SRLScore achieves generally higher correlation when using
vector (spaCy) or ROUGE similarity over exact matching, although not to a significant degree.
These observations can be attributed to the hypothesis that abstractive entity references will not
be detected by exact matching. Also note that results on QAGS-XSUM are particularly affected
by this, which shows higher levels of abstraction than CNN/DM-derived resources (Wang et al.,
2020; Pagnoni et al., 2021). This is also visible for the SRLScorecoref variant, as seen in Table 3.11,
which can further improve the matching of re-formulations.
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Weight Setting
QAGS-CNNDM QAGS-XSUM SummEval

ρ rs ρ rs ρ rs

Static weights 0.59 0.49 0.09 0.09 0.38 0.28

Dynamic weights 0.67 0.59 0.20 0.18 0.43 0.33

Table 3.14: Correlation scores of SRLScorebase with and without weight re-normalization enabled.

Scoring Method
QAGS-CNNDM QAGS-XSUM SummEval

ρ rs ρ rs ρ rs

SRLScoregoodrich 0.45 0.38 0.05 0.07 0.29 0.24

SRLScoreopenie 0.62† 0.56† 0.13 0.10 0.41‡ 0.32†

Table 3.15: Results of the ablation experiment comparing the scoring method by Goodrich et al. (2019)
with our proposed scheme, based on triplet representations.

Dynamic Weight Re-Normalization We next analyze the contribution of our dynamic
weighting scheme through removing the weight re-normalization Wnorm and instead defaulting
to a static weighting on SRLScorebase. Results in Table 3.14 again indicate that our choice of re-
distributing weights dynamically to only the present roles is very effective. However, we still do
not reach a statistically significant level of improvement in this scenario.

Ablation of Goodrich Scoring Method We finally examine the performance of our
scoring system against the partial matching approach of Goodrich et al. (2019). For fairness, we
compare results on the reduced triplet sets. SRLScoreopenie uses the presented weighting function,
SRLScoregoodrich implements an equivalent scoring to Goodrich et al. Results in Table 3.15 show
that the presented scoring algorithm performs better than the scores determined by Goodrich’s
approach on different datasets, in most instances to a significant degree.

PerformanceofCo-referenceResolutionSystem Results in Table 3.11 reveal that the
co-reference system is not always improving scores, particularly on the CNN/DailyMail-derived
datasets. However, the use of co-reference resolution will significantly increase the processing
time, as demonstrated in Table 3.17. This is expected given that there are now more fact tuples
due to the tuple expansion; since the presented scoring method requires the comparison of each
fact tuple in the summary against all reference tuples. We further compare the runtime against
BARTScore, which only requires a single forward-pass through a neural net and can be batched
easily, resulting in a 10x speed-up. In comparison SRLScore requires building and comparison of
fact tuples, which is the main contributor for slower inference times.
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Sample Text Extracted Fact Tuples Human SRLScore
Reference Former England fast bowler Chris Trem-

lett has announced his retirement ...
(Former England fast bowler chris

tremlett, announce, his retirement, ...) 0 0.87

Summary Former England seamer James Tremlett
has announced his retirement ...

(Former England seamer james tremlett,
announce, his retirement, ...)

Reference The head of Japanese advertising group
Dentsu is to step down following the sui-
cide of an employee ...

(The head of japanese advertising group

dentsu, step, ..., following the suicide of

an employee, ...)
1 0.10

Summary The chief executive of Japanese advertis-
ing firm Dentsu will resign after a worker
killed herself ...

(The chief executive of japanese

advertising firm dentsu, resign, ..., after
a worker killed herself, ...), (a worker,
killed, herself, ...)

Table 3.16: Examples from the QAGS-XSUM dataset where the majority vote of human factuality ratings
differs drastically from SRLScore’s predicted score. Text segments highlighted in green mark
the position of relevant facts, whereas red text indicates a factual discrepancy between reference
and summary segments.

SRLScore BARTScore

base coref base cnn cnn+para
2.35 19.32 0.22 0.23 0.23

Table 3.17: Average processing time (in seconds) per instance in QAGS-CNN/DM. SRLScore uses
ROUGE similarity. BARTScore is run with a batch size of 4. Note that the CNN/DailyMail
dataset is geared towards shorter summaries of less than 5 sentences in most cases.

Error Analysis

To better understand the limitations of our presented methods, we examine a number of instances
manually, particularly those where there are large differences between model-generated scores and
human annotations on QAGS-XSUM. Table 3.16 shows two instances, where SRLScore respec-
tively predicts a much higher and lower factuality score than human annotators. Notably, human
raters tend to drastically reduce factuality scores in the presence of even a single mistake (what we
refer to as “strike-out scoring”). In comparison, SRLScore and other factuality metrics tend to be
more heavily influenced by the correctness of the majority of attributes, which can be seen as a
“bottom-up scoring” (scores are built up from an initial factuality of zero instead of deducing from
an initial score of one). On the other hand, highly abstractive samples, which retain factuality
according to human raters, may pose a challenge for tuple-based SRLScore. In the second ex-
ample of Table 3.16, synonymous expressions like step down instead of resign cause low predicted
similarity. This implies that our method may struggle more in settings with highly abstractive
summaries, although we argue that the entities central to a factual analysis will stay close in their
referenced surface form.
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Concluding Thoughts

During our work on factuality detection, we have found further worrying trends in the current
state of research: while there is a plethora of existing work dealing with the analysis (and estima-
tion) of factuality, most related works (including our own presented method) rely on the corre-
lation with human ratings on English-only and comparatively small gold datasets. While we are
able to demonstrate that SRLScore performs on par with existing approaches, we find that, due
to the small sample sizes of evaluation datasets, there are no significant differences between any of
the considered “state-of-the-art” factuality estimation metrics. Despite this nuisance, we highlight
that our approach strikes with its relative simplicity and interpretability due to the intermediate
representation of “fact tuples”, which makes it possible for human annotators to review how or
why system decisions were made. Furthermore, we have demonstrated the suitability of our ap-
proach over more naive tuple-based scoring methods through a series of ablation experiments,
which also show the adaptability of our method to particular unseen settings by simply adjusting
a series of parameters. Given these ablations, we still want to argue that extended tuple represen-
tations may offer a more insightful way of also annotating future reference datasets; the abstract
representation, independent of syntactic choices in the reference (or summary) offer an improved
flexibility that has to be otherwise off-loaded onto the annotator themselves.
Aside from this, there are also challenges concerning the effective deployment of factuality met-
rics, including SRLScore. The current implementation still suffers from impractically long run
times for longer input texts. Notably, however, both the tuple generation and comparison stages
can be parallelized to improve the future compute efficiency. Secondly, we have seen a general
trend that factuality estimation metrics are scoring differently from human annotators, who are
putting heavy emphasis on a completely factual summary instead. We suspect that adopting a sim-
ilar strike-out scoring for estimation may better correlate with human ratings, although it will re-
quire sufficiently accurate taggers to ensure correct recognition of all entities, but have not made
any further progress towards formulations that are robust enough with the currently available
tagging tools. We also want to point out that the underlying summarization datasets that were
used to compare human ratings on are known for their own set of limitations, particularly being
fairly extractive in nature (Zhang et al., 2018a). This plays well with SRLScore’s estimation of
matching between individual tuples extracted from single sentences; on the other hand, if sum-
mary texts contain facts derived from multiple source sentences (or undergo otherwise complex
structural changes), fact tuples may be insufficient in their current form.
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3.6 Conclusion

This chapter dealt with several problems of modern text summarization systems and provided at
least partial remediation of some of these aspects. We particularly put a focus on three different
areas, which neatly map onto the complex process of designing, implementing, and evaluating a
summarization system.
First, we proposed a new dataset for complex summarization tasks, heavily focusing on a long-
form resource with differing domain focus from most existing datasets; it further is available in 24
languages, expanding possible research beyond just English. The creation also showcases some of
the particular challenges surrounding the dataset curation process: even with existing resources
on the web, it has to be first analyzed (and fully understood) how these resources are originally
created, whether they are suitable for the training of later summarization systems, and what po-
tential biases can be found in the original source data. Analyzing the existing methods on our
dataset, we further find that available abstractive summarization systems are unable to handle the
full context of certain samples, leading to a strictly limited applicability of existing approaches.
This problem is only exacerbated for non-English languages, which leads us to the subsequent sec-
ond point of analyzing existing work for other languages. At the example of German, we examine
both existing resources and models with respect to their overall quality and usability. In order to
ease the analysis process, we proposed several heuristics to filter out low-quality samples from ex-
isting datasets, and find that the most prominent resource, almost exclusively used to train public
German summarization models, is heavily flawed in its quality. We further study the impact of
dataset filtering on downstream evaluation with automated metrics, and find that these can be
easily skewed by low-quality samples, too.
However, even with automated filtering steps in place, we cannot ascertain that all generated out-
puts of abstractive models are correct. In order to do so, we presented an automated metric for the
evaluation of generated text with respect to factuality in the final part of this chapter. Our metric,
unlike existing work, does not fully rely on neural architectures for score computation, which has
been shown to introduce several biases (Fabbri et al., 2021; Liu et al., 2023b). Instead, it utilizes
interpretable intermediate representations of “fact tuples” and shows promising correlations with
human evaluation scores.
With this deeper analysis of limitations in existing systems, we now also feel equipped to tackle
the task of proposing a more flexible and generically useful summarization system that implicitly
addresses some of the mentioned shortcomings in the subsequent chapter.
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“The belief that one’s own view of reality is the only

reality is the most dangerous of all delusions.”

PaulWatzlawick

The previous chapter has dealt with a deeper and more collected analysis of existing summariza-

tion systems and discussed a number of consistently re-surfacing problematic issues. Particularly
with respect to the user needs, a lack of consideration for subjectivity of summaries has been ap-
parent, and current systems primarily produce texts that are intended to do well on evaluation
data rather than addressing particular user needs. To this end, we continue by proposing a new
conceptual view of summarization as a series of what we refer to as aspect-based transformations of
the input data, ultimately leading to a more flexible system allowing for user-specific customiza-
tion. To be precise, we introduce the distinction of two general notions in these aspects: ex-ante

and ex-post, which will be individually explained in greater detail as well. We argue that previ-
ously presented work on controllable text generation systems can be re-stated as either one of the
classes that we present in this work (i.e., adjustments towards a particular need/aspect). Finally,
we point out that these aspects also neatly map onto the practically used architecture of existing
hybrid summarization systems, introduced in Section 2.2.3. The modular architecture of hybrid
summarizers further improves the extensibility of our proposed framework, as later additions or
modifications of an existing pipeline are easy to realize, and require little interference with other
components or additional re-training.

The remainder of this chapter is structured as follows: we begin with the introduction of necessary
background on controllable summarization systems in Section 4.1. From the various approaches
to modeling user preferences, it becomes apparent that many of the existing solutions share a gen-
eral structural similarity, but fail to define a common view of aspects. We attribute a particular
aspect’s influence on either the filtering (ex-ante) or generation (ex-post) stage of a hybrid model,
and discuss these two (mostly disjoint) aspect categories in Section 4.2 and Section 4.3. However,
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Figure 4.1: Schematic overview of our proposed two-stage aspect-based architecture. Individual segments
from input documents are first judged on their relevance with respect to several ex-ante filters.
A second stage, called the ex-post module, acts as a processor to re-write filtered segments into a
coherent output, with further aspects imposed on the generation. Users can steer the summary
by expressing explicit aspect preferences.

we demonstrate that this theoretical notion can be practically combined into a singular system,
and elaborate on the challenges for a generalized application in Section 4.4.
The final part of this chapter, Section 4.5, details a first implementation and considerations for
its application, although a more thorough refinement of modeling aspects can be found in subse-
quent chapters as well. Here, we illustrate that aspects can be realized by both neural and classical
algorithms, which is especially useful to address the need of providing solutions that work well on
non-English inputs. We briefly conclude with a synopsis of our insights in Section 4.6.

4.1 Background and RelatedWork

The reason of why existing models are particularly challenged by the incorporation of user pref-
erences is quite easy to demonstrate. Existing work largely builds on a similar formalization of
the “summarization task” as we introduced it earlier in Section 2.1. Notably, the mention of users

is completely absent from this section, and the task is entirely defined as a pre-conditioned text
generation problem. Therefore, in order to explicitly incorporate user needs into our systems,
we partially re-arrange the formalization to introduce another input parameter, the user, in Sec-
tion 4.1.1. While no two users may be the same, we can further break down the existing approaches
into several aspects, which serves as a proxy for the implicit user preference model.
As the second part, in Section 4.1.2, we discuss prior work in the area of aspect-based summa-
rization, and how they deal with the varying preferences (or subjectivity) in summary generation.
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Particularly, we find existing architectures that introduce weak forms of what we consider as as-
pects. However, the existing works mostly focus on the inclusion of parameters in end-to-end
settings, and consider narrow datasets for evaluation scenarios. Similar limitations exist specifi-
cally for multi-document settings, where we find that previous systems consider only active user
inputs as aspects. In fact, a central contribution in later sections will be the unification of several
distinct aspect-based framework in one central model. We demonstrate that existing work is only
a particular variant of our more generalized notion.

4.1.1 A Formal Notion of Aspects

One of the key limitations of prior works in the area of aspect-based summarization is that they
generally assume a limited and rather concrete notion of what constitutes an “aspect”. For exam-
ple, Fan et al. (2018) introduce four different aspects for their controllable text generation model:
variable length, entity-centricity, source styling, and what they call “remainder summarization”,
i.e., conducting a summary from only parts of a document. Another example, He et al. (2022)
similarly consider length and entity-focused summaries, but further introduce domain-specific
notions, such as distinction of contributions in scientific papers, as well as a Question Answering
frame for summarization. As a complete opposite to these relatively constrained aspects, Kulkarni
et al. (2021) only consider user-specified queries as guidance signals. Even when comparing only
these works, it becomes clear that there is no fixed understanding of “aspects”, and it oftentimes
becomes impossible to tell whether the notion of aspects with the same name (e.g., “length”) are
understood in the same way across different systems and approaches.

As mentioned, we will use the notation introduced in Section 2.1 to build a more precise theoret-
ical framework for aspect-based summarization, in an attempt to bridge the gap between various
different schools of thought. The central aim is to establish a holistic and precise language when
talking about “aspects”, and allow the representation of any arbitrary (potentially not previously
considered) user need within this framework.

Consider, in general terms, a user U , within the possible space of all users U . Without further
specifications, a user can have one or more preferences for a summary, which alter the previously
given definition of a constrained text-generation problem, to now instead consider the explicit
(or implicit) user needs as an optimization objective. We can then rewrite the definition of the
constrained summarization problem stated in Equation (2.12), incorporating further inputs of
the “user” U , such as

summ(D, U) := argmax
s∈D

pref(s, U). (4.1)
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Here, pref(s, U) is a function that scores a particular summaryswith respect to a user’s preference
patterns. Compared to the generalized setting in Equation (2.12), we note two key insights: Firstly,
we can argue that existing (generic) summarization systems use a proxy over the space of all users
U , as obtaining explicit feedback on summarization systems is relatively expensive.1 Training a
supervised generic summarization system can thus be re-written as

summ(D, U) := argmax
s∈D

1

|U|
·
∑
U∈U

pref(s, U), (4.2)

i.e., maximizing the expected return over the aggregate of all users’ preferences. Given the unavail-
ability of explicit user feedback, instead simple assumptions about these signals are inferred from,
e.g., gold summaries, and a soft alignment is learned based on these outputs.
Secondly, the originally present optimization towards shorter outputs (the constraint) is a simple
heuristic to gauge user preferences, assuming that a majority of users would only consider a sum-
marization system preferable over the original input text, if there is some level of compression.
With this in mind, we are able to formulate a theorem aggregating notions of user preferences into
a formal view of aspects:

Corollary 1 (Aspects in the context of summarization). Given a user-constrained view of summa-

rization, as defined in Equation (4.1), we refer to an aspect a as any property that directly affects a

user’s perceived preference rating of the final summary s with respect to a particular dimension.

Instead of simply optimizing towards the expected proxy reward of an average over the population
U , we are now able to distinguish between different preference dimensions (the aspects). Thus, an
aspect-based scenario no longer necessitates the joint optimization of all aspects in a singular end-
to-end framework, but rather allows for a modular decomposition of the objectives into different
sub-problems. Particularly for the later formalization of disjoint aspect dimensions (e.g., “entity-
centricity” and “query focus”), it can be theorized that a decomposed creation of a summary for
the “entity-centricity”, combined with a summary for the “query focus”, can sufficiently cover the
user preference along both dimensions. Notably, not all aspects may be considered orthogonal
and thus, additive in the nature of optimizing towards them. We will reserve this as a problem fpr
further discussion later on.
Such a broad distinction allows us to further categorize and describe two distinct notions of as-
pects: ex-ante (Section 4.2) and ex-post (Section 4.3). The former can be considered any modifi-
cation on the input text that is only concerned with modifications of the input text, plus some

1We note that there exist approaches that consider such explicit preferences to train systems, and achieve state-of-the-
art performance. See, for example, the early work of Christiano et al. (2017) within the field of RLHF (reinforce-
ment learning from human feedback), as well as summarization-specific applications of Stiennon et al. (2020).
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Summarization Guidance Signals
Related Work Guidance Token Rel. Triples Highlights Summaries
Kikuchi et al. (2016) ✓(length) ✗ ✗ ✗

Cao et al. (2018) ✗ ✗ ✗ ✓(retrieval)
Li et al. (2018) ✓(keywords) ✗ ✗ ✗

Liu et al. (2018a) ✗ ✗ ✓ ✗

Liu et al. (2018b) ✓(length) ✗ ✗ ✗

Fan et al. (2018) ✓(length, entity, style) ✗ ✗ ✗

Jin et al. (2020) ✗ ✓ ✗ ✗

Saito et al. (2020) ✓(keywords) ✗ ✓ ✗

Dou et al. (2021) ✓(keywords) ✓ ✓ ✓(retrieval)
Zhu et al. (2021a) ✗ ✓ ✗ ✗

Table 4.1: A taxonomy of supported guidance signals in neural guided summarization models, taken from
Dou et al. (2021). It distinguishes between different forms of guidance signals. Individual tokens

may be used to steer signal on specific aspects, such as length. For incorporation of specific rela-
tionships, knowledge triplets from graph databases are used in some instances. Highlight sentences

may be obtained in a first-stage retrieval system and may guide summary generation. Passing en-

tire summaries from a series of retrieved documents, or even using them for templating purposes,
is also possible.

optional user parameter. One example would be the entity-centricity as an ex-ante aspect. In con-
trast, ex-post aspects require “world knowledge” and generally only affect the generation section of
a summarization system. Here, we could consider the source styling attribute by Fan et al. (2018),
which depends on knowledge of particular text styles, and goes beyond the current input text.

4.1.2 RelatedWork

As illustrated before, we are not the first to consider a user-centric view of summarization, but
rather attempt to unify and categorize the previously given – and wildly varying – aspects men-
tioned. Particularly in this section, we start by addressing the three major themes present in previ-
ous chapter as well: data, models, and evaluation. As a central basis for learning user preferences,
we highlight the various datasets that may be used for learning user-centric generation patterns,
as well as the underlying resources from which they were created. Regarding the modeling of as-
pects, we can distinguish between a number of high-level approaches. Some works attempt to
introduce controllability as a parameter in neural models, whereas others resort to a framing as
a conditional selection problem (e.g., controllable extractive summarization). Finally, regarding
the evaluation setting, we still find a large similarity in the approach to generic single-document
summarization settings.
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Resources for Aspect-focused Generation

We find only a few dedicated resources for user-centric summarization purposes. The first promi-
nent pillars of user-centric corpora are the DUC 2003 and DUC 2004 tasks. DUC 2003 in-
troduced focused summarization tasks, distinguished by event, viewpoint, or question guidance
signals (Over et al., 2007). DUC 2004, Task 5 similarly dealt with “short summaries focused by
questions”. For this task, annotators answered questions across a total of 50 distinct document
clusters, such as “Who is X?”, with an average of 10 documents per cluster.2 Notably, the sum-
maries are generally expected to be rather uniform in length (around 100 words), with low variance
across samples.
Later editions of the Text Analysis Conference (TAC) continued similar tracks between 2008 and
2012.3, There are several renditions of an “opinion summarization track”, as well as the update
summarization task, vaguely reminiscent of the remainder summary (re-)introduced by Fan et al.
(2018). The former task setting is particularly relevant for various e-commerce settings, such as
filtering reviews and providing users with short, aspect-focused texts summarizing the opinion of
a larger set of previous customers (Dang and Owczarzak, 2008). The data is similar in structure
to the previous DUC resources, and is largely centered around NIST’s Text Retrieval Confer-
ence (TREC) annotations, which also sponsors the TAC shared tasks. In 2010, the organizers
of TAC introduced a guided summarization task,4 which is probably closest to an unconstrained
aspect setting, such as it is discussed in our work. The provided samples include a list of key ques-
tions or aspects (e.g., keywords), which should be present in the generated summary. Despite the
more general setting, the constraints on generation length (≈100 words) and the size of document
collections remained the same. Subsequent analysis found that aspect-focused systems rarely out-
performed the much simpler baseline (Steinberger et al., 2010).
New datasets have only been proposed more recently. Krishna and Srinivasan (2018) use a topi-
cally guided system to generate synthetic training data, which other systems have previously used
for model training. They bootstrap the generation of multi-aspect summaries by fixing topics
based on an initial list and learning word-frequency-based counts for topics in existing news ar-
ticle documents (Hermann et al., 2015). Similar synthetic approaches to data generation have
later been generalized to an unsupervised setting by Coavoux et al. (2019), who use continuous
sentence representations as a means to cluster documents into topically consistent aspect-clusters.
As an attempt to re-distribute the focus in resource creation on semi-automated resources (in-
stead of fully relying on automated alignments), Kulkarni et al. (2021) present a query-focused
summarization dataset, which matches natural questions from Google’s real-world query corpus

2https://duc.nist.gov/duc2004/, last accessed: 2023-05-03.
3See, e.g., https://tac.nist.gov/2008/summarization/index.html, last accessed: 2023-05-03.
4https://tac.nist.gov/2010/Summarization/, last accessed: 2023-05-03.
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with web content from the C4 dataset (Raffel et al., 2020). The resource covers around 8,100
examples, spanning a total of 52,700 reference documents from C4.
The largest aspect-focused resource is presented by Hayashi et al. (2021), who use section infor-
mation within Wikipedia as a weak guidance signal for focused summaries. Spanning a total of
20 distinct domains, they select “aspects” as the most commonly present section titles within sub-
category, with a total of 10 aspects per individual domain. The total number of documents exceeds
320,000 training instances, making this by far the largest created resource. However, due to the
redundancy in using relevant paragraphs as silver labels, the authors substitute a concatenation
of cited content as the input to a summary setting; this drastically limits the achievable perfor-
mance, due to the unrelated nature of other articles. Their approach is in large parts based on a
similar strategy employed by Liu et al. (2018a), who generate a generic summarization corpus on
Wikipedia.
Notably, all the previously mentioned resources are again solely focusing on the English language;
as we have discussed this problem previously in Section 3.1.1, this severely limits the applicability
of models. To our knowledge, besides the work by P.V.S and Meyer (2017), no resource exists
in a non-English language. The mentioned work introduces a German resource to study multi-
document summarization settings with a secondary guidance focus, which contains topic clusters
similar to the DUC/TAC-style datasets.

Aspect-based SummarizationModels

Work on modeling user focus in summarization systems is not new. Already before the 2000s,
López et al. (1999) introduce the idea in a user-focused retrieval model. They use summaries,
consisting of lists of keywords, to get better precision-focused retrieval items, and allow the mod-
ification of these lists by users. Aside from the submissions to relevant DUC and TAC tasks,
Vanderwende et al. (2007) introduce a topically weighted focus on top of SumBasic Nenkova
and Vanderwende (2005), which allows for further modification of content selection. They also
already discuss the inclusion of other aspects, similar to our division into ex-ante (selection) and
ex-post (modification) approaches. In particular, they argue that a coupled sentence simplifica-
tion step may help with intra-sentence summarization. A further nice overview of early methods
is given by Díaz and Gervás (2007). They refer to the problem as “user-focused summaries”, and
include keywords, section or category information, as well as “feedback terms”, specified by users.
First approaches to aspect-guided summarization with neural models can be found in Kikuchi
et al. (2016), who introduce singular constraints (in this case, length of an output summary) on the
generation process. Approaches focusing on the stylistic guidance of outputs have also been inves-
tigated around the same time, however, with a fairly unusual choice of architecture for language
generation. Hu et al. (2017) steer the generation of particular sentiments in output sentences by
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building a model in the style of variational autoencoders (VAEs) and generative adversarial net-
works (GANs).
Fan et al. (2018) introduce the first neural approach focusing on a variety of styles, and are prob-
ably the most similar of the earlier works to the holistic representation of arbitrary aspects as our
work. As previously mentioned, they encode length, remainder summarization, stylistic transfer
based on the source, as well as entity-centric generation for styling output summaries. However,
their evaluation still focuses primarily on generic summarization datasets.
Concurrently, the previously mentioned work by Krishna and Srinivasan (2018) also introduce a
similar multi-focused aspect model, which they dub a “topic-aware pointer-generator network”.
While their model outperforms other methods on the evaluated datasets, the similarities in which
the dataset was constructed to the ultimate evaluation benchmark likely gives them an unfair ad-
vantage in this setting.
Frermann and Klementiev (2019) are more forward in their discussion of appropriate evaluation
setups. They address the lack of suitable training data by synthesizing datasets based on the work
by Krishna and Srinivasan (2018), which further modifies the generation of individual aspect-
summary pairings. In particular, they manually evaluate the classification accuracy of individ-
ual aspect mappings for a subset of their test collection in addition to evaluating existing sum-
marization qualities. Both Frermann and Klementiev (2019) and Krishna and Srinivasan (2018)
use similar architectures internally, building on the (at the time) common architecture of LSTM
encoder-decoder models with attention (Bahdanau et al., 2015).
Coavoux et al. (2019) present a first unsupervised neural approach, similar in mind to the previ-
ous one. While it focuses on product reviews, which we do not consider explicitly in our work,
it presents interesting sampling strategies to describe aspect clusters (based on sentence represen-
tations). This is particularly relevant for multi-document settings, where topical overlap is to be
expected, or otherwise particularly long input sequences.
One of the first transformer-based approaches to guided text generation is probably the CTRL
model family (Keskar et al., 2019), which uses simple one-word (or few-word) prompts to induce
stylistic properties on the output text. The inclusion of more complex prompts, e.g., the URL/-
domain of a referenced article, exhibits similar behavior to what can be observed by recent large-
scale attempts, like ChatGPT.5 They also investigate the generation behavior under prompt mix-
ing, i.e., the combination of multiple different prompts. As a relevant subsequent work, CTRL-
Sum (He et al., 2022) applies this paradigm to the particular task family of summarization, and
includes prompts in various forms for output styling. CTRLSum supports keywords-based con-
trol tokens, for which the authors present an elegant formalization. Modeling user preferences as
a keyword in the conditional generation problem p(y|x, z), where x, y is the pair of input/out-

5https://openai.com/blog/chatgpt, last accessed: 2023-05-15.
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put sequences, and z the user keywords. This is fairly similar to our own formalization, which in
theory allows for a generic aspect-controllability, as well as a dedicated focus on user needs in the
learning process. The extraction of keywords at training time is automated, and based on the pop-
ular ROUGE-2 maximization algorithm to greedily select matching sentences. They then again
sub-select max-spans with exact matches in the reference text to align keyword prompts with “ex-
pected summaries”. At test time, a BERT-based sequence tagger is trained for the purpose of
extracting relevant keywords, if none are specified by the user.
Our main criticism of their work is the fact that they seem to model aspects well that are relevant
for the styling of output text (i.e., what we introduce as ex-post aspects). In comparison, modeling
length requirements or other selection-focused aspects relating to the input is seemingly done in
a very naive fashion, given their unwillingness to extend the end-to-end neural approach. This es-
pecially limits the applicability to longer input sequences, as well as the addition of further aspects
without complete re-training. Furthermore, their evaluation is again limited to generic summa-
rization datasets.6

Similar to the previous model, Dou et al. (2021) introduce generalized aspect-modeling ar-
chitecture in the form of a parallel (weight-shared) encoder stack, which encodes arbitrary
sequences into a guidance signal. These can include entire sentences (highlights), or user-
provided/automatically extracted keywords (primarily for the inference stage).
The only work considering an explicit relevance representation with respect to multiple aspects
are Wang et al. (2023), who learn an attention-like vector representation over the sentence-wise
relevance during training. Instead of using it as a pre-selector, however, they limit themselves to
using relevance vectors as a weak guidance singla during the generation step. They use the WikiAsp
dataset by Hayashi et al. (2021), but extend it by a small evaluation study with graduate students
on three different analysis dimensions. Departing from a direct training of neural models, Chan
et al. (2021) utilize constrained Markov Decision Processes (CMDP) as a means of controlling the
output generation for text summarization. Interestingly, this theoretical modeling allows them
to enable training on policy reward functions, such as optimizing for BERTScore (Zhang et al.,
2020b) instead of token-level losses. For a meta-analysis of current trends in the field, we further
refer the reader to Urlana et al. (2023b).

Evaluation Strategies for Aspect-based Summarization

Yang et al. (2023) are evaluating ChatGPT for aspect-based summarization. They sample from
QMSum, SQuALITY, and two other datasets, compute ROUGE scores, as well as the metrics by

6We want to point out to the reader that He et al. (2022) also evaluate their model on the arXiv dataset. While
one could assume that this would constitute significantly longer inputs than other summarization datasets, the
authors perform a number of manual filtering steps, effectively reducing the “reference text” to only include parts
of a paper’s introduction section.

123



4 A Formal Framework for Aspect-based Summarization

Grusky et al. (2018). They do compare to task-specific fine-tuning models, which are generally on
par with the ChatGPT solution, and significantly better in some instances. Hayashi et al. (2021)
consider aspect-discoverability as a separate evaluation axis, thereby reducing the complexity of
the analysis to a particular sub-problem. Otherwise, we are not aware of setups that allow for the
simultaneous evaluation of multiple aspect dimensions in parallel, much less without meaningful
insights for users on a larger test bench.

4.2 Ex-Ante Aspects

Existing approaches to aspect-focused summarization share a number of common pitfalls: They
predominantly focus in English as their language of choice, with no support for multilingual tasks,
and further struggle with long inputs that may be more realistic to generic application scenarios.
However, they key limitation of a fair number of models is their cap on the input length at some
arbitrary value, generally assumed to be 512 subword tokens. We already previously discussed this
limit in Section 3.1.2 and want to reiterate that this is insufficient for a wide range of domain-
specific applications. To address both of these problems, we suggest the “separation of concerns”
between the pre-selection stage and the actual controlled text generation in an aspect-based summa-
rization setting. In fact, this neatly maps onto the existing architecture of hybrid summarization
systems (Liu et al., 2018a). As mentioned, with respect to recent advancements for versatile sum-
marization systems, the generic two-stage (hybrid) architecture is becoming the de-facto choice
for most related works on long-form text summarization. Its particular design is highly similar to
architectures commonly found in other sub-fields of the Natural Language Processing commu-
nity, such as Question Answering (Chen et al., 2017) or more Information Retrieval-related work
on two-stage ranking (Nogueira and Cho, 2019).
Broadly speaking, these systems combine a cheap and relatively effective first-stage module as a
preliminary filtering approach and relay the smaller intermediate result set to a more expensive
(but also more accurate) system that re-checks or refines the content further, according to the ex-
pected output task. Frequently, the first module is an established heuristic such as term frequency
– inverse document frequency (TF-IDF) (Jones, 2004) or BM25 (Robertson and Jones, 1976),
followed by a larger neural model for the second stage. While the general pipelines might seem sim-
ilar, the exact task during the second stage varies across different sub-fields: in the case of Question
Answering, the target is the selection of a (multi-)word span within a pre-filtered sentence/para-
graph, a re-shuffling of top-k results in Ranking, or, as is the case in summarization systems, the
re-writing of filtered content into a coherent segment.
We briefly discuss a formal view of the ex-ante stage in Section 4.2.1, before manifesting a number
of exemplary dimensions in Section 4.2.2. Importantly, in scenarios with multiple aspects, it may
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be necessary to combine the representations of several different ex-ante dimensions, which we
briefly touch upon in Section 4.2.3.

4.2.1 Formalization

With our more general definition of aspects in mind, we can begin to differentiate between nu-
anced interpretations, specifically in the context of hybrid summarization architectures. This sec-
tion deals with aspects that require the incorporation of ex-ante information for an intermediate
summary representation. One may consider multiple simultaneous preferences modeled via sepa-
rate aspects. Instead of jointly modeling aspects in an end-to-end neural model (Dou et al., 2021;
He et al., 2022), we separate aspect-specific relevance by different ranking models. This allows
the later addition of further aspects without the explicit need for re-training systems, as well as the
recycling of components across models. The combination of multiple parallel aspects is discussed
in Section 4.2.3 Generally speaking, ex-ante aspects are modifications on the underlying reference
text, such that a re-weighting of importance occurs at the level of individual segments. They can
be formalized as components reducing the content within a document collectionD. In a hybrid
summarization setting, we may refer to the ex-ante modules as a selector or filter, based on their
primary function.

Given this focus on an extractive setting, a formal definition is pretty straightforward from the
representation of extractive summarizers in Section 2.1. As a formal view, ex-ante filters can be
expressed as a function over the input document collectionD and the user preferences of users in
U , mapping to a relevance score, limited to the range of [0, 1]. This leads to the formalization as

f ante : D × U → [0, 1]. (4.3)

Unlike previously given definitions of generic summaries as in Equation (2.5), this instead con-
siders an ex-ante filter as a ranking approach, assigning relevance scores rasp

i ∈ R to each existing
segment di ∈ S .
Given that no explicit “filtering” has occurred at this point, we may naively consider the inter-
mediate representation Sasp, based on a singular aspect, as a ranked list based on the descending
relevance scores, or formally

Sasp := [t1, ..., tn], r
asp
i ≥ r

asp
i+1, ∀1 ≤ i ≤ n, (4.4)

wheren = |S| constitutes the number of all available segments. We may further consider a strictly
limited reduction of the intermediate segments, e.g., by simply cutting off the list past a certain
numbernor threshold value t ∈ [0, 1]. However it may be implemented, from here on we assume
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that a “subjectively relevant” summary can be generated on the filtered set, as defined in the hybrid
model of Section 2.2.3.
The formulation of ex-ante stages has several inherent benefits that may not be immediately ob-
vious to the reader: ex-ante filters differ from existing end-to-end approaches in that they do not
have to consider the entire context of the document collection D at once. While the maximum
length usually drastically limits the applicability of systems to long-form user scenarios, having a
re-ranking function operating on individual segments is flexible in its usage and can easily incor-
porate much longer contexts, as long as individual segments are relatively self-contained and are
consistent in their maximum individual lengths. In fact, it also makes them naively compatible
with existing end-to-end aspect-based (generative) solutions. Given the purely extractive nature
of the ex-ante stage, we can consider the resulting intermediate representation as a pre-processed
input segment to a secondary stage, which then re-writes text into a coherent output summary.
As a secondary advantage, we argue that learning the explicit modeling of simple ex-ante filtering
steps, such as the query relevance, adds additional complexity into the training process, which
can now be separated out into a dedicated relevance module; this offers benefits as it can (a) re-
use existing components trained for this particular tasks from other projects and (b) quickly be
exchanged for newly trained systems without replacing other components in the pipeline. These
final considerations are particularly interesting for the development of multilingual systems (or
generally, systems working on non-English data). While there is certainly little relevant data avail-
able for training an end-to-end aspect-based summarizer in non-English languages, one can most
certainly find query relevance modules that work perfectly fine in those languages. Having said
that, we will now move on to exemplify some of the particular ex-ante aspects that were either
previously discussed in the literature, or are immediate variants that come to mind.

4.2.2 Ex-Ante Aspect Dimensions

To understand in more detail what particular aspect dimensions may be represented during the ex-
ante stage already, we enumerate a number of different example dimensions. Particularly relevant
is the consideration of independence between different aspects, which is assumed at this stage.
Straightforward translations of filtering steps may include: generic query relevance, entity-centric
focus, temporal filters, or simple deduplication filtering. We further discuss how individual filters
may be realized in practice, which can range from simple heuristics to complex retrieval models.

Generic Query Relevance

One of the most prevalent ex-ante realizations across existing literature is the incorporation of
query relevance filters. In practice, they can take many different forms and shapes, depending on
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the way in which the query signal is created. This includes explicitly provided user queries (Con-
rad et al., 2009; Kulkarni et al., 2021)), but also generic keyword-based “search terms” (Steinberger
et al., 2010; Dou et al., 2021; Vig et al., 2022).
To rank passages with respect to arbitrary query terms, we may consider existing unsupervised
solutions from the IR community, such as the aforementioned TF-IDF or BM25 relevance func-
tions. We detail the respective implementations when discussing our prototype system in Sec-
tion 4.5. Both variants enjoy wide popularity given their relative simplicity (especially compared
to neural models), language transferability (they only require a tokenization module in the tar-
get language) and ability to generalize somewhat well to different domains (given their long track
record of application in the IR domain). It is not entirely decided whether one metric is preferable
over the other.7

Of course, more complex query relevance models may be utilized, too. Depending on the
size of the document collection, however, the performance considerations for a “real-time” set-
ting may be too restrictive to employ more complicated methods. As such, nearest-neighbor
search over embedded segment representations are one possibility (Reimers and Gurevych, 2020),
but given the asymmetric nature of query strings and segments (i.e., queries being generally
much shorter than individual segments), specific architectures, such as Dense Passage Retrieval
(DPR) (Karpukhin et al., 2020) may be a preferable choice.8

Furthermore, we may consider topically-aware aspects as a variant of query-relevance aspects (Kr-
ishna and Srinivasan, 2018). By replacing the generic search setting with a similarity computation
of topic vectors of individual segments (and a query relating to individual topics), it is possible to
abuse a generic implementation for a slightly more specific setting.

Entities

A prominent filtering variant in existing work is also the focused generation of particularly entity-
centric summaries (Dang, 2006; Over et al., 2007; Fan et al., 2018; Maddela et al., 2022). In such
instances, a generic query relevance model may not be sufficient, as it cannot distinguish between
the more stringent definition of an entity, usually limiting the consideration to any noun phrase
describing a (physically present) thing or person. As such, most of the content within a section
can be easily excluded by not referencing the entity in question, which is different from a soft
similarity function described in the previous section.

7Chen et al. (2017) report that BM25 performs (slightly?) worse compared to TF-IDF, but do not quantify the
difference. IR literature generally values BM25 over TF-IDF as a baseline for ranking problems, but acknowledges
the additional complexity of choosing appropriate hyperparameters. We leave it up to the reader to decide on the
preferred ranker choice.

8Practically speaking, neural representation also offer key advantages over classical ranking methods in terms of nor-
malization; a fact we will detail further in Section 4.5.
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In fact, the simplest solution for entity-centric ex-ante filters is a boolean mask indicating exactly
this presence (or absence) of the entity being mentioned in a segment di; realizations of such a
filtering step may utilize existing domain-independent tagging methods, such as they are available
in libraries like spaCy (Montani et al., 2023). The required existence of such (usually language-
specific) taggers slightly limits the transferability of entity-centric filters. Again, these are still more
likely to be available in a particular language compared to an entity-centric end-to-end aspect sum-
marization datasets, which reinforces the preference of such independent filtering approaches.
More interesting is the discussion to what extent entities need to be pre-specified by a user. The-
oretically, given a user-specified entity to focus on, it may be entirely possible to achieve a simple
entity-filtering module by checking for exact matches of the entity in each segment di.9

On the other hand, a user may simply state their preference as “summarize each entity mentioned
in the text”; in such cases, the extent of present entities is not known a priory, and in fact requires
a more complex self-filtering. In this process, it has to be first determined what entities are occur-
ring across the document collection, and then separate filters have to be instantiated for each of
these entities.
Maddela et al. (2022) discuss considerations for the curation of entity salience, but also re-
strict themselves to the simpler sub-task of generating summaries for pre-specified entities. In
fact, their evaluation serves as a great example of supporting simpler methods for ex-ante aspect-
summarization, as their simple baseline of simply returning the top three sentences per entity
(what they refer to as lead-3ent) outperforms all other approaches.

Temporality

Due to the fact that prior work primarily focused on narrow document collections, often to the
point of simply considering singular input documents, this particular aspect has been neglected so
far. While we will spend more time considering the modeling of temporal aspects in Chapter 6,
we briefly introduce a generic temporality filtering for this context as well. Generally, it should
be assumed that there is temporal (meta-)information available for documents in the collection.
Most commonly, this is the document creation time (DCT), or otherwise a publication date of
first appearance. For the purpose of the current section, we will not further discuss temporal

mentions (i.e., explicit references to points in time within the document’s content).
In particular, we can imagine different scenarios in which this is particularly appealing: primarily
for social media-like summarization settings, or similar areas with a large number of documents
inD, it may be helpful to extract only those texts which fall within a particular time range, e.g.,
only articles from within the last two weeks should be considered. On the other hand, we may

9Note that this does not work for co-reference mentions of entities. However, even with dedicated entity taggers, this
is usually not available, or otherwise requires additional computational overhead, see Section 3.5.
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also consider a related topic, commonly referred to as timeline summarization (Campos et al.,
2014; Steen and Markert, 2019; Hausner et al., 2020a,b). In such instances, temporal relevance
can simply be used to create a recency-biased ordering, or otherwise serves as a guidance signal for
later (temporally ordered) summarization generation.10

Temporal aspects also offer the benefits of being cheap to compare, structured (temporal markers
can be compared without explicit training being required), and language-independent. Of course,
they can only be considered in the described scenarios with enough documents in a collection, as
otherwise the filtering on DCT stamps becomes fairly redundant as a re-ranking step.

Further Filters

We previously mentioned the problem of content duplication in multi-document settings. To ad-
dress this issue, it is also possible to design a deduplication filter as an ex-ante aspect. As such,
“relevance” (or the re-ranked order) may first include only the respective choices of deduplicated
text segments, and only later on repeat the duplicate content (with much lower relevance scores
being assigned to duplicate content, respectively). While we are not consciously aware of any pre-
vious system optimizing towards the explicit filtering of content repetition, the argument can be
made that it is usually implied by evaluating systems based on their summary-level coherence. As
discussed in Section 2.3.1, this generally also includes the explicit repetition of content. Simulta-
neously, the filtration of duplicates can be impactful on the ex-post stage, as the overall length of
considered content may be drastically reduced in such a fashion.

Finally, we also briefly mention the “remainder summarization” aspect by Fan et al. (2018). While
this is exclusively a control parameter relevant to single-document summarization scenarios,11 it
is possible to create such relevance mappings based on the last considered segment as well.

Not explicitly considered as an ex-ante aspect, but certainly related, is the length-constrained sum-
marization, discussed by, among others, Kikuchi et al. (2016) or Fan et al. (2018). In our opinion,
length constraints do not explicitly pose as an ex-ante aspect. As it is simply a relevant factor for
the generation during the ex-post stage, having an exhaustive intermediate representation (as the
result of the ex-ante module) is no exclusion on further reductions in the ex-post stage.

10We highlight how this aspect partially transcends our neat division into ex-ante and ex-post. In fact, timeline sum-
marization reveals one of the few exceptions (which we could think of), where the information from an ex-ante
filtering may be explicitly necessary during the generation in the ex-post stage as well.

11Otherwise, the specific remainder would have to be defined for each individual document in D.
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4.2.3 Relevance Representations forMultiple Aspects

Unless a generic filtering step suffices for the ex-ante stage (such as the TF-IDF module employed
by Liu et al. (2018a)), it is highly probable that multiple different filters are combined to achieve a
further distinction between various aspects and combine the effects of all of them. So far, however,
we have only considered the implications of individual ex-ante aspects on the original document
collection, but not how they can be combined with multiple filters being implemented at the same
time.

Given that we previously defined the result of an ex-ante filter as a mere re-ordering in Equa-
tion (4.4), we now have to consider ways in which to combine re-orderings from multiple sources,
and how these can be combined. Consider a document collectionD, different ex-ante aspect func-
tions f aspj . Instead of contemplating the combination of resulting individual re-rankings Saspj ,
we instead denote a relevance vector for each segment ti ∈ S . As such, we obtain a representation

r
asp
i := [r

asp1
i , r

asp2
i , ..., r

aspm
i ], (4.5)

where r
aspj

i represents the relevance of di under the j-th aspect filter. Note that the exact length
of this vector may depend on the particular query (i.e., which/how many filters are applied) and
is not necessarily static between different requests.

Returning to our previous formalization of user preference, we now need to come full circle and
express the preference of di for a user U in terms of the individual ex-ante filters. Our hypothesis
is that the true preference function pref(s, U) can be expressed in terms of a piece-wise approxi-
mation through the respective aspects, or formally,

pref(s, U) :≈
∑
ti∈s

m∑
j=1

r
aspj

i . (4.6)

We note several peculiarities about this combination of relevance scores: First of all, the linear
combination of segment scores in s means that the score is unconstrained, meaning that a longer
summary will inevitably score higher, given the previous assumption that r

aspj

i ≥ 0 for all scored
segments and aspects. In practice, one can impose limitations on the size of s, by simply consid-
ering the k highest-scoring segments, i.e.,

sk := [t1, ..., tk], s.t.,
m∑
j=1

r
aspj

i ≥
m∑
j=1

r
aspj

i+1 (4.7)
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Regarding the particular choice of a parallel architecture, in which distinct aspects are first com-
puted individually, and then later combined, we briefly comment on the differences compared to
a linear model. In practical terms, the parallel pre-computation allows for an immediate speed-up
over a sequential application, as the respective rankings can be computed simultaneously, at the
cost of increased compute/memory requirements.12 Furthermore, the linear application of filters
offers no clear insight on the dependence of filtering order. It cannot be (easily) guaranteed that
f aspi(f aspj (s, U)) = f aspj (f aspi(s, U)), whereas the combination of scores always guarantees
an equal outcome.
A final consideration is the further adjustment towards user preferences, based on importance
weighting. So far, the assumption of our deconstructed preference modeling discussed still as-
sumed that all users have generic considerations when specifying an aspects. In contrast, we can
further allow for a user-differentiated weighting of different ex-ante aspects in our score combina-
tion, e.g.,

pref(s, U) :≈
∑
ti∈s

m∑
j=1

wU
j r

aspj
i . (4.8)

While this works well in theory, we acknowledge that a manual specification of aspect weights
is inconvenient for a user to pick. As such, we rely on an equally weighted aspect initialization
for our experiments, and do not further investigate the re-weighting scenario in detail. However,
it can also be noted that related work has previously explored similar ideas, by automating the
weights through learned attention weights (Wang et al., 2023).

4.3 Ex-Post Aspects

Throughout the sections so far, the implications were always entirely on the side of content selec-

tion, with the only modification made to the ordering of input content (respectively, an eventual
filtering). However, a necessary second step in the process of obtaining aspect-based summaries
is the focused generation of those summary texts as well. One final notable observation of the ex-
ante stage is the fact that any modification of the input text only requires knowledge of the user
preference and the desired aspects. On the other hand, particular aspects might no longer depend
on the available text, but rather rely on implicit world knowledge. We refer to these as ex-post as-

pects. One particular example could be the tailoring of generated summaries towards the reading
level of a particular user – in this case, a system would have to acknowledge the (implied) ability

12Interestingly, despite never being explicitly mentioned as an advantage, the joint computation of several aspect rel-
evance factors in one singular forward pass remains one of the key benefits for having a fully end-to-end neural
aspect solution, as it is discussed in related work.
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of the user to understand particular words, which is not indicated through the originally avail-
able reference text. Extensions of the same example also go beyond simple vocabulary choices; it
might be necessary to give background context for less knowledgeable users that experts already
posses. Applications scenarios utilizing simplification in the context of summarization are par-
ticularly the “layman setting” presented for technical sub-domains (Chandrasekaran et al., 2020;
Goldsack et al., 2022).
Similar to the previous section, we start out with a brief formalization of the ex-post aspect notion
in Section 4.3.1, followed by a brief discussion of example aspect dimensions considered during
the ex-post stage in Section 4.3.2.

4.3.1 Formalization

Contrary to the ex-ante stage, ex-post aspect preferences are already considered in a more formal
fashion throughout the literature (Dou et al., 2021; He et al., 2022; Wang et al., 2023). We keep
our own definition closest to the work by He et al. (2022), and aim to learn a “desirable” summary
generation output as the maximization of a probability distribution

p(sabs|Sext, U), (4.9)

where sabs represents an abstractive summary (i.e., an arbitrary sequence of tokens [t1, ..., tm]),
and Sext a sequence of segments chosen by an extractive (aspect-based) first-stage mechanism.
As a second consideration during the output are once again the user-specified input control sig-
nals, in this case specifically for the ex-post stage. It may be entirely possible that the segments in
Sext retain additionally specified ex-ante considerations, however, for the sake of this first formal-
ization, we assume that these are fully independently modeled.

In contrast to the ex-ante stage, however, we do not attempt a separation of different ex-post as-
pects into separate, individually learned, components. The reason for this is the overwhelming
empirical evidence in the community that the combination of different aspects is explicitly pos-
sible in an abstractive stage (Fan et al., 2018; Dou et al., 2021; He et al., 2022), and the further
re-combination of separately generated text segments would be prohibitively costly.13 Regarding
the joint ex-post function, it can then be described as a singular mapping

fpost : S × U → V, (4.10)

similar to the functional mapping of abstractive systems presented in Section 2.4.2.

13In addition, many of the ex-post attributes are inter-dependent anyways, and therefore rely on a joint modeling.
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Given the previous definition, it becomes apparent that the evaluation of fulfilling the user
desiderata is significantly harder, meaning it will become a great effort to judge whether a particu-
lar generated summary is of “high quality”. However, one very important detail is the fact that –
in all likelihood – the set of intermediate segments is chosen by an ex-ante filtering process in our
scenario. This implies a greatly reduced length of the summary, effectively moving the generation
and learning process away from a summarization-focused outcome, and instead to a more generic
text-to-text setting.14 Here, an equally long input and output is not uncommon, and the addi-
tional burden of removing content is no longer on the generative model, but already taken care of
by our first-stage module(s). As such, it also allows the reuse of generic text generation models, as
they are becoming increasingly more popular in recent times (Radford et al., 2018; Brown et al.,
2020), particularly ones using variants of the instruction fine-tuning paradigm (Chung et al.,
2022). Models following instruction fine-tuning, coupled with enough parameters (or training
data, see Hoffmann et al. (2022)), generally do well on a range of different generation tasks, and
are directly trained in human feedback (Stiennon et al., 2020), which makes them appealing for
our user-centric modeling of summarization settings. We will further detail the intricacies of large
language model-based text generation in Chapter 5 and refrain from a deeper discussion at this
point in time.

4.3.2 Ex-Post Aspect Dimensions

Given the previously discussed problem of separating out concerns for the particularities of ex-
post aspects, we detail a number of different examples that demonstrate these problems. In par-
ticular, we stick with the previously defined aspect of text length, discuss diversity and specificity
of generated summaries, and final consider the additional option to simplify generations.

Text Length

Relatively straightforward, and also considered as an example by related works (Kikuchi et al.,
2016; Fan et al., 2018), we may consider the length of a generated text as a controllability aspect.
Generic summarization datasets oftentimes come with fairly short reference summaries, such as
around 1-3 sentences for the popular XSUM dataset (Narayan et al., 2018).
In theory, the generation of differently long outputs does not sound too difficult, but it has to
be considered that the additional compression of intermediate representation may require differ-
ent levels of paraphrasing (or generic re-writing), depending on the target length. Furthermore,

14As a neat practical side effect, this also greatly reduces the cost of running the generally expensive LLMs, given that
less tokens have to be processed per sample. In our own anecdotal experience, setting reasonable ex-ante filters may
reduce the input length (and thus processing cost) by up to 80%.
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particularly for long generations, systems tend to struggle with maintaining coherence (Steen and
Markert, 2022), which makes this more challenging that it originally may seem.

Degree of Abstractivity

As we have laid out in Section 2.5, domain-specific applications also call for a customizable degree
of abstractivity, i.e., the level to which the words are directly copied over from the input docu-
ments, versus a custom re-phrasing. Particularly for knowledge-intensive domains with high sen-
sitivity to false information, such as the medical or legal fields, solutions may be required to be
tuned more towards extractive summary generation. To our knowledge, the only system explic-
itly incorporating parameters to control the degree of abstractivity is the /summarize endpoint by
Cohere.15

Training systems to recognize different distinctions of abstractivity is challenging. While it is triv-
ial to generate a fully extractive summary (e.g., by simply taking the highest-ranking segments after
the ex-ante stage), it is already questionable how abstractive summaries generated by pre-trained
summarization models are. Their capabilities in turn largely depend on the abstractivity of under-
lying gold reference summaries in the utilized datasets. Most news-related resources are relatively
low in terms of abstractivity (Bommasani and Cardie, 2020), and thus do not require models to
perform overly much paraphrasing in order to score highly.16

On the other hand, actively controlling levels of abstractivity requires a more nuanced under-
standing of the notion semantic content of segments (and the implications on generation such a
parameter may have). As such, multiple different references (varying the degree of abstractivity)
are likely required to instill a vague understanding of the generated output. One notable excep-
tion may be a constrained decoding setup for generative models, which we will discuss in more
detail in Chapter 5.

Diversity and Specificity

Another prominent consideration, mainly relevant to multi-document summarization settings,
is the inclusion of additional diversity (or specificity) parameters in the generation process. This is
already related to the ex-ante aspect of deduplication, where the diversity of remaining segments
can be artificially increased by simply removing redundant content to begin with.
However, as we have mentioned in Section 2.5, there may be scenarios where users are explicitly
interested in being presented with multiple, conflicting stances on a particular subject; this is or-

15https://docs.cohere.com/reference/summarize-2, last accessed: 2023-05-10.
16This claim is further substantiated by the findings of See et al. (2017), who simply obtain direct copies of tokens from

the input during generation to dramatically improve evaluation scores on news-based summarization datasets.
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thogonal to the previously “diversity-reducing” settings, and may only be considered during the
ex-post stages, with particular segments being grouped together in the final output.

Interestingly, we already have early summarization systems that explicitly allow for generation
(or content selection) based on information-theoretic principles. Notable examples are the Max-
imum Marginal Relevance algorithm (Goldstein and Carbonell, 1998) and the SumBasic sys-
tem (Nenkova and Vanderwende, 2005).

Text Simplification

As a brief teaser of our later analysis in Chapter 5, we additionally consider the aspect of text com-
plexity as an ex-post aspect, particularly as a representative of “text styling” techniques.17 Hereby,
users may control a degree of simplification in output text, which is a desirable property not only
for language learners or disadvantaged readers, but also for layman audiences reading a more tech-
nically oriented literature.
To our knowledge, the literature combining summarization with generic simplification ap-
proaches (i.e., going beyond task-specific layman summarization) is relatively limited (Aumiller
and Gertz, 2022a). Oney key reason may be the fact that text simplification remains to some de-
gree subjective to the reader Gooding et al. (2021), requiring adaptive solutions that can adjust the
utilized vocabulary ad hoc. Furthermore, the consideration of text simplification exemplifies the
inter-dependence that we mentioned earlier. Aside from simply requiring lexical simplifications,
a system may need to add clarifying content (to introduce unknown concepts or topics), adjust
the complexity at the sentence/segment-level, and further consider additional constraints, such as
the output length.

4.4 Unifying Aspect Stages

With the previously introduced ex-ante and ex-post aspect categorization, we have shown that
there exists a wide range of customization parameters that can be incorporated into a general
summarization setting, and in theory allows for the generation of more appropriate (and user-
tailored) summaries. However, there are also some important questions that remain yet to be
answered, particularly with the consideration of ex-ante aspect filters during the later ex-post gen-
eration stage. I.e, how can the two stages be effectively unified in a practical model? While the
separation of concerns for different aspects allowed a more elegant approach to avoid re-training

17Recent models, such as ChatGPT, also allow for a wider range of other text style transfers, such as re-writing articles
in the voice of a specific personality. However, we do not consider such approaches of huge practical relevance, as
they are more entertaining than immediately useful.
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Most relevant segments for aspect r1:

- Segment i

- Segment j

[...]

Most relevant segments for aspect r2:

- Segment k

- Segment i

[...]

[...]

Summarize the results.

Summary:

These are the most relevant segments

for aspects r1, r2, [...]:

- (0.7, 0.2, ...) Segment i

- (0.4, 0.3, ...) Segment k

- (0.1, 0.1, ...) Segment j

[...]

Summarize the results.

Summary:

Figure 4.2: Two strategies for representing ex-ante information in a prompt template. The first prompt
template (left) groups the most relevant segments for each individual aspect, potentially even
including duplicate sentences across groups. The second strategy instead represents the aspect
relevance vector of the most relevant segments in numerical form, but otherwise does not per-
form any further grouping.

pipelines, it also has to be factored in how the output still reflects all user concerns in the end, and
does not show a particular “recency bias”, meaning a prioritization of ex-post filters.
Throughout the previous chapters, we implicitly assumed a trivial combination of the two sepa-
rate building blocks, feeding the results of an earlier ex-ante stage into an ex-post generator. De-
spite this, though, we have not explicitly considered in what ways the systems can actually be
combined, and what particular (technical or formal) challenges may arise from the correct com-
bination of these modules. Particularly with our aim for using general-purpose text generation
models without further adjustment, we need to consider the inherent limitation on feeding non-
textual signals into an ex-post module. We primarily investigate a series of natural language-based
representation methods in Section 4.4.1, with a brief elaboration on the key (dis-)advantages of
jointly learning such relevance functions in Section 4.4.2.

4.4.1 Intermediate Representations in Natural Language

One possible representation for conveying the desired parameters in an ex-post stage is to explicitly
spell them out in natural language formulations. Broadly related to the concept of “prompting”,
it includes the dilution of user preferences into concise statements prepended to the actual text
segments.
Notably, we may not only represent the actual ex-post aspects as explicit text, but also include
the relevance of segments to particular ex-ante filters in such a fashion. See Figure 4.2 for two
variants of including relevant aspects from the ex-ante stage. The two variants shown there differ
in the respective representation of the relevance feedback obtained during the ex-ante stage: We
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can either opt to assume that the relevance functions allow us to highlight the “k most relevant
segments” for every considered aspect (variant A in the figure), and then consider the re-phrasing
over those segment groups to formulate a final summary. This method has a clear advantage for
scenarios where the eventual generated text is expected to be in a similarly segmented state to the
intermediate summary, e.g., summaries exploring multiple entities in a single text (Maddela et al.,
2022).
The second variant, however, may be a suitable alternative when the overall summary coher-
ence is more preferred, or a further reduction of content is necessary for imposed textual con-
straints. However, we also note that the explicit representation of vectors has clear downsides:
The overwhelming majority of current models are known for poorly encoding numerical infor-
mation (Wallace et al., 2019), which makes it ambiguous whether such representations can actu-
ally be utilized well for the sake of constraining the generative decoding process. Secondly, having
vectorized aspect representations physically distances the numerical value from the description of
what aspect is referenced. We are not aware of any works empirically evaluating the impact of token
distance on modeling numerical relationships, but the general understanding within the commu-
nity right now points to a detrimental effect on the performance when long-form dependencies
are required (Tang et al., 2023).
One may also consider representations that do not contain any explicit relevance information for
individual segments. Instead, simply including descriptors of the various ex-ante filters leading to
the current intermediate representation may be sufficient. As we previously outlined, the omis-
sion of explicit relevance scores may lead to a lesser impact of ex-ante aspects on the final generated
text, but it could be a suitable alternative for models that can implicitly pick up on these more
generic insights as well.

4.4.2 Alternatives toNatural Language Representation

As a brief disclaimer, we want to mention that there exist alternative strategies that do not require
the textual inclusion of a segment’s relevance, and instead fall back on a jointly learned objective
function. The downside of such variants is again the problem that it needs to be explicitly trained
in joint fashion (Liu and Lapata, 2019; Wang et al., 2023). While Liu and Lapata (2019) propose
hierarchical encodings to learn a relevance function of individual segments, their generic architec-
ture lacks the inclusion of specific aspects. Wang et al. (2023) do consider a secondary encoder-
only stack for representing such aspects, however, only linearly encode a multitude of documents,
which imposes an unintended ordering on the input document collection, potentially leading to
unintended consequences. The respective methods of both works improve on the raw ROUGE
scores over their counterparts relying on less sophisticated filtering modules (potentially lacking
the explicit modeling of interdependence between aspects/relevance).
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Yet, the key problem lies in the fact that either approach would give up on one of the inherent ad-
vantages of our proposed architecture, namely the easy re-use of existing components without the
explicit need for re-training. With the level of consistency achieved in more recent extremely large
LMs,18 it remains uncertain to what extent in-domain learning can benefit the eventual down-
stream performance in our setting. Given that this exhaustive training procedure does not guar-
antee an improvement of results, and would imply an explosion in associated training cost, we
skip the evaluation of such explicit relevance models and refer to future work for such endeavors.

4.5 A First Implementation of an Aspect-based Summarizer

After addressing the theoretical requirements of an aspect-based model in the previous sections,
we now deal with the realities of implementing a first prototype system that follows the proposed
architecture. We discuss some particular concerns for setting up and evaluating such an aspect-
based system, mapping existing aspects onto our framework, and pointing out some of the lim-
itations that we currently encounter. For the particular task of aspect-based summarization, we
already pointed out the sparsity of existing datasets in Section 4.1.2, but re-iterate the practically
relevant data sources in Section 4.5.1. Section 4.5.2 deals with the realization of some exemplary
ex-ante aspects that we previously mentioned, with a specific focus on the efficient realization of
different filters. To allow for generative aspects, i.e., our proposed ex-post stage, we utilize GPT-
based architectures and briefly outline our model setup in Section 4.5.3. This particular setup also
allows us to further compare the performance of our combined system with the select generation
module, i.e., leaving out the ex-ante stage completely, for which we detail the preliminary findings
in Section 4.5.4. This is followed by a brief discussion of persisting problems in evaluating real
user preferences in Section 4.5.6, particularly in the absence of large-scale evaluation studies.

4.5.1 Experimental Data Setup

For the sake of prototyping a practically useful implementation, we want to demonstrate the fol-
lowing key distinctions from common summarization setups that should be satisfied by a train-
ing/evaluation resource:

1. The input document collection for each summary should consist of multiple distinct doc-
uments, and not solely focus on a singular input text.

2. Documents (respectively, the total length over all considered input documents) should
exceed the commonly assumed limitation of 512 subword tokens for most instances, to
pose a more realistic long-form setting.

18This refers purely to the grammatical coherence, and not necessarily to the factual consistency, which we have pre-
viously shown to be lacking in all sorts of models still.
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Dataset MDS Length Aspect-focused Multi-aspect
DUC (Over et al., 2007) ✓ ✗ ✓ ✗

TAC 2008 (Dang and Owczarzak, 2008) ✓ ✗ ✓ (✓)
CNN/DailyMail (Hermann et al., 2015) ✗ ✗ ✗ ✗

hMDS (Zopf et al., 2016) ✓ ✓ ✗ ✗

XSUM (Narayan et al., 2018) ✗ ✗ ✗ ✗

arXiv (Cohan et al., 2018) ✗ ✓ ✗ ✗

BillSum (Kornilova and Eidelman, 2019) ✗ ✓ ✗ ✗

WikiAsp (Hayashi et al., 2021) ✓ ✓ ✓ (✓)
CoMSum (Kulkarni et al., 2021) ✓ ✗ ✓ ✗

BioLaySumm (Goldsack et al., 2022) ✗ ✓ ✓ ✗

ENTSum (Maddela et al., 2022) ✗ ✓ ✓ ✗

Klexikon (Aumiller and Gertz, 2022a) ✗ ✓ ✓ ✗

EUR-Lex-Sum (Aumiller et al., 2022b) (✓) ✓ (✓) ✗

Table 4.2: Comparison of various text summarization datasets with respect to the satisfaction of our
“dataset requirements” defined in Section 4.5.1. For multi-aspect use cases, we note that only
two resources partially fulfill this criterion. We also note that one of our own resources, EUR-
Lex-Sum, could be transformed into a more aspect-centric multi-document dataset, as indicated
by the partial fulfillment ticks. This may be achieved by considering several of the reference doc-
uments, as well as the section-specific information in gold summaries.

3. Instead of focusing on generic summaries, the expected outputs should clearly involve de-
pendence on aspect-based input signals.

4. Similarly, the documents should be concerned with different types of aspects, instead of
solely focusing on a single aspect (e.g., only temporality being considered).

Table 4.2 illustrates just how rare it is to find datasets that satisfy all of the criteria. Particularly
challenging is setting an appropriate attribute satisfaction threshold. As an example, the DUC
datasets do in fact cover multiple aspects (update summarization, topic-focused summarization,
as well as query-guided summarization where all part of the DUC tracks at some point), but the
individual datasets for each year do not contain multiple of those. This makes for a non-trivial
combination of the different aspects, partially because the datasets also overlap in their source
documents.
In our interpretation, the WikiAsp dataset (Hayashi et al., 2021) is the resource that best fulfills
the requirements. Even here, though, we acknowledge that – while a number of different aspects
exists for each article – these can generally all be viewed as instances of query-guided aspects. As
we are lacking for a truly diverse (and properly annotated) resource instead, we rely on the Wiki-
Asp dataset for now to demonstrate the theoretical capabilities. Given the enormous size of the
WikiAsp dataset, we focus on a randomly sampled subset across two domains of the dataset. We
choose these representatives such that there is some disjointedness between the focal points in the
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aspects, and the potential to allow the demonstration of different aspect implementations of our
own model.
As representatives of the dataset, we sample 40 articles each from the test set of the domains Com-
pany and TelevisionShow. The former offers particularly interesting elements regarding entity-
centricity, whereas the shows require a higher level of abstractiveness from the sources. On the
other hand, describing a television show requires a more potent reasoning (and temporal order-

ing) ability, to accurately describe such articles. Figure 4.3 shows the curation process of the orig-
inal dataset, where articles cited as sources in the original Wikipedia source are used as an input
to the summarization system, with the eventual Wikipedia article as a source. Sections within the
text are considered as the “aspects”. Not shown is the fact that only certain subsections in the final
Wikipedia article are preserved, and the page title of the Wikipedia article is omitted as well. This
is primarily due to the derivation of the dataset from another resource that makes the recovery of
this information impossible. As a consequence, generating correct summaries is generally more
difficult to predict given the circumenstances, especially since the preserved sections are not neces-
sarily directly neighboring in the original article either. For our experiments, we specifically only
choose samples that have at least three different target aspect sections available, leaving us with 84
(TelevisionShow) and 44 (Company) samples to (randomly) choose from, respectively.

We also briefly want to point out that there exist several avenues for future work in the evaluation
setting. It could be envisioned to evaluate on a resource that combines articles from multiple
different (existing) aspect-based summarization datasets. This adds several challenges, which are
absent in the evaluation of a single dataset:

1. The likelihood of covering a broader domain is much greater, especially given the diversity
of mentioned resources in Table 4.2. This requires adoption of different filtering strategies
and aspect focus points, depending on the particular sample.

2. Different datasets usually also require adjustments of the expected output summary style.19

This could mean, for example, a bulleted output summary versus a highly structured (but
more “freely flowing”) summary text.

3. Ultimately, despite similar aspects, their definition has generally not been very uniform.
This makes the fair evaluation of “similar aspect dimensions” (e.g., length) difficult to com-
pare uniformly.

However, even in settings where different datasets are combined into a single evaluation resource,
we note that there is still no truly multi-aspect setting available. With this gaping lack of such a
multi-aspect dataset, there are several avenues for developing such a corpus for future work as well.

19We acknowledge that this is more a data labeling problem, where the expectation of particular (gold reference)
summary styles depends on the data curation process.
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Figure 4.3: Sample from the WikiAsp dataset. Given are a number of web pages relevant to the Wikipedia
articles, based on the sources linked in the Wikipedia article (left). These are aggregated to gen-
erate the respective sections of a Wikipedia article, which are considered as the various “aspects”
(right). Source: Hayashi et al. (2021)

We also point out how prior work has been largely neglecting such multi-aspect settings, and in-
stead similarly dealt with individual aspect considerations (if at all). Examples of generic eval-
uation settings include the works by Fan et al. (2018), Dou et al. (2021), inter alia. Or, more
recently, evaluations focusing on individual aspects, e.g., Kulkarni et al. (2021) for query-guided
summaries, or Maddela et al. (2022) with a focus on entity-centricity.

4.5.2 Implemented Ex-Ante Aspects

This section details the practical realization of preliminary ex-ante aspects. Due to the nature of
our evaluation data, we focus on compatibility with structure of WikiAsp input data. Given the
focus on query-guided signals, we focus on support of a simple embeddings-based query aspect
module. Another central aspect for Wiki-like content is the entity-centricity, which we model via
a separate entity retrieval module realized with off-the-shelf NER tools. As mentioned, several
additional aspects can be included to extend this arsenal of available filters, e.g., simple temporal
restrictions, if needed.
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Generic Query Relevance

The most versatile – and thus critical – component for the extractive stage is probably a generic
query relevance module. As such, given a query expression q and an input collectionD, we strive
to return the segments inD with the highest relevance to the search query. There are a few chal-
lenges arising for this aspect setting, though:

1. Datasets do not necessarily provide the input queries in the original dataset. Instead, we
may have to derive questions/query terms relevant to particular documents from the con-
tent itself as a proxy.

2. It is possible to have multiple queries associated with a single sample instance, covering sev-
eral “sub-aspects” (i.e., multiple instances of generic query relevance as an “aspect” driver).
This requires the resolution of how to represent multiple (competing) rankings.

3. Duplicate content is not explicitly accounted for in our considered relevance functions.
De-duplication may therefore still be necessary.

As eluded to in Section 4.2.2, we may utilize different similarity measures for our relevance com-
putation. As representatives of “classical” phrase-based search heuristics, one could use both basic
term frequency-inverse document frequency (TF-IDF), as well as the popular BM25 (Robertson
and Jones, 1976).On the other hand, we primarily focus on the usage of generic sentence embed-
ding models as representatives of vector-based relevance metrics, which simplifies the setup in our
prototype.
Given that we operate on a comparatively small document collection in our experimental setup,
we do not employ any external indices or optimized data collections for active optimization of
search performance. Instead, we retain all documents and their representation directly in main
memory, and operate on naive implementations of dictionary-based lookups (respectively O(N)

inner-product computation for vector-based models).¸ Optimized implementations may be a con-
sideration for realistic large-scale experiments.
As mentioned, for our implementation of query relevance, we utilize pre-trained sentence embed-
ding models compatible with the sentence-transformers library (Reimers and Gurevych, 2019,
2020). We also take care to select appropriate models for our aspect-centric use case. Since queries
are assumed to be much shorter than the segments they are compared to (“asymmetric search”),
we select a model designed for such a setting. More specifically, we go with the highest-performing
model on the MTEB leaderboard,20 filtering by models below one billion parameters. This results
in us choosing gte-large-en-v1.5 by Li et al. (2023) as the final model for our experiments. As an
alternative, there also exist models that employ separately trained encoder stacks for queries and
documents, respectively (Karpukhin et al., 2020). However, such dual setups are usually more

20https://huggingface.co/spaces/mteb/leaderboard, last accessed: 2024-04-20
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sensitive to training domains, and would require explicit fine-tuning, for which we do not have
the data in our setup.
Bi-encoder models, such as the chosen gte-large-en-v1.5, have an advantage in that documents
can be encoded separately ahead of time. This brings huge efficiency benefits, at the slight cost
of a lesser ranking effectiveness. Embeddings of queries still need to be generated ad-hoc, then
compared to the stored embeddings of documents in order to obtain a final relevance score. The
primary function of choice is predominantly cosine similarity, which can be defined as follows for
a query q and segment ti:

simcos(q, ti) =
1

2
+

fembed(q) · fembed(ti)

2 · (||fembed(q)|| · ||fembed(ti)||)
, (4.11)

where fembed : S ↣ Rk is a function embedding text into a k-dimensional vector space, and
||v|| refers to the Euclidean norm of a vector v. The latter has the effect of length normaliza-
tion of different vectors, and may not necessarily be required if ||v|| = 1 is guaranteed by the
embedding function fembed. Importantly, cosine similarity by default is defined for the range of
[−1, 1]; to be in line with our previous definition of a ranking function, we require the additional
re-normalization constants (the addition and multiplication by 1

2 , respectively).
Relating the query relevance module to our evaluation dataset, we notice that there are some weak
query signals that can be used from the WikiAsp dataset: particularly, the authors use individual
sections as the “ground truth” summary. As a proxy, we may therefore utilize the section heading

as a query to the input segments. Based on the short and abstract nature of Wikipedia section
headers, we expect neural models (with their increased robustness for synonyms) to perform best
in this setting. The idea of pre-filtering available segments with section (or, in other cases, page)
titles is not new, and has been utilized on Wikipedia-style summary generation by Liu et al. (2018a)
already.21 They key differentiation in our application is the fact that we may utilize multiple query
signals at the same time, which allow for the more nuanced distinction of overall relevance of
individual segments.

Entity-Centricity

Similarly relevant for Wikipedia-based summarization (among other domains) is the specific rel-
evance of segments with respect to particular entities. As we specifically select our evaluation set
to contain entity mentions (especially for the Company tag), it can become a suitable secondary
ex-ante signal for this experiment. We also relate back to the work by Maddela et al. (2022), who
specifically design an entity-centric summarization dataset, and point out that simple baselines
may, in fact, work very well on entity-centric approaches to summarization. As such, we propose

21To be precise, they use TF-IDF similarity over the passages and the page title to pre-filter documents.
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a baseline approach that utilizes an existing NER tool, namely spaCy’s NER tagger, and combine
it with different relevance signals to construct a simple entity-centric aspect.

Which Entities? Importantly, we may either utilize the full set of entities for extraction, i.e.
generating a different “aspect ranking” per individual entity, or otherwise pre-define a “seed set”
of entities, for which the aspect relevance will be computed. While the latter approach is definitely
favorable in terms of precision (most entities are unlikely to be included in the gold summary),
specifying a seed set requires further manual inputs, or other meta-information about documents
that is not available in our evaluation setting.
As a compromise, one can also define a minimum occurrence filtering for the automatically ob-
tained entity set, where we only consider entities which occur at least n times, to avoid focusing
overly on rare entities in the final summary.

Lead-basedEntityRanking With a defined set of entities to focus on, we still have to define
a scoring method by which to rank individual passages’ relevance to a particular query. Inspired
by Maddela et al. (2022), the simplest ranking may be considering the first segments in which
an entity is mentioned. Given that their work focuses entirely on single-document summaries,
we slightly modify the setting for a MDS scenario, and instead combine the first k segments per

document to a slightly larger intermediate subset, and later re-writing from there. Optional filter-
ing on this intermediate subset could be performed by eliminating segments with similar entity
mentions.
One potentially relevant topic that we leave for future work is the problem of entity disambigua-
tion and co-reference of mentions, which may occur in settings with extremely diverse input doc-
uments. Given that we only assume a basic surface-level matching of the entity and its tagged
entity type, we may run into instances where multiple mentions of the same entity are not cor-
rectly resolved, and instead create the illusion of a bigger entity set than is actually present.

Temporality

One immediate shortcoming in using WikiAsp as an evaluation dataset is the limited availability
of temporal information over input sources. For the dataset, we do not have any explicit temporal
signal, much less one that would allow us to sensibly reduce the number of available input docu-
ments by setting a temporal ex-ante filter. Similarly, the information of a reference document is
not automatically irrelevant, simply because it is “older” than other documents in this context. As
such, we forego the implementation of an explicit temporal filter for the prototype, but point out
that this can be improved by using strategies we later discuss in Chapter 6. There is still a sensible
requirement imposed as an ex-post aspect, in that we want temporally ordered outputs in the final
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summary. This, however, is not required as an explicit implementation detail in our setup, and
can rather be included as a change to the prompt template in the ex-post stage.

4.5.3 Ex-PostModel Setup

The considerations for the ex-post stage are more directly influenced by available models in com-
parison. We briefly outline the choice for our underlying model, the specific aspect considerations,
and the prompt template used in our experiment.

GenerativeModel

The backbone of our ex-post stage is the underlying generative model. Our choice falls on Co-
here’s Command R+ model, which at the time of choosing was the best-performing model with
accessible weights on the Chatbot Arena leaderboard,22 thereby ensuring at least a slightly higher
chance of result reproducibility. We access the model through Cohere’s Chat API, with their
Python SDK (version 5.3.4). Parameters affecting the generation are left at the API default val-
ues. This includes temperature=0.3, k=0 and p=0.75. The RAG and multi-turn capabilities are
consciously turned off, to not affect the ex-ante results in the later generation and only exploiting
model-specific rewriting capabilities outside the RAG-style scenario. All information from the
filtering stage is exclusively passed through the available context tokens of the model.
We acknowledge that there is a certain bias in our evaluation setup. Given that most (if not all)
publicly available models are likely to include Wikipedia as a resource in the respective training
data, generation following that style are comparatively more likely than other, unknown data
sources. In the absence of better datasets, we presume that the association between the reference
texts and Wikipedia articles remains relatively weak without the exact mention of page titles.

Aggregate Prompt Templates

We specifically instruct the model based on the premise of the task, as well as the desired output
properties. This includes mentioning the setting of a Wikipedia article, with the specific focus on
a particular (given) aspect. The exact prompt template used is the following:

You are instructed to write a subsection of a Wikipedia article. You may infer the

page title of the requested article from the provided context. Specifically, you

are tasked with the creation of a subsection with in this article, titled "<aspect>",

and the following segments provide context for this subsection.

The data is provided as a JSON object with the following structure:

22https://chat.lmsys.org/, last accessed: 2024-04-10
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{

"query": [

"relevant segment",

...

],

"entity: [

"relevant segment",

...

],

...

}

Ensure the generated text is written in the style of a Wikipedia article.

Make it no longer than 400 words.

<relevance information>

Generate no more than two paragraphs.

Wikipedia Article Section:

4.5.4 Preliminary Results onWikiAsp

Given the previously specified dataset and aspect implementations, we experiment w We run the
query retrieval module with the two queries of <aspect> and <aspect> of the Company/TV Show,
retrieving the 15 best-matching sentences for each query. In addition, we retrieve the first three
sentences mentioning each of the three most frequently identified entities within the text. Given
relevance of input segments with respect to a specific Wikipedia article, we see a decent correlation
between the identified top-occurring entities, and the likely subject of the underlying Wikipedia
article.23

We generate one response each for every single given aspect, and compare the results of each seg-
ment with its respective “target summary”. In a qualitative analysis of results, we find that the
generated responses are systematically more verbose than the underlying targets. This could have
several reasons, for example an existing pre-training bias of the underlying model towards specific
stylistic properties of Wikipedia articles. We note, however, that the model follows the specified
length restriction (less than two paragraphs) quite strictly.
Figure 4.4 exemplifies some of the remaining issue in a specific example. While the reference sum-
mary speaks of the modern TV series with the same name, parts of the input document refer to

23Note that we do not have the ability to confirm this information, as previously mentioned. Page titles are not in-
cluded in the WikiAsp dataset, unfortunately.
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The plot of Jamaica Inn, a period detective drama, centers around insurance salesman Mar-
tin Freeman, who takes revenge on his bullying schoolmate and his wife through the crimi-
nal services of Billy Bob Thornton’s character. The story is set in the early 19th century and
is based on the novel of the same name by Daphne du Maurier, published in 1936. The TV
show is a production by Origin Pictures, known for their hits Hidden and The Awakening.
The drama unfolds with the preparation for the main character’s last appearance at Her
Majesty’s, taking up 25 minutes of screen time. The plot twist reveals the involvement of
the vicar in the wrecking. From there, the gothic tale of love and loss progresses, with the
first screen version produced by Alfred Hitchcock in 1939. The latest adaptation is a three-
part costume drama with a Christmas release.

Jamaica Inn is set in 1821. It follows the story of Mary Yellan (Jessica Brown Findlay), who is
uprooted to live with her Aunt Patience (Joanne Whalley)after her mother dies. Mary finds
Aunt Patience under the spell of her husband, Joss Merlyn (Sean Harris) after she arrives
at the Jamaica Inn. She soon realises that the inn has no guests and it is being used as the
hub of Joss’ ’free’ trade. Mary becomes attracted to Jem Merlyn (Matthew McNulty), Joss’
younger brother who is a petty thief. Mary meets Francis Davey (Ben Daniels), the parish
vicar, and his sister Hannah (Shirley Henderson).

Figure 4.4: Example of a generated aspect-based summary (top) and its gold reference (bottom) for sample
test-7-9302. Specific factual mistakes stem from an incorrect referencing of entity informa-
tion present in the input document, referring to the original movie production of Jamaica Inn
(1939) instead of the more recent TV series (2014).

the original production by Alfred Hitchcock from the year 1936. Given the frequent mention
of his name, the entity-centric filter aggressively selects segments that relate to the incorrect pro-
duction from the context. However, based on this information, facts are represented accurate
(with respect to the available context). This problem can likely be improved by iterating on the
implementation details of our ex-ante filters. More specifically, we also note that the temporal in-
formation within the document may play a deciding role in judging content, foreshadowing some
of our further discussions in Chapter 6.
Another problem in comparing the generations to their reference answers is the apparent quality
difference in individual Wikipedia articles. While some pages have frequently edited and polished
contents, a variety of reference sections seem to stem from articles with less traffic. The current
generation setup ignores these quality differences, and instead returns segments that more closely
resemble the writing style of popular Wikipedia articles.

4.5.5 Summarizing this Thesis

As an example in the introduction, we also provide a summary of the thesis itself in Figure 1.1.
We retain a similar setup to the WikiAsp experiments and steer the outputs by hand-picking the
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queries for the query-guided aspect search. For entities, we identify the top 3-occurring entities
per chapter, and extract the first three sentences in which they are mentioned. In comparison to
the broader WikiAsp evaluation, this paints a more accurate picture of ways that users can steer
the generation of summaries. In particular, one is able to exploit the structure of underlying input
documents for a more accurate retrieval.

Document Processing

As for the thesis text, we first split the PDF document of the rendered LaTeX code into the seven
different chapters, forcing this into a sort of multi-document processing scenario. We omit the
front matter and introduction chapter to avoid lead-biasing the final summary, as well as the bibli-
ography, given its reduced relevance for an introductory summary. We process the PDF document
into text with the help of the pdftotext Linux utility, and divide contents into sentence-level seg-
ments with the help of Spacy’s en_core_web_sm (version 3.4). We perform minor post-processing
of the converted text with respect to whitespaces and line breaks, and remove all segments with a
length of fewer than 25 characters, similar to the WikiAsp processing. The considered segments
total a combined 117,981 tokens across all considered chapters.24

Query Terms

We consider the following phrases to guide our retrieval module for the intermediate representa-
tion of relevant phrases which roughly line up with individual chapters. We include the top 10
segments per search query across all chapters.

1. “Limitations of summarization systems”
2. “EUR-Lex-Sum dataset”
3. “Klexikon dataset”
4. “SRLScore”
5. “Aspect-based summarization model”
6. “Ex-ante retrieval”
7. “Ex-post rewriting”

We also briefly considered aggregating at different granularities, e.g., paragraphs instead of sen-
tences as search targets. Especially for long-form coherent segments, our hypothesis is that this
may improve coherence. However, paragraph aggregations ultimately fail with our pre-processing
setup, given the brittleness of PDF parsing.

24We determine tokens in this context with the help of the Command-R+ tokenizer before removing short segments.
We used the publicly available implementation, see https://huggingface.co/CohereForAI/c4ai-command-r-plus,
last accessed: 2024-04-25
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Ex-post Instructions

To steer the generations during the ex-post stages, the following instruction is passed to the model:

Consider the following context extracted from a PhD thesis in the field of Computer

Science. Excerpts of the thesis are provided in a JSON object containing excerpts

for multiple chapters. The contents are related to either a entity or a context query.

The structure of the JSON is as follows:

{

"query": [

"relevant segment",

...

],

"entity: [

"relevant segment",

...

],

...

}

Rewrite the most appropriate excerpts into a cohesive summary.

Maintain a scientific tone and focus on individual contributions.

Ensure the summary is longer than 250 words, but keep your response shorter

than 400 words.

<JSON with Context>

Summary:

In our experience, providing the information in the form of a JSON object seemed to greatly
improve model coherence and ability to attend to individual aspects specified either as a query or
entity. Inspecting the resulting summary in Figure 1.1 reveals a structure heavily inspired by the
individual queries, which seem to determine the section-level aggregation of content.

Comparisonwith Alternative Summarization Approaches

To provide some more tangible insights into the differences between our proposed setup and ex-
isting approaches, we demonstrate three alternative usage scenarios, directly prompting the same
model used in the ex-post phase (Command R+) for a summary of the thesis contents, with three
different setups. We acknowledge that the results discussed in this section may depend on a va-
riety of factors, which are not necessarily indicating a strict preference by focusing on a singular
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document (this thesis). This is especially relevant with respect to prompt robustness and genera-
tion variance which are known limitations when evaluating generations of LLMs. Nonetheless,
we argue that these comparisons surface some failure modes that are present in alternative LLM
summarization setups.

In-context Summary Generation The most common way of summarizing the contents
are by providing the entirety of the document in the prompt context. This approach only depends
on models having a large enough context window available to handle the document length. In
the example case, we have to restrict the inputs to Chapter 2-5 to fit within the maximum context
length available (128,000 tokens), which presents a major limitation with respect to the usability
of this approach. The following instruction is used to generate the summary.

Following this instruction are the contents of a doctoral thesis (without the

introduction, i.e., Chapter 1). The thesis subject is aspect-based text summarization.

Summarize the contents of the thesis. Include information on the following points in

the order of the questions:

What are the limitations of existing summarization systems, with respect to

1) data, 2) models, and 3) evaluation practices?

What are the two proposed datasets in the thesis?

How is the quality of these datasets assured?

Briefly mention the newly introduced evaluation metric for factuality evaluation.

What does the proposed architecture for aspect-based summarization look like?

Provide your summary in a tone focusing on the aforementioned scientific contributions

and keep your response shorter than 400 words.

Thesis content: <contents>

The resulting summary can be seen in Figure 4.5. Among all the evaluated approaches, this results
in the shortest summary that furthermore lacks key details, despite being given specific instruc-
tions. The response is accurate with respect to the reference content, but focuses primarily on the
first question in the instruction (limitations of systems) and completely ignores the subsequent
questions about contributions in the prompt. This vaguely points to a limited ability of current
models to simultaneously address multiple aspect-like requests in a single prompt. We estimate
that iteratively building up a summary over individual chapters could potentially provide some
remediation and a more comprehensive summary.
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The limitations of existing summarization systems are threefold: data, models, and evaluation.

Data: Existing summarization datasets are predominantly English, and focus on news articles.

Models: Current systems are not designed to handle long documents, and are not multilingual.

Evaluation: Existing metrics are not well-suited to evaluate user-centric summaries.

Figure 4.5: Alternative thesis summary generated by directly querying Command R+ with the full thesis
context. Due to input constraints, only Chapters 2-5 can be included.

Multi-document RAG Summary To demonstrate the state of end-to-end summarization
scenarios offered by existing RAG-based solutions, we further experiment with Cohere’s Coral
showcase,25 which enables grounded generations against a series of reference documents. The
reference documents in this case are the respective chapters of the thesis, uploaded individually.
We use a similar prompt template the previous direct summarization scenario.

Summarize the chapters of the thesis given in the reference documents.

The documents’ subject is aspect-based text summarization.

Include information on the following contexts:

What are the limitations of existing summarization systems (data, models, evaluation)?

What are the proposed datasets in the thesis?

What is the new factuality metric?

What does the proposed architecture look like?

Provide your summary in a tone focusing on the aforementioned scientific contributions

and keep your response shorter than 400 words.

The resulting summary in Figure 4.6 demonstrates some marked improvements over the direct
summarization scenario. Most notably, the summary is now more expansive, including sub-
categorization into individual content chapters. Not shown in the summary is the fact that in-
dividual phrases are back-linked to so-called “citations” within the source document, providing
a clear advantage when it comes to cross-referencing content from the generated text. However,
we note that the only document chosen as the reference is Chapter 4, and citations in the gener-
ation exclusively focus on the contents therein. This also explains the somewhat narrow content
focus of the generated summary, not mentioning many of the core contributions, despite specifi-
cally prompting for information on the limitations, contributed datasets and evaluation metrics.
There are also several aspects of this pipeline that cannot be modified as closely as with our pro-

25https://coral.cohere.com/, last accessed: 2024-04-29
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posed approach, as the end-to-end implementation ultimately relies on the model provider and
their specific RAG setup.

Single-document RAG Summary Given the overt focus on a singular input document in
the previous RAG setup, we experiment with a second setup, providing the combination of Chap-
ter 2–7 in a singular document, thereby forcing the model to ground its response over the entire
input text. Notably, the sequential structure of a thesis makes this a generally easier setup which
discounts the additional difficulty of choosing an appropriate document order, as it would be
required for other multi-document summarization use cases. The prompt further clarifies the
context of the provided document, otherwise requesting the same aspects to be included in the
final summary:

Given as reference documents are the contents of a doctoral thesis(without the

introduction, i.e., Chapter 1). The thesis subject is aspect-based text summarization.

Summarize the contents of the thesis. Include information on the following points in

the order of the questions:

What are the limitations of existing summarization systems, with respect to

1) data, 2) models, and 3) evaluation practices?

What are the two proposed datasets in the thesis?

How is the quality of these datasets assured?

Briefly mention the newly introduced evaluation metric for factuality evaluation.

What does the proposed architecture for aspect-based summarization look like?

Provide your summary in a tone focusing on the aforementioned scientific contributions

and keep your response shorter than 400 words.

In comparison to the summary generated by our proposed hybrid system, this variant yields the
most comparable results in terms of overall result quality. In this particular instance, the format-
ting of individual sections is a nice touch, although the tonal style does not match the expectations
set in the prompt. Instead, results are formatted as a series of bullet points or enumerations.

4.5.6 Evaluation under Simulated User Preferences

As we previously discussed, the evaluation setup on WikiAsp has a fairly narrow reference setting,
with the only gold summary being the respective article’s section (particular to a specific aspect).
Since this inherently limits the diversity of aspects required during the generative stages, we may
further want to simulate artificial “user preferences” on top of the provided aspect information.
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Such a simulation could involve defining a static list of optional ex-ante or ex-post aspects. Simu-
lations of ex-ante preferences could include the restriction to specific temporal ranges within each
section, or the exclusion of specific entity mentions. For ex-post settings, this could include speci-
fications of format control (e.g., “formulate the text in individual bullets”, or “simplify the contents

to the reading level of a elementary school child” among others). Evaluation setups for these kinds
of static preferences will likely require a manual evaluation setup. A more intrinsic check would
also be to simply quantify the differences of generations under randomized preference settings.
Ideally, the change in a generated summary given various aspect restrictions should be measur-
ably large, and could highlight instances where systems over-index on generic summaries.
Similarly, QA-based factuality evaluation has already proven itself to be a sustainable way to im-
prove generic summary evaluation (Wang et al., 2020). Such question-based approaches could be
extended to arbitrary aspects in the evaluation setup, measuring how well a system summary ful-
fills a particular aspect request. This, however, usually requires a gold summary under the specific
aspect settings, which may be unavailable.

4.6 Conclusion

This chapter introduces a model for text summarization that can finally express the subjectiveness
of user needs in a generated piece of text. Our model divides the considerations into individu-
ally addressable aspects, which in themselves can be expressed through different operations within
the model. On a high level, this separation divides aspects into the ex-ante filters which evaluate
each segment in the input with respect to a specific aspect relevance function, allowing both for
an explicit and implicit modeling of user needs through, e.g., querying for key phrases or even
considering temporal relevance. The second stage, called ex-post, deals with the re-writing of an
intermediate ranking given the constraints of remaining aspects that cannot be directly expressed
through filtering. Our initial experiments show promising results using a prototype implemen-
tation of this model. Even with a limited number of considered aspects, the flexibility in aspect
focus areas can be adjusted to user preferences, all while drastically reducing the input length to
ex-post models, allowing for flexible use with limited context window sizes.
For now, we have also revealed some inherent limitations in the basic modeling view, which we
are now attempting to address in the upcoming sections. For the generative ex-post stage, various
aspects can be considered as interlinked and hard to tackle individually. This is particularly chal-
lenging when utilizing a general-purpose LLM in zero-shot fashion, which does not give as much
flexibility in adjusting systems to particular use cases. To address these shortcomings, we present
a series of considerations for improving ex-post models at the example of text simplification in
Chapter 5, including considerations for fine-tuned models.
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Secondly, individual ex-ante filters also reveal limited applicability at the document level, partic-
ular the temporal filtering based entirely on singular timestamps per document. We already al-
luded to a more fine-grained filtering that utilizes contextual temporal mentions within the text,
and introduce a hierarchical document-time model in Chapter 6 that can be used as a template to
improve specific ex-ante aspects.
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Chapter 1: Introduction and Related Work
The first chapter introduces the topic of aspect-based text summarization and provides an
overview of related work. It discusses early work on modeling user focus in summarization
systems, such as López et al.’s user-focused retrieval model from 1999. The chapter also
covers more recent advancements, like Vanderwende et al.’s topically weighted approach,
which allows for content modification.

Chapter 2: A Formal Framework for Aspect-based Summarization
This chapter proposes a new perspective on summarization as a sequence of aspect-based
transformations of the input data. This approach addresses the limitations of current
systems, which often prioritize performing well on evaluation data rather than meeting
specific user needs. The proposed framework enables more flexibility and customization
for users. It also highlights the scarcity of available datasets for aspect-based summarization
tasks.

Chapter 3: Proposed Datasets and Evaluation
Chapter 3 introduces the proposed datasets and evaluation methods for aspect-based
summarization. It mentions the use of GPT-based architectures to enable generative
aspects and compares the performance of the combined system with the select generation
module. The chapter also discusses the realization of ex-ante aspects and the efficient
implementation of various filters.

Chapter 4: Experimental Results and Analysis
This chapter presents the experimental results and analysis of the proposed aspect-based
summarization model. It includes a comparison with previous work, such as Fan et al.’s
neural approach, which focuses on stylistic aspects but still relies primarily on generic
summarization datasets. The chapter introduces a QA-based factuality evaluation method,
extending question-based approaches to arbitrary aspects. The model can express the
subjectiveness of user needs and divides considerations into individually addressable
aspects.

Chapter 5: Conclusion and Future Work
The final chapter concludes the thesis, summarizing the contributions and discussing po-
tential future research directions.

Figure 4.6: Alternative thesis summary generated by uploading thesis chapters as documents and using the
RAG mode available through Cohere’s Coral interface. Despite multiple chapters being avail-
able to the model, the generated summary exclusively utilizes contents from Chapter 4.
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Limitations of Existing Summarization Systems
1. Data: Existing datasets are narrow and domain-specific, limiting their applicability out-
side their intended domain. There is also a scarcity of datasets for aspect-based summariza-
tion.
2. Models: Existing models often fail to incorporate user-centric needs and are not robust or
extensible enough for practical use cases. They also tend to focus on English, disregarding
the need for multilingual systems.
3. Evaluation Practices: Common automatic evaluation metrics do not correlate with the
truthfulness of generated summaries. There is also a lack of specialized evaluation datasets
and meaningful evaluation metrics.

Proposed Datasets
- EUR-Lex-Sum: A multilingual dataset providing long-form textual descriptions of legal
acts relevant to the European Union, including human-written summaries.
- German dataset: Provides document-aligned texts valuable for simplification and
summarization, the first of its kind for the German language.

Quality Assurance:
- EUR-Lex-Sum: The EU’s 24 official languages allow for a highly multilingual dataset with
sentence-level alignments between languages.
- German dataset: Addresses the data scarcity problem for non-English languages and
provides valuable resources for German simplification and summarization.

Factuality Evaluation Metric
- SRLScore: A novel metric that utilizes interpretable intermediate representations of "fact
tuples" to compute a factual consistency score. It addresses the biases introduced by relying
solely on neural architectures for score computation.

Proposed Architecture for Aspect-Based Summarization
- A hybrid, aspect-based architecture is proposed, including a separation of concerns be-
tween an extractive first-stage retrieval module and a generative second stage.
- The architecture allows for the easy reuse of existing components without the need for
retraining.
- GPT-based architectures are utilized to enable generative aspects and compare the perfor-
mance of the combined system with the select generation module.

Figure 4.7: Alternative thesis summary generated by uploading the combined document of chapters 2 –
7 as a single document, using the RAG mode available through Cohere’s Coral interface. The
mentioned information is more cohesive, despite the output formatting being inconsistent.
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5 Controllable Generation at the
Example of Text Simplification

“The ability to simplify means to eliminate the

unnecessary so that the necessary may speak.”

Hans Hofmann

The assumption for a combined aspect-based text summarization system so far was that meth-
ods exist for the post-hoc stage that can deal with arbitrarily formatted rankings from the ex-ante
stage, as well as the seamless re-writing of said rankings into a fluent output text adhering to fur-
ther generation constraints. This chapter deals with the controllability of ex-post aspects in more
detail. Our main focus herein lies in the argumentation that the realization of certain post-hoc
aspects are difficult to achieve with prompting strategies alone. Instead, this may require training
bespoke fine-tuned models that are trained to paraphrase given input segments, rewriting them in
a more cohesive output according to the predefined ex-post constraints. This heavily restricts the
use of proprietary models, as they do not necessarily offer solutions to fine-tune their parameters
on task-specific data. Furthermore, existing work showcases the limitation of LLMs to accurately
follow the instructions, further cementing our point (Zhou et al., 2023).
To exemplify the process of crafting task-specific models that are able to better adhere to the re-
quirement of ex-post aspects, we explore some approaches related to one of our previously men-
tioned aspects: text simplification. There are several advantages of focusing on the complex-
ity of a piece of text. The content structure between inputs and outputs can vary to a signifi-
cant degree, with works ranging from what essentially constitutes “translation” of individual sen-
tences (Coster and Kauchak, 2011; Klaper et al., 2013) to document-level approaches (Aumiller
and Gertz, 2022a; Cripwell et al., 2023). As such, we start by defining necessary background
for text simplification in Section 5.1 to differentiate the terminology and our eventual focus of
achieving document-level “paraphrases” at different complexity levels. Our core contribution to
the problem of document-level text simplification is a German resource built from alignments
between Wikipedia and a children’s encyclopedia, called “Klexikon”. The construction process is
detailed in Section 5.2, which also argues for the unified view of simplification as an aspect of text
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summarization. With the insights from creating the “Klexikon” dataset, we briefly discuss open
challenges and approaches to synthetically generate segment-level alignments between texts and
their simplified counterparts in Section 5.3.
Aside from data-centric approaches to the problem of ex-post controllability, we further discuss
strategies for style transfer (Section 5.4), which may be a competing controllability aspect in multi-
aspect generation scenarios and how to potentially evaluate them. We explicitly highlight some of
the open problems and concluding thoughts in Section 5.5.
Parts of this chapter are based on the following peer-reviewed publications:

Dennis Aumiller and Michael Gertz. Klexikon: A German Dataset for Joint Summarization and
Simplification. In Proceedings of the Thirteenth Language Resources and Evaluation Conference,
pages 2693–2701, Marseille, France, June 2022a. European Language Resources Association.
URL https://aclanthology.org/2022.lrec-1.288

Dennis Aumiller and Michael Gertz. UniHD at TSAR-2022 Shared Task: Is Compute All We
Need for Lexical Simplification? In Proceedings of the Workshop on Text Simplification, Accessibil-

ity, and Readability (TSAR-2022), pages 251–258, Abu Dhabi, United Arab Emirates (Virtual),
December 2022b. Association for Computational Linguistics. URL https://aclanthology.org/

2022.tsar-1.28

5.1 Text Simplification

Advanced human knowledge is frequently expressed through domain-specific language, which
requires advanced understanding to process. Examples of such domain knowledge can be found
in critical domains, such as medicine (Goldsack et al., 2022; Trienes et al., 2022) or law (Bhatia,
1983; Garimella et al., 2022). In these fields, expressions or concepts are poorly understood by
the general population, restricting the accessibility of knowledge to an elite circle. In a completely
different context, but with a very similar problem, people with limited linguistic understanding,
e.g., secondary language learners or children and mentally disabled readers, have a similar problem
when accessing content written for the “typical adult”. Without dedicated efforts to provide ap-
propriate resources (see, e.g., Schulte and van Dijk (2015)), the amount of widely accessible web
content for disadvantaged groups is extremely low.
Broadening the access of information to a wider audience by simplifying its content is the central
purpose of the field text simplification (Shardlow, 2014; Siddharthan, 2014), which we focus on
in this chapter. Simplification of text is particularly interesting because accessibility of texts and
appropriate information density depend on individual user preferences and skill levels (Gooding
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et al., 2021). This neatly fits within our vision of subjectively constructed summaries, allowing
users to define a readability level that they feel comfortable with as an ex-post aspect.
To provide necessary context for discussing the open problems in text summarization, we briefly
categorize various sub-problems within the field in Section 5.1.1. In particular, we discuss ap-
proaches focusing on the word-level complexity within texts (Aumiller and Gertz, 2022b), all the
way to document-level approaches (Aumiller and Gertz, 2022a), but also approaches bordering
the relevant fields of Information Retrieval, opening up research questions about combinations of
ex-ante and ex-post aspects. The second half is spent introducing relevant atomic operations nec-
essary for the task of document-level simplification, in Section 5.1.2. In conjunction with aspect-
based summarization, it also changes which operations have to be prioritized by systems, leading
to a deviation from more traditional approaches focusing exclusively on simplification. Through-
out this chapter, we follow the same formalization as the ex-post stage presented in Chapter 4.

5.1.1 RelatedWork

Looking through the related literature, it becomes apparent that text simplification is not a sin-
gular problem, but rather made up of several aspects that are closely interrelated. We attempt a
categorization by separating sub-tasks to simplification, in which we group the text complexity
estimation of texts, as well as the simplification of individual words or phrases, also known as lexi-
cal simplification. Historically, text simplification is treated as a variant of “machine translation”,
assuming a segment of ordinary difficulty as the source and a simplified sentence as the translation
target. We briefly highlight efforts of document-level simplification as well, which comes with its
own set of challenges, particularly for coherence and consistency of the final result. As simpli-
fication is only a part of our larger aspect-based model, we further look towards prior work on
interdisciplinary research into text simplification systems.

Readability and Text Complexity

Assessing the complexity, or “readability”, of a piece text is an important first step in understand-
ing what level of simplification is required in order to make a text more accessible. Already, early
works in psychology recognize the utility of a quantitative approach to complexity computation.
The most famous one, still used widely today, is the Flesch reading ease score (Flesch, 1948).1

While this and similar early metrics exclusively focus on the word-level aggregation of complexity,
focus has gradually shifted to a more contextualized understanding of complexity notions. This
includes machine learning-based approaches to predict complexity at the segment level (Pitler and

1Although its use as an evaluation metric is nowadays quite disputed, similar to BLEU/ROUGE as evaluation met-
rics. See Tanprasert and Kauchak (2021).

159



5 Controllable Generation at the Example of Text Simplification

Nenkova, 2008), which again requires dedicated human-labeled resources for improved perfor-
mance (Clercq et al., 2014). Specifically for German, Amstad (1978) presents an adaptation of
weights in the original Flesch scoring method to work with linguistic properties of the German
language. We also highlight the efforts by Mohtaj et al. (2022) who conduct a shared task on
complexity prediction specifically for German texts.

Lexical Simplification

Continuing with the trend of first identifying problematic segments, similar problems exist at the
level if individual tokens, or short multi-word phrases. Prior work exists both for the focus on
complexity prediction (Shardlow et al., 2021), but also for the recognition of complex phrases as
an intermediate step (Gooding and Kochmar, 2018, 2019).
Due to the narrow focus on individual phrases and subsequently easier evaluation, lexical simpli-
fication has garnered early attention within the community (Specia et al., 2012). We further refer
the reader to the excellent survey by Paetzold and Specia (2017). Despite the narrow context of
individual word units, Blum and Levenston (1978) argue that contextual clues about the purpose
of lexically simplified phrases is necessary to provide an optimal simplification. This aspect has
since found resonance in the computational linguistics community as well, encouraging a more
subjective view of a task that has been traditionally viewed as the opposite (Lee and Yeung, 2018).
For our own contributions to this area, we are particularly interested in ways to improve lexical
simplification at the multilingual level (Aumiller and Gertz, 2022b; Saggion et al., 2022).

Text Simplification

In the context of the research community, text simplification itself refers to the task of translating
segments or documents of standard text to its simplified counterparts. Most notably, the precise
level of simplification is ultimately dependent on the skill level of a user, and should not be fixed
to a singular complexity level. However, in most related work, the assumption is that systems are
built with a certain audience in mind, and data being constructed for a specific simplification level.
Early approaches frequently use data alignments from Simple Wikipedia to approach the con-
struction of systems that are able to simplify texts (Zhu et al., 2010; Coster and Kauchak, 2011;
Hwang et al., 2015). The main differences between mentioned approaches are explained by differ-
ing alignment strategies for the extraction of parallel segments and the use of different model archi-
tectures. The only work on Simple Wikipedia that specifically introduces a document-aligned ver-
sion is Kauchak (2013), who investigates performance gains from supplementing language models
with additional (non-simplified) texts. Importantly, it is not explicitly used for learning simplifi-
cation. This general focus on large-scale resources marked a similar turn in the field comparable to
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the introduction of CNN/DailyMail for summarization and has since been the dominant stream
of research over the past decade (Al-Thanyyan and Azmi, 2022).

Hancke et al. (2012) introduced a first German resource containing simplified texts based on un-
aligned articles from GEO and GEOlino, a German magazine similar to National Geographic,
and its edition specifically for children. They built a classification system that is able to classify
between normal and simplified texts for several article categories. A larger and improved version
from the same source was collected by Weiß and Meurers (2018), who also introduce a resource
based on transcripts from German TV broadcasts (Tagesschau/Logo!), again without any align-
ment. The first mention of an aligned corpus for German can be found in Klaper et al. (2013),
who automatically align websites with their corresponding versions in accessible language. Their
corpus contains a total of about 270 articles.

Battisti et al. (2020) also introduce a corpus, where 378 texts contain document alignments.
Arguably, unaligned resources might still be helpful to facilitate pre-training of models. In an
attempt to circumvent data scarcity, Mallinson et al. (2020) employ multi-lingual pre-training,
which they tested with a small, manually labeled German evaluation set, and see improvements
over monolingual approaches. More recent additions include the DEPLAIN corpus by Stodden
et al. (2023), which specifically focuses on plain language obtained from web domains with addi-
tional manual annotations on the extracted sentence pairs.

For segment-level simplification, curation of new resources often requires automated alignment
between documents (Paetzold et al., 2017; Štajner et al., 2018; Jiang et al., 2020), a problem which
we also discuss in the context of this chapter. As an alternative, document-level simplification has
recently emerged as a promising direction, although explicit planning (Cripwell et al., 2023) and
considerations for segment coherence (Vásquez-Rodríguez et al., 2023) have to be incorporated
into more traditional segment-level models.

From an evaluation perspective, text simplification deals with problems similar to text summariza-
tion, where metrics are an active research question, with many approaches ranging from token-
level scoring to neural scoring methods (Xu et al., 2016; Alva-Manchego et al., 2019; Vásquez-
Rodríguez et al., 2021; Stodden, 2024). Especially in the context of LLMs, initial results show
that systems still have a long way to go for reliable simplification performance, but also prove as a
consistent baseline given their limited explicit training data (Feng et al., 2023; Kew et al., 2023a).

Interdisciplinary Approaches to Simplification

Given the focus on retrieval in the ex-ante stage of our aspect-based model, it should be noted that
there are several approaches bordering the intersection of information retrieval and text simplifi-
cation.
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Notable are the considerations of readability in ranking search results, especially in the context of
education (Allen et al., 2022, 2023), but also for previously mentioned patient-centric approaches
to summarization (Goldsack et al., 2022; Trienes et al., 2022). In a query-guided context, Er-
makova et al. (2022) further break down the problem into a series of sub-problems not unlike our
division into retrieval-centric and generation-focused approaches for the simplification of scien-
tific literature. Related to our definition of simplification as an aspect in summarization systems,
Vale et al. (2020) and Chatterjee and Agarwal (2023) even consider simplification operations as
implicit summarizers. In particular, this overemphasizes the compression of existing sentences
as a means of simplifying them, although the gains from such approaches largely depend on the
quality of simplification systems used.

5.1.2 Simplification Basics

Simplification Operations

When considering the simplification of a text, researchers generally distinguish between the fol-
lowing four operations, which collectively make up the necessary set of atomic operations to arrive
at any arbitrary modification of a piece of text. For this part, we follow related work in assuming
the simplification level at the sentence level, and introduce necessary alignments between input
and output texts or each respective modification.

Keep The most trivial operation is to retain a sentence in its entirety. We refer to this as keeping

a segment in the process of simplifying a text document. This may be particularly relevant if
only minor modifications are required, due to similar complexity levels. In a previous analysis, we
find that keep operations make up for the majority of “edits” performed by LLMs on standard
evaluation datasets in English (Kew et al., 2023a).

Insertion Especially for readers that have no familiarity with a particularly complex topic,
inserting additional relevant information may be helpful. Insertions present a challenge when
creating new resources, as it is not quite clear whether a particular segment needs to be directly
aligned to a reference in the input text or not. This is relatively unreliable with automatic align-
ment systems, and often requires human intervention to avoid systems failing to align insertions
correctly (Štajner et al., 2018; Stodden et al., 2023).

Deletion Conversely, deletions of a phrase or segment may be appropriate in some contexts
as well. Particularly when a text is going on frequent tangents that have low relevance for under-
standing a text, removing these segments can benefit text understanding.
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Substitution The remainder of operations can be categorized as substitutions – a particular
segment may still contain original parts, whereas others need to be replaced in order to improve
the complexity level. Notably, the previously discussed task of lexical simplification can be seen as
a form of substitution as well.

Segment-level Simplification

Assume that we have a source document d = [td1, ...t
d
m], and a simplified version of the same

document, called s = [ts1, ...t
s
n], which we consider as the gold reference. Instead of work-

ing with a simplification system simpledoc at the document level, where we expect an output
simpledoc(d) = ŝ that approximates the simplified reference s, existing works primarily rely on
alignments on the segment level. This means that a proxy system simpleseg is constructed, which
can approximate a best target segment from a single source segment tdj . I.e.,

simpleseg(t
d
j ) = t̂si , (5.1)

where t̂si is again the best possible approximation of the correct reference segment tsi . A document-
level simplification can then be obtained by computing a sequence of segment-level simplifica-
tions, or

ŝ = [simpleseg(t
d
1), ..., simpleseg(t

d
m)]. (5.2)

We note that this formalization can also accurately represent all four operations that were defined
in the previous section. For KEEP, it holds that the system maps the input to the same output, or
simpleseg(t

d
i ) = tdi . INSERTION and DELETION simply assume that the length of input and output

segments varies according to the necessary operations, but are otherwise compatible. And for
SUBSTITUTION, we simply have the case of simpleseg(t

d
i ) = tsj , where it holds that tdi ̸= tsj .

5.2 The KlexikonDataset: a Unified Approach to
Simplification and Summarization

As outlined in the previous section, simplification systems are generally viewed as a task separate
from other “downstream” NLP applications, such as exploration interfaces or text summarization
systems. In particular, the text simplification community treats the task of simplifying texts for
disadvantaged readers as a sub-problem of machine translation, long discarding efforts to create
systems that are able to directly “translate” entire documents, which only recently has started to
emerge as a focus area (Cripwell et al., 2023; Vásquez-Rodríguez et al., 2023). This is likely tied
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Aligned Avg. #Sentences
Resource Articles Source Simple
Klexikon (Ours) 2,898 242.09 32.51
Hewett and Stede (2021) 978 10.12 43.54
Battisti et al. (2020)∗ 378 45.29 55.75

Kauchak (2013) 59,775 64.52 8.46
Xu et al. (2015)∗ 1,130 49.59 51.27

Table 5.1: Corpus statistics for datasets with document alignments in German (top) and English (bottom).
∗ indicates resources created by simplifying articles sentence-by-sentence instead of aligning ex-
isting documents. For the resources by Xu et al. (2015) and Hewett and Stede (2021), we refer
to the subsets with the lowest simplification level, respectively.

to the historical context of machine translation systems, which have evolved around a particular
focus on sentence-level data, where corpora come annotated with exact alignments between corre-
sponding sentences in source and target languages (Koehn, 2005). This naturally extends to early
neural systems, which were restricted to segment-level training due to the aforementioned limits
in their context size. Our contribution includes a novel, document-aligned corpus of German
Wikipedia articles with their respective counterparts from the children encyclopedia “Klexikon”,
totaling around 2,900 document pairs. We further argue in favor of a more targeted approach
towards document-level simplification and the extension of such efforts beyond English. Our
central view is that the joint summarization and simplification of documents can lead to a more
mentally manageable text length, especially for children and language learners.
We begin by further motivating the need for such a dataset in Section 5.2.1, before detailing the
creation process of our resource “Klexikon” in Section 5.2.2

5.2.1 Motivating Document-level Text Simplification

For document-level text simplification, we highlight four of the publicly available datasets provid-
ing document-level alignments in Table 5.1 with two German and two English resources, respec-
tively.2 To understand the context of the current state of document-level simplification, one has
to be aware of the circumstances and tasks that each respective work is tackling:

• The earliest work by Kauchak (2013) is based on SimpleWikipedia3. While not the first to
extract simplified articles from Wikipedia/SimpleWikipedia alignments (Zhu et al., 2010;
Coster and Kauchak, 2011), he was the first to collect document-level information of this
resource. However, the data was not utilized to train document-level simplification sys-

2For a more exhaustive list of text simplification resources, we refer the reader to the repository maintained by Jan
Trienes (https://github.com/jantrienes/text-simplification-datasets, last accessed: 2024-04-09), and, specif-
ically for German resources at the document level, the Appendix of Stodden et al. (2023).

3https://simple.wikipedia.org/wiki/Main_Page, last accessed: 2022-05-13

164

https://github.com/jantrienes/text-simplification-datasets
https://simple.wikipedia.org/wiki/Main_Page


5.2 The Klexikon Dataset: a Unified Approach to Simplification and Summarization

tems, but rather as a resource for training a discriminator between complex and simple
texts. A later re-crawl with the same idea was recently proposed by Sun et al. (2021), who
also provide naively trained baselines on their corpus.

• Xu et al. (2015) address several shortcomings of existing datasets by introducing a new re-
source based on Newsela, a news aggregator where texts are manually translated into dif-
ferent complexity levels. The resource is available on request, but unfortunately only for
research purposes.

• To our knowledge, Hewett and Stede (2021) were the first to utilize alignments between
Wikipedia and Klexikon, with an additional extension to MiniKlexikon, a secondary sim-
plification level. Due to the further required alignments, the overall size of their data is
about 10% of our presented corpus. To avoid problems stemming from extreme length dis-
crepancies, they also only extract introduction and abstracts for Wikipedia articles. This
also explains the different lengths while using the same document sources, as reported in
Table 5.1.

Notably, there is a large discrepancy in the compression ratio of articles across those datasets, with
only the resource by Kauchak (2013) and our own dataset providing a meaningful reduction of
content length for simplified articles. Current simplification systems are, however, inherently lim-
ited in their ability to address the problem of joint simplification and summarization from much
longer input documents. This is because the sentence-level alignments were traditionally seen as
one way to circumvent certain problems in text simplification, namely:

1. Human feedback for judging simplification quality is more consistent for sentences, com-
pared to longer samples, such as entire documents.

2. Metrics such as BLEU (Papineni et al., 2002) or SARI (Xu et al., 2016) rely on (aligned)
reference texts for automated evaluation.

3. Prior alignment of sentences limits the length of input samples, which is essential for algo-
rithms with non-linear runtime, or length constraints.

This alignment, however, drops a sizable portion of the available segments from the training cor-
pus, since sentences are only considered when they align directly across complex and simple seg-
ments. Several resources also lack a document alignment altogether and only publish segment-
level alignments without references, which completely precludes them from being used as a re-
source to train document-level simplification systems. Further, existing manually annotated cor-
pora are frequently generating simplifications of short texts by “translating” sentence-by-sentence.
This reinforces the bias towards equally long documents, which cannot be observed in post-
aligned resources (i.e., where existing simplified texts were written independently on the same
topic, cf. Table 5.1). An amended assumption is that simplifications may only be up to a certain

length, due to varying attention spans of the target groups. This then requires additional “sim-
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plification” based on the length of the source document. This could also be used as a parameter
for the target difficulty, which is available for some resources, e.g., the Newsela corpus (Xu et al.,
2015).
Lastly, existing evaluation metrics strictly focus on sentence-level references (Xu et al., 2016). Ex-
tending system evaluations to document-level simplifications poses challenges that need to be
overcome in order to collect both manual and automated feedback on the simplification quality.

5.2.2 Creating the KlexikonDataset

We introduce a new dataset, loosely inspired in its construction by English Simple Wikipedia, to
facilitate future research in joint simplification and summarization. Specifically, we use the Ger-
man children’s encyclopedia “Klexikon” to obtain simplifications, and align them with reference
articles from the German Wikipedia. Compared to Simple Wikipedia, which can be freely edited,
Klexikon specifically targets children between the ages of 8 to 13 as readers, and follows a strict
reviewing procedure for individual articles, resulting in higher quality texts. We only consider
Wikipedia articles with a minimum length of 15 paragraphs, which helps to filter out disambigua-
tion pages or stubs. Additionally, this results in a clear contrast in overall article length between
source and simplified texts (cf. Table 5.1 and Figure 5.2). The final dataset consists of 2,898 article
pairs, with Wikipedia documents having on average 8.94 times more sentences compared to their
Klexikon counterparts.
All manual steps during the process of corpus creation were performed by the author of this thesis.
We begin the extraction based on the list of all available articles from the Klexikon overview page
in April 2021.4 At the time of experimentation, this returned 3,150 Klexikon articles, although
more have been added since. For example, in April 2024, the number of available articles has
increased to 3,421.

Document Alignment Strategy

For the identification of matching articles between German Wikipedia and Klexikon, the follow-
ing steps were performed:

1. Querying the MediaWiki Search API5 with the title of the Klexikon article. 2,861 articles,
or around 90%, have an entry with a directly matching heading on Wikipedia. However,
this may include disambiguation pages or stubs.

2. All remaining 289 articles without explicit matches are manually compared against the top
five suggestions by the Wikimedia Search API. If no candidate article is appropriate, the
entry is dropped from the corpus.

4https://klexikon.zum.de/wiki/Kategorie:Klexikon-Artikel, accessed 2021-04-14
5https://www.mediawiki.org/wiki/API:Search, last accessed: 2024-04-10
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Figure 5.1: Example of content ambiguity in Wikipedia-Klexikon alignments. Different paragraphs in the
Klexikon article refer to aspects that are spread across several different articles on Wikipedia. The
eagle as a biological species, a specific sub-species of eagles, and the eagle as a symbol of heraldry.
Source of the article: https://klexikon.zum.de/wiki/Adler

3. Wikipedia articles with less than 15 paragraphs (108 articles) are again flagged and manually
reviewed. Short Wikipedia entries may correspond to disambiguation pages (see next step),
or are otherwise dropped because of their short length.

4. Disambiguation pages are replaced with a linked Wikipedia page, if it topically matches at
least 66% of the paragraphs in the corresponding Klexikon article.

We further acknowledge the content ambiguity even under strictly matching titles. As an example,
Figure 5.1 demonstrates that a single Klexikon article, in this case the article for “Eagles”, may men-
tion content spread across several different reference articles on Wikipedia. We do not quantify
the severity of this problems, but, based on our subjective impression from the disambiguation
phase, we consider this as a rare issue.

Text Extraction

The Klexikon website runs on the Wiki software, which makes text extraction across platforms
very similar. For both websites, we extract all direct children elements of the main content block
(div-class: mw-parser-output). Of those, we only use text within <p> tags as the main paragraph
content, and heading elements <h1>-<h5>. This simultaneously discards non-textual contents, e.g.,
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(a) Wikipedia (b) Klexikon (c) Compression Ratio

Figure 5.2: Histogram of our Klexikon dataset by number of sentences. Displayed are the lengths of texts
on the x-axis and their respective occurrence frequency on the y-axis. (a) Length distribution
of source texts on Wikipedia (bin width: 50). (b) Length distribution of simplified articles
on Klexikon (bin width: 5). (c) Compression ratio of aligned document pairs (bin width: 2).
Vertical lines represent median length (continuous orange), mean length (dashed black) and
one standard deviation (dotted black).

images, as well as malformed text elements, such as image captions or lists. We note that the re-
moval of lists might also remove valid content, but frequently suffers from inconsistent grammat-
ical correctness; while some bullet lists are equivalent to a self-contained paragraph, more often
than not, it simply contains enumerations.
To avoid encoding errors, we drop any character that appears less than 100 times in the corpus;
more frequently appearing special characters are mapped to the closest latin character (e.g., á to
a), with the exception of äöüß, which are part of the standard German alphabet. In the absence
of a close mapping (e.g., for Cyrillic or Chinese), the character is dropped completely. This as-
sumes that foreign characters are irrelevant for simplified texts, which may not hold true beyond
Klexikon articles. However, in our analysis of the character frequency, this assumption proved to
be reasonable enough. We process the raw text with spaCy’s6 de_core_news_md model to separate
sentences. Our final data format maintains the following document representation:

1. Line-by-line sentence representations based on spaCy boundary detection,
2. additional indication of separation of paragraphs (original <p> elements), and
3. highlighted headings according to the indicated level (heading, subheading, etc.), available

primarily for the Wikipedia documents.
A statistical view of the corpus can be found in Table 5.2.
We additionally present a stratified data split for the corpus, with an approximate 80/10/10 split
for training, validation, and testing. For stratification, we represent each pair of source/target
documents by their respective lengths in number of sentences. We then divide the coordinate
system into a rectangular grid (steps of 100 for Wikipedia article length, step size 10 for Klexikon),
and proceed to sample from each grid block according to our pre-defined split (10% of grid samples

6https://spacy.io, version 3.2
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Wikipedia Klexikon
Documents 2,898 2,898

Average sentences 242.09 32.51
Standard div sentences 227.39 19.73
Median sentences 162 26

Average tokens 5,442.83 436.87
Standard div tokens 5,093.82 270.00
Median tokens 3,705 347

Table 5.2: Corpus statistics of the Wikipedia and Klexikon documents in more detail. For computing to-
kens and sentences in a document, we use spaCy’s de_core_news_md, version 3.2. “Standard div”
refers to one standard deviation.

are selected for validation, 10% for testing, and the remaining 80% for training). When fewer than
ten samples are within a block, all samples are added to the training set. This results in a final split
of 2,350 training pairs, and 274 samples each for validation and testing.

5.2.3 Empirical Analysis

We quantify the statistics of our newly proposed Klexikon corpus, again highlighting its relevance
for both text summarization and simplification purposes.

Summarization Baselines

To verify our corpus is also suitable for the overarching task of summarization, we run a set of
baselines and compare them to the Klexikon articles as a presumable gold standard summary. We
use the baselines presented in Section 2.4.1 and three additional methods to compare generated
summaries. As a brief reminder, here is an algorithmic description of our baselines:

1. Lead-3: Uses exactly three sentences of the source article as a “summary”. In our case, this
corresponds to the first three sentences of the Wikipedia article.

2. Lead-k: To serve a more appropriate length for the articles, we extend this to k sentences
instead. We deviate from the calculation of target lengths based on the compression ratio,
as presented in Section 2.4.1. Instead, we consider the entire overview paragraph in the
Wikipedia article as the lead-k summary.

3. Full article: The full Wikipedia article as a reference for the maximum possible vocabulary
overlap (maximizing ROUGE-1 recall).

4. ROUGE-2 oracle: As an approximation of the upper limit for extractive summaries on
this dataset, we select the sentence maximizing ROUGE-2 F1 scores for each sentence in
the Klexikon article.
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5. Luhn: An unsupervised baseline for extractive summaries generated with Luhn’s algo-
rithm (Luhn, 1958). We pre-specify a target length of 25 extracted sentences for each doc-
ument, which corresponds to the median number of sentences in a Klexikon article.

6. LexRank-ST: As a more sophisticated baseline, this approach supplies LexRank (Erkan
and Radev, 2004b) with embeddings extracted by sentence-transformers (Reimers and
Gurevych, 2019). The length is similarly limited to at most 25 extracted sentences.

To compute scores, we use the ROUGE implementation provided by the Python rouge-score

package, using the CISTEM stemmer for German (Weissweiler and Fraser, 2017). Results in Ta-
ble 5.3 indicate that our dataset poses a significantly harder challenge for systems, requiring higher
levels of abstractiveness due to the joint simplification necessary. This is in contrast to existing
summarization-focused datasets that oftentimes provide overly extractive target summaries, such
as CNN/DailyMail. Meaning, gold summaries do not include a large amount of re-wordings or
other deviations from the reference inputs.

On our dataset, lead-3 baselines score poorly due to the summaries being too short in comparison
to the gold targets, yielding low ROUGE recall scores. The opposite is true for the full article
baseline, which does not summarize at all, and therefore scores poorly in terms of ROUGE pre-
cision. However, the full article baseline obtains a recall score of 77.3% ROUGE-1, implying
there is still a sizable vocabulary overlap between the Klexikon and Wikipedia articles, reinforcing
our choice of alignment strategies. Highest-scoring naive baseline is lead-k with a more decent ap-
proximation of the actual target article length. Even so, we note that, on average, lead-k-generated
summaries are still shorter than the corresponding Klexikon articles.

From the extractive summaries generated by unsupervised methods, it becomes obvious that con-
tent from sections outside the overview paragraph is beneficial in terms of ROUGE scores, which
is a promising distinction from other summarization datasets, especially in German. Finally,
the ROUGE-2 oracle gives insights into the limitations of extractive summarization methods
on this dataset. In particular, the differing expressiveness and vocabulary impacts the achievable
ROUGE-2 and ROUGE-L scores. It should be noted, however, that the determination of out-
put lengths seems to play a crucial role in the overall balance between precision and recall scores.
Given that both unsupervised baselines work with informed choices of the expected summary
length, their results should also be taken within the correct context.

SimplificationMetrics

We further provide different metrics to estimate the level of simplification present in the avail-
able documents. For this, we compute Flesch reading-ease scores (Flesch, 1948), specifically an
adjusted variation for German (Amstad, 1978). Flesch complexity scores were computed with the
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R-1 R-2 R-L
Lead-3 16.95 3.77 9.81
Lead-k 24.87 5.10 12.01
Full article 16.81 4.23 6.95

ROUGE-2 oracle 41.85 10.68 16.00

Luhn 31.86 5.55 11.57
LexRank S-T 33.90 6.11 12.86

Table 5.3: Average ROUGE F1 for simple extractive baselines. 95% confidence intervals obtained with
bootstrapping (n = 2000) differ by less than one point for all scores.

textstat library7, using the function for German. Sentence length in tokens was derived from
the tokenization mentioned in the main article. We further hypothesize that the average sentence
length (in tokens), as well as the average number of characters per words are suitable proxies for
simplification. The latter is especially important for German, which is famous for its long com-
pound words. In particular, we limit the word length calculation to “content word classes”, i.e.,
nouns, verbs, adjectives, and adverbs only.
To cover lexicographic peculiarities in the data, we estimate the underlying vocabulary. Notably,
the overall texts are quite different in lengths, so an absolute count of distinct tokens would heavily
bias the results on Wikipedia. Instead, we approximate this problem by looking at corpus-specific
lemma coverage. By computing a corpus-specific list of the 1000 most frequently occurring lem-
mas, we are then able to compute what fraction of all used lemmas is contained in this top-1000
list. A higher percentage likely points to fewer rare words used, and greater reliance on commonly
understood words or an overall smaller vocabulary.
Indeed, we find a consistent pattern in our data (cf. Table 5.4), where Klexikon data indicates sim-
pler language on all our metrics, which confirms the suitability of our dataset for simplification

tasks. We would like to point out the general consensus of the field that heuristics are only scratch-
ing the surface of representative readability judgments (Chall, 1958), but still offer a chance for
initial exploratory analysis of data suitability.

5.3 Obtaining Aligned Data for Ex-Post Fine-tuning

With the previously introduced framework of separate filtering and subsequent re-phrasing of
outputs, the goal of end-to-end text summarization with joint simplification becomes a more tar-
geted effort. Instead of requiring the translation of each individual segment, reducing the number
of segments at the ex-ante stage can be used as a way to circumvent the length disparity between
more complex documents and their simplified counterparts.

7https://github.com/shivam5992/textstat
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Wikipedia Klexikon
Avg. Flesch score 40.1± 7.3 66.7± 6.0
Avg. sentence length 22.7± 2.6 13.5± 1.5
Avg. word length 8.7± 4.0 6.9± 3.0
Share of top 1000 lemmas 68.8% 82.3%

Table 5.4: Indicators of simplified target texts: averages for Flesch complexity scores (between 0 to 100;
higher scores indicate simpler texts); average sentence length in tokens; average word length in
characters (nouns, verbs, adjectives, adverbs); percentage share of occurrences of the top-1000
corpus-specific lemmas.

In order to provide ex-post systems with better capabilities to perform the necessary simplification
operations, we look towards fine-tuning existing systems with relevant task-specific data. For this
reason, it is necessary to obtain some alignment between the intermediate ex-ante segments, and
the simplified target segments. Obtaining such alignments is possible, but expensive and time-
consuming (Stodden et al., 2023). Alternatively, one could rely on a variety of existing methods
for the extraction of automatic alignments. To illustrate the challenges these methods pose, we
briefly experiment with extracting alignments from the “Klexikon” corpus in Section 5.3.1. As
existing methods either fall short in raw performance, or are not applicable to this dataset, subse-
quent alternative alignment strategies are explored in Section 5.3.2. Parts of this sections are based
on insights from the advanced software practical by Lisa Kuhn at the Data Science group, under
our supervision.

5.3.1 Limitations of Existing Automated Alignment Approaches

At the example of the previously introduced Klexikon dataset, we illustrate the limitations of ex-
isting approaches to extract automatically aligned segments.
Existing alignment algorithms from the text simplification community are not directly applicable
for a variety of reasons. CATS Štajner et al. (2018) is one representative from the class of greedy
alignment algorithms. Greedy methods base their alignments on the assumption that a similar
order of the content exists for both the source and simplification texts. This does not apply to
the Wikipedia-Klexikon, since texts have been written independently, and thus the content may
appear in a different order. Implementations of non-greedy alignment strategies also exist, e.g.,
by Paetzold et al. (2017) or Jiang et al. (2020), but both lack support for text alignments beyond
English.
We also briefly investigated extracting alignments based on sentence embeddings from sentence-
transformers (Reimers and Gurevych, 2019).8 To obtain an alignment for each sentence in the
Klexikon target summary, we select the most similar source sentence from the Wikipedia docu-

8paraphrase-multilingual-mpnet-base-v2, a multilingual variant also suitable for German texts.
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ment. However, sentence splitting and merging are not easily modeled with this naive alignment
strategy and were frequently found to be the issue of sub-par alignments in a manual review of pre-
liminary results. In particular, we also note that there were both cases of several relevant Wikipedia
sentences for a single Klexikon sentence, as well as instances of long sentences from Wikipedia
splitting into several (non-consecutive) sentences in the Klexikon text.
Generically trained neural embedding models also had a fairly high “baseline” similarity of two seg-
ments from within a similar overarching theme (in this case, the focus of the respective Wikipedi-
a/Klexikon page). This meant that there is no effective way to filter out segments that should not
be matched at all. Furthermore, particularly central segments in the source document, such as the
introductory sentences that are present in Wikipedia articles, might be chosen as the alignment for
several of the Klexikon sentences, which is inconsistent with the expectation of aligning different
sentences.
On the other hand, we also investigate the general idea to go on a wider context (paragraph
level), since those are frequently not supported by existing alignment algorithms. However, for
paragraph-level extraction of alignments, we find that the topical granularity is not appropriate
in most instances. Again, this is mostly due to several source paragraphs being relevant, which
requires a strong focus on the filtering. This should be considered as a part of the ex-ante stage
and not for training ex-post generative models.

5.3.2 Alternative Extraction Approaches for Alignments

Following are some alternative approaches to extract alignments from parallel data, similar in na-
ture to the Klexikon corpus. Implicitly, one requires a corpus-specific relevance function that can
operate ideally at the level of individual segments. We may even consider that the paragraph rele-
vance of the source document by itself can be a form of selection already, similar to the pre-filtering
in hybrid approaches by Liu et al. (2018a). There is further evidence that learning a relevance func-
tion may be beneficial for summarization tasks (Liu and Lapata, 2019), although we are not aware
of any works studying the direct implication in simplification scenarios.

Learned Similarity for Alignment Extraction

The intuitive approach to try for extracting alignments is to use a variant of syntactic overlap
between the source and target documents. These approaches are frequently used in the literature,
although primarily for English (Barzilay and Elhadad, 2003; Specia et al., 2012; Paetzold et al.,
2017). Extending such systems by a simplistic multilingual alternative could be enough to achieve
a baseline performance that can be used in more complex setups, such as re-ranking scenarios (Ma
et al., 2023b).
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As such, however, these approaches require an over-reliance on the syntactic overlap, which is not
necessarily given for summarization scenarios where the ex-post steps sufficiently deviate from
the original input syntax, e.g., because of simplification. Operating via dense embeddings only
partially resolves this problem, as most models are still primarily focused on English.
One strategy is to exploit single documents for the construction of “monolingual” corpora to
train embedding models that work specifically on the documents of our input document collec-
tion D. Our proposed sampling technique for the creation of fine-tuning corpora operates on
the assumption that content within the same paragraph is topically similar, and would expect the
embeddings of individual sentences within the paragraph to provide a high similarity. To extend
this, hard negative samples can be curated from neighboring paragraphs (or, if available, from
different sections within the document). The resulting training instances are curated as a triplet
(s, s+, s−), where s is a sentence-level segment within d ∈ D, and s+ and s− represent the suit-
able positive and negative samples, respectively. Optimizing an embedding model to provide a
high similarity between s and s+, while maximizing the distance between embeddings of s and
s−, can thus be seen as a suitable training objective.
We have previously demonstrated that this technique can be utilized to segment domain-specific
documents with reliable accuracy without further need for labeled training data (Aumiller et al.,
2021), and believe that this paradigm can be extended to extract alignments from document-level
simplification data as well. In that case, the training extends to both the available documents for
the source domain (i.e., standard text), as well as the available document-aligned simplifications.
Having obtained more meaningful embeddings on the corpus, it is now also possible to find align-
ments through clustering-based methods, where the hope is that groups of sentences that are all
semantically similar map to a single target sentence, or vice versa.
The previously considered unsupervised strategy still banks on the assumption that segments
within a paragraph are semantically similar. For particular domains, this may not necessarily hold
true, in which cases a more direct alignment method may be considered. In practice, this requires
the provision of manual alignment on a subset of the corpus, which may serve as the direct train-
ing signal for extraction (Stodden et al., 2023). This is especially tricky if one considers a multi-
document setting, in which alignments are prone to content duplication and subsequent merging
of sections during the summarization/simplification.

Can Large LanguageModels Extract Alignments?

In an attempt to utilize more versatile LLMs in the task of alignment, without having to explicitly
fine-tune them, we experimented briefly with prompt-based alignment strategies. The three over-
arching limitations of LLMs at the time of experimentation were, on the one hand, the limited
ability of LLMs to exactly reproduce the contents of an input segments. On the other hand,
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we experimented with the early research preview of ChatGPT from November 2022, as well as
the first command models from Cohere. Neither model was capable at the time to respond in
German, excluding the Klexikon dataset from being used as an experimental dataset.
While the multilingual capabilities of LLMs and the possible context lengths have since drastically
improved, one may still observe problems related to the recitation of input contents. In practice,
the setup for in-context alignment relies on prompts similar to the following example:9

From the following article, extract the most similar segment to the sentence

<sentence_placeholder>

Article: <article_placeholder>

Most relevant segment:

For a human reader, this directly implies that the relevant sections would have to be copied ver-

batim from the reference article, which is what models often struggled with. This makes the ex-
traction process of alignments unnecessarily hard, given that post-processing has to account for
hallucinations in the alignment as well.
During a qualitative study, we focused on 100 examples from the CNN/DailyMail corpus in order
to extract alignments for each sentence in the gold summary. This dataset was particularly chosen
for the following reasons:

1. The input texts are relatively short, ensuring that all chosen samples, plus instruction and
output, fit within the models context window length.

2. Models have likely been pre-trained or fine-tuned on CNN/DailyMail, increasing the
chances that outputs will follow the wording exactly. This inherently gives an advantage
to the LLMs, making the failure cases all the more worrisome.

3. CNN/DailyMail has a relatively low variance in wording between inputs and summaries,
making it in theory possible to have a well-aligned target segment for each sentence.

While models were generally able to identify relevant passages, they still struggled with several
issues. The qualitative observations of problems can be categorized into the following few failure
cases:

1. Failure to extract singular segments: Models would regularly return more than a single
sentence. While not inherently problematic–ultimately, we are looking for 1:N alignments
where multiple segments may be considered relevant– the bigger problem was that usually
a subset of those returned segments would have been a better fit.

2. Struggling with non-consecutive segments: Models rarely returned segments that were
non-consecutive in the reference text.

9This is only one of several examples that we experimented with, where variations mostly affect the precise wording,
formatting hints, or the order of reference texts and instructions.
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3. Hallucinating text: Unsurprisingly, models would also frequently return text that does
not exist in that particular wording. While often an abstractive re-write of several target
segments, this still goes against the intended idea of extractive alignments.

These results are also echoed by empirical findings in related literature for other information ex-
traction tasks, see, e.g., Ma et al. (2023b) or Almasian et al. (2023). However, we also find that
averaging over several hypotheses tends to lead to better results in scenarios where the combina-
tion of several generations is possible (Aumiller and Gertz, 2022b). In particular, this was also
demonstrated for a simplification-adjacent use case.
In our opinion a more drastic limitation is also the expensive nature of obtaining such alignments.
As shown in the template above, the simplest in-context extraction setups require a separate re-
quest per sentence/segment in the target text, where each time the entire source text has to be pro-
cessed by the model. We briefly experimented with a singular prompt extracting an alignment for
each target segment simultaneously, but quickly realized that this setup is much more difficult
for a model to address, and would degrade performance even more. Given that billing of closed-
source models is based on the processed tokens, extracting alignments individually is drastically
more expensive, oftentimes prohibitively so.
We expect that the results with newer LLMs will continue to improve over time. But, given the
relatively static nature of extraction tasks with clear formatting, it may be unnecessary to rely on ex-
pensive LLMs for such settings. Instead, bespoke task-specific models can be trained from scratch
to solve this problem with great success, see Jiang et al. (2020).

5.4 Text Style Transfer in the Context of Controllability

Within the context of training custom language models for the task of ex-post summarization,
it has now been established how aligned segments can be extracted to represent the use case of
paraphrasing relevant segments into a final summary. In previous sections, we relied on the zero-
shot capabilities of LLMs to handle paraphrasing-like tasks in the ex-post stage. However, given
the availability of explicit training data, specific considerations may be given to train models that
can achieve particularly desirable output styles in the final summary, such as simplified vocabulary
use, or specific writing styles. We present two ideas of how to better steer the generation of ex-
post models, either through the combination of multiple, task-specific models, or, alternatively,
through a restrictive decoding algorithm.

5.4.1 Training Separate Experts for Domain Style Transfer

The first idea for more targeted generations is loosely inspired by the concept of “Mixture-of-
Experts” (MoE) (Shazeer et al., 2017). In such architectures, separate sub-parts of a network are
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trained to be activated depending on the input signals, allowing for a more diversified training.
While modern implementations of MoE networks usually activate several subnetworks at the level
of individual tokens (Jiang et al., 2024), one can easily imagine routing entire segments to a sub-
network, depending on the intended output style.
For the particular task of paraphrasing with a style transfer, this is made possible by training net-
works on different datasets, and applying only the network with relevant style properties at gen-
eration time. We explore a strategy to simulate networks quite similar to this, by training para-
phrasing models on different domain-specific summarization datasets. To better approximate the
relative length input and output segments in a paraphrasing context, we first create a greedily op-
timal extractive summary, before training a network to generate a final abstractive summary from
this intermediate extractive portion.
In a qualitative analysis of initial results, we find that supplying intermediate extractive summaries
from articles of a different domain still led to stylistic properties in the final summary based on
the network’s training domain, effectively providing the ability to infer cross-style transfer. How-
ever, the main limitation is posed by the relatively smaller training data available in such scenarios.
As such, it requires relatively stable initial checkpoints from which to perform the fine-tuning.
Models may also overfit to a particular domain, delivering suboptimal paraphrases of the final
summary, which needs to be balanced in the face of specific user preferences. Here, the aforemen-
tioned routing modules of true MoE models can be helpful, and should be explored in further
experiments for summarization-specific use cases.
For a comprehensive analysis, including a working implementation of this idea, as well as empiri-
cal results, we refer the reader to the thesis by Li (2023) under our supervision. For the empirical
setup, the style transfer between the three domains of news (Hermann et al., 2015), law (Ko-
rnilova and Eidelman, 2019), and wiki-style articles (Perez-Beltrachini and Lapata, 2021) is ex-
plored. While the model itself delivers the expected diversity in generative results, it seems that
the relatively small models used in the experiments (flan-t5-base) still suffer from high rates of
hallucination, often leading to suboptimal generations.

5.4.2 Constrained Generation for Steering Simplification Levels

To obtain style-specific paraphrase models, one requires dedicated training resources, as well as the
investment to fine-tune models for a particular domain. This can be prohibitively expensive for
data-scarce use cases, in which case the preferred way would be to reuse available generic models,
and drive the style-specific generation without explicit training. As one such proposed improve-
ment, we may simply modulate the log-likelihood of vocabulary terms at generation time, thereby
restricting the complexity of generated text (or more general style-specific constraints). One pos-
sible way to achieve this is the restriction based on current complexity estimates of various gener-
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ation hypotheses (Freitag and Al-Onaizan, 2017). Particularly efficient complexity scoring func-
tions, such as the Flesch score, may be suitable to eliminate obviously complex hypotheses during
generation time, even if the score itself is controversial as a fine-grained evaluation mechanism.
This sequence-level estimate has the additional benefit that it does not depend on model vocab-
ularies, which recently make word-level estimates difficult due to the introduction of subword
units in vocabularies.
Kumar et al. (2022) demonstrate that a generalized idea of constrained token-level sampling is
still possible, and leads to improvements in text generation settings, in their particular case for
toxicity-related vocabulary restrictions. We estimate that their idea can be extended to other user
preferences, such as the considered text complexity, leading to a more constricted vocabulary in
the generations. We further note that not all approaches for sampling restrictions are suitable for
simplification-related preferences. As an example, pointer-generator networks (See et al., 2017)
may boost summarization performance by directly copying input tokens. However, if simplifica-

tion is the goal, re-using the vocabulary from the input is not sufficient in restricting generations,
unless simplification is only intended via sentence-level operations (e.g., splitting of sentences or
deletions). Irrespective of the specific method, it also needs to be considered that the more com-
plex generation strategies have an effect on the inference load of model deployments, leading to
slower generation times and higher deployment costs in the long run. As such, it may still be a
cheaper option to train bespoke models right away, and consider the aforementioned constraints
as a form of regularization during training.

5.5 Conclusion

As this chapter shows, just focusing on a singular aspect in conjunction with summarization opens
a whole other set of questions to answer already. To summarize the takeaways, one can construct
a basic checklist of requirements and steps that are necessary to train systems suitable for task-
specific generative summarization.
First, for the considered task of ex-post simplification, we quickly find that suitable resources are
not widely available, primarily due to the common interpretation of simplification as a sentence-
to-sentence “translation” problem. As a remedy, we propose a new German dataset that provides
document-aligned texts that prove valuable for both simplification and summarization purposes,
and are the first of its kind for German, and greatly expanding the available resources in this par-
ticular language. We assume that data will likely be the centerpiece for any task-specific system.
However, the dataset alone is rarely enough to “solve” a problem, and we discuss further strate-
gies on how to reliably extract alignments from document-aligned datasets that can then be used
as training samples specifically to train ex-post models with a particular focus. As an interesting
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finding, we find that generic LLMs are not yet sufficiently capable of extracting alignments be-
tween various segments, requiring additional effort in curating training sources.
And, finally, we also provide some insights into the training dynamics of custom sequence-to-
sequence models, which may serve as an alternative to generic LLM systems given sufficient train-
ing data and specific enough use cases.
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6 Modeling Text-Level Temporality
for Aspect-based Summarization

“What then is time? If no one asks me, I know what it

is. If I wish to explain it to him who asks, I do not know.”

Saint Augustine

With Chapter 5 we have seen ways in which generative aspects of the ex-post stage can be po-
tentially improved, and why it matters to adjust specific parts of the text summarization pipeline
to more nuanced user needs. As a complementary example of extending ex-ante aspects, we dis-
cuss ways in which the temporality of texts can be better incorporated into our framework, given
its broad applicability in retrieval contexts (Alonso et al., 2007; Campos et al., 2014). Most no-
tably, our proposed filters in Chapter 4 explore only a very naive model of temporality, filtering
by document-level timestamp, if available. Especially for long-form summaries, such as the legal
acts of the previously introduced EUR-Lex-Sum dataset, associating the entirety of a document
with a singular timestamp may be insufficient to model the more complex temporal relationships
within the document itself. It would therefore be more appropriate to annotate separate segments
with granular time stamps depending on the local context of a segment, and subsequently retrieve
only those parts within the document that are in fact temporally relevant to a filter query. In or-
der to do so efficiently, it also needs to be considered whether an explicit document model may be
required to scale to larger collections without problems.
Simultaneously, temporality can also be seen as a somewhat fluid aspect that borders the ex-post
stage as well. Timelines can themselves be seen as a form of summarization, and heavily influence
the generation by forcing a particular temporal order (Steen and Markert, 2019; Hausner et al.,
2020b,a). As such, we require a representation of temporal aspects that can be translated from
the retrieval stage into a later generation step as well, or inform at least a sort of hierarchy over the
generation at large.
We spend the beginning of this chapter detailing some of the necessary background and related
work for temporal retrieval over texts in Section 6.1, followed by a novel hierarchical model to
represent temporal mentions across a document context (Section 6.2). The conversion of single
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documents into segments rich with additional metadata can then be used to improve the ex-ante
aspect retrieval itself, which we discuss in Section 6.3. Finally, we return to our quest of bridging
the gap between ex-ante and ex-post stage, by discussing strategies for steering temporally guided
summarization generation in Section 6.4 before concluding.

Parts of this section are built on the following peer-reviewed publications:

Philip Hausner, Dennis Aumiller, and Michael Gertz. Time-centric Exploration of Court
Documents. In Ricardo Campos, Alípio Mário Jorge, Adam Jatowt, and Sumit Bhatia, editors,
Proceedings of Text2Story - Third Workshop on Narrative Extraction From Texts co-located with

42nd European Conference on Information Retrieval, Text2Story@ECIR 2020, Lisbon, Portugal,

April 14th, 2020 [online only], volume 2593 of CEUR Workshop Proceedings, pages 31–37.
CEUR-WS.org, 2020b. URL https://ceur-ws.org/Vol-2593/paper4.pdf

Philip Hausner, Dennis Aumiller, and Michael Gertz. TiCCo: Time-Centric Content Ex-
ploration. In Mathieu d’Aquin, Stefan Dietze, Claudia Hauff, Edward Curry, and Philippe
Cudré-Mauroux, editors, CIKM ’20: The 29th ACM International Conference on Information

and Knowledge Management, Virtual Event, Ireland, October 19-23, 2020, pages 3413–3416.
ACM, 2020a. doi: 10.1145/3340531.3417432

Dennis Aumiller, Satya Almasian, David Pohl, and Michael Gertz. Online DATEing: A Web
Interface for Temporal Annotations. In Enrique Amigó, Pablo Castells, Julio Gonzalo, Ben
Carterette, J. Shane Culpepper, and Gabriella Kazai, editors, SIGIR ’22: The 45th International

ACM SIGIR Conference on Research and Development in Information Retrieval, Madrid, Spain,

July 11 - 15, 2022, pages 3289–3294. ACM, 2022a. doi: 10.1145/3477495.3531670

6.1 Background and RelatedWork

To achieve the goal of representing document contexts more accurately for a temporal retrieval
setting, we first establish a formal view of “time” and suitable representations of various tempo-
ral mentions. We further briefly discuss approaches to extract temporal expressions from a text
with the help of existing methods and their respective advantages and disadvantages. To ground
the proposed solution in the frame of existing works, we further discuss approaches to timeline
summarization as a subfield of aspect-based summarization.
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6.1 Background and Related Work

6.1.1 Formalization of Date Representations

We rely on a formalization (and normalization) of temporal expressions into a unified represen-
tation. In particular, the format is in accordance with the ISO 8601 standard of a particular date,
i.e. YYYY-MM-DD for a date representation. For simplicity, we ignore the extension for intra-day tem-
poral units denoted by HH:mm:ss, but acknowledge that this is theoretically compatible with our
further definitions.

We refer to any temporal mention in the ISO 8601 format as a normalized temporal expression.
Schilder and Habel (2001) further divide temporal mentions into one of three categories:

1. Explicit mentions: These expressions directly refer to a particular date, e.g., “October 16,

1998”. Explicit mentions can also refer to a coarser period, e.g. “October 1998”, or “1998”.
2. Implicit mentions: Expressions that still refer to an explicit date, but through implied

meaning. Examples of that are references to public holidays, e.g., “New Year’s Eve 2002”.
3. Relative mentions: Not all expressions are relating to a fixed temporal point in time. In-

stead, relative mentions, such as “yesterday” can refer to different dates, depending on con-
text. One temporal anchor could be a document creation date associated with a piece of
text, or other, explicit temporal expressions in adjacent segments.

However, it should be noted that not all temporal expressions can be uniquely resolved into a
distinct ISO 8601 representation. This can either be due to the lack of context (relative mentions
remain ambiguous without a date anchor being available), or simply because the expression does
not specify a particular date, but rather a set of possible dates. For example, the expression “every

other week” refers to multiple points throughout time.
For simplicity, the rest of this chapter assumes that we deal with fully normalized temporal expres-
sions stemming either from explicit mentions, or implicit/relative expressions that can be uniquely
disambiguated into a normalized expression. This decision is made to simplify the later translation
into query parameters for explicit temporal mentions during aspect retrieval.

To allow reasoning over a multiset of temporal expressions T = {e1, ..., em}, the following for-
malization allows a distinction at different granularity levels with respect to a linear temporal axis,
or “timeline”. We define each temporal mention e ∈ T by the smallest mentioned unit that is in-
ferrable from the normalized date expression. For a temporal expression e, individual granularity
levels can be referenced, such as eY for the year, eM for month, and eD for day associated with e,
respectively. If an expression does not have any value for the particular granularity, it is considered
undefined and cannot be compared at this level to any other expression. We call e an incomplete

time stamp if any of the leading granularity levels are undefined. E.g., the phrase “December 12”
by itself, yielding a normalized temporal expression e =“XXXX-12-12”, would be considered in-
complete. We still allow for dates that are only defined up to a certain granularity. As an example,
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“March of 2024” and its associated expression e =“2024-03” is still considered a valid date, even
though it is only defined up to the granularity of months. Specifically, eY = 2024, eM = 03,
and eD =undefined.1

We further define subsets ofT depending on the granularity levels from ISO 8601 as well: TY con-
tains all expressions explicitly mentioning years, TM all expressions mentioning a month, and TD
all specific mentions of a day. Given our prior assumptions about the completeness of individual
expressions in T , it holds that TD ⊆ TM ⊆ TY = T .

For a pair of temporal expressions e, f ∈ T , it holds that there exists a natural ordering between
the expressions if both normalized representations have the same granularity available. We call e
a “more recent event” if it holds that

eY > fY , or (6.1)

eY = fY ∧ eM > fM , or (6.2)

eY = fY ∧ eM = fM ∧ eD > eD. (6.3)

In other words, e has to contain a larger value in the coarsest granularity that does not equal the
value of f . By extension, it only holds that e = f if values are defined to an equal granularity
depth and equate all values. Formally, e = f , if and only if

eY = fY ∧ eM = undefined ∧ fM = undefined, or (6.4)

eY = fY ∧ eM = fM ∧ eD = undefined ∧ fD = undefined, or (6.5)

eY = fY ∧ eM = fM ∧ eD = eD. (6.6)

While the equality of events is only possible if they both have a similar granularity available, there
are still ways to express more relative temporal relations. When comparing a fine-grained date
mention with a coarser representation, containment of dates refers to one temporal mention be-
ing within a larger duration. As an example, it is a truthful statement to say that “2020-03-15”
happened during “2020-03”, or during “2020”. We use the subset predicate⊂ to express tempo-
ral containment of one event e within another coarser event f . Formally,

e ⊂ f ⇐⇒ eY = fY ∧ fM = undefined ∧ eM ̸= undefined, or (6.7)

e ⊂ f ⇐⇒ eY = fY ∧ eM = fM ∧ fD = undefined ∧ eD ̸= undefined. (6.8)

1The implication here is also that any date that has an explicitly defined day will always require to have a month

mentioned. Any temporal expression violating this assumption would have to refer to a set of dates, which we
previously excluded. As an example, consider “the 15th of every month in the year of 2024”, which in itself expressly
mentions (several) months.
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6.1 Background and Related Work

With this model of temporal relations in mind, it is now also possible to explore the conversion
of natural language text into a series of temporal expressions and its accurate representation for
retrieval contexts.

6.1.2 Temporal Expression Recognition andNormalization

Turning a document into a series of temporally annotated segments further requires the auto-
mated extraction of temporal expressions from natural language text and storing said annotations
in a suitable data format. Assume an extractor function Φ : d → T is given that can recognize
and normalize mentions of temporal expressions in a document d.2 In order to retain the associa-
tion between a normalized temporal expression e ∈ T and its mention within d, one can further
define an inverse mapping Φ′ : T → d.3 This allows the recovery of every segment t ∈ d where a
temporal mention occurs that is equivalent to the normalized date in e. In practice, most systems
implementing a variant of Φ and Φ′ will frequently use an XML-like format over the text in d

to store annotations directly within the text itself. See, for example, the popular TIMEX3 stan-
dard (Ferro et al., 2002; Pustejovsky et al., 2003). We previously presented an interface to unify
the data export between different tools, improving the practical usability of systems in Aumiller
et al. (2022a).

While our approach ultimately depends on the quality of upstream detection accuracy, we briefly
highlight some of the available tools. Strötgen and Gertz (2010) introduce a rule-based extrac-
tion system called HeidelTime, which has later been extended to work with a variety of lan-
guages (Strötgen and Gertz, 2015). Another tried-and-tested method is SU-Time (Chang and
Manning, 2013), which has since been incorporated in the Stanford CoreNLP framework (Man-
ning et al., 2014). Given its better multilingual capabilities and flexible application to specific
domains, we recommend HeidelTime as a flexible tagging approach in practical implementa-
tions (Aumiller et al., 2022a).

For the sake of completeness, it should be highlighted that recent works have explored the use of
supervised neural approaches for temporal tagging and relation extraction (Laparra et al., 2018;
Chen et al., 2019; Lange et al., 2020; Almasian et al., 2022a). We find that these approaches tend
to scale poorly relative to the previously mentioned rule-based approaches and even more recent
generative models seem to struggle with accurate information extraction from texts (Almasian
et al., 2023).

2In practice, recognition and normalization of temporal expressions can be viewed as two separate problems, see Al-
masian et al. (2022a). For simplicity, assume systems can in fact perform both steps simultaneously.

3While we explicitly define functions in this section at the individual document level, we can similarly extend this
notion for an entire document collection D. We stick to the level of individual documents for now as it simplifies
the disambiguation between segments from different documents.
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6.1.3 Timeline Summarization

Previously there have been several attempts to phrase timeline summarization as an independent
task setting with different focal points on the expected outcome. Compared to other summariza-
tion tasks, timeline summarization generally focuses on the creation of summaries from multiple
documents (Steen and Markert, 2019; Gholipour Ghalandari and Ifrim, 2020; Hausner et al.,
2020a,b; Yu et al., 2021; Ziegler et al., 2021; Campos et al., 2022). One can also observe a dif-
ference in the target modality, with approaches ranging from traditional textual outputs (Steen
and Markert, 2019) to graph-based visualizations (Hausner et al., 2020a; Ziegler et al., 2021).
Gholipour Ghalandari and Ifrim (2020) further highlight that existing approaches differ along
several dimensions. While some works directly summarize contents from documents, others rely
on an intermediate step of date-wise selection or event detection for summary generation. Similar
intermediate steps can also be found in the methods used for clustering the input documents, an
approach especially relevant when dealing with highly redundant content from web media (Pisko-
rski et al., 2020; Ziegler et al., 2021). On the other hand, we also note approaches focusing on par-
ticular domain-specific timeline representations, such as court transcripts (Hausner et al., 2020b).

6.2 Hierarchical Temporal Representations

We already established that temporal expressions in texts can exist at different levels of granularity.
However, it still needs to be defined how the mapping of segment temporal information can be
transferred to document contexts. Realistically, not every segment may have an explicit temporal
expression, but still provide relevant information for a particular temporal context. Consider the
following segments at the sentence level and the temporal expressions within them.

The Berlin Wall fell on November 09, 1989. It was a notable event marking the fall of communism

in Central Europe. However, it was not until October 03, 1990 that Germany officially reunited.

The first and last sentences in the given example contain an explicit temporal expression, “1989-

11-09” and “1990-10-03”, respectively. However, the sentence in between still carries relevant se-
mantic meaning for the context of this document, and may be considered relevant for one or both
of the adjacent sentences. Further problems arise if one instead considers all three sentences as a
single segment, e.g., at the paragraph level. In such cases, further definitions are required for the
priority between differing dates or decide on aggregation strategies. In the following sections, we
present different ideas for both the propagation and aggregation of several expressions.
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6.2.1 (Bi-)Directional Date Propagation

In a naive solution, it may be sufficient to associate temporal expressions only with the respective
segments in which they occur. However, as previously mentioned, propagating the association of
dates to adjacent segments of the actual occurrence of the underlying temporal expression can be
beneficial to extend contextual knowledge in adjacent segments.

The first propagation scheme is directional date propagation, in which we associate the occurrence
of expression with neighboring segments. Let e ∈ T be a temporal expression, with segment te
referring to the segment te ∈ d, such thatΦ′(e) = te., We then refer to the directional date prop-
agation prop of e within d as the associated segment te, including its k right-sided neighboring
segments. Formally,

prop(e, k) := [te, ..., te+k]. (6.9)

In practice, suitable values for k depend on both granularity and intended propagation level. The
intention here is that a left-to-right reading order may imply a one-sided context relevance, and
preceding segments do not refer to the same temporal expression within the context of the doc-
ument. Of course, the directionality may be adjusted for scripts that read right-to-left, such as
Arabic.
In other contexts, it may be valid to extend the context in both directions, or what we refer to as
bidirectional date propagation. Formally, we refer to the bidirectional propagation as propbi, with

propbi(e, k) := [te−k, ..., te+k]. (6.10)

As an extension, one may consider a tapered relevance of temporal expressions for neighboring
segments, depending on their distance. Similar weighting functions have previously been intro-
duced in the context of textual co-occurrence weighting schemes (Spitz and Gertz, 2016; Almasian
et al., 2022b), and even within for ranking temporal co-occurrences (Hausner et al., 2020b).
Compared to the previous assumption, where each segment ti ∈ prop(e, k) has a uniform rel-
evance to the originating expression e, we now consider the segment distance in the form of an
additional relevance weight for later rankings. Formally, let id(ti) be the index position of seg-
ment ti within the document d. Considering a weighting function ω of a segment ti relative to a
temporal expression e is then defined as

ω(e, ti, k) :=

 1
|id(ti)−id(te)|+1 , if |id(ti)− id(te)| < k

0 else
(6.11)
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Similar weighting functions can also be defined with negative exponential weights, see, e.g., the
previously mentioned work by Spitz and Gertz (2016). The specific limitation to the context
window of k segments for the weights is primarily intended to optimize implementations of such
weighting functions, where explicitly setting specific ranges to zero reduces the overall number of
computations necessary.

6.2.2 Segment-level Aggregation of Expressions

While propagation of dates is helpful for instances where we have a lack of temporal expressions
across segments, and helps to improve the coverage within a document, we often also face the
contrary problem: segments containing multiple expressions at the same time. The likelihood to
encounter such segments also increases with coarser granularity, e.g., when looking at paragraphs
instead of individual sentences as a segment.
To this extent, we propose an aggregation scheme called that we refer to as inclusive temporal range.
Instead of individually iterating over every expression e ∈ T , we assume that it is more efficient
to operate over a single segment-associated temporal range. Let ti ∈ d be a segment, then we
consider the inclusive temporal range r of ti as

r(ti) := [min
e∈Ti

e,max
e∈Ti

e], with Ti := {e |Φ′(e) = ti}. (6.12)

In other words, we consider the earliest and latest date mentions associated with the segment ti as
a sort of range delimiter for temporal relevance.4 To give an example, the inclusive temporal range
of the phrase “He won the championship in 1987, 1988 and 1990.” would be r = [1987, 1990].
Neatly, ranges are also still defined if only a single temporal expression is contained within ti. For
paragraphs without explicit mentions we consider the range to be undefined and the segment not
relevant to a temporally sensitive ranking.

While the inclusive temporal range is a lossy approximation of the exact nature of the context, it
allows for a more open-ended search relevance over temporal ranges, such as we expect them for
aspect-based summaries. On the other hand, we can also briefly mention a lossless representation
of mentioned dates if computational efficiency is not a concern. In such a case, the date collection

over a segment ti would simply be given by Ti.

4Strictly speaking, extending by the propagated temporal mentions is also possible, making Ti compatible with our
ideas from the previous section.
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6.3 Intra-document Temporality as Ex-Ante Filters

From the given definition of segment-level annotation of documents it is now the obvious next
step to consider the challenges of extending our ideas of a temporally annotated document to a
fully fledged text summarizer. To illustrate some of the use cases for a more pronounced ex-ante
filter, we further elaborate on the implementation of various temporal query operators, and no-
tions of centrality for ranking competing sections revolving around the same date in Section 6.3.1.

For the purpose of efficient retrieval with the mentioned operators, we introduce a new index
structure, called the Date Hierarchy Index (Section 6.3.2). It is a system not unlike more tradi-
tional inverted indices for Information Retrieval which would improve retrieval-focused query
loads over a corpus with temporal annotations.

6.3.1 Temporal Coverage as Explicit Query Parameters

Inspired by Almasian et al. (2022b), we define a variety of temporal query operators based on
argument (in)equality and range operations as explicit parameters for temporal retrieval in the
context of an ex-ante filtering step. Additionally, we briefly discuss the use of other data structures,
such as graphs, as means to compute content centrality (Hausner et al., 2020a).

Temporal Query Operators

We extend our temporal filtering criteria defined in Chapter 4 to a more granular level. This allows
for expressing more distinct temporal constraints over the set of temporal expressions within a
document.

Let temp be a query operation, mapping a temporal query to a selection of relevant segments
within a document d. With the definitions from Section 6.1.1, we already have a very explicit
notion for the exact equality of two temporal expressions. Assuming an explicit query date q, we
can now define the equality operation = as

temp=(q, d) := {ti| e = q ∧ Φ′(e) = ti}. (6.13)

Simply put, any segment containing an associated temporal expression matching the exact same

date as the query date q will be relevant. We consider the resulting segments without duplicates,
even though it could be the case that a date is associated multiple times with the same segment
through differing temporal expressions e, f ∈ T .´
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We can similarly define relative query operations with respect to dates occurring prior to (<) or
later than (>) the query date:

temp<(q, d) := {ti| e < q ∧ Φ′(e) = ti}, and (6.14)

temp>(q, d) := {ti| e > q ∧ Φ′(e) = ti}. (6.15)

In accordance with Almasian et al. (2022b), we also define a temporal range operation, denoted by
[·]. For this operation, we are given two dates delimiting a temporal range [q1, q2], and matching
segments may simply fall within this range. Formally,

temp[·](q1, q2, d) := {ti| q1 <= e <= q2 ∧ Φ′(e) = ti} (6.16)

Range expressions are particularly important to express search queries that match at different
granularity levels. Assume, for example, a document d with associated extracted temporal expres-
sions T = {e = 2022-05-10, f = 2023-10}. As a given query, consider q =“2022-05”, i.e., the
entirety of May 2022. While we intuitively see that e ⊂ q, our definition of equality of temporal
expression requires all granularity levels to be equivalent. As qD (the day property of our query
term) is technically undefined, this equality is not given. As such, temp=(q, d) = {}.
Instead, we can express a temporal range query with similar meaning that would yield matches, as
temp[·](2022-05-01, 2022-05-31, d) = {Φ′(e)}. By explicitly giving the range at the day level, we
can now match all expressions that fall within this range. By extension, this formalization would
also allow the inclusion of coarser temporal expression, such as e =“2022-05”, with ranges. For
example, “2022-04-30” < “2022-05” < “2022-06-01”.

Temporality in the Absence of Explicit Queries

Not all use cases would expect users to provide a temporal query. In the absence of such explicit
queries, we may still want to incorporate temporal information as a separate aspect and return a
ranking over segments within our input documents.
A naive approach is to simply order the segments in a ascending or descending order of temporal
occurrence, and use this as a proxy for relevance. This may already be sufficiently helpful for news-
related use cases, where recent events are likely more to be relevant (Campos et al., 2022).

We also hypothesize that a centrality-based ranking of “temporal significance” for particular dates
could be used as a replacement when considering temporality as an ex-ante aspect. To name a
simplistic approach, one could define a frequency-based occurrence centrality, such as a variant
of TF-IDF, over only the temporal expressions (or their normalized representations). Even then,
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it has to be considered which of the segments relating to a frequently occurring date would be the
most representative sample (a topic that we pick up again in the following section).
To allow implicit reasoning over different granularities, it is also possible to count each possible
granularity variation of a single expression in occurrence-based centrality. To give an example, this
could imply not just counting an expression in its original form, e.g. “2024-04-06”, but also as
the supergranular dates. In the example, this would be the month “2024-04” and year “2024”.
Counting the occurrence towards each of the respective dates would give a more comprehensive
picture relative to the sparse nature of specific date occurrences. Finally, alternative centrality
notions are also possible by considering co-occurrences graphs of temporal expressions within a
text (Hausner et al., 2020a). This also opens up additional advantages of providing summary-like
representations of event structures by traversing the graph structure (Spitz et al., 2019).

6.3.2 Date Hierarchy Index

In Information Retrieval, inverted indices are commonly used to map the occurrences of individ-
ual words or phrases back to the list of documents in which they occur. While the initial construc-
tion of an inverted index can be quite costly and requires constant memory to store, it dramati-
cally reduces the access times for retrieval loads. The primary advantage is the reduction of lookup
times from a full scan (O(N), with N being the number of documents), to a O(1) lookup in an
inverted index. Similarly, we would like to optimize the representation of our temporal expres-
sion set T , with specific consideration for the various query operations that might be expected.
We again rely on similarities to Almasian et al. (2022b). However, where Almasian and colleagues
assume that searching over quantities is inherently coupled with term retrieval, we make no such
assumptions in our system for temporal retrieval. Importantly, leaving out such simplifications
prevents us from cutting down on potential candidate segments by jointly filtering with the term
relevance ranking.
Instead, we rely on the notion of sparsity in temporal events and argue for a more flexible architec-
ture that utilizes the hierarchical nature of temporal expressions. This also brings us to our pro-
posed indexing structure: a tree-based temporal index, loosely inspired by B-trees used in database
management systems (Bayer and McCreight, 1972). Different levels within the tree refer to the
temporal granularity of year, month, or day. An example of a date hierarchy index structure can
be seen in Figure 6.1. Sorting node elements allows the efficient search over the tree, especially
since the month and day layers (second-to-last and last layer, respectively) are of constant width.
For months, there are at most 12 elements in each node–the number of months in a year. Whereas
a node for the day level can have at most 31 elements, based on the number of days in a month.
Any preceding layer in the graph may be utilized to efficiently represent the (theoretically unlim-
ited) number of years. Specifically for leaf nodes, each leaf presents a list of segments relating to
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1990 1995

1990-10 1995-081995, _    

1990-10,   _   1995-08-08

1995-08-08,  _ 1995-08-08,  _ 

Figure 6.1: Visualization of a possible hierarchical index over a document collection with four distinct tem-
poral mentions in underlying segments (green leaf nodes). The index is structured such that
years, months and days are organized in a tree-like hierarchy.

its particular parent note. See, for example, the leaf node attached to the value “1990” in the year
layer. As such, we can deal with incomplete month or year mentions, as well as specific temporal
expressions referring to a single day as well.
We again highlight that in practice the tree structure will likely be relatively sparse, depending on
the density of temporal mentions. Furthermore, we can also improve the storage size by not ex-
plicitly storing realized directionally propagated dates and traversing the implicit context window
in memory instead of retrieving it directly from the index.5 As previously mentioned, we want to
highlight the shortcomings of such index structures. Insertion and deletion of documents within
the index is relatively speaking more costly, and re-building the index with correctly sorted node
elements is taking its time. As such, a hierarchical date index should only be considered for work-
loads where retrieval operations dominate.

6.4 Temporal Ordering as an Ex-Post Aspect

One of the practical problems we discuss in Hausner et al. (2020b) is the accurate depiction of
temporal ordering within court records: the documents of a single proceeding reference various
dates in an order different from a historical timeline. Meaning, earlier events are discussed much

5We not our previous work investigating similar co-occurrence-based context windows over graph representations in
databases, where such an implicit context traversal lead to measurable improvements in memory consumption of
the index structure (Spitz et al., 2020).
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later in the court proceedings and vice versa, without any apparent ordering available. This is
only one of several practical examples where temporality affects the generation of text, even if the
proceedings are “manually” generated text.
However, similar nuances of temporality in automatically generated text still exist, and we briefly
discuss instances of factors that can be considered almost as ex-post aspects according to our previ-
ously introduced framework in Chapter 4. For one, it may be a useful to retain a temporal ordering
adhering to a timeline in the generation itself, and only sequentially generate based on segments
referencing a particular window of time (Section 6.4.1). Related, we may also encounter dates
that are frequently mentioned within a particular document, making many segments “relevant”
for said date and competing for attention during the generation step.

6.4.1 Summaries following Timelines

While we previously suggested a timeline-centric ranking order in the summarization-related re-
trieval stage, we want to briefly elaborate how temporal information can influence the generation

of summaries during the ex-post stage as well. In related work, Chan et al. (2024) specifically find
that ChatGPT is struggling with the extraction of temporal relations within text, even after dedi-
cated prompt engineering efforts by the authors. While the datasets used in their experiments rely
on primarily implicit mentions of temporal expressions, it also relies only on the comparison of
two events. We hypothesize that explicit knowledge of temporal mentions will improve the rea-
soning ability of LLMs in more complex contexts, even if their implicit temporal reasoning may
not yet be satisfactory.
Xiong et al. (2024) note a similar trend with LLMs in general and propose the combination of a
neuro-symbol engine to first disentangle event ordering in order to provide better answers in tem-
poral QA settings. This is not unlike our proposed idea of ranking segments by their temporal
order, although it specifically focuses on events and not exclusively on date mentions. They also
focus on the secondary task of temporal reasoning, specifically for answering questions relating
to event duration and ordering, instead of generating task-specific answers only.
For both works, the authors focus more on the ability to provide temporal ordering, and less so
on the influence these rankings have on the generation step. Instead, they rely on models being
able to follow generic instructions when reorganizing and aggregating the provided information
with context clues. Specifically for graph-encoded knowledge, both teams also rely on subject-
relation-object triplets to provide information in the prompt, which we believe to be relatively
simplistic. As mentioned in Section 3.5, relation triplets may operate on lossy knowledge repre-
sentation compared to the full underlying text from a segment. We therefore propose to simply
input segments with the associated date (and relevance score) in the order of the ranking in a
prompt template. Similar to our proposed “translation” of rankings into model-accessible repre-
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sentations, we suggest the use of structured prompt templates, such as JSON objects. A possible
representation of the example at the beginning of Section 6.2 could be visualized as shown in
Figure 6.2.

Use the information given in the following JSON object to create a coherent summary.

Retain the temporal ordering given by the field "date".

Use the relevance score to determine whether a segment should be included.

{

{

"text": "The Berlin Wall fell on November 09, 1989.",

"date": "1989-11-09",

"relevance_score": 1.0

},

{

"text": [...],

"date": [...],

"relevance_score": [...]

},

[...]

}

Figure 6.2: Example prompt for representing segments individually annotated with explicit date mentions
as defined in Section 6.2.

The main advantage of JSON objects is that it can also be extended by the other ex-ante ranking
information, such as the "relevance_score" field shown in the example. Furthermore, the date
field could be extended by a series of dates that occur within the segment, or have been propagated
from neighboring segments. Explicitly instructing models to follow a sequential order with given
dates seemed to work relatively well in a preliminary experiment with Cohere’s Command R+
model.6

6.4.2 Cluster-based Temporal Summaries

As a similar problem to the previously mentioned “translation” of relevant information between
ex-ante and ex-post stage, we also encounter issues when particular dates are over-represented in
the temporal expressions extracted from d. This is not entirely unlikely to occur, especially when

6We experimented with 9 events given in random order, accessing the model through Cohere’s web interface on April
09, 2024. With the exception of one date, all information was correctly ordered in the output.
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documents address the events of a narrow time frame. In such scenarios, it is important to limit
the amount of segments that will be provided for a single date. Otherwise, the sheer amount of
data will negate any use of the previous ex-ante filtering, as there is effectively too much content
that cannot be distinguished along our specified temporal ranking order. In such cases, it may be
of additional help to employ intermediate steps to aggregate the content in relation to a particular
date e, by using clustering techniques or some alternative iterative summarization approaches.

For context, works coupling external graph-based knowledge with abstractive summarization
modules have been previously discussed in the context of temporal question answering (Gao et al.,
2024) and frequently make use of clustering steps within their pipeline. While Martschat and
Markert (2018) use k-means clustering to provide representative sentences, whereas Steen and
Markert (2019) later improve this into a greedily selective cluster method that adds more sen-
tences as long as similarity to existing selected sentences is not exceeding a threshold value. Other
approaches also extend the use of cluster-based content selection to semantic clusters and event
knowledge (Barros et al., 2019).

On the other hand, it may also be of interest for the user to investigate specific clusters in more
detail, which is why it may be beneficial to explicitly pass all other segments in the ex-post context
as well, but instruct models to only answer in their initial summary. For dialogue-oriented sys-
tems, follow-up questions can then still retrieve relevant event context from other segments that
were not chosen as the cluster representative, without having to recompute an explicit ranking.
However, if there are indeed specific (temporal) clusters that a user is interested in, this may be
used as an input signal to generate explicit temporal queries that could be used for better filtering
in the first place. As such, we leave it up to future work to determine a human-preferred solution
of incorporating cluster information in temporal summaries.

6.5 Conclusion

This chapter has dealt with the extension of a very fundamental aspect that we previously only
lightly touched: time. As such, we demonstrated that extensions of ex-ante aspects are non-trivial
when considering the intricacies of a specific aspect, and sometimes can even influence the ex-post
stage of generation.

More specifically, we present a model that allows to flexibly represent temporal expressions within
a document, and separate the context into a more fine-grained representation for temporal filter-
ing. It is also possible to extend this notion of temporal representations to a query language that
allows the realization of temporal constraints on user preferences, whether through explicit query
parameters or implicit centrality among date mentions. We further present a theoretical index
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structure to allow the efficient search over temporally annotated document collections, in order
to allow for a practically feasible realization of our presented query system.
While it is an open problem to provide empirical evidence for the exact query and index model de-
scribed here, our previous approaches to modeling temporal information with graph-based struc-
tures have already shown promising improvement in discovering temporal information within
document collections (Hausner et al., 2020b,a). As such, we expect that explicit modeling of tem-
poral information can further improve the quality of summaries, especially over large contexts.
Furthermore, while existing temporal taggers already demonstrate reliable performance across
many languages, we expect that training on synthetic temporal annotation data will eventually
outperform rule-based approaches, even if we are currently not reaching comparable performance
in non-English settings (Almasian et al., 2022a).
Of course, of special interest are also similar modeling approaches for other ex-ante aspects, such
as spatial information (Sengstock et al., 2012), or quantity-focused retrieval (Almasian et al.,
2022b). We imagine that similar aspect-specific document models can further improve the qual-
ity of downstream summaries, specifically for multi-aspect application scenarios. Examples may
include the separate indexing of other numerical information, such as quantities (Almasian et al.,
2022b), or the hierarchical representation of entity-related mentions.
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“The most reliable way to predict the future is to create it.”

Abraham Lincoln

Working towards a productive setting for text summarization systems is a critical need in today’s
information society, where an ever-increasing stream of data is tugging away at the focus of every
human. The reality of summarization research looks inherently different, though: aside from a
lack of diversity in domain-specific data collections, one can also observe a dissociation between
user-specific needs regarding a summary and the focus points of newly introduced summarization
systems. With this work, we have attempted a re-calibration of what truly matters for developing
new systems: focusing on a user-centric model of text summarization, addressing each step in a
summarization system pipeline, to ensure that outcomes are desirable – and practically useful. In
this concluding chapter, we will briefly reiterate our contributions in Section 7.1, before finishing
with a discussion of potential future work in Section 7.2.

7.1 Summary

Chapter 1 initially motivated the need for summarization systems as a means to accelerate the
acquisition of knowledge and the reduction of mental burden on a variety of social groups: from
students learning about new ideas to domain experts or knowledge workers trying to stay up-to-
date on the latest news. Summaries can provide fast-tracked access to an exhaustive document
collection, and greatly accelerate our interaction with existing information, if done correctly.
This section – coincidentally also named “summary” – is a good time to re-visit the motivating
example of this thesis: considering on what information one can remember from reading this
work. In all likelihood, re-reading the example summary given in Figure 1.1 may be a helpful
reminder for some of the central concepts, which only goes to show the immense help summaries
can provide, even after first interacting with a unknown document.
To truly understand the nature of practical requirements of summarization systems and the fair
evaluation of them, we have spent considerable time building up the necessary foundations and
relevant background work in Chapter 2. Aside from a formal model of text summarization we
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introduce the different variants of summarization systems, depending on the available input and
output data. We further explore the various evaluation modalities for text summarization, which
reveal one of the central difficulties in this particular task: it is a highly subjective setting, with am-
biguous “ground truths” and a mentally straining annotation task, making it a challenging task to
even gather relevant test data. Despite this, a flourishing research community has established itself
over the past decades, proposing various training resources, model architectures, and automated
evaluation metrics. As a conclusion to the motivating chapters, however, we already outline how
different use cases for summarization systems have wildly differing requirements, many of which
are not accurately represented in current directions of research.

Limitations of Existing Systems

To better understand what existing hurdles need to be tackled in newly proposed systems, Chap-
ter 3 poses three central foundations on which successful summarization systems need to be de-
veloped: high-quality data, robust and extensible models, and reliable evaluation.

To alleviate some of the data-centric concerns, we propose several remedies in this work. As an
instant solution to address problems in existing datasets, we demonstrate that some form of low-
quality samples can be automatically filtered out, without further interference by humans. Part
of our efforts also include proposing two completely new datasets for summarization. The first
resource has been extracted from EU web platforms, providing a high-quality dataset for legal
summarization, and is in parts made available by human translators in all 24 official EU languages.

In our exploration towards data-specific issues, we find that existing resources, particularly for
German summarization, oftentimes fail basic quality checks. This includes, e.g., appropriate
length proportions, or containing duplicates in their corpora. Similarly, we find that the majority
of resources available focuses on a single domain, namely news-centric summarization. This focus
on a single domain has immense consequences on the design of existing summarization models.
Through the relatively short length of news articles, researchers are discouraged from develop-
ing models that are capable of dealing with longer context lengths. Unless specifically designed
for domains that require such extensions, models generally do not support practically relevant
document collections.

Finally, we are not the first to observe a lack of correlation between the truthfulness of a generated
summary and high system scores on common automatic evaluation metrics. Our proposal is a
novel metric to address this lack of consistency, and demonstrate that this metric is able to improve
the automated analysis of existing summarization systems with respect to factuality.
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AnAspect-basedModel for Summarization

As a demonstration of how to incorporate more user-centric needs into summarization systems,
we further propose a hybrid and aspect-based architecture for text summarization in Chapter 4.
This includes a separation of concerns between a extractive first-stage retrieval module, which
can be adjusted with a variety of aspects, depending on user preferences (or unsupervised extrap-
olations). Examples include filtering of entity- or query-restricted segments in an input text, or
filtering by setting specific time ranges. As a second stage, we propose to use existing large language
models as a guided paraphrasing module, which in turn incorporates further generation-specific
user needs into the final summary. We specifically focus on the previously mentioned aspect of
readability, as well as more generic styling approaches in generation.
The proposed architecture greatly benefits from the modular design, allowing for later changes
to the system without the requirement of retraining from scratch. Simultaneously, we also ben-
efit from the recent advancement in LLM research, which makes more powerful models (both
open and closed source) available to the broader public. While such language models can already
solve naive summarization tasks “by themselves”, without the incorporation into our proposed
framework, they remain constricted to a narrower context length and generic summary genera-
tion. Our preliminary evaluation results with a prototype implementation already reveals some
of the possible extensions enabled by the plug-and-play model we present. We particularly note
that there are distinct advantages over existing summarization approaches in how summaries can
be controlled with respect to user preferences.

Model Extensions

Chapters 5 and 6 finally present possible extensions to our framework that focus in two very dif-
ferent aspects, respectively. Given the usage of an existing LLM in our prototype of Chapter 4,
we lay out possibilities to train an aspect-based paraphraser to replace such a model. Notably,
our findings of controllable generation agree with prior work, in that simple textual changes are
noticeably more steerable (and correct) than larger, document-level rewriting phrases of docu-
ments. We illustrate these insights at the example of simplification-related tasks, where we have
both document- and token-level resources available. While LLMs are currently used at an increas-
ing rate to annotate silver-label data, we find that they are (as of now) unsuitable to improve the
data availability for alignment-based tasks, such as paraphrasing.

On the other hand, our initial experiments in Chapter 4 also revealed a shortcoming in some
of the retrieval-focused aspects. At the example of temporal metadata, we conceptualize a more
elaborate annotation scheme. By going beyond simple document-level timestamps, and instead
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incorporating a hierarchical temporal ordering over temporal references within the document text,
we are able to enable a more nuanced filtering of results at the sub-document level.

7.2 FutureWork

While there are several obvious avenues open for future work, it is hard to predict the immediate
next steps with respect to the rapid advancement in the field of Natural Language Processing. Even
during the writing phase of this thesis, we have seen several iterations and innovations towards
some of the central limitations discussed in this work. Similar to our discussion in Chapter 3,
we will broadly address future work in the areas of modeling, data provenance, and evaluation of
summarization systems.

End-to-EndModeling

Extensions of LLM context lengths open up more “direct” applications of models, and have be-
come generally available by now with context lengths of more than 100,000 tokens being the norm
for new releases. However, it is still open for discussion whether such extensions of context ac-
tually retain the same level of performance as a retrieval-augmented pipeline, such as particularly
when operating with a diverse set of documents in a single reference collection. Related find-
ings point out that critical aspects, such as factuality, may deteriorate over longer context win-
dows (Tang et al., 2023). If this is the case for modern models, the utility of a modular aspect-
focused architecture may still be highly relevant. Studying such nuanced behavior in more detail
for summarization tasks would be immensely helpful for the community, and provide concrete
evidence for the need of further improvements.
Should the results of such a study indicate the opposite, i.e., the direct integration of long-context
models being equal or even superior to a two-stage architectures, then there are still several ques-
tions that need to be addressed. Firstly, the performance aspect may become more relevant, similar
to current trends in the IR community, see, e.g., Lin et al. (2020) for a more detailed discussion
of (dis-)advantages of fully neural approaches to ranking. Secondly, the problem of integrating
document metadata into a LLM context remains challenging. Due to the positional bias encoded
in the model architecture, it may be next to impossible to clearly indicate a separation between
multiple inputs. Finally, in the end-to-end case, integration of different aspects from the ex-ante
stage remain uncertain. While models may certainly be able to annotate and extract with a certain
quality, dedicated taggers, for example for information extraction, remain superior to few-shot
settings with LLMs for now (Almasian et al., 2023). Whether (and how) such extraction settings
for ex-ante stages can be integrated into a single end-to-end model, remains yet to be seen and
poses similarly interesting questions for future work.
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Task-specificMulti-Aspect Datasets

Regarding datasets, we have already mentioned the lack of a truly multi-aspect-focused dataset in
Chapter 4. Instead, we currently rely on the individual evaluation on single-aspect datasets, which
decidedly limits the interpretability of results in our opinion. However, creating a (sizable) col-
lection that provides such detailed annotations is currently not feasible for academic purposes, it
seems. Regardless of these limitations, it may be possible to combine multiple different annota-
tion sets on similar enough source data to create an artificial resource of what we imagine.
Furthermore, we have discussed a number of differing requirements, depending on the specific
application domain. More recently, a number of datasets have been proposed for domain-specific
summarization purposes (e.g., Goldsack et al. (2022) for medical use cases, or our own work on
legal summarization (Aumiller et al., 2022b)). We believe that the aggregation of a more holis-
tic evaluation suite across summarization-specific datasets could provide a helpful basis for fu-
ture comparison of generic summarization systems, similar to the GLUE benchmark suite for
NLU/NLI tasks (Wang et al., 2019). It needs to be ensured that proper evaluation metrics allow
for a practical analysis of model performance, though. This could come in the form of specialized
evaluation datasets, such as BUMP (Ma et al., 2023a), who propose a narrow dataset of minor
modifications that cause large changes in factuality outcomes, or even more targeted datasets to
provide a testbed for evaluation metrics themselves (Clark et al., 2023). Alternatively, small but
high-quality datasets like SQuALITY (Wang et al., 2022a) with uniform instruction guidelines
for annotators can also provide a better evaluation signal for testing systems.
Finally, a major milestone that is required for explainable truthful summaries, is the ability to back
up generation snippets with relevant reference points in the original text (Lewis et al., 2020b).
These alignments are furthermore useful to create more nuanced document annotations, required
in focused applications such as legal or medical contexts. Even more generic “transfer task”, such
as simplification of snippets, suffer from a lack of funding to create non-English language re-
sources (Ryan et al., 2023). Providing better alignment methods would greatly help with the
curation of a wider range of datasets, especially focusing on different segment granularities, such
as elementary discourse units or similar sub-sentence segmentations (Hewett and Stede, 2022).

EvaluationMetrics

Regarding evaluation metrics, we have exhaustively talked about the difficulty of proper exper-
imental analysis. Similarly, with our argumentation regarding the more integrated modeling of
users, it remains uncertain whether we will be able to appropriately model a system performance
with automated evaluation metrics only. While LLM-based approaches to evaluation have
certainly increased the overall interest in systems, they do not provide a one-size-fits-all remedy

201



7 Conclusion

to evaluate summaries. We strongly suspect that such metrics similarly struggle to evaluate
accurately on long-form or structured summarization tasks. Empirical studies of metrics on such
settings would be of particular interest for the community, especially when moving to more
generic systems. First recommendations have already been discussed, e.g., by Krishna et al. (2023).

Ultimately, we have spent considerable time attempting to answer the opening question: why do
we not regularly interact with automatic text summarization systems? Through a series of limita-
tions we have pointed out that existing approaches still suffer from shortcomings that often limit
the flexibility, ultimately making them less productive for end users. Yet, we expect that summa-
rization systems will continually improve and hopefully be more heavily integrated in business-
centric applications in the near future. This opens up a whole different set of research challenges
that need to be tackled from the point of evaluation. Safety- and ethics-compliant generation
is already an emerging topic (Levy et al., 2022), but will also affect summarization-specific ef-
forts. Particularly with respect to the aspect of factuality, we will see a reinforced effort towards
compliant systems, particularly for sensitive domains such as medical applications. On the other
hand, this may also allow (corporate) researchers to study the interaction patterns of actual users
in more detail. Which in turn may lead to a more user-centric study setting in future work, hope-
fully streamlining evaluation protocols for user studies.
And this is the path forward that we envision as a central paradigm shift in the way automatic
summaries are generated: with a focus on user utility, and not for the sake of a new model.
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