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Abstract

Urban regions are major sources of CO2 and CH4. Although their emissions are substantial,
the quantification is challenged by the complex spatial distribution of sources. Ground-
based remote sensing using reflected sunlight can address this challenge. For this purpose,
a spectrometer is positioned above a source region, pointing towards ground targets at a
shallow angle. It records solar absorption spectra containing information on CO2 and CH4
abundances integrated along the light path. Because of the extended quasi-horizontal light
path component, the measurements are sensitive to near-ground concentrations and rep-
resentative of urban enhancements. By repeatedly scanning through multiple targets, the
method enables the mapping of temporal and spatial source patterns. This work presents
the EM27/SCA, the first portable ground-based Fourier-transform spectrometer (FTS) de-
signed for urban greenhouse gas mapping using near-infrared spectra of ground-scattered
sunlight.

The performance of the remote sensing setup is demonstrated through an instrument de-
ployment on Mt. Wilson looking into the Los Angeles basin, USA. The precision of the
retrieved CO2, CH4 and O2 slant column densities is in the range of 0.4 % to 0.5 %. The
comparison to a more precise but stationary reflected-sun viewing FTS shows overall good
agreement but also limited systematic deviations. The measurements reveal atmospheric
scattering to be the major error source. A retrieval algorithm is implemented, which explic-
itly accounts for aerosol scattering and mitigates the scattering-induced bias. This allows
the detection of urban enhancement patterns in the EM27/SCA measurements of the Los
Angeles basin.
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Zusammenfassung

Städtische Regionen sind bedeutende Quellen von CO2 und CH4. Obwohl ihre Emissionen
beträchtlich sind, wird deren Quantifizierung durch die komplexe räumliche Verteilung der
Quellen erschwert. Bodengestützte Fernerkundung von an der Erdoberfläche reflektiertem
Sonnenlicht kann diese Herausforderung angehen. Dafür wird ein Spektrometer oberhalb
einer Quellregion positioniert und unter einem flachen Winkel auf Bodenziele gerichtet. Es
nimmt Absorptionsspektren des reflektierten Sonnenlichtes auf, die Informationen über die
integrierte Menge von CO2 und CH4 entlang des Lichtweges enthalten. Dank der langen
quasi-horizontalen Lichtwegkomponente sind die Messungen sensitiv auf die bodennahen
Konzentrationen und repräsentativ für städtische Konzentrationserhöhungen. Durch wie-
derholtes Rastern über mehrere Ziele ermöglicht die Methode die Kartierung von zeitlichen
und räumlichen Quellsignalen. Die vorliegende Arbeit präsentiert das EM27/SCA, das ers-
te portable bodengestützte Fourier-Transformations-Spektrometer (FTS), das für die Kar-
tierung von städtischen Treibhausgasen mit Hilfe von Nahinfrarotspektren von am Boden
gestreutem Sonnenlicht entwickelt wurde.

Die Leistungfähigkeit des Fernerkundungsaufbaus wird durch einen Einsatz auf Mt. Wil-
son mit Blick in das Los-Angeles-Becken, USA, demonstriert. Die Präzision der abgelei-
teten schrägen CO2-, CH4- und O2-Säulendichten ist im Bereich von 0.4 % bis 0.5 %. Der
Vergleich mit einem präziseren, aber stationären FTS für am Boden reflektiertes Sonnenlicht
zeigt insgesamt eine gute Übereinstimmung, aber auch begrenzte systematische Abwei-
chungen. Die Messungen weisen atmosphärische Streuung als Hauptfehlerquelle auf. Daher
wird ein Inversionsprogramm implementiert, welches die Aerosolstreuung explizit berück-
sichtigt und die streuungsinduzierten systematischen Abweichungen vermindert. Dies er-
möglicht die Detektion von städtischen Konzentrationserhöhungen in den EM27/SCA Mes-
sungen des Los-Angeles-Beckens.
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1 Introduction

Carbon dioxide (CO2) and methane (CH4) are the most important anthropogenic greenhouse
gases (GHGs) (Forster et al. 2021). The emission of large amounts of GHGs through, e.g.,
production and burning of fossil fuels, global deforestation, livestock farming, rice cultiva-
tion, the use of nitrogen-containing fertilizers in agricultural activities and waste disposal
(Friedlingstein et al. 2023; Saunois et al. 2020) has globally led to significant changes in the nat-
ural climatic processes (Gulev et al. 2021). By now, the global mean temperature has already
risen by 1.1 ◦C compared to the pre-industrial era (Gulev et al. 2021). Further increase in
temperature is expected and leads to drastic environmental changes impacting water avail-
ability, human health, biodiversity and food security (Jägermeyr et al. 2021; Schewe et al. 2014;
Warren et al. 2018; Watts et al. 2018; Wheeler and von Braun 2013). In the context of these risks,
the parties to the United Nations Framework Convention on Climate Change (UNFCCC)
have agreed in the Paris Agreement to limit "the increase in the global average tempera-
ture to well below 2 ◦C" (UNFCCC 2015). Reaching this goal requires substantial additional
mitigation efforts to reduce GHG emissions (Riahi et al. 2022).

Urban areas are responsible for a substantial portion of the global GHG emissions. They
cause a significant portion of the energy-related CO2 emissions (71% in 2006, IEA (2008))
and, based on consumption-based accounting, the total urban GHG emissions amount to
67–72% of the global emissions (Lwasa et al. 2022). Although not all emissions originate
within city boundaries, a strong gradient between urban and rural areas exists (Marcotullio
et al. 2013). Due to the increasing urban area, population and per capita emissions, urban
emissions are expected to increase further (Luqman et al. 2023). The primary anthropogenic
sources for GHGs within urban areas are energy production, transportation, heating, indus-
try emissions, natural gas (NG) leakages and waste disposal (Foy et al. 2023; Gurney et al.
2019; Hopkins et al. 2016; Maasakkers et al. 2022; Sargent et al. 2021). At the same time, urban
areas are vulnerable to climate changes, among others, through heat stress, water scarcity
and urban flooding (Flörke et al. 2018; Kulp and Strauss 2019; Masson et al. 2020). Many ur-
ban authorities have become important actors in emission mitigation efforts and committed
to ambitious goals to reduce urban GHG emissions in their jurisdictions (C40 2024; Global
Covenant of Mayors 2024). Accurate and local emission information can help to inform po-
litical decision makers, indicate smart mitigation strategies and verify their effectiveness
(Jungmann et al. 2022; Mueller et al. 2021; Wei et al. 2021).

The UNFCCC requires yearly GHG inventory reports, which are calculated based on
consumption statistics following strict guidelines. Additionally, many scientific efforts ex-
ist to compile bottom-up emission estimations (Gurney et al. 2020; Gurney et al. 2019; Gurney
et al. 2012; Kuenen et al. 2022; Oda 2015), disaggregating governmental statistics in space
and time via activity indicators such as population, infrastructure, traffic and nighttime light
data. Atmospheric measurements can complement these bottom-up estimates since atmo-
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1 Introduction

spheric inversion of such measurements provides independent top-down emission estimates.
Spatiotemporally resolved bottom-up estimates are required as prior information for the at-
mospheric inversions. At the same time, such top-down estimates allow for verification of
the bottom-up estimates and can reveal unaccounted emissions (Johnson et al. 2023; Moore
et al. 2023; Petrescu et al. 2023; Sargent et al. 2021; Stagakis et al. 2023; Turnbull et al. 2019; Wang
et al. 2024).

While emission estimates through direct flux measurements are possible, e.g., through
eddy-covariance measurements (Matthews and Schume 2022; Rebmann et al. 2018; Stagakis et
al. 2023; Wu et al. 2022), most top-down emission estimates are inferred from measurements
of atmospheric CO2 and CH4 concentrations. Using either mass balance approaches or ex-
plicit atmospheric transport modeling, fluxes are computed from gradients in the measured
concentrations (Christen 2014). The numerous measurement methods for atmospheric CO2
and CH4 concentrations can be classified into in situ and remote sensing methods. In situ
measurements provide highly accurate concentration measurements at fast sampling rates
(Hazan et al. 2016; Verhulst et al. 2017). However, their local sampling limits them, making
them sensitive to local sources and transport patterns (McKain et al. 2012). To compensate
for the locality, multiple stations are combined into networks. Prominent examples are the
networks set up in Indianapolis (Davis et al. 2017; Turnbull et al. 2019), San Francisco bay area
(Kim et al. 2018; Shusterman et al. 2016), Los Angeles (Verhulst et al. 2017), Boston (McKain et
al. 2015; Sargent et al. 2018) and Paris (Lian et al. 2022). They are used to determine emission
estimates in their respective urban regions.

Remote sensing methods analyze the spectrum of light transmitted through the atmo-
sphere to deduce the abundance of GHGs from their spectral absorption features. This
approach inherently measures column-averaged concentrations, making them less prone to
local sources and more representative of urban enhancements. At the same time, the en-
hancement signals are much smaller. The most common GHG remote sensing techniques
use absorption features in solar radiation. Solar radiation is observed either directly from the
ground (Frey et al. 2019; Wunch et al. 2011) or from space by observing the ground-reflected
sunlight (Butz et al. 2011; Eldering et al. 2017; Hu et al. 2018; Kiel et al. 2021; Kuze et al. 2009).
Satellite-based remote sensing measurements provide global coverage, but their temporal
coverage is typically limited by the revisiting time of the satellite. Ground-based direct-sun
observing spectrometers operate in small networks around urban areas leveraging the GHG
gradients between downwind and upwind measurements to estimate source fluxes (Dietrich
et al. 2021; Hase et al. 2015; Luther et al. 2022; Ohyama et al. 2023; Vogel et al. 2019). Since these
methods measure total column concentrations, the enhancements due to urban sources are
typically rather small, between 0.1 % to 1.0 % for CO2 (Hase et al. 2015; Kort et al. 2012;
Vogel et al. 2019) and CH4 (Forstmaier et al. 2023; Foy et al. 2023).

The Los Angeles (LA) basin is the second largest urban source region of GHG emissions
in the US (Moran et al. 2018). Its CH4 emissions are caused by a variety of sources, includ-
ing fossil fuel production, NG storage and distribution, dairies, landfills and wastewater
treatment (Carranza et al. 2018). Its CO2 emissions are mainly caused by on-road transport,
energy production, residential and industrial emissions (Gurney et al. 2019). The urban bio-
sphere has a significant seasonal contribution to the CO2 fluxes (Miller et al. 2020). At the
same time, LA is a focus region for atmospheric measurements with the goal of quanti-
fying urban emissions (Mitchell et al. 2022). Many top-down studies used in situ, aircraft,
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total column and satellite measurements to determine the GHG emissions. Basin-wide CH4
emissions have been estimated by, e.g., Cui et al. (2015), Hsu et al. (2010), Jeong et al. (2016),
Wecht et al. (2014), Wunch et al. (2009), Wunch et al. (2016), and Yadav et al. (2019). Overall, the
emissions are estimated to be 0.38 TgCH4/yr with a declining trend (Yadav et al. 2023) and
are heterogeneously distributed (Hopkins et al. 2016). For CO2, Gurney et al. (2019) provides
a highly resolved emission inventory. The related enhancements in the CO2 concentrations
show spatial and temporal patterns (e.g. Kiel et al. 2021; Newman et al. 2013; Verhulst et al.
2017; Wunch et al. 2009). Brioude et al. (2013) estimates CO2 emissions of 183 TgCO2/yr
from aircraft data. Hedelius et al. (2018) uses total column and satellite data to quantify the
basin-wide CO2 emissions to (104±26)TgCO2/yr and (120±30)TgCO2/yr respectively.

Reflected-sun measurements offer an alternative measurement technique to those men-
tioned above. By recording spectra of ground-reflected sunlight with a ground-based in-
strument, the technique combines aspects of direct-sun and satellite measurements. The
spectrometer points from an elevated position downwards at a shallow viewing angle into
the urban source region. As it remains stationary, it can continuously monitor the source
region, providing dense temporal sampling, given cloud-free weather conditions. Addition-
ally, a significant portion of the light path is close to the surface and, therefore, influenced
by the urban emission signals. This observation geometry combines a high sensitivity to ur-
ban GHG enhancements with horizontal averaging on the kilometer length scale, making the
measurements representative of the urban enhancements. Similar to satellite measurements,
the viewing geometry is not entirely determined by the position of the sun. Therefore, given
a clear line of sight, a single instrument can scan through the entire source region. Ad-
dressing the specific challenges related to this viewing geometry is necessary to capitalize
on these advantages. Compared to direct-sun observations, the radiance of surface-reflected
sunlight is significantly lower, resulting in lower measurement precision. In addition, the
long optical path through the boundary layer leads to a significant influence of aerosol scat-
tering on the GHG retrievals.

The California Laboratory for Atmospheric Remote Sensing (CLARS) – Fourier-transform
spectrometer (FTS) (CLARS-FTS) (Fu et al. 2014) pioneered the reflected-sun measurement
geometry. The custom-built instrument is stationary and located at 1670 m a.s.l. on top
of Mt. Wilson, with a direct line of sight to most of the LA basin. Since 2010, the FTS
routinely records spectra pointing at 33 ground targets across the LA basin. Despite the
aforementioned challenges, the CLARS-FTS measurements provide valuable insights into
spatial and temporal patterns of LA basin CH4 emissions (He et al. 2019; Wong et al. 2015;
Zeng et al. 2023). They compensate for the effects of aerosol scattering by rationing be-
tween the similarly influenced CH4 and CO2 columns, which cancels the error. Combining
these ratios with accurate CO2 emission inventories enables the top-down estimation of CH4
emissions. Several studies use this to infer spatial and temporal patterns of LA basin CH4
emissions from CLARS-FTS measurements. Wong et al. (2015) derive basin-wide emission
estimates of (0.39±0.06)TgCH4/yr during 2011 to 2013 and show significant spatial vari-
ation in the CH4/CO2 ratios. Wong et al. (2016) derive monthly emission estimates for 2011
to 2015 which reveal a seasonal pattern in the CH4 emissions. Later, the pattern could be
linked to the seasonal pattern of NG consumption (He et al. 2019). Zeng et al. (2023) show that
the LA CH4 emission decreased by (−1.57±0.41)% during 2011 to 2020. This is a signif-
icantly lower reduction than indicated by NG utility calculations. At the same time, several
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1 Introduction

approaches were developed to tackle the challenging scattering impact on the CLARS-FTS
measurements. Zhang et al. (2015) show that rationing CO2 by O2 to XCO2 results in a high
bias due to the wavelength dependency of aerosol scattering. Based on radiative transfer
modeling, they develop a scaling factor that corrects the bias in XCO2 based on the appar-
ent reduction in the O2 column. Zeng et al. (2017) show that aerosol scattering effects can be
derived from multiple water absorption signals across a broad wavelength range. Zeng et al.
(2020b) and Zeng et al. (2018) develop a method to infer aerosol information from the O2∆

band. Both studies aim to reduce the scattering bias in GHG retrievals. Finally, Zeng et al.
(2021) develop a full-physics retrieval that accounts for aerosol scattering effects to retrieve
XGHGs.

This work presents the EM27/SCA, a prototype for a portable FTS measuring in the
reflected-sun geometry. The instrument can be transported without specialized equipment
and requires minimal infrastructure, making it deployable to any suitable location with a
clear view into a source region. This expands the application opportunities substantially and
allows for temporary deployments. The instrument is derived from the robust and widely
used direct-sun observing EM27/SUN (Gisi et al. 2012), with modifications made to accom-
modate the much lower radiances of surface reflected sunlight. It has a nominal resolution of
0.5 cm−1, which is lower than CLARS-FTS but sufficient to resolve the absorption features
of CO2, CH4 and, for light path information, O2. This work assesses the performance of
the EM27/SCA through laboratory and field measurements. The EM27/SCA is deployed to
Mt. Wilson and is compared to the CLARS-FTS in simultaneous measurements of the LA
basin. These measurements are used to evaluate the measurement precision and accuracy.
The key challenge of aerosol scattering-induced errors on the reflected-sun measurements is
addressed by implementing a retrieval algorithm that explicitly accounts for aerosol scatter-
ing. The resulting XCO2 and XCH4 time series are evaluated for the detectability of urban
emission patterns.

The thesis is structured as follows. Chapter 2 introduces the theoretical background nec-
essary for evaluating near infrared (NIR) absorption spectra for atmospheric GHG abun-
dances. Chapter 3 presents and characterizes the EM27/SCA FTS mainly through labora-
tory measurements. Chapter 4 presents the retrieval method used to determine GHG column
densities from the measured spectra. Chapter 5 evaluates the instrument performance based
on atmospheric measurements. This includes comparisons of simultaneous measurements
by the EM27/SCA and the CLARS-FTS. The impact of aerosol scattering on the measure-
ments is subsequently evaluated and a method to mitigate its influence is presented. Finally,
the time series of the CO2 and CH4 measurements are examined for spatiotemporal urban
emission patterns. Chapter 6 summarizes the findings and provides an outlook on the further
prospects.
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2 Radiative Transfer for Atmospheric
Near Infrared Remote Sensing

The task of atmospheric remote sensing is to infer information on the state of the atmosphere
from measurements of electromagnetic (EM) radiation. This requires an understanding of
how radiation interacts with a medium, in our case air, while propagating through it. Radia-
tive transfer theory provides this description, allowing us to link observations of EM radia-
tion to the atmospheric state through knowledge of the underlying physical processes. We
will limit the radiative transfer considerations to processes which are relevant in the Earth’s
atmosphere and to the NIR range. I present information from the textbooks by Bransden and
Joachain (2003), Liou (2002), Petty (2006), and Stamnes et al. (2017), which I also recommend
for further reading beyond the basic introduction provided here. Petty (2006) offers a good
overview of the topic, Bransden and Joachain (2003) explains the quantum mechanical back-
ground of molecular absorption in depth and Hansen and Travis (1974) and Wendisch and Yang
(2012) offer good insight into the theory on scattering by particles.

2.1 Radiative Transfer Equation

In general, radiation is described by the Stokes vector, which allows the treatment of po-
larized radiation. We neglect polarization effects here, focusing on the first component of
the Stokes vector, the radiance. The spectral radiance Iλ is defined as the energy dE prop-
agating in the direction Ω̂ through the area dA, per time dt and per solid angle dΩ, in the
wavelength interval from λ to λ +dλ

Iλ =
dE

cosθ dAdt dλ dΩ
, (2.1)

where θ is the angle between the surface normal vector of dA and Ω̂. Since we exclusively
consider the spectral radiance, the wavelength index is omitted hereinafter. Additionally, the
wavenumber ν̃ replaces the wavelength λ as spectral coordinate. The wavenumber is the
inverse of the wavelength ν̃ = 1/λ . While propagating through the atmosphere, the radiance
changes through absorption, emission and scattering. The change in radiance dI along the
path ds through the atmosphere is described by the radiative transfer equation (RTE)

dI
ds

(Ω̂) =−(βa +βs) I +βa B(T )+
βs

4π

∫︂
4π

p(Ω̂
′
,Ω̂)I(Ω̂

′
)dΩ̂

′
, (2.2)

with the absorption and scattering coefficients βa and βs, the Planck law B(T ) depending
on the atmospheric temperature T , and the scattering phase function p(Ω′,Ω), all of which
are described in the following sections. The first term corresponds to the extinction caused
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2 Radiative Transfer for Atmospheric Near Infrared Remote Sensing

by absorption (βa) and out-of-beam scattering (βs). The second term describes the thermal
emission of the atmosphere, which we can safely neglect in the NIR spectral range due to
minuscule radiance emitted at atmospheric temperatures. The third term describes the into-
beam scattering, which acts as a source term accounting for redirection of radiance from all
other directions into the considered direction. Neglecting the thermal emission term for the
NIR spectral range, the relevant equation here is

dI
ds

(Ω̂) =−(βa +βs) I +
βs

4π

∫︂
4π

p(Ω̂
′
,Ω̂)I(Ω̂

′
)dΩ̂

′
. (2.3)

Absorption is specific for each molecule species and highly structured in wavenumber.
Quantitatively analyzing this molecular fingerprint is the basis for the retrieval of absorber
abundance in the atmosphere. Contrary, scattering has only a broadband wavenumber de-
pendency. However, it changes the direction of the radiation, modifying the effective path
photons travel through the atmosphere. Since the absorption signal depends on this path,
it indirectly but importantly influences the absorption signal measured by remote sensing
instruments.

The following sections discuss the molecular absorption (Section 2.2) and scattering
(Section 2.3), as well as the boundary conditions (Section 2.4), i.e. solar radiation and
surface reflection in more detail.

2.2 Absorption

Absorption is the process where a molecule absorbs the energy of a photon, exciting an
internal energy state while simultaneously reducing the radiance. This section explains the
absorption term in the RTE and describes the origin of the absorption coefficient.

Molecules have discrete energy states. These energy levels are the eigenvalues to the
eigenstates of the Hamiltonian in the time-independent Schrödinger equation. In molecular
absorption, a photon excites a transition between these energy states. The Hamiltonian
describes the kinetic energy of electrons and nuclei as well as their interactions. Since the
electron mass is orders of magnitudes lower than the nucleus mass, both can be treated
separately (Born-Oppenheimer approximation). The electronic state adapts instantly to the
potential formed by the nuclei. In the following, we consider only the remaining rotational
and vibrational terms of the Hamiltonian and its corresponding energy.

We discuss the rotational state in the rigid rotator approximation, assuming no relative
movement between the individual atoms of the molecule. In this approximation, the energy
levels can be described by the molecule’s principal moments of inertia which follow from
its mass distribution. Symmetries in the molecule may restrict the number of independent
principal moments of inertia. For a given moment of inertia I, the rotational states are
discrete and can be described with the rotational quantum number J by

EJ = BJ(J+1) , (2.4)

with the rotational constant B = h2

8π2I , where h is the Planck constant.
The vibrational states describe the oscillations of the nucleus inside the molecular poten-

tial. In a diatomic molecule, the covalent bond between the two atoms results from their
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2.2 Absorption

electrostatic interaction. Attractive and repulsive forces form a potential, which can be
approximated by a harmonic potential. This yields the discrete vibrational energy states

Ev = hν0

(︃
v+

1
2

)︃
, (2.5)

with the vibrational frequency ν0 and the vibrational quantum number v. The asymmetric
Morse potential provides a more accurate description of the potential for higher vibrational
states, making the vibrational energy levels non-equidistant. In polyatomic molecules, we
can decompose the vibrational states into normal modes which are associated with their
own vibrational frequencies and quantum numbers. The energy levels are then given by the
sum of the energies of the normal modes.

We combine the rotational and vibrational states to understand the absorption features
observed in NIR spectra. We typically observe transitions with ∆v = 1 and ∆J = 0,±1. The
excitation energy ∆E for these transitions with an initial rotational state Ji is thus given by

∆E = (Ev=1 +EJ=Ji+∆J)− (Ev=0 +EJ=Ji) . (2.6)

Substituting the Equations (2.4) and (2.5), we obtain the energy for the corresponding
transitions.

∆E = hν0 +B∆J(∆J+(2Ji +1)) = hν0 +

⎧⎪⎨⎪⎩
−2BJi for ∆J =−1
0 for ∆J = 0
2B(Ji +1) for ∆J =+1

(2.7)

Figure 2.1 schematically shows the transitions between rotational vibrational states and
the corresponding frequency of photons for their excitation. Absorption lines occur in three
structured bands P, Q and R corresponding to ∆J = −1,0,+1. In this simple model, all
(purely vibrational) transitions of the Q-branch correspond to the same energy. Due to
the increasing energy spacing of the rotational states with J, the lines of the P- and R-
branch are shifted with increasing initial rotational state towards lower and higher frequency
respectively.

Equation (2.7) leads to equally spaced P- and R-branches. However, with increasing J,
the nucleus distance increases. In the classical picture, this can be interpreted as a centrifu-
gal correction to the rigid rotator assumption. This leads to the reduction of ∆E for higher
Ji, decreasing the spacing of the transition energies in the P- and R-branches with increasing
energy.

The previous paragraphs discussed the different energy states and the transitions between
them. However, not every transition is allowed by quantum mechanical selection rules. The
molecule needs an electric dipole moment for efficient coupling between the photon and
the molecular state. This is not the case for some symmetrical molecules. However, the
transition still occurs with lower probability in these cases, if a magnetic dipole moment
or a higher order multipole moment is present (e.g. for O2), or an excited vibrational state
has an electric dipole moment (e.g. for CO2). In some cases, conservation of the angular
momentum can only be satisfied for ∆J ̸= 0, which leads to the absence of the Q-branch.
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Figure 2.1: Vibrational-rotational transitions for ∆v = 1 and ∆J = −1,0,+1 resulting in three
branches (P, Q, R) of absorption lines, centered around the frequency ν0 for the purely
vibrational transition. Figure inspired by Petty (2006).

To describe absorption in the RTE, we need to relate the transition between molecular
states to the absorption coefficient βa. To this end, we first decompose βa into its contri-
bution by the column density ni of the absorbing species i and the absorption cross section
σa,i, which quantifies the strength of the absorption at a given wavenumber ν̃ . The total
absorption coefficient is then the sum of all absorbing species.

βa = ∑
i

niσa,i(ν̃) (2.8)

We describe the absorption cross section of a single transition by its line strength S and
its lineshape f centered around the transition wavenumber ν̃0.

σa(ν̃) = S · f (ν̃ − ν̃0) (2.9)

In a first approximation, the overall absorption cross section for an absorber is the sum
of all transitions. The line strength S quantifies the probability for the transition to occur.
It depends on the Einstein coefficient of the specific transition and the population of the
initial state. Assuming local thermal equilibrium, the population follows a Boltzmann dis-
tribution and, therefore, depends on temperature. The lineshape f specifies the distribution
around the transition wavenumber. Its integral over all frequencies is normalized to one.
Equation (2.7) specifies a discrete energy for a given transition, leading to a discrete photon
wavenumber ν̃0 = hc/∆E, where c is the speed of light. However, the transition is also ex-
cited by close-by wavenumbers resulting in an absorption line of finite width. The lineshape
is never a δ peak, because the finite lifetime of the excited state translates through the uncer-
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Figure 2.2: Simulated transmission spectrum of CO2 close to 1.6 µm for two temperatures. The
spectrum (top) shows a clear P and R branch structure. The spacing becomes narrower
with increasing wavenumber. The line strength varies with temperature according to the
ground state population, shifting outwards with increasing temperature. The lower panel
shows a zoom on three absorption lines for different pressures. Pressure broadening
substantially broadens the lines at surface pressure. The spectrum was simulated with a
typical CO2 column density of 8.0×1021 molec/cm2. This corresponds to 400 ppm CO2
in an isothermal (T =20 ◦C) atmosphere with a scale height of 8 km. Absorption cross
sections were calculated by the software provided in Kochanov et al. (2016).

tainty principle to the natural linewidth. In the atmosphere however, additional broadening
effects dominate. The most prominent broadening effects are (1) the Doppler broadening
and (2) the pressure broadening. Doppler broadening is caused by relative motion of the
absorber relative to the photon, resulting in a Doppler-shifted absorption frequency. There-
fore, the lineshape is determined by the velocity distribution of the molecules (Maxwell-
Boltzmann distribution), resulting in a Gaussian line broadening, the half-width of which
increases with rising temperature. Pressure broadening results from the reduced lifetime of
the excited state due to collisions with other molecules. Like the natural linewidth it has
a Lorentzian shape but depends on pressure and temperature. The effective lineshape is
the convolution of both contributions. It is referred to as Voigt profile. More sophisticated
lineshape models exist, which include other higher-order effects (see e.g. Hartmann et al.
(2008)).
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2 Radiative Transfer for Atmospheric Near Infrared Remote Sensing

After considering the origin of the absorption coefficient, we now turn towards its appli-
cation in the RTE. When only considering the absorption term, Equation (2.2) simplifies
to

dI
ds

=−βaI , (2.10)

which is easily integrated along the direction of propagation. This yields Beer-Lambert’s
law

I(s) = I0e−
∫︁ s

0 βa(s′)ds′ = I0e−τ̂a , (2.11)

where the absorption optical path τ̂a is defined as the integral over the absorption coeffi-
cient along the light path. Since we do not consider direction-changing terms, this is just an
integral along the geometric light path s.

Figure 2.2 shows a simulated transmission spectrum of CO2 close to 1.6 µm using Equa-
tion (2.11). There, we can observe the characteristics of the absorption cross sections de-
scribed above. The figure shows the P- and the R-branch of the rotation vibrational spec-
trum. The temperature dependence of the line strengths is visible. For higher temperatures,
the branches shift outward. Additionally, the reduced spacing with increasing wavenum-
ber is apparent. When zooming in on individual lines, we observe the impact of pressure
broadening dominating the lineshape at high pressure.

2.3 Scattering

The second important interaction between light and the atmosphere is the scattering by
particles. To discuss the scattering terms in the RTE, we need to discuss the scattering co-
efficient βs, which specifies the magnitude of the scattering, and the scattering phase func-
tion p(Ω̂

′
,Ω̂), which quantifies the directional redistribution of the scattered light. Here, we

only consider spherical particles. Analogue to the absorption coefficient, we decompose the
scattering coefficient into the number density ns of the scattering particles and the scatter-
ing cross section. For scattering however, it is useful to separate the scattering cross section
again into the geometrical cross section πr2 and the dimensionless scattering efficiency Qs

βs = ns(r)Qs(r)πr2 , (2.12)

where r is the radius of the spherical particle. The scattering coefficient specifies how
much radiance is scattered, while the phase function gives a probability distribution of di-
rections into which the radiance is redistributed in a scattering event. In this context, we
express the change in direction in terms of the scattering angle Θ, which is the angle be-
tween the direction vectors of the incoming and outgoing light

Θ = Ω̂ · Ω̂′
= cosθ cosθ

′+ sinθ sinθ
′ cos(φ −φ

′) , (2.13)

where we represent the direction in polar coordinate specifying the zenith angle θ and
the azimuth angle φ . The scattering angle determines the value of the scattering phase
function p(Θ) for a given particle type. The scattering interaction between light and particle
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2.3 Scattering

strongly depends on the size of the particle relative to the wavelength λ of the light. This
relation is quantified by the size parameter x= 2πr

λ
. For very small size parameter x≲ 0.002,

λ is much larger then r in which case we can neglect scattering altogether. For very large x≳
2000, scattering can be described by geometric optics. We are interested in the scattering
regimes with intermediate size parameter, where we can describe the scattering process by
Rayleigh or Mie scattering. Scattering depends on the polarization of the incoming light,
and can also polarize the scattered light. To treat polarized scattering fully, the scattering
phase matrix (the normalized Müller matrix) has to be applied to the Stokes vector, but we
neglect polarization effects here.

For small size parameter x ≲ 0.2, in the Rayleigh regime, the wavelength is large com-
pared to the scattering particle. This is typically the case for the NIR spectral range and
air molecules. We can approach this case by looking at a single particle exposed to a plane
wave. The incoming radiation partially polarizes the particle. This results in an oscillating
dipole moment, driven by the electric field of radiation. This oscillating dipole in turn emits
EM radiation, the scattered light. From this approximation, the scattering phase function
can be calculated to

pRayleigh(Θ) =
3
4
(1+ cos2

Θ) (2.14)

and the scattering efficiency is proportional to x4 leading to a r6/λ 4 proportionality of
the βs,Rayleigh. The strong antiproportionality to wavelength causes Rayleigh scattering to
be comparably weak in the NIR spectral range.

For larger size parameter, we can no longer assume the particle to be in a homogeneous
oscillating EM field. Now, the response of the particle to the EM radiation needs to be calcu-
lated explicitly. Mie theory treats this case for a given complex refractive index n = nr+ ini
of the particle. Here, the imaginary part of the refractive index introduces absorption by
the scattering particle, which we will neglect for the discussion here. Figure 2.3 shows the
scattering efficiency for different real refractive indices and the scattering phase function for
different size parameters. For low x, the scattering efficiency is equal to Rayleigh scattering
with its x4 dependency. In the limit of large x, Qs tends towards 2 which means that the
scattering cross section of a non-absorbing particle is twice its geometric cross section. For
intermediate x, we see oscillations in Qs with superimposed ripples. The ripples quickly
average out when particles of different sizes are present. Figure 2.3 shows that the phase
function produces preferential forward scattering. With increasing size parameter this peak
becomes more pronounced. Additionally, side lobes occur which become more and more
structured with higher x, but are of small magnitude compared to the forward peak.

Scattering particles of many sizes are present in the atmosphere. Their composition is
described by the particle size distribution ns(r) as a function of the particle radius. We
calculate the overall scattering coefficient by integrating over all sizes

βs =
∫︂

∞

0
ns(r)Qs(r)πr2dr , (2.15)

p(Θ) =
∫︂

∞

0
ns(r) p(Θ,r)dr , (2.16)
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Figure 2.3: Scattering efficiency Qs (top) and scattering phase function p(Θ) (bottom). Qs is shown
for different real refractive indexes nr. p(Θ) different size parameters. Mie calculations
are computed by software provided in Prahl 2023.

where the particle size distributions are commonly parameterized as a power law ns(r) ∝

r−m or log normal distributions ns(r) ∝ N (ln(r),σ). To calculate the scattering properties
of aerosols, we thus have to combine Mie calculation with assumptions on the particle size
distribution. We typically find a weak wavelength dependence, which can be empirically
parameterized with the Ångström exponent α as

βs = βs,0

(︃
λ

λ0

)︃−α

, (2.17)
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with the reference wavelength λ0 and the corresponding scattering coefficient βs,0. Typ-
ical values for α are between 1 and 1.5, but need to be measured since particle properties
are spatially and temporally highly variable.

2.4 Boundary Condition

To apply the RTE to the scenario relevant to this thesis, we first have to consider the bound-
ary conditions in the Earth’s atmosphere. At the upper boundary, the radiance is given by
the solar radiation. The lower boundary is given by the Earth’s surface. The following
paragraphs briefly discuss both boundary conditions.

The Sun In a first approximation, the sun can be described as a black body with an
effective temperature of around 5800K. The solar spectrum then follows the Planck law for
black body radiation. An important deviation from this poses the fact that the sun has no
distinct surface, but rather becomes opaque at a certain depth (the photosphere). We only
observe photons emitted in or above this layer. The temperature of this layer, determines the
effective black body temperature of the sun. The depth at which the sun becomes opaque
depends on the viewing angle at which the suns surface is observed. Observing the solar
limb, it becomes opaque at a shallower depth, corresponding to a lower temperature. This
leads to a darkening of the limb relative to the center of the sun. In addition to the smooth
black body spectrum, the solar spectrum has discrete absorption lines, the Fraunhofer lines.
They are caused by absorption in the solar atmosphere above the photosphere. The rotation
of the sun introduces a motion relative to the viewing direction. This causes a Doppler shift
in the solar spectrum depending on the viewing angle. When considering the solar spectrum
integrated over the solid angle, this leads to a broadening of the Fraunhofer lines.

To characterize solar radiation for solving the radiative transport in the Earth’s atmo-
sphere, we usually consider the sun as collimated light source with the irradiance Fs from
the direction Ω̂s

Is = Fsδ (Ω̂− Ω̂s) , (2.18)

where we specify the direction of solar illumination in terms of the solar zenith and solar
azimuth angle Ω̂s = (θs,φs). Here δ (Ω̂− Ω̂s) = δ (cosθs − cosθ)δ (φs −φ), with the Dirac
delta function δ . The irradiance is typically inferred from measurements, e.g. from space.

The Earth’s Surface In general, the lower boundary condition is given by two contribu-
tions. The thermal emission by the Earth’s surface and the reflection of radiance coming
from above. For the NIR spectral range, we neglect thermal emission so that only the reflec-
tion contribution remains. The reflection strongly depends on the properties of the Earth’s
surface. In general, the surface reflectivity is described by the bidirectional reflectance dis-
tribution function (BDRF) ρ(Ω̂

′
,Ω̂) which redistributes the radiance from above (Ω̂

′
) into

the upward directions (Ω̂). The upward radiance is then given by the integral over all down-
ward radiances. Two simple but common models for the BDRF are specular and Lambertian
reflection.
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Figure 2.4: Albedo for different exemplary surface materials (data from Baldridge et al. (2009) and
Meerdink et al. (2019)).

Specular reflection occurs for dielectric flat surfaces. The radiance is reflected into only
one direction, where the angle of incidence equals the angle of reflection. In many cases,
this is a reasonably good approximation for observing water bodies, where the angle of
reflection is broadened due to waves roughening the water surface.

Lambertian reflection is a simple model for diffuse reflection. It assumes isotropic scat-
tering, removing all angular dependence. This allows us to define a single parameter, the
albedo r as the ratio between incident (↓) and reflected (↑) irradiance. For isotropic reflec-
tion, the irradiance is then distributed equally for all directions.

I↑ =
r
π

F↓ (2.19)

The albedo depends on the surface material and is wavenumber dependent. However, it
typically only varies slowly with wavenumber compared to the molecular absorption fea-
tures. Figure 2.4 shows the albedo for exemplary surface materials in the NIR spectral range
used here. Vegetation shows a strong decrease at higher wavenumber, while construction
materials are at rather low but constant levels. However, the specific albedo clearly depends
on the specific vegetation species and natural or construction material.

2.5 Solutions to the RTE in the Plane-Parallel Atmosphere

This section discusses a simplified example of how to calculate radiances recorded by a hy-
pothetical observer in the atmosphere using the differential RTE presented in Equation (2.3).
In the plane-parallel approximation, we assume that the atmosphere is homogeneous in the
horizontal direction and only varies with altitude z. This is motivated by the fact that gra-
dients in atmospheric properties, such as pressure and temperature, are usually much larger
in the vertical than in the horizontal direction, especially since we only analyze cloud free
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conditions. Additionally, we neglect the curvature of the Earth, since we do not consider
solar zenith angles (SZAs) close to 90◦ and only moderate horizontal distances (tens of
kilometers). These assumptions let us reparametrize the RTE from the slant path s into the
vertical coordinate z = µs

µ
dI
dz

(Ω̂) =−(βa +βs) I +
βs

4π

∫︂
4π

p(Ω̂
′
,Ω̂)I(Ω̂

′
)dΩ̂

′
, (2.20)

where µ = cosθ is the cosine of the zenith angle θ 1. To simplify the calculations, it is
useful to introduce the optical depth τ as vertical coordinate

τ(z) =
∫︂

∞

z
βe(z′)dz′ , (2.21)

for which we combine the absorption and scattering coefficients into the extinction coef-
ficient βe = βa +βs. With this definition, the optical depth is zero at the top of the atmo-
sphere (τ∞ = 0) and increases with decreasing altitude, reaching the maximum value τg at
the surface. Additionally, we specify the relative importance of absorption and scattering
by the single scattering albedo ω̃ = βs/βe, ranging from zero (no scattering) to one (purely
scattering). With these definitions Equation (2.20) simplifies to

µ
dI
dτ

=−I +
ω̃

4π

∫︂
4π

p(Ω̂
′
,Ω̂)I(Ω̂

′
)dΩ̂

′
. (2.22)

The upper boundary condition is the radiance coming from the sun (Equation (2.18))
propagating at SZA θs, corresponding to µs = cosθs. The lower boundary condition is
the reflection at the Earth’s surface, for which we assume a Lambertian reflection (Equa-
tion (2.19)). For illustration purposes, we can solve Equation (2.22) for the radiance I(τobs)
recorded by a observer at τobs inside the atmosphere 0 < τobs < τg, for the no scattering and
single scattering cases. Neglecting scattering is a good approximation for observing direct
solar radiation in a moderatly optically thin atmosphere, i.e. when no clouds are present.
For very low scattering optical depth, the no-scattering approximation may also be reason-
able for observing ground-reflected direct sunlight. The single scattering approximation is
the first order approximation for the treatment of diffuse sunlight. It is a good approxima-
tion for either low optical depth and/or a low single scattering albedo, since in this case
the photon is more likely absorbed than scattered a second time. We consider the upward
looking (µ > 0) and downward looking (µ < 0) cases separateley. Figure 2.5 illustrates the
three viewing geometries we consider here.

No Scattering: Direct Sun In the non-scattering case we neglect the second term of
Equation (2.22), which lets us easily integrate from τ∞ to τobs to obtain the observed radi-
ance.

I(τobs) = Fsδ (Ω̂− Ω̂s)e
− τobs

µ (2.23)

1Contrary to some textbooks, the zenith angle is calculated between the zenith and viewing direction (instead
of the propagating direction). This has the advantage that no distinction between upward and downward
viewing direction is needed and at the same time the SZA is between 0◦ and 90◦.
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Figure 2.5: Schematic of light path in the no scattering and single scattering approximation. Four
different light paths are possible. When upward looking (µ > 0) direct sunlight or at-
mospheric scattered light can be observed. When downward looking (µ < 0) ground-
scattered light or a combination of ground and atmospheric scattered light can reach the
observer.

We only observe any radiance if we look directly into the sun Ω̂ = Ω̂s, i.e., the zenith
angle matches the SZA µ = µs. In this case, the radiance is attenuated according to Beer-
Lambert’s law.

No Scattering: Ground Reflection In the no-scattering downward looking case, we
observe ground reflected radiance. The radiance is attenuated from the top of the atmo-
sphere to the ground according to Beer-Lambert’s law and then reduced according to the
Lambertian reflection at the ground. We calculate the radiance reflected off the ground
from Equations (2.19) and (2.23)

I↑ = r
µsFs

π
e−

τg
µs , (2.24)

where the factor µs results from incident angle of the downward radiance. The radiance
is then further attenuated according to the optical depth between ground and observer.

I(τobs) = r
µsFs

π
e−
(︂

τg
µs
+

τobs−τg
µ

)︂
(2.25)

Note that the albedo r is a simple scaling factor for the reflected radiance in this case.
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Single Scattering When including scattering in the RTE, radiance from other directions
gets scattered into the observing direction Ω̂. For illustration purposes, we solve Equa-
tion (2.22) for the single scattering case. Here, only direct solar radiance contributes to the
scattering integral in the second term. Using this, we can rearrange Equation (2.22) to

d
dτ

[︂
Ie−

τ

µ

]︂
=

Fsω̃

4πµ
p(Θ)eτ

(︂
1

µs
− 1

µ

)︂
. (2.26)

The scattering angle Θ follows directly from the solar and viewing directions (Equa-
tion (2.13)). In a first step, we consider the radiative transfer from any position inside the
atmosphere 0 < τ0 < τg to the observer. Assuming ω̃ and p(Θ) to be independent of alti-
tude, we can integrate from the initial optical thickness τ0 to the observer optical thickness.
The full calculation is written down in Appendix A.1.

I(τobs) = I(τ0)e−
τobs−τ0

µ

⏞ ⏟⏟ ⏞
Idir

+
Fsω̃

4πµ
p(Θ)

1
1
µ
− 1

µs

(︂
e−

τobs
µs − e−

τ0
µs
− τ0−τobs

µ

)︂
⏞ ⏟⏟ ⏞

Isca

(2.27)

We can directly identify the first term with the direct radiance contribution. The second
term quantifies the solar radiance scattered into the observing viewing direction. In the
following we briefly discuss the implications for upward (µ > 0) and downward (µ < 0)
viewing directions.

Single Scattering: Diffuse Radiation For upward looking direction the integration
boundary is the top of the atmosphere τ0 = τ∞ = 0. We get a direct contribution when
looking directly into the sun, otherwise we observe only the scattered diffuse radiance.

I(τobs) = Fsδ (Ω̂s − Ω̂)e−
τobs

µ +
Fsω̃

4πµ
p(Θ)

1
1
µ
− 1

µs

(︂
e−

τobs
µs − e

τobs
µ

)︂
(2.28)

Single Scattering: Ground Reflection For the downward looking direction, we use
the ground as the integration limit τ0 = τg. We consider only non-scattered radiance for the
ground reflection, which poses the lower boundary condition. We insert Equation (2.24) as
lower boundary I(τ0) into Equation (2.27) to obtain

I(τobs) = r
µsFs

π
e−

τg
µs e−

τobs−τg
µ +

Fsω̃

4πµ
p(Θ)

1(︂
1
µ
− 1

µs

)︂(︂e−
τobs
µs − e−

τg
µs
− τobs−τg

µ

)︂
. (2.29)

We identify the first term with Equation (2.25) contributing as pseudo-direct term. The
second term quantifies scattering of direct sunlight on the path between ground and observer
into the direction of the observer. We can see, that the ratio between surface albedo and
ω̃ p(Θ) determines the relative contributions to the overall radiance.

To illustrate the interpretation of the formula, we assume the optical paths to be small
(τg/µs ≪ 1 and (τobs − τg)/µ ≪ 1). In this case, we can approximate ex = 1+ x. Note that
this linearization is only useful for a conceptual understanding, since this approximation
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only holds for negligible absorption. For the scattered radiance term (see Appendix A.2),
we obtain

Isca(τobs) =
Fs

4π
ω̃ p(Θ)

τobs − τg

µ
. (2.30)

We find that the amount of scattered light depends on three factors, the single scattering
albedo, the scattering phase function (and with it the scattering angle), as well as the optical
path between ground and observer. Increasing the value of any of the three, leads to a
stronger contribution of scattered light compared to pseudo-direct sunlight reflected off the
ground. Since the reflected light linearly depends on the albedo, low albedo also increases
the importance of scattered light. This is important, since the scattered sunlight has a shorter
light path and therefore reduced molecular absorption features. This can be seen if we
linearize Equation (2.29) fully with direct and scattered contributions. The linearized direct
contribution is given by

Idir(τobs) = r
µsFs

π

(︃
1−

τg

µs
−

τobs − τg

µ

)︃
. (2.31)

Combining this with the scattered radiance contribution from Equation (2.30), we find

I(τobs) = r
µsFs

π

(︃
1−

τg

µs
−
(︃

1− ω̃ p(Θ)

4µsr

)︃
τobs − τg

µ

)︃
, (2.32)

where the scattered radiance contribution introduces the term 1− ω̃ p(Θ)
4µsr

. Since this term
is smaller than one, it reduces the attenuation between ground and observer compared to
Equation (2.31), resulting in shallower absorption features.
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This chapter presents the EM27/SCA instrument and the characterization work conducted
previous to the field measurements presented in Chapter 5. Section 3.1 starts with an
introduction to the theory behind Fourier-transform spectrometers (FTSs). Subsequently,
Section 3.2 describes the EM27/SCA instrument, layout and its components. Section 3.3
describes the computation of the spectra necessary for spectral analysis from the inter-
ferograms recorded by the EM27/SCA. Section 3.4 introduces the instrument line shape,
its recording and the related uncertainty. The following sections present the laboratory
characterization of the EM27/SCA’s detector linearity (Section 3.5), radiometric calibration
(Section 3.6), polarization characteristics (Section 3.7) and field of view (Section 3.8). Sec-
tion 3.9 concludes with a discussion of the effects of scene heterogeneity on the EM27/SCA
measurements. The signal to noise and precision of retrieved column density is assessed
later in the Chapter 5 based on field measurements.

Previous work has significantly contributed building and characterizing the EM27/SCA
instrument (Hemmer 2019; Kostinek 2015). The instrument, its performance and the com-
parison to the CLARS-FTS measurements were in part published in Löw et al. (2023). The
work presented in this chapter significantly extends previous characterization and calibra-
tion work.

3.1 Fourier Transform Spectrometer

This section provides an introduction to the measurement principle used in this work, the
Fourier transform spectrometry. The measurement concept is described and how the spec-
trum is inferred from the measurement data. Subsequently, the main characteristic of an
ideal real FTS, the instrument lineshape (ILS), is discussed. An empirical ILS model and
the introduction of numerical apodization conclude the description. An extensive back-
ground on Fourier transform spectrometry is described in Griffiths and de Haseth (2007) and I
follow their notation where possible.

3.1.1 Measurement Principle

Contrary to dispersive measurement techniques, e.g. grating spectrometers, an FTS does
not spatially separate different wavelengths. Instead, an FTS splits the light, applies a rel-
ative phase through a variable optical path difference (OPD) and subsequently records the
interference signal in dependence of the OPD δ .

Figure 3.1 shows a generic schematic of an FTS. The light is split into two equal beams
at a beam splitter. Each beam is reflected by a mirror and they recombine again at the beam
splitter before being focused on the detector. The OPD δ is introduced by moving one of the
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detector

collimator moving mirror

fixed mirror

beamsplitter

source

Figure 3.1: Schematic of a Fourier transform spectrometer. Light from a source is divided by a
beamsplitter and reflected by a moving and a fixed mirror. This introduces a relative
phase shift depending on the position of the moving mirror. The beams are recombined
and focused onto a detector, which records the interference pattern.

mirrors back and forth. Assuming a monochromatic light source with wavenumber ν̃0 and
intensity I(ν̃0), the relative phase between both beams is 2πν̃0δ . The interference pattern
I(δ ) at the detector in dependence on the OPD is given by

I(δ ) =
1
2

I(ν̃0)(1+ cos(2πν̃0δ )) . (3.1)

The interference signal consists of two terms, one independent and one dependent on
the OPD. The constant term is commonly referred to as DC component, the varying term
as AC component. While the DC component carries information on the overall intensity,
the AC component carries the full spectral information. Because of this, we omit the DC
term for the following consideration. The signal S recorded by the detector in dependence
on the OPD depends on additional factors such as the optical throughput, efficiency of the
beamsplitter, detector sensitivity and amplifier characteristics. We multiply them to the
source intensity to obtain the spectral intensity B(ν̃) which shares the units of S.

S(δ ) = B(ν̃0)cos(2πν̃0δ ) (3.2)

S(δ ) is referred to as interferogram (IFG). Since the factor between I(ν̃) and B(ν̃) is con-
stant for all measurements with the same instrument and varies only slowly with wavenum-
ber, it can be determined once through an absolute calibration of the instrument. It is other-
wise not relevant for the spectral analysis here.
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3.1 Fourier Transform Spectrometer

Until now, we only considered a monochromatic light source. For a thermal source, we
integrate over all wavenumbers.

S(δ ) =
∫︂

∞

−∞

B(ν̃)cos(2πν̃δ )dν̃ (3.3)

The interferogram S(δ ) is thus given by the cosine Fourier transform of the spectral
intensity B(ν̃). The spectrum can thus be retrieved by applying the inverse Fourier transform
to the interferogram.

B(ν̃) =
∫︂

∞

−∞

S(δ )cos(2πν̃δ )dδ (3.4)

In Equation (3.3), we assumed that the phase shift between both beams is equal for all
wavenumbers. However, phase errors arise from the detector electronics, i.e. through elec-
tronic filters, or optical elements, i.e. dispersion in the beamsplitter, or through sampling
errors. This adds an potentially wavenumber dependent phase term φν̃ , called phase error,
to the interferogram.

S(δ ) =
∫︂

∞

−∞

B(ν̃)cos(2πν̃δ −φν̃)dν̃ (3.5)

This additional phase term causes asymmetric contributions in the interferogram, as can
be seen via the trigonometric identity cos(α −β ) = cosα cosβ + sinα sinβ . Therefore, the
interferogram is no longer the cosine Fourier transform of the spectrum, but comprises sine
Fourier transform components. We define a complex spectrum B′(ν̃) from B(ν̃) and the
phase error φν̃ .

B′(ν̃) = B(ν̃)eiφν̃ = B(ν̃)cosφν̃ + iB(ν̃)sinφν̃ (3.6)

With this, Equation (3.5) can be expressed by the complex Fourier transform

S(δ ) =
∫︂

∞

−∞

B′(ν̃)exp(−2πiν̃δ )dν̃ , (3.7)

where the B(ν̃) is the magnitude of B′(ν̃). We reverse this to

B′(ν̃) =
∫︂

∞

−∞

S(δ )exp(2πiν̃δ )dδ , (3.8)

which implies that we can obtain B(ν̃) from the interferogram S(δ ) by applying the in-
verse complex Fourier transform. This is the foundation of Fourier transform spectroscopy.
We measure the interference pattern in the OPD domain and infer the spectrum through a
Fourier transformation.

3.1.2 Instrument Lineshape

Any real instrument can not measure the true source spectrum, since even an ideal instru-
ment can not fulfill all assumptions we made in the previous section. Firstly, it can not
measure the interferogram to infinite OPD. The integral in Equation (3.8) must therefore
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Figure 3.2: Effect of finite OPD on the spectrum measured by an ideal FTS. The left panel shows the
rect function limiting the OPD. The right panel shows the resulting sinc function ILS.
The ILS have been offset by 5 cm each for better visibility of the side lobes.

be finite, which leads to finite spectral resolution. Secondly, observed light must originate
from a finite solid angle to obtain any signal. This also limits the achievable resolution.

The instrumental impact on the true spectrum is quantified by the instrument lineshape (ILS).
The ILS describes the instrument response to a monochromatic light source. For any real
measurement, the measured spectrum B(ν̃) is the convolution (∗) of the true spectrum B̂(ν̃)
and the ILS.

B(ν̃) = B̂(ν̃)∗ ILS(ν̃) (3.9)

In the following, I first discuss the main contributions to the ILS of an ideal instrument,
the finite resolution and the self apodization. Since real instruments have additional short-
comings impacting their ILS, an empirical model is introduced which can be used to retrieve
the ILS experimentally from controlled laboratory measurements.

Finite Resolution

The most important deviation from the theoretical instrument, is the finite maximum OPD ∆,
limiting the measured interferogram S(δ ) to the range δ ∈ [−∆,∆]. This has the profound
effect that the Fourier transformation integral no longer extends to infinite OPD. We can
describe this by multiplying a rectangular window function rect(δ/2∆) to the interferogram
S(δ ). The spectrum is thus given by

B(ν̃) =
∫︂

∆

−∆

S(δ )exp(2πiν̃δ )dδ = F

(︃
S(δ ) · rect

(︃
δ

2∆

)︃)︃
, (3.10)

with
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3.1 Fourier Transform Spectrometer

rect(x) =

{︄
1 if − 1

2 ≤ x ≤ 1
2

0 else
. (3.11)

We use the fact that the Fourier transform of the product of two functions is equal to the
convolution of the Fourier transforms of each function. With this Equation (3.10) can be
rewritten as

B(ν̃) = F (S(δ ))∗F

(︃
rect
(︃

δ

2∆

)︃)︃
. (3.12)

We identify the first term as the true spectrum and conclude that the ILS is given by the
second term, which evaluates to the sinc function.

sinc(x) =
sin(x)

x
(3.13)

ILS = F

(︃
rect
(︃

δ

2∆

)︃)︃
= 2∆ · sinc(2π∆ν̃) (3.14)

The ILS of an ideal instrument is therefore a sinc function. Figure 3.2 shows the ILS
for different OPD. We see that the ILS is more narrow for higher maximum OPD and more
smoothed out for lower values. This allows us to define the nominal resolution of the FTS to
1/∆, the distance between the two first zero crossings. Two spectral lines are fully resolved
if they are separated by at least this distance. Note that other definitions of the nominal
resolution exists.

Self Apodization

The second limitation, even for an ideal instrument, is the finite size of the instrument FOV.
Observing perfectly collimated light would mean observing a solid angle of zero. Conse-
quently, no signal would be recorded by the detector. Observing a finite solid angle, implies
light reaches the detector, which propagates inclined with respect to the interferometers op-
tical axis. The maximum inclination angle determines the semi FOV α . For inclined beams,
the optical path difference is decreased by a factor of the cosine of the inclination angle.
Therefore, it is up to cosα times lower for the extreme beams. Light with wavenumber ν̃0
propagating aligned with the optical axis and light with wavenumber ν̃0 cosα propagating
under the angle α undergo the same phase shift in the interferometer and can therefore not
be distinguished. This effect is named self apodization and leads to a broadening of the ILS.
Considering the inclination for the OPD in Equation (3.3), we have to integrate over all an-
gles up to α as shown by (Schmitt 2024). Equivalently, the self apodization can be described
by convolving the spectrum with a rect function spanning from ν̃0 cosα to ν̃0 (Griffiths and
de Haseth 2007; Hase 2000). Following the definition of the rect function in Equation (3.11)
and applying the small angle approximation cosα = 1− α2

2 , the self apodization contribu-
tion to the ILS is given by

2
ν̃0α2 rect

(︄
ν̃ − ν̃0

ν̃0α2

2

+
1
2

)︄
. (3.15)
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Figure 3.3: Effect of self apodization for an ideal FTS with maximum OPD of 5 cm and variable field
of view (FOV). The finite OPD and FOV contributions are shown in OPD space (first
column) and wavenumber space (second column). The third column shows the result-
ing ILS considering both contributions simultaneously. The upper panel shows the ILS
broadening with increasing FOV at 7000 cm−1, the lower panel shows the wavenumber
dependency at semi-angle FOV of 5 mrad. For clarity, the magnitude of the finite FOV
contribution is scaled to match the finite OPD contribution in the first and second col-
umn.

The theoretical ILS for an ideal FTS considering finite OPD and FOV is therefore given as
the convolution of the sinc and rect contributions. The convolution of both in wavenumber
space can be calculated as a multiplication in OPD space. The Fourier transformation of the
rect contribution results in a sinc function in OPD space.

ILS = 2∆sinc(2π∆ν̃)∗ 2
ν̃0α2 rect

(︄
ν̃ − ν̃0

ν̃0α2

2

+
1
2

)︄
(3.16)

ILS = F

(︃
rect
(︃

δ

2∆

)︃
· sinc

(︃
π

ν̃0α2

2
δ

)︃)︃
(3.17)

This shows that the finite FOV in fact acts as an inherent apodization (see Section 3.1.3).
Figure 3.3 shows both contributions in OPD and wavenumber space, as well as resulting
ILS for a range of different wavenumbers and FOVs. Since the FOV contribution is not
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Figure 3.4: ILS of an FTS with maximum OPD of 1.8 cm and a FOV of 9 mrad based on modulation
efficiency and phase error. Top row shows modulation efficiency with OPD (right) and
its effect on the ILS. The bottom row shows the same for the phase error.

centered around zero, but around ν̃0α2

4 , the theoretical ILS is also shifted. This leads to a
spectral shift of absorption lines towards lower wavenumbers in FTS spectra.

Increasing the instrument FOV increases the amount of light which reaches the detector,
besides reducing the spectral resolution of the FTS. Since the ILS is a convolution of finite
OPD and FOV contribution, at some point the ILS is dominated by the maximum OPD and
the effect on the ILS through changes in FOV becomes negligible. Increasing the FOV as
far as possible without significantly deteriorating the resolution is therefore a possibility to
increase the signal.

ILS Model

So far we considered the limitations of an ideal FTS. In many cases, these considerations
provide a good representation for the ILS of real FTS. Depending on context however, it
may be required to consider additional instrumental imperfections by experimentally deter-
mining an empirical representation of the ILS. To this end a parameterized model for the
ILS is required. Such a model was developed by Hase et al. (1999), representing the main
effects, broadening and asymmetry, of an imperfect ILS. It introduces an OPD dependent
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modulation efficiency (ME) and phase error (PE), which then are parameterized and varied
to fit the ILS model to laboratory measurements.

Modulation efficiency describes the attenuation of the interferogram with increasing OPD.
For a monochromatic interferogram, the modulation efficiency is the envelope of the cosine
interferogram. In this sense, a loss in modulation efficiency acts as an apodization, broaden-
ing the ILS. When determining the ME from laboratory measurements, the ME is retrieved
with finite OPD resolution. In the most simple model, we assume the ME to vary linearly
with OPD. The modulation efficiency is normalized such that modulation efficiency is al-
ways one at zero OPD. This means that we can describe ME with a single parameter in this
case, the modulation efficiency at maximum OPD. This also implies that the ME in principle
can be greater than one. However, this is only rarely the case in real instruments. Note that
the modulation efficiency is determined after considering the instruments self apodization.

While the ME parameterizes the broadening of the ILS, the PE parameterizes the degree
of asymmetry. While considering the phase shift for an ideal instrument before, we only
assumed a wavenumber dependent phase shift without any OPD dependence. The PE pa-
rameterizes the OPD dependent phase shift with respect to the ideal interferogram. Since a
constant phase shift is already considered for an ideal instrument, the PE parameterizes the
linear phase shift with OPD. As for the ME, in the simplest model a single linear phase shift
parameter is retrieved across all OPD.

Figure 3.4 shows the effect of ME and PE on the ILS for the simplest model. The re-
duction in ME causes a broader ILS and the PE increases the asymmetry. Hase et al. (1999)
introduces an extended model where ME and PE are defined on 20 OPD intervals. This
allows more flexibility in the shapes the model can represent.

3.1.3 Numerical Apodization

For cases where the self apodization is not very strong, which is a typical case, the ILS
exhibits strong sidelobes, due to the slow 1/x decay of the sinc maxima. This causes an
influence of spectrally distant absorption features in the retrieval window. To reduce this
effect, an additional artificial apodization is introduced by multiplying the interferogram
with an apodization function. The apodization function suppresses contributions at large
OPD to the interferogram. This results in reduced sidelobes, but also in a reduction of
the resolution. The choice of apodization function allows a trade-off between those two
quantities. Norton and Beer (1977) published a set of popular apodization functions, from
which I use the Norton-Beer medium (NBM) apodization within this thesis. Figure 3.5
shows this and its effect on the ILS: The ringing is greatly suppressed at the expense of
increased ILS width.

3.2 EM27/SCA

The EM27/SCA is an FTS designed to record near infrared absorption spectra of surface re-
flected sunlight. It collects ground-scattered sunlight with an alt-azimuthal pointing system
and records one minute interferograms with a maximum OPD of 1.8 cm, corresponding to
a spectral resolution of 0.56 cm−1. Figure 3.6 shows the EM27/SCA during measurements
of the northern LA basin.
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Figure 3.5: Effect of numerical apodization shown for maximum OPD of 5 cm and FOV of 10 mrad
at 7000 cm−1. The right panels displays the theoretical ILS resulting from finite reso-
lution (solid) and finite resolution plus self apodization (dotted) once without numerical
apodization (blue) and with a NBM apodization (orange).The left panel shows its cor-
responding Fourier transform in OPD space. The orange solid line in the left panel
visualizes the NBM apodization function.

The EM27/SCA is a modification of the EM27/SUN FTS, which was designed for record-
ing absorption spectra of direct sunlight. The EM27/SUN was developed by Gisi et al. (2012)
in cooperation with Bruker Optics. Hase et al. (2016) later added a second detector increasing
the wavenumber range to include CO absorption features. It is now commercially available
from Bruker Optics and routinely used in various field campaigns (Butz et al. 2017; Hase
et al. 2015; Klappenbach et al. 2015; Knapp et al. 2021; Luther et al. 2019; Vogel et al. 2019) and
the COllaborative Carbon Column Observing Network (COCCON) (Alberti et al. 2022; Frey
et al. 2019).

The radiance of surface reflected sunlight is several magnitudes lower compared to direct
sunlight. Assuming a Lambertian surface reflection, the radiance of solar Isun and reflected
light Isca are given by

Isca =
r
π

Ωs cos(θs) · Isun , (3.18)

with the surface albedo r, the SZA θs and the solid angle spanned by the sun Ωs. There-
fore, the surface scattered radiance is a factor 105 ∼ 106 lower than direct solar radiance,
depending on surface albedo r and SZA θs. Kostinek (2015) made modifications to adapt
the EM27/SUN for the significantly lower radiances during measurements in the reflected-
sun geometry. This is achieved by (1) a new detector element with reduced noise, (2) an
increased FOV and (3) enhanced light throughput by removing all internal apertures. The
main modification is the new detector module, featuring a thermoelectrically cooled photo-
diode and a larger FOV. The thoughput is enhanced by a factor of 70, leading to an overall
increase in gain of a factor 105 (calculation see Appendix A.3).
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Figure 3.6: The EM27/SCA FTS placed on Mt. Wilson observing the northern Los Angeles basin.
The components are annotated in Figure 3.8 and Figure 3.7 shows a schematic of the
light path through the instrument.

Subsequently, further modifications added auxiliary equipment needed for campaign mea-
surements (Hemmer 2019; Löw et al. 2023), most notably the modification of the pointing
system and the addition of a Lambertian reflector plate. The following paragraphs describe
the instrument. Figure 3.7 shows the optical setup of the EM27/SCA, Figure 3.8 shows the
instrument with all components, and Table 3.1 summarizes the instrument properties.

Optical Layout The surface reflected sunlight is guided by the two 50 mm mirrors of the
alt-azimuthal pointing system into the instrument. Some light is coupled out from the rim
of the beam by a 10 mm prism towards the FOV camera. The remaining light is guided by
a plain mirror through a 26 mm diameter iris aperture towards the entrance window. The
entrance window is a Schott RG 695 longpass filter with a cut-off wavelength of 695nm
(14400 cm−1). From there, it passes the interferometer, a RockSolid™pendulum interfer-
ometer with CaF2 beamsplitter. The 633nm HeNe metrology laser, which is used for the
interferogram sampling, passes the interferometer coaligned with the optical axis at the rim
of the beam. Both portions of the beam are reflected by gold coated cube-corner mirrors,
which are attached to the pendulum continuously modifying the optical path difference.
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Figure 3.7: Schematic of the light path through the EM27/SCA (top, adapted from (Gisi et al. 2012)).
The pointing system guides light into the instrument. A small portion is coupled out for
imaging the target. After passing the interferometer, the light is focused on the InGaAs
photodiode. The detector module is shown in the bottom images.
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Table 3.1: EM27/SCA specifications in standard configuration.
Photodiode InGaAs (Hamamatsu G12183-203K)
TE-cooling −20 ◦C
Spectral range 4200 cm−1 to 12000 cm−1

Maximum OPD 1.8 cm
Nominal Resolution 0.56 cm−1

Beamsplitter CaF2
Longpass Schott RG 695
Limiting Aperture 0.3 mm (Photodiode)
Effective focal length 33 mm
Field of view 9.09 mrad
Clear aperture 2.6 cm
Lambertian reflector SphereOptics ZenithLite r =50 %
Dimensions (h × w × l) 53 cm×40 cm×60 cm
Total weight 31kg

The maximum optical path difference is 1.8 cm and thus the instrument has a nominal res-
olution of 0.56 cm−1. After recombining at the beamsplitter the beam, a off-axis parabolic
mirror (OAP) focuses the light onto the detector.

Detector The detector module comprises a OAP and in its focus a thermoelectrically
cooled indium gallium arsenide (InGaAs) photodiode with the appropriate amplifier and
analog-digital converter. It is displayed in the images in Figure 3.7. The photodiode (Hama-
matsu G12183-203K) is cooled to an operating temperature of −20 ◦C. As there is no other
field stop installed, the circular active area of the photodiode (diameter d = 0.3mm) and
the effective focal length feff = 33mm of the OAP determine the instruments nominal full
field of view to 9.09 mrad (cf. Equation (3.30)). The spectral range is limited to above
4000 cm−1 by the cut-off of the InGaAs detector and to below 12000 cm−1 by a foil filter,
which blocks impairing light of the metrology laser. Note that this (extended) InGaAs pho-
todiode includes the CO spectral range. The design of the detector module is in depth de-
scribed by Kostinek 2015. The improvement of the signal-to-noise ratio (SNR) with cooling
was described by Hemmer (2019). The cooling performance was monitored during multi-
ple days during field measurements where the detector temperature showed no significant
variations.

Pointing system The pointing system uses an alt-azimuthal mirror pair, similar to the
EM27/SUN solar tracker. It consists of two motorized 50 mm mirrors (GSO AD007), one
rotating in altitude and one rotating in azimuth direction. The mirrors are driven by rota-
tional stages (Standa 8MR190-2-28 (azimuth) and 8MR151-1 (zenith)) controlled via a dual
stepper motor controller (Trinamic TMC5072). The light is reflected by the second mirror
down through the central hole in the azimuth rotational stage and coupled into the instru-
ment via a third mirror. An FOV camera, which is co-aligned with the instrument viewing
direction, complements the pointing system. This allows the identification and pointing to-
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Imaging Camera

Pointing System

Fisheye Camera

Lambertian Reflector

Pointing System

Motor Controller Unit

Figure 3.8: The EM27/SCA and its components.

wards ground reflection targets of interest. A small portion of the light is coupled out of the
rim of the downward beam by a 10 mm prism after the second rotating mirror into a camera
(IDS UI-3140CP-M-GL R2) with a f=100 mm lens (Kowa LM100JC) focused to infinity.
The camera features a 1/2 inch CMOS sensor (1280 px×1024 px). The camera is mounted
on a kinematic platform mount (Thorlabs KM200B/M). It is equipped with a 900nm (Mi-
dOpt LP900-25.4) longpass filter (Hemmer 2019). The Pointing system is encased with a
metal sun cover to avoid stray light (e.g. from sun reflections on the pointing systems mir-
ror mounts) entering the instrument. Under certain sun positions relative to the instrument,
light reflected from the front of the sun cover onto the reflector can impact the reflector mea-
surements. These reflections are eliminated by laminating the front of the tracker with felt.
To monitor the sky scene in addition to the target scene, an additional camera with a f = 1.4
wide angle lens (Fujifilm FE185C046HA-1) with a 185◦ FOV is attached to the side of the
instrument. To increase the contrast between sky and clouds, a 1 µm (MidOpt LP1000-25.4)
longpass filter is inserted. The motor controller and both cameras are attached to an encased
Raspberry Pi controlling them.

Lambertian Reflector To measure spectra excluding any horizontal light path contribu-
tion we install a Lambertian reflector plate on top of the instrument main body (Müller 2019).
The reflector is a ZenithLite™ reflection target with a reflectivity of 50 %, monotonously
increasing from 49 % at 4000 cm−1 to 52 % at 12000 cm−1.

Foil Filter To prevent malicious influences of the metrology helium neon (HeNe) laser
on the photodiode, a foil filter was added in front of the photodiode. The filter successfully
removes the influences of the HeNe laser but has broadband effects on the spectrum. Fig-
ure 3.9 compares spectra recorded before and after installation of the foil filter on 14 August
2019. Both spectra were recorded for ILS measurements (see Section 3.4.1) but in different
setups. Especially differences in positioning of the light source prevent the comparison of
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Figure 3.9: The change in spectrum through installation of the foil filter in front of the photodetector.
The upper panel shows spectra before (blue) and after (orange) installation. Both spectra
are normalized to its maximum, as they were recorded under differing illumination. The
lower panel shows the ratio of both spectra, making the broadband variation impact of
the foil filter apparent. Note, that this is not the transmittance of the foil filter, because
the spectra are recorded under different illumination.

the absolute magnitude of both spectra. Nevertheless, the spectral structure imposed by the
filter on the spectrum can be determined from the ratio of both spectra. The influence is
especially apparent in the low wavenumber range, where it produces broadband variations
in the spectrum continuum on the order of 10 %.

Aperture To improve the width and symmetry of the ILS, a 3 inch iris diaphragm (Thor-
labs SM3D50D) is installed in front of and centered on the entrance aperture. The effect
of the aperture on the ILS is discussed in Section 3.4.5. It is typically set to a diameter of
2.6 cm, limiting the beam diameter, which would otherwise be around 3.6 cm.

Operation Settings The EM27/SCA measurements are operated through the OPUS soft-
ware, delivered by Bruker with each EM27/SUN instrument. For a single interferogram, 10
double sided forward-backward scans at maximum OPD ∆ of 1.8 cm are averaged. Note that
Bruker calculates resolution as 0.9/∆ and references the resolution as 0.5 cm−1 for 1.8 cm
maximum OPD. The sampling rate is set to 10 kHz, which leads to a total integration time
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of roughly 1 min for all 10 scans. Since a few seconds overhead are added to each measure-
ment, reducing the number of scans would reduce the effective total integration time over
multiple measurements. For higher amount of scans, filtering one measurement in the fur-
ther analysis pipeline would potentially lead to disproportional data loss and for very long
integration times, the assumption of constant conditions during the measurement will break
down. The 10 scans are choosen as a compromise. The signal gain is manually set to a value
of one (x1). Note that the ’automatic’ gain setting increases the overhead time significantly
(Hemmer 2019). For low albedo targets, a signal gain of two (x2) may be used, however only
marginal improvements in SNR could be detected, which usually do not justify the risk
of oversaturating the detector analog-to-digital converter (ADC) (cf. Section 3.5). Mea-
surement settings are provided through a settings file. The standard OPUS settings used
within this work are provided for reference in Table A.1. During field campaigns, the over-
all measurement control is managed by custom python software. The software triggers the
Raspberry Pi controlling the pointing and the cameras via ssh over a direct ethernet connec-
tion. Coordinated with the pointing, it triggers the recording of individual interferograms
by the OPUS software through an API provided by Bruker.

3.3 From Interferogram to Spectrum

The raw EM27/SCA measurements are interferograms. Figure 3.10 shows interferograms
from laboratory and field measurements of the reflector plate. Laboratory measurements
are recorded using an incandescent light source (cf. Section 3.4.1). Since every interfero-
gram consists of forward and backward scans, every measurements consists of a mirrored
interferogram pair. Each part exhibits a large spike, the center-burst (CB), where at zero
OPD all wavenumbers interfere constructively. Since the interferograms are recorded in
DC coupling, the CB and the overall interference pattern are recorded around a continuous
offset baseline. While for laboratory measurement this is smooth, in field measurements
source brightness fluctuations make it variable. Recording in DC coupling has the advan-
tage that the absolute signal can be assessed from the measurement. However, since the
baseline varies with OPD, the AC component has to be extracted before performing the
Fourier transformation. The instrument internally records signals at negative voltage, lead-
ing to a negative interferogram and to higher signals appearing as more negative. To avoid
confusion, absolute values of the interferogram are shown in this thesis.

The interferograms need processing to obtain spectra, from which the absorption features
can be evaluated in the GHG retrieval. The Fourier transform is performed with the prepro-
cessor of the PROFFAST retrieval suite (KIT IMK-ASF 2024). It is developed at KIT for the
use in the COCCON. It applies a fast Fourier transformation after correcting for variations
in the DC component and numerically apodizing the interferogram. The complex spectrum
is corrected for smooth variations in the phase. The resulting real spectrum is resampled
before output. Forward and backward scans are processed independently and averaged only
after resampling. Figure 3.11 shows the steps of computing the spectrum from the inter-
ferogram. The following paragraphs elaborate on the DC correction and phase correction,
before presenting exemplary spectra.
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Figure 3.10: Interferograms measured with the EM27/SCA FTS. Panel (a) shows a full interfero-
gram, panels (b) and (c) show a zoom on the interferogram baseline for measurements
of the reflector in the field (b) and in the laboratory (c).

DC correction There are two contributions to the variability of the DC component of the
EM27/SCA interferograms visible in Figure 3.10. The first is the static curvature, clearly
visible in all interferograms including the laboratory measurements. The throughput of the
interferometer is not independent from OPD, causing less light to be transmitted at large
OPD. This causes the characteristic shape. The second contribution results from radiance
variations caused by the atmosphere, e.g. thin clouds. This causes small and fast variations
which are absent in laboratory measurements with a stable light source. Note that averaging
multiple scans reduces the variability. Keppel-Aleks et al. 2007 showed that source bright-
ness fluctuations can be corrected by reweighting the interferogram by its DC component
obtained by low pass filtering the interferogram. A similar correction is applied, where
the DC component is obtained by repeatedly applying a smoothing through 400 times con-
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3.3 From Interferogram to Spectrum

volving the interferogram with a 3 point wide triangular function, equal to a rolling 3 point
average where neighbours are weighted half (0.25, 0.5, 0.25). The output DC component
calculated this way is shown for one example in in the top panel of Figure 3.11. The AC
interferogram S(δ ) is calculated by ratioing the original interferogram Sm(δ ) with the DC
component SDC(δ ).

S(δ ) = SDC ·
(︃

Sm(δ )

SDC(δ )
−1
)︃

(3.19)

Multiplying with the mean DC component SDC ensures that the AC interferogram retains
information on the absolute signal.

Phase Correction After DC correction, the interferogram is Fourier transformed to the
complex spectrum B′.

B′(ν̃) = F (SAC(δ )) (3.20)

The complex spectrum contains information on both, the true spectrum B(ν̃) and the
phase φν̃ (cf. Equation (3.6)). In principle, the true spectrum can be calculated as the
magnitude of the complex spectrum. However, in this case, the noise in the zero-signal
regions of the spectrum, will no longer be Gaussian. Instead, the phase information is used
to recover B(ν̃). Since the instrument records symmetric interferograms, the information
on the phase φ can be deduced from the full interferogram.

φν̃ = arctan
(︃

Im(B′)

Re(B′)

)︃
(3.21)

Therefore, the true spectrum is related to the complex spectrum by

B(ν̃) = B′(ν̃)e−iφν̃ = Re(B′)cos(φν̃)+ Im(B′)sin(φν̃) . (3.22)

The phase typically varies slowly with wavenumber. Therefore, the impact of noise in
the phase is reduced by only using broadband phase information. This avoids distortions in
zero signal regions of the spectrum. Polynomials Pcosφ and Psinφ are determined from the
cosine and sine phase functions.

cos(φ) =
Re(B′)

|B′|
, sin(φ) =

Im(B′)

|B′|
(3.23)

The cosine and sine of the phase are averaged in the four spectral regions, where the
phase is not impacted by low signal due to water absorption. The regions are specified
in Table 3.2. The average values provide the support points to calculate the third order
polynomials Pcosφ and Psinφ . The third panel of Figure 3.11 shows an exemplary phase
and phase polynomials. Subsequently, the true spectrum is calculated from the complex
spectrum and the polynomials by

B(ν̃) =
Pcosφ ·Re(Sc)+Psinφ · Im(Sc)√︂

P2
cosφ

+P2
sinφ

. (3.24)
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Figure 3.11: Processing from interferogram to spectrum. The interferogram (top, blue) is corrected
by its DC component (orange) and Fourier transformed to the complex spectrum (sec-
ond panel). The phase (third panel, blue) is approximated by 3rd order polynomials of
sine and cosine of the phase functions (orange). The output spectrum (bottom panel) is
calculated from the complex spectrum and the phase function polynomials.

This method for phase correction was developed by Mertz 1967 and is referenced to as
Mertz method accordingly. It is typically also employed in cases where only a small part
of the interferogram is double sided. This reduces the resolution of the phase spectrum
but the method works nonetheless. Note that the normalization is necessary here, since the
polynomials are determined independently and it can no longer be assumed that their sum
squares are one.

Spectrum Figure 3.12 shows two EM27/SCA spectra, processed as described above.
One observing the reflector and one from a ground target. The characteristic shape of
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Table 3.2: Spectral regions used to calculate the polynomial approximation for the cosine and sine
phase functions.

center [cm-1] interval [cm-1]

4399.074 4339.045 4459.574
6086.391 6026.451 6146.980
8075.013 8015.180 8135.709
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Figure 3.12: EM27/SCA spectrum of the reflector (top) and a target (bottom). The absorption fea-
tures in the target spectrum are deeper due to the longer light path. The relative signal
varies with wavenumber due to surface albedo.
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the overall spectrum is mainly determined by the detector sensitivity. The solar spectrum
and transmission properties of the optical elements also play a role. For target spectra,
the ground albedo additionally changes the overall shape of the spectrum significantly, i.e.
the relative signal in the different absorption bands. The contributions of the Earth atmo-
sphere are visible as absorption bands. In addition to individual absorption lines used for
the retrieval of GHGs (cf. Section 4.5), the strong water absorption bands at 5000 cm−1 to
5500 cm−1, 7000 cm−1 to 7500 cm−1 and 8500 cm−1 to 9000 cm−1 are apparent. Absorp-
tion features are much stronger in the target spectrum due the significantly longer light path.
The detector has no sensitivity past its cut-off wavenumber at around 4000 cm−1. Therefore,
the off-band region is used to quantify the measurement noise.

3.4 Instrument Lineshape

Section 3.1.2 described how the ideal ILS of any FTS follows from its maximum OPD and
FOV. For the EM27/SCA, the ideal ILS is given by its maximum OPD of 1.8 cm and the
nominal semi-angle FOV of 4.545 mrad. Note that the numerical NBM apodization used to
generate the spectra is reflected in the ILS. However, the real ILS deviates significantly from
this ideal ILS. For GHG retrievals, it is critical to include an accurate representation of the
ILS in the forward model. The following sections present the retrieval of the EM27/SCA
ILS from H2O absorption lines measured in controlled open-path measurements, employ-
ing the ILS model presented in Section 3.1.2. Subsequently, its uncertainty and long-term
stability are discussed.

Prior to the determination of the real ILS, it should be noted that the effect of self apodiza-
tion on the EM27/SCA ILS is small. As displayed in Figures 3.3 and 3.5, the self apodiza-
tion can be represented by a sinc in OPD space. The relative width of the maximum OPD
rect function and the self apodization sinc function in OPD space determines the impact of
the self apodization. For the EM27/SCA, the self apodization sinc has its first minimum at
an OPD of 13.53 cm, and is thus much wider than the maximum OPD of 1.8 cm. The self
apodization reduces the boxcar at maximum OPD only by 2.7 %. The peak height of the
ideal ILS is only reduced by 0.5 % compared to one neglecting the FOV altogether. Because
of the low impact of self apodization, the wavenumber dependence of the ideal ILS is also
negligible. The peak height of an ideal ILS at 7000 cm−1 and 4500 cm−1 only differ by
0.3 %. Thus, the ILS can be assumed constant throughout the whole spectrum.

3.4.1 ILS Measurement

A reliable method to determine the ILS was introduced by Frey et al. 2015 and is routinely
used for EM27/SUN instruments (Alberti et al. 2022; Frey et al. 2019). It is applied with
some modifications to the EM27/SCA, mainly accommodating the larger FOV and beam
diameter (Hemmer 2019). The method uses information from water absorption features in
low noise spectra measured under well defined conditions to infer the ILS. An ILS model
(Section 3.1.2) is fitted to the absorption spectrum, assuming a known partial water column,
pressure and temperature.

Figure 3.13 shows the setup for ILS measurements. The ILS measurement procedure
is as follows. The EM27/SCA is placed in a dark laboratory. The instrument sealing is
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(a) (b)

(c)

Figure 3.13: (a) The setup for recording open path ILS measurements. The instrument FOV on the
reflector plate is homogeneously illuminated by a halogen light source. The instrument
is vented to ensure a homogenous air column. The ILS is retrieved from water absorp-
tion lines between 7000 cm−1 to 7400 cm−1 from 30 min averaged spectra. The ILS
retrieved from subsequent measurements under variation of the illumination setup ((b)
and (c)) are nearly identical (cf. Figure 3.16 panel b).
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Table 3.3: Parameter used for Fourier transform of ILS measurement interferograms in OPUS.

parameter value

Store First 100 cm−1

Last 15000 cm−1

Apodization Function NBM
Zerofilling 8

Limit Data Limit resolution off
Limit phase resolution 4 cm−1

Direction Both
Datapoints Both

Phase correction Mode Mertz
Non linearity Non linearity correction off
Peak Search Peak (ZPD) search mode Absolut largest Value

optimize position symmetry of interferogram: automatic

removed to allow for homogeneous air column along the light path outside and inside the
instrument. The instrument FOV is pointed onto the Lambertian reflector plate. The cor-
responding area on the reflector is homogenously illuminated from a distance of 170 cm to
180 cm with a sanded 50 W halogen light source, which is collimated by an aspheric con-
denser lens (Thorlabs ACL50832U). Ambient pressure, temperature and relative humidity
are logged throughout the experiment with a sensor (PCE Instruments, PCE-THB 40). Af-
ter completing the experimental setup, the start of the measurements is delayed for two
hours to allow (1) the metrology laser to stabilize, (2) the temperature of the ILS lamp to
stabilize and (3) let the air outside and inside the instrument equilibrate. Then, 30 10-scan
double-sided interferograms are recorded.

For the ILS measurements, the Fourier transformation is performed with the OPUS soft-
ware, since the preprocessor can not handle multiple interferograms simultaneously. I veri-
fied for one ILS measurement, that processing a spectrum generated from a manually aver-
aged interferogram as specified in Section 3.3 yields only negligible differences in the final
ILS (3 ‰ difference in ILS peak height). The interferograms are averaged and manually
DC corrected by dividing the average interferogram by a smoothed version of itself. The
Fourier transform is performed on the interferogram in OPUS with settings displayed in
Table 3.3. To obtain a transmittance spectrum in OPUS, the spectrum is divided such that
the region 7000 cm−1 to 7400 cm−1 is approximately one. The spectrum is input into the
LINEFIT software (Hase et al. 1999) to retrieve the ILS. Along with the spectrum, ambient
pressure p, temperature T , as well as the water column SCDH2O between light source and
detector and the partial water pressure pp are input parameters. The partial water pressure is
calculated from the relative humidity h using the Magnus formula for the saturation vapour
pressure (Roedel and Wagner 2017)

pp = h ·611.2Pa · exp
(︃

17.62 ·TC

243.12 ◦C+TC

)︃
, (3.25)
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Figure 3.14: ILS fitted to laboratory open path H2O absorption spectrum. The top panel shows the
spectrum (black) and the fit residual. The lower panel shows the EM27/SCA ILS (blue)
in comparison to the ILS of an ideal FTS (orange) with same maximum OPD and FOV.

which uses the temperature TC in ◦C. Together with the length of the light path L, the
water column is obtained with the ideal gas law

SCDH2O =
ppL
kBT

. (3.26)

The light path comprises of the distance from the light source to the reflector (typically
170 cm to 180 cm) to the pointing system (40 cm) to the detector (92 cm). The distances de-
viate from the standard EM27/SUN specified by Alberti et al. (2022) due to modifications of
the pointing system and the lower focal distance of the OAP. LINEFIT fits an ILS model to
the spectra. A correction to the calculated H2O column is simultaneously deduced, usually
on the order of a few percent. This is necessary due to the uncertainty in light path measure-
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Figure 3.15: Differences in ILS retrieved with LINEFIT from the same spectrum but with varying
input parameters for the ambient conditions.

ment and measurements of ambient conditions with an uncalibrated sensor. LINEFIT is run
a second time with the updated water column, as recommended by F. Hase (private comm.).
Usually one repetition is enough to reach a negligible correction on the water column, oth-
erwise additional iterations are performed. The extended ILS model (cf. Section 3.4.4) is
chosen, which determines the ME and PE over 20 OPD intervals. Figure 3.14 shows an
exemplary fit and the resulting ILS used within this thesis. The ILS deviates considerably
from the ideal ILS calculated purely from maximum OPD and FOV. It is wider and more
asymmetric, resulting from a decrease in ME down to 60 % at high OPD, and a PE on the
order of 0.1 rad (cf. Figure 3.17). This could be caused by vignetting of and recesses in the
throughput, as well as by the imperfect focus on the photodiode. The latter component is
facilitated by the short focal length of the 90◦ OAP focusing mirror. However, the non-ideal
ILS is not a fundamental problem, because it can be accounted for in the retrieval process,
as long as it is accurately known.

Two analyses determine the reliability of the ILS retrievals. First, the ILS retrieved from
the same measurement with variable input parameters are compared (Section 3.4.2). Sec-
ond, the ILSs retrieved from different ILS measurements are compared (Section 3.4.3).
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3.4.2 Sensitivity on Input Parameters

In a first step, LINEFIT is run after varying the input parameters by a realistic offset. The
immediate input parameters to LINEFIT are the water column, temperature, total pressure
and partial water pressure. I vary the water column by 3 %, temperature by 1 K, total pres-
sure by 0.5 % translating to approximately 5 mbar and the partial water pressure also by
3 %. The resulting ILS and its differences are shown in Figure 3.15. The retrieved ILS
is up to 1 ‰ different, with the largest impact from change in pressure. This agrees well
with the fact that pressure broadening is the dominant broadening effect on the water ab-
sorption lines at ambient conditions. Note that the ILS retrieved with reduced total pressure
has a different wavenumber grid and is therefore linearly interpolated. Note that changes in
temperature have more impact towards lower wavenumbers, where the ILS is asymmetric
towards. Changes in water column do not affect the results of the retrieval, as the fitted
correction negates changes in input parameters. Overall, the sensitivity is limited to 1 ‰
under realistic parameter variations.

3.4.3 Repeatability

To determine the repeatability of the ILS, multiple measurements are compared. Figure 3.16
shows the differences in the retrieved ILS throughout multiple measurements, quantifying
short-term and long-term repeatability.

To determine the short-term repeatability, three ILS measurements are recorded back to
back (second panel in Figure 3.16). In between, the instrument is rotated by 90◦ to check
whether an illumination pattern on the reflector has an influence on the ILS measurement
(cf. Figure 3.13 (b) and (c)). Afterwards, the instrument orientation is reverted to the initial
positioning and the distance of the light source is reduced, reducing the absorption path
length in the process. The variations are well below 1 % of the ILS peak height.

To assess the long-term repeatability, ILS measurements spanning multiple months are
compared (third panel in Figure 3.16). The measurements span a time period where instru-
ment modifications were undertaken. Modifications include the replacement of the azimuth
rotation stage of the pointing system (2021-06-07), removal of the full pointing system
(2021-07-13, 2021-09-20), replacement of the metrology laser (2021-07-29) and installing
a spacer on the cooling controller (2022-02-17). These modifications could in principle have
collateral effects on the ILS, but did not include any alignment efforts of interferometer or
detector. I evaluate the differences of the ILS measurements to a reference ILS recorded
on 2021-04-03. During the period, the ILS changes by up to 2 % of the reference ILS peak
height.

The time period of the measurement campaign on Mt. Wilson is a period without any
instrumental modifications. Multiple ILS were recorded during this period. One before
shipping (2022-03-01), one after arrival on Mt. Wilson (2022-04-08) and at the end of the
campaign (2022-05-06). These three measurements show low variation of 0.5 %. However,
the two measurements on 2022-05-04 and 2022-05-05 show deviations of 2 %. The only ob-
vious difference is that those two measurements were recorded with the largest H2O column
densities, 5.1 and 5.6×1023 molec/m2 instead of 3.1, 3.5 and 4.0×1023 molec/m2, mainly
due to higher absolute humidity. However, it is unclear why such a bimodal behaviour
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Figure 3.16: Repeatability of the EM27/SCA ILS. The top panel shows the ILS as reference to the
variations in the three lower panels. All differences are normalized to the maximum of
the reference ILS. The second panel displays the difference between ILS measurements
from three consecutive measurements, giving a measure of short-term repeatability.
The third panel shows the differences of ILS over the course of several month. Note
that the instrument was modified in the timeframe, however modifications should not
strongly influence the ILS. The lowest panel shows ILS differences over the course of
the campaign on Mt. Wilson. The first ILS was recorded before shipping in Heidelberg.
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Figure 3.17: Comparison of LINEFIT ILS retrievals with simple and extended model, performed on
the same spectrum. The top panel shows the fitting residuals. The bottom left panel
shows the resulting modulation efficiency and phase error with OPD. The bottom right
panel shows the fitted ILS.

should be observed when the differences in water columns are approximately equally spaced.
In conclusion, the ILS uncertainty is on the order of 2 %.

3.4.4 ILS Parameterization

LINEFIT offers the choice to fit either a simple or an extended model. The simple model
has a single parameter for each modulation efficiency and phase error, the extended model
parameterizes ME and PE along the OPD with 20 parameters (cf. Section 3.1.2). To deter-
mine whether using the extended model is beneficial, LINEFIT is run on the same spectrum
once with each model. Figure 3.17 shows fitting residuals resulting modulation efficiency
and phase error, as well as the resulting ILS for both retrievals. The simple model shows
overall lower ME. While the ME for the extended model has a similar decline at OPDs
below 1.2 cm, it flattens out to 0.6 at maximum OPD. The fit residual with both models
is generally quite good, with RMS of around 0.2 %. While the RMS of the fit residual is
lower for the extended model, both residuals show systematic spikes around water absorp-
tion lines, but those stay below 1 %. Despite the marginally lower residual RMS, from fit
quality alone it is not obvious whether the extended model is more accurate. Therefore, I
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Figure 3.18: Systematic residuals of reflector measurements averaged over 13 April 2022. The sys-
tematic residuals in the CO2 and CH4 windows (W2–W5) are significantly lower when
using the extended model ILS. For O2 (W1) the effect is less pronounced.

evaluate the systematic residual of reflector measurements. Figure 3.18 shows the averaged
residual of reflector measurements recorded on 13 April 2022. Retrieval and averaging was
performed as described in Chapter 4 and Section 5.3. Using the extended model yields con-
siderably lower and less spiked systematic residuals showing that the extended model more
accurately represents the ILS.

3.4.5 Aperture

The aperture installed in front of the entrance window of the spectrometer limits the beam
diameter entering the interferometer and thus has an impact on both the light thoughput as
well as the ILS. To determine the optimal aperture diameter, a series of ILS is recorded at
different aperture diameters. Figure 3.19 shows the resulting ILS in relation to the SNR.
The SNR depends approximately linear on diameter up to 3.1 cm. This is expected for
the case that the noise increases with the square root of the signal because the thoughput
increases with the square of the beam diameter. For a diameter of 5.0 cm, the SNR is only
marginally better than for 3.1 cm. Observing the signal in direct relation to the diameter,
the signal only reduces when the aperture is closed further than 3.6 cm. This represents the
maximum beam diameter through the interferometer. I chose an aperture diameter of 2.6 cm

46



3.5 Detector Linearity

1 2 3 4 5
aperture diameter [cm]

100

150

200

250

300
SN

R

1.0 0.5 0.0 0.5 1.0

ν̃− ν̃0 [cm−1]

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

IL
S 

[c
m

]

1.1

1.5

1.9

2.3

2.7

3.1

5.0

ap
er

tu
re

 d
ia

m
et

er
 [c

m
]

Figure 3.19: The ILS measured at different aperture diameters. The right panel shows the ILS with
the respective aperture diameter color coded. The ILS narrows and SNR decreases with
decreasing aperture diameter.

for further measurements, as this setting exhibits a good trade-off between a reduction in
the left shoulder of the ILS and only approximately 20 % lower SNR.

Measurements on the roof of the Institute of Environmental Physics (IUP) are conducted
to determine the impact of closed (2.6 cm diameter) and open (3.6 cm diameter) aperture set-
tings. During two days, the aperture is switched between the open and the closed aperture
setting at around noon. It is switched from the closed to the open setting on the first day and
in inverted order on the second day. The respective ILS measured at each aperture setting is
used to retrieve the measurements with the non-scattering retrieval (see Section 4.3.1). The
precision is worse with closed aperture due to lower signal, but reflector XCO2 and XCH4
retrievals exhibit a lower bias compared to simultaneous direct-sun EM27/SUN measure-
ments. I decide to use the closed aperture setting for the reduced systematic issues. How-
ever, in hindsight the reduced bias is mainly due to the bias in the O2 retrieval, which have
systematic problems (see Section 5.3.2). Aside from reducing the impact of scene hetero-
geneity (see Figure 3.26), there is no evidence for systematic improvements by utilizing the
closed aperture setting, which justify the loss in signal and subsequently in precision.

3.5 Detector Linearity

To investigate the possibility of detector non-linearities, I inspect interferogram properties
from multiple days. Both the DC component and the CB height reflect the total signal
in the measurement. However, the CB is the absolute maximum of the interferogram and
may therefore by subject to non-linearity. Thus, inspecting the dependency between the
mean DC over the interferogram and the height of the CB gives a measure of detector
linearity. At low values the CB height increases linearly with the DC mean. However, the
CB height is capped at around 5.1. This corresponds to approximately 32000 counts in the
instruments check signal mode. This limit is caused by the upper bound of the ADC, not
by detector non-linearity, as lowering the digital gain resolves this issue. The data show no
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Figure 3.20: Interferogram CB height plotted against the mean value of the interferogram DC com-
ponent. The CB height is impacted by non-linearities in the interferogram recording
while the mean DC is a measure of overall signal.

indications for detector non-linearity. To prevent impacts from digitalization non-linearity,
interferograms with CB height exceeding 4.8 are discarded. Additionally, the DC mean to
CB height relationship features two branches, depending on the time of day. This is most
likely due to a shift in the sampling of the CB.

3.6 Radiometric Calibration

To retrieve aerosol scattering from EM27/SCA spectra, a radiometric calibration is neces-
sary. For lack of calibration instruments, I attain an approximative calibration by comparing
EM27/SCA reflector spectra to simultaneous calibrated CLARS-FTS Spectralon observa-
tions.

For a given measurement, the spectrum B(ν̃) should be related to the spectral radiance I
via a spectrally dependent calibration factor c(ν̃).

I(ν̃) = c(ν̃) ·B(ν̃) (3.27)

c(ν̃) is determined by comparing B(ν̃) to a simultaneous CLARS-FTS measurement
IC(ν̃).

c(ν̃) =
IC(ν̃)
B(ν̃)

· r
rC

(3.28)

r and rC account for the reflectivity of reflector and CLARS-FTS Spectralon respectively.
The radiometric calibration for CLARS-FTS was provided by the CLARS team (Pongetti
2022, private comm.). It is determined from simultaneous observations with a co-located
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Table 3.4: Spectral regions used the for radiometric calibration. In the gaps the ratio between
EM27/SCA and CLARS-FTS spectra exhibits high variability due to low signal caused
by water absorption bands.

spectral region [cm-1]

4200 – 4900
5800 – 6650
7700 – 8600
9200 – 10300

ASD spectroradiometer. The calibration was originally recorded in 2013 and confirmed in
2015.

Reflector and Spectralon spectra from EM27/SCA and CLARS-FTS are used for which
the integration time fully overlaps, when accounting for the different integration time of
both instruments (EM27/SCA 1 min, CLARS-FTS 3 min). Figure 3.21 shows one exam-
ple pair of spectra. The higher resolution CLARS-FTS spectrum is interpolated to the
EM27/SCA spectral sampling and convolved with the EM27/SCA ILS to match the res-
olution between both spectra. Following Equation (3.28), the CLARS-FTS spectrum is
divided by the EM27/SCA spectrum and corrected for the difference in Spectralon and re-
flector reflectivity by multiplying with the ratio of both reflectivities. For the Spectralon,
a wavenumber-independent reflectivity of 0.95 is assumed. For the reflector, a smoothed
version of the reflectivity calibration data provided by the manufacturer is used. A low pass
filter is applied to the result of Equation (3.28). A 4th-order butterworth filter with a critical
frequency of 0.005 is used. Additionally, the water dominated spectral regions are discarded
where the ratio strongly varies because of the near zero signal. Table 3.4 lists the spectral
regions used to determine the radiometric calibration. In between these spectral regions,
the ratio is linearly interpolated. Note that the interpolated regions are not used for further
analysis. To keep information on spectral noise, the mean calibration factor in the segment
5900 cm−1 to 6300 cm−1 is used for the out-of-band region <3700 cm−1, from which the
noise is determined from during the retrieval. Note that this causes a small inconsistency in
the SNR for spectral windows outside this segment. SNR will be overestimated for higher
and underestimated for lower wavenumbers. To obtain the calibration, the ratios calculated
from 40 spectra pairs are averaged, which were recorded at low SZA (θs < 32°) during
clear sky conditions between 8 and 14 April 2022. The final calibration is shown in the
middle panel of Figure 3.21. The two lower panels in Figure 3.21 show the application of
the calibration to sample spectra of the reflector and one target.

The reliability of the radiometric calibration is evaluated by comparing a calibrated spec-
trum to the top of the atmosphere solar spectrum and looking at the variation with SZA.

For transparent spectral regions, the irradiance measured by the EM27/SCA theoretically
can be determined directly from the solar irradiance Fs, SZA θs and the reflector reflectivity
r (cf. Equation (2.19)).

I =
r
π

cosθsFs (3.29)
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Figure 3.21: Radiometric calibration of the EM27/SCA spectra on the basis of simultaneous cal-
ibrated CLARS-FTS measurements. Top panel shows simultaneous spectra of both
instruments. The CLARS-FTS spectrum in orange is in radiance units, while the
EM27/SCA spectrum is in arbitrary units. The spectral regions marked in gray are
used to determine the radiometric calibration. The second panel shows the ratio of both
spectra after interpolating and convolving the CLARS-FTS spectrum to EM27/SCA
sampling and resolution in grey, and after long pass filtering in black. The third panel
shows the average of 40 coadded ratios in black and the min-max range in grey behind
it. The two lower panels show simultaneous spectra of the reflector and Spectralon and
one target respectively from both instruments. The difference for the reflector spectra
originates from the difference in reflectivity between reflector and Spectralon.
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Figure 3.22: Uncertainty indications for the radiometric calibration. The top panel shows a reflector
spectrum compared to the correspnding theoretical spectrum, i.e. without any atmo-
spheric influence, but considering SZA and reflector reflectivity. The middle panel
shows the ratio between calibration derived from individual spectra pairs and the oper-
ational calibration, which is the average of spectra pairs at SZA below 32◦. The lowest
panels shows the same but only for spectra at low SZA.

Figure 3.22 shows both a measured spectrum as well as an accordingly scaled top of the
atmosphere spectrum. Both spectra agree very well in the longwave end of the spectrum.
Towards higher wavenumber the measured spectrum exceeds the theoretical one by up to
10 %. Note that atmospheric scattering and unleveled reflector can distort this comparison.
The main uncertainty here is the uncertain reflectivity of the aged spectralon plate.

The lower two panels of Figure 3.22 show the SZA dependency of the ratio between the
final calibration and calibrations determined from individual spectra pairs. From the middle
panel, it is obvious that there is a systematic low bias towards high SZA of up to 10 %
to 15 %. The most likely cause is a non-negligible SZA dependency of the spectralon or
reflector reflectivity. This seems possible, as the spectralon is exposed to the environment
on Mt. Wilson for multiple years and from time to time manually cleaned. Additionally, the
inclination of both reflectors could influence this through variations in SZA relative to the
reflector surface. The lowest panel gives a estimation of the repeatability, as only SZA < 32◦

are considered. Here, no clear SZA dependency is visible. Therefore, the repeatability is
on the order of a few percent, while the absolute uncertainty is on the order of 10 %. The
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Figure 3.23: Ratio of measurements of light polarized horizontally and vertically with respect to the
interferometer plane. This shows that the EM27/SCA shows only a minor sensitivity
to the direction of linear polarization. It is 10 % to 15 % less sensitive to horizontally
polarized light.

uncertainty in the relative radiances between absorption bands is given by the repeatability
and thus approximately 2 %.

3.7 Polarization

Polarization effects can become relevant in the retrieval once atmospheric scattering is con-
sidered. Therefore, I evaluate the polarization sensitivity of the EM27/SCA. The component
of any FTS influencing the polarization most is typically the beamsplitter due to the differ-
ence in reflectivity parallel and orthogonal to the beam splitter plane, as described by the
Fresnel equations (Griffiths and de Haseth 2007). The largest difference in polarization should
therefore occur horizontally and vertically to the interferometer plane. I test this by replac-
ing the iris aperture with a 25 mm wire grid linear polarizer (Thorlabs WP25L-UB) in a
circular mount (Thorlabs SM1FH) with 24 mm clear aperture. Two positions are marked
with 90◦ difference on the mount and the filter is oriented such that one position is hori-
zontal and the other is vertical to the interferometer plane. Spectra are recorded observing
the illuminated reflector, with the same procedure as during ILS measurements (cf. Sec-
tion 3.4.1). First, spectra are recorded with the mount but without polarizer, then I switch
twice between the polarizer in vertical and horizontal orientation. 30 10-scan interferograms
are averaged per position. The spectra show an etalon structure with a period of 3.35 cm−1,
which corresponds to the 1 mm thickness of the linear polarizer glass cover plates. The
spectra are averaged over 100 cm−1 to smooth the etalon effect before ratioing vertical and
horizontal polarized spectra.

Figure 3.23 shows the ratio of the orthogonally oriented spectra. The EM27/SCA is 10 %
less sensitive to horizontally polarized light in the 1.6 µm and 1.27 µm spectral region and

52



3.8 Field of View

84.0 83.5 83.0
azimuth [°]

2.8

3.0

3.2

3.4

3.6

3.8

ze
ni

th
 [°

]
0.2

0.4

0.6

0.8

1.0

no
rm

al
iz

ed
 s

ig
na

l

Figure 3.24: Experimental determination the EM27/SCA’s FOV. The circle represents the size of the
nominal FOV of 9.09 mrad.

15 % less sensitive in the 2 µm region. Additionally, spectra with about 45◦ polarization lie
in between the horizontal and vertical spectra, verifying the assumption that horizontal and
vertical axis are the major axes of polarization sensitivity. Note that horizontal and verti-
cal polarization directions are relative to the interferometer plane. However, the pointing
system rotates the FOV and thus also the direction of polarization changes depending on
pointing azimuth. This means that the pointing direction needs to be accounted for when
considering the polarization sensitivity in a retrieval.

ILS retrieved from measurements with both polarizations show a difference in ILS peak
height of 1 % to 2 %. The ILS with horizontal polarization is slightly more peaked. This is a
systematic difference, considering the short-term repeatability of ILS measurements. How-
ever, this difference is within the overall uncertainty of the ILS measurement, especially
considering the spectra are recorded with only half the signal, due to the linear polarizer.

3.8 Field of View

The EM27/SCA collects ground-reflected sunlight not from a single point, but from an area
defined by its FOV. The nominal FOV is determined by the most slanted light beams that
still reach the detector, according to field stop and focal length of the limiting optics. For the
EM27/SCA the detector itself acts as field stop. The half opening angle α of the nominal
FOV is determined by the focal length of the off-axis parabolic mirror feff and the detector
diameter d.

α = arctan
(︃

d
2 feff

)︃
(3.30)

d = 0.3mm and feff = 33mm result in a half-angle FOV of 4.545 mrad (full-angle 9.09 mrad).
Besides the nominal FOV, I additionally determine the field of view experimentally. To

this end, the signal is recorded while pointing in a grid pattern to a point-like light source.
For the point-like source, an iris aperture is added in front of the ILS light source and the
light at the sides is blocked with a shielding plate around the aperture. The EM27/SCA
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is set up 18 m away from the light source and the iris aperture is closed to 5 mm. In this
configuration the light source covers a full opening angle of 0.28 mrad, approximately 3 %
of the nominal FOV. Figure 3.24 shows the FOV with the nominal FOV overlayed. The
measured FOV agrees broadly with the nominal one, however it is more peaked, but also
expands beyond the nominal FOV. Previous measurements without the iris aperture in front
of the instrument showed both effects more strongly. While this means that light from
further out reaches the detector, the majority of signal comes from a more confined area.
The FOV is overall relatively symmetric, with a slight elongation along one direction, which
here is the zenith direction. Note that the orientation of the field of view rotates with pointing
azimuth angle.

To identify specific ground targets during field measurements, knowledge of the pointing
direction of the EM27/SCA is required. To this end, the instrument FOV is identified in
pictures of the co-aligned FOV camera. The same light source as for the FOV screening is
used. In a first step, the EM27/SCA is pointed to the light source, which is typically placed
18 m from the instrument, and the pointing direction is optimized for maximum signal.
After the initial setup of the FOV camera, the camera is coaligned with the EM27/SCA by
adjusting the kinematic platform mount such that the light source is roughly in the center
of the camera image. Afterwards, the counter screws of the platform are fixed to prevent
further movement. The following fine-tuning procedure determines the FOV center pixel
in the image. After initially pointing towards maximum signal, the light source aperture is
opened such that the signal lays approximately at one third of the available range (10000-
12000 counts in check signal mode). This denotes a good trade-off between a smaller light
source and enough signal for accurate pointing. From the direction of maximum signal, the
pointing direction is modified in zenith and azimuth respectively. The pointing directions
where the signal drops to half maximum is noted. Finally, the pointing direction is set to
the center between these half intensity directions. The FOV center is then determined as
the center pixel from an ellipse fit to the light source in the image at the final position. The
light source aperture is closed further for this if needed. This procedure is repeated from
time to time to detect changes. Differences to previous FOV calibrations are typically only
a few pixels, even after transport the FOV only changed by 9px in x and 13px in y direction.
In Heidelberg, this procedure was executed in a hallway without light. However, the light
source is bright enought so that the procedure also works outside. Before the start of the
measurements on Mt. Wilsons, the FOV calibration is performed with a larger distance to
the light source of 33 m.

The main uncertainty of the pointing direction is given by the parallax error introduced
by the off-center placement of the FOV camera in the beam together with the finite distance
of the light source. The camera is located in the vertical beam after the pointing mirrors
such that the prism couples light out of the rim of the beam. This means that the distance
to the beam axis is given by the arctan of the beam radius, which is approximately 25 mm,
divided by the distance to the light source, which is 18 m for measurements in Heidelberg
and 33 m for the measurement on Mt. Wilson. The systematic parallax error is therefore
1.4 mrad (0.08◦) and 0.76 mrad (0.043◦) respectively which accounts for 20 and 10 % of the
FOV radius. During operations, FOV drifts of below 0.1◦ are observed over the course of
the day. This is most likely caused by thermal expansion in the pointing system and does
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therefore not affect the coalignment of the FOV camera, however it adds to the uncertainty
of the pointing itself.

3.9 Scene Heterogeneity

Real world ground scattering targets are not perfectly homogeneous. This can impact the
ILS of the FTS. Radiance variations across the FOV change the relative contributions of
specific directions to the overall signal. Even in an ideal instrument, this leads to a change
in the ILS, since the effective FOV and therefore the self apodization changes. Additionally,
shifting the central direction of the effective FOV leads to an inclination with respect to the
optical axis of the FOV and accordingly to a spectral shift. A spectral shift in the EM27/SCA
spectra can be observed in severely heterogeneous scenes. However, as discussed in Sec-
tion 3.4, the self apodization contribution to the EM27/SCA ILS is only minor and would
therefore only have a minor impact on the retrievals. However, in a real instrument the mod-
ulation efficiency might depend on the direction, mainly because of distortions in the focus
of the focusing OAP or in its alignment. When the FOV is heterogeneously illuminated, the
ILS measurement may no longer be representative for the scene.

Considerable reduction in ILS width are observed for some heterogeneous illumination
conditions. These deviations most likely occur as a result from the extended beam diameter
of the EM27/SCAs, which is well beyond its regular operation diameter of 0.6 mm. Beam
guides and blocks for the metrology laser cut into the parallel beam and there is a section
of different material at the side of the beamsplitter where the laser beam is guided through.
Additionally, the OAP of the EM27/SCA has a particularly short focal length, which may
cause imaging errors whose effect may depend on the direction of the incoming light.

The following sections demonstrate the effect of a heterogenous scene on the ILS through
laboratory experiments. Subsequently, the impact in a real-world experiment with a severely
heterogeneous scene is present.

3.9.1 ILS under Heterogeneous Illumination

To assess an upper limit for the effect of heterogeneous illuminatio, I investigate how a
quadrant based illumination pattern affects the ILS. A 50 cm× 50 cm reflector plate with
reflectivity of 95 % is set up at approximately 7 m distance to the instrument. It is ho-
mogenously illuminated with the light source for the ILS measurements. Then, parts of the
reflector plate are iteratively shaded, such that only half and later a quarter of the reflector is
illuminated. Figure 3.25 shows the illumination pattern. The appropriate shadow position-
ing is determined by moving inwards from the outside until the signal drops to half. For the
quarter reflector observations, the process is repeated with a 90◦ rotated shadow until the
signal is halved again. For each illumination pattern, 30 interferograms are recorded and
an ILS is retrieved. First, the experiment is conducted without entrance aperture. Subse-
quently, it is repeated with the aperture set to a diameter of 2.5 cm to investigate whether
the aperture reduces the impact of scene heterogeneity.

Figure 3.26 depicts the ILSs retrieved from measurements with illumination patterns ac-
cording to Figure 3.25. The ILSs substantially differ from the homogeneously illuminated
ILS. Since all ILS are normalized to have an integral of one, the changes in ILS peak height
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Figure 3.25: The experimental setup to determine a upper limit on the effect of scene heterogeneity
on the ILS. The left panel show the setup with light source on the right and the partially
illuminated reflector on the left. The shading is achieved by positioning cardboard in
between light source and reflector. The right panel shows the reflector illumination
patterns.
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Figure 3.26: ILS retrieved from spectra recorded with different illumination patterns. The colours
match the markings in Figure 3.25. Measurements without (left) and with (right) aper-
ture are shown.
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are used as a measure for changes in the ILS. In measurements where one or both bottom
quadrants are illuminated, the ILS peak is 20 % higher. In comparison, for other quadrants
the change in peak height is limited to below 4 %. There, cases with more or less peaked
ILS occur. A similar pattern with a lower magnitude is present for measurements including
the aperture with a diameter of 2.5 cm. The peak height increase for bottom quadrant mea-
surements is now reduced to 14 % but still substantial. The ILSs where the other quadrants
are illuminated still differ by about 2 % in peak height. In the measurements, increases in
ILS peak height go along with a more narrow and more symmetric shape, as can be seen
from the stronger influence on the left shoulder compared to the right shoulder. Overall,
the experiment shows that in addition to reducing systematic biases (cf. Section 3.4.5) the
reduced sensitivity to scene heterogeneity is a benefit of using the entrance aperture. How-
ever, the effect is still prominent making a careful choice of the ground-scattering target
inevitable.

To analyze the causes for the change in ILS, I investigate the ME and PE underlying the
ILS model. Figure 3.28 shows both parameters for the ILS retrieval from measurements
utilizing the entrance aperture. The more sharply peaked ILS results from limited degrada-
tion of ME with OPD compared to homogeneous ILS measurements. The ME at maximum
OPD is still around 0.8 for the bottom illumination patterns, while ME degrades to 0.4 to
0.5 for all other illumination patterns, including homogeneous illumination. Additionally,
the lower phase error leads to a more symmetric ILS shape in these cases. Both effects lead
to a more ideal ILS.

3.9.2 Real World Effect of Scene Heterogeneity

The experiment shown in the previous section is certainly an extreme case. I expect that
measurements of real heterogeneous targets are less impacted. However, to determine an
upper limit for the impact of scene heterogeneity on the retrieval results, a cluster of three
targets close to each other is observed. One of the targets is homogeneous (Forest) and two
are severely heterogeneous (Molkenkur and Hotel). Figure 3.27 shows all three targets for
morning and afternoon illumination situation. Besides the differences in scene heterogene-
ity between the different targets, the scene changes for each target individually throughout
the day. While mainly the overall scene brightness changes for the homogenous Forest tar-
get, the walls of the buildings in the other two targets change the brightness within specific
regions of the FOV. The brightness variation with sun position are much stronger due to
the flat surfaces compared to the vegetation portions of the FOV. Note that scene brightness
changes with both solar zenith and azimuth angle when observing non-horizontal surfaces,
as the incident angle relative to the surface normal depends on both.

Light paths to all targets sample similar air masses. The target distances are 3.7 km to
Forest and 3.1 and 4.1 km to Molkenkur and Hotel respectively. Pointing directions to all
target are within 3◦ in azimuth and zenith direction. The surface between the targets is
covered exclusively by forest. The difference in pathlength is mainly caused by the dif-
ference in zenith combined with the slope of the hillside. Altitudes vary between 294 m
(Molkenkur) and 550 m (Hotel). I expect the atmosphere to be rather homogeneous in the
400 m thick height layer between the instrument and the highest target. Thus, the retrieved
CO2 concentration can be assumed similar between all targets.
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Figure 3.27: Targets selected for the heterogeneity experiment on 2021-03-02. While the forest tar-
get is rather homogeneous, the Molkenkur and Hotel targets are two heterogeneous
cases. The targets are shown during different illumination conditions influencing scene
homogeneity at 11:00 UTC (SZA = 57.0◦, top panel) and 16:00 UTC (SZA = 58.3◦,
bottom panel). The red circle marks the nominal FOV and the outgoing colored bars
mark the corresponding direction of the illumination patterns in the heterogeneous illu-
mination ILS experiment (cf. Figures 3.25 and 3.26)

Figure 3.29 displays the XCO2 values retrieved from measurements of all three targets.
Initially, the ILS measured under homogeneous illumination is used. For the Hotel target,
the XCO2 continuously increases, while for the other two targets only a minor decreasing
trend is visible. The increasing excess of Hotel over Forest measurements is in agreement
with the hypothesis that an increasingly heterogeneous scene for the Hotel target influences
the retrievals. A mismatch between the ILS used in the retrieval and the real ILS results
from the heterogeneous scene. Assuming a wider ILS in EM27/SUN retrievals leads to a
overestimation in XCO2 (Alberti et al. 2022; Tu 2019). To retrieve the correct XCO2, an ILS
representative of the scene must be used. The previous laboratory measurements provide the
possibility to derive a representative ILS. The Hotel scene is extreme, but still less extreme
than the laboratory illumination patterns. Thus, the representative ILS is exptected to lie in
between the laboratory ILS. Intermediate ILSs are generated from ME and PE parameters
which are weighted between the homogeneously measured MEhom, PEhom (full, blue) and
the extreme measurement MEhet, PEhet (quarter bottom left, grey).
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Figure 3.28: The left panel shows ME and PE for the ILS (with aperture) shown in Figure 3.26
(lines). Colours of the lines match the ILS presented there. ILS deviating from the
homogeneous scene ILS by a variable degree (dotted) are used to investigate the effect
of scene heterogeneity on real measurements. The right panel shows the ILS generated
from the parameters on the left.

ME = (1− γ) ·MEhom + γ ·MEhet (3.31)

PE = (1− γ) ·PEhom + γ ·PEhet (3.32)

Here, γ is the weight between both ILS. The ILS and its ME and PE parameters are
shown in Figure 3.28. This parameterization represents all laboratory measurements fairly
well. For the ME, this is straight forward to identify. For the PE, this representation is also
fairly good, since adding a straight line through the origin to the PE does not change the
resulting ILS. This means that the PE of blue, orange, red and pink measurements generate
nearly identical ILS. Even blue and purple PE show only minor differences.

I repeat the retrieval of the Hotel target scene with each of these ILS. The reduced χ2 for
the retrievals is shown in the lower panel of Figure 3.29. The χ2 in the morning is lowest for
γ = 0, which corresponds to the ILS measured under homogeneous illumination. χ2 for this
ILS substantially increases throughout the day. For afternoon measurements, retrievals with
higher γ ILS fit significantly better. At the end of the time series χ2 is lowest for γ = 0.4.
Observing the Hotel target XCO2 values resulting from the retrieval with the γ = 0.4 ILS,
the XCO2 values agree well with the other targets in the afternoon.

Turning the attention towards the Molkenkur target, the XCO2 values agree well with
the homogeneous Forest target, despite the clearly heterogeneous scene. Additionally, the
χ2 for this target is consistently lowest for retrievals using ILS with γ close to zero. χ2

for retrievals using γ = 0.1 or 0.2 ILS is only marginally different from retrievals using
the γ = 0 ILS, reflecting the measurement uncertainty. This shows that not all heteroge-
neous scenes suffer from systematic errors. This is plausible, considering that also in the
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Figure 3.29: Effect of a heterogeneous scene on the retrieved column-averaged dry-air mole fraction
(cf. Equation (5.11)). The upper panel shows XCO2 retrieved from the targets Forest
(blue), Molkenkur (orange) and Hotel (green, dark shade) using the homogeneous scene
ILS. The lower panel shows the χ2 of retrievals of the Hotel target with different ILS
(cf. Figure 3.28). XCO2 retrieved from the Hotel target using the γ = 0.4 ILS is shown
in light shade green in the top panel.

laboratory measurements not all illumination patterns impacted the ILS retrievals equally.
Patterns where bottom quadrants were illuminated showed significantly more peaked ILS.
The colored markers in Figure 3.27 show the orientation of the laboratory illumination pat-
terns after accounting for viewing direction during the measurements. Here, the bottom
quadrants correspond to the left side of the FOV. The Molkenkur target scene does not ex-
hibit increased illumination in this area, while the Hotel building extends to this region of
the FOV, making the different impact of both heterogeneous scenes plausible.

In conclusion, considerable systematic errors of up to 15 ppm in XCO2 can be introduced
by real-world heterogeneous scenes. Severely impacted scenes can be diagnosed by com-
paring the χ2 of retrievals using parameterized ILS. However, a correction by using the
minimal χ2 ILS for retrievals can not avoid the systematic error, as the χ2 is similar for γ in
a range of ±0.1, which corresponds to a XCO2 offset of close to ±5ppm. Additionally, the
impact of scene heterogeneity depends on the specific contrast distribution across the FOV.
Overall these findings emphasize the need for careful selection of the ground scattering
targets.
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The previous chapter presented a spectrometer which measures atmospheric absorption
spectra. These measurements provide the foundation to infer information on the absorb-
ing gases in the atmosphere. The information is encoded in the telluric absorption lines in
the spectra and has to be extracted by means of an inverse retrieval method. This chapter
first introduces the fundamental concepts of such an inverse method (Section 4.1). Subse-
quently, Section 4.2 describes the observational geometry of the measurements within this
thesis. Based on this, the retrieval is presented in Chapter 4, focusing on two forward mod-
els (with and without scattering) used for the evaluation in Chapter 5. Section 4.4 names
the data sources for the auxiliary data used. Section 4.5 describes the configuration of the
spectral retrieval windows. Section 4.6 concludes by describing the data filtering criteria.

4.1 Inversion Theory

This section introduces the basic concepts of inverse theory, which is used to infer GHG
column densities from the measured spectra. The theory presented relies on the textbooks
by Aster et al. (2013) and Rodgers (2000).

The absorption processes modify the spectrum of solar light as it traverses the atmo-
sphere. Modeling the final spectrum based on a given atmospheric state constitutes the for-
ward problem. The problem is represented mathematically via the atmospheric state vector
x and the measurement vector y, which in this case is the measured spectrum. The physical
processes, the absorption and the radiative transfer, are approximated by the forward model
F, which translates x to a simulated measurement ŷ by

ŷ = F(x) . (4.1)

Both forward model and measurement introduce an error, leading to differences in mea-
sured and simulated spectrum.

y = F(x)+ εF + εy (4.2)

The forward model error εF arises either from the incomplete representation of the phys-
ical processes or errors in the model parameters. Typical model errors result from errors in
the spectroscopic parameters, the absorption cross section parameterization, simplifications
in the atmospheric state model (e.g. plane-parallel approximation), aerosol representation,
the radiative transfer model (e.g. neglect of scattering) or from uncertainty in the a pri-
ori information (e.g. meteorological data and solar spectrum). This type of error can not
be treated within the inversion itself, but has to be investigated through the comparison to
more sophisticated models or independent data. The measurement error εy represents the
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uncertainty inherent to any real measurement y. Ideally, it is of statistical nature. Assuming
it is, we can describe it by the error covariance matrix Sy and propagate it with the forward
model to estimate the error it causes in the retrieval.

While the forward problem concerns accurately simulating the measurement, the goal
of the inverse problem is to extract information of the underlying state from an observa-
tion. We want to estimate the state vector x̂ that best matches the observation y. The most
simple approach is the least-squares method, in which we minimize the difference between
measurement and forward model.

x̂ = argmin
x

(︂
∥F(x)−y∥2

)︂
(4.3)

In case of a linear forward model, F can be represented by a matrix K. In this case, we
can directly solve the problem by using normal equations.

x̂ = (KT K)−1KT y (4.4)

However, the radiative transfer described here has a non-linear forward model. To still
be able to solve the inverse problem, we linearize the forward model around a given state
x0 and determine the best estimate iteratively. The linearization is given by

F(x) = F(x0)+K(x−x0)+O(x2) , (4.5)

where the weighting function matrix K, also known as the Jacobian, contains the partial
derivatives of the forward model elements with respect to the state vector elements.

Ki j =
∂Fi

∂x j
(4.6)

We can find K either analytically or numerically by evaluating finite differences in the for-
ward model when perturbing individual state vector elements. With the linearized forward
model, we find the best matching state (e.g. with a least-squares method) and subsequently
linearize again around the solution. We iterate this procedure to find the final best estimate
state.

The inverse problem discussed within this thesis is ill-posed. Not enough information is
contained in the measurement to determine all state vector elements independently. Instead,
we use a priori knowledge to regularize the problem and reduce the degrees of freedom. The
Tikhonov-Phillips regularization modifies the minimization term (cost function) to achieve
this. An additional term extends the cost function based on the difference between the state
vector and the a priori.

x̂ = argmin
x

(︃⃦⃦⃦
Sy

− 1
2 (F(x)−y)

⃦⃦⃦2
+ γ∥L(x−xa)∥2

)︃
(4.7)

Here, we added Sy to the least-squares term to normalize the deviation between simu-
lated and measured spectrum by the measurement error. The regularization parameter γ

determines the strength of the regularization by scaling the penalty term. The regularization
matrix L determines on what property of the difference to the a priori we regularize. The
two most simple choices for L are the unity matrix and the first order difference operator.
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Using the unity matrix results in regularizing to the absolute difference to the a priori. If
we use the first order difference operator, we penalize deviations in the first derivative of
the difference, but not the absolute value. For absorber profiles this regularizes the profile
shape, freely allowing a flat scaling of the full profile. In practice, we can use combinations
of regularizations by constructing the regularization matrix from different submatrices. This
additionally allows us to use different regularization parameters for parts of the state vector.
For the linearized forward model, Equation (4.7) is minimized by

x̂ = xa +(KT Sy
−1K+ γLT L)−1KT Sy

−1(y−F(xa)) . (4.8)

From this, we define the gain matrix G = (KT Sy
−1K+ γLT L)−1KT Sy

−1 as the link be-
tween the model mismatch and the state vector update. We can interpret G as the generalized
inverse of K.

x̂ = xa +G(y−F(xa)) (4.9)

Since the best estimate state vector is iteratively determined, we are interested in com-
puting the state vector update from the i-th iteration. This is given by

xi+1 = Axi +(1−A)xa +G(y−F(xi)) , (4.10)

where we defined the averaging kernel matrix A = GK. With this, the best estimate x̂ can
be found with an appropriate iteration scheme and convergence criterion. The averaging
kernel describes the sensitivity of the retrieval to the true state xt. Accounting for the model
and measurement error, we can express the dependency of the retrieval on a priori and true
state as

x̂ = Axt +(1−A)xa +GεF +Gεy . (4.11)

This shows that the retrieval not only depends on the measurement, but also on the a pri-
ori, since the regularization imposes boundaries to the estimation. The degrees of freedom
for signal (DFS) are given by the trace of A. The residual, which is the mismatch between
model and measurement, is important for the analysis of the retrieval. As a simpler measure
of retrieval quality, we evaluate the reduced χ2. It is defined as the mean of the square
residual, normalized to measurement error, accounting for the DFS.

χ
2 =

1
(N −DFS−1)

N

∑
i=1

(︃
yi −Fi(x̂)

σi

)︃2

(4.12)

Here, σi is the i-th diagonal element of Sy and N the number of spectral datapoints.

4.2 Observation Geometry

The EM27/SCA measures absorption spectra of ground-scattered sunlight in the reflected-
sunlight measurement geometry. Depending on the surface topography, this is generally
possible in either downward or upward viewing geometry. Here, only the downward view-
ing geometry is relevant, where the instrument is positioned at an elevated location (natural
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Figure 4.1: Observational geometry of the EM27/SCA. Panel (a) shows the downward viewing ge-
ometry with the observer (O) in an elevated location pointing down towards a target (T).
Panel (b) shows the upward viewing geometry with the observer on the ground pointing
up towards an elevated target.

elevation or high building), observing ground targets at lower altitude. The upward viewing
geometry is outlined in Appendix A.5.

Figure 4.1 displays the downward viewing geometry. Overall, the observational geometry
is determined by the position of the sun and the viewing direction of the instrument. They
are represented by SZA θs and solar azimuth angle (SAA) φs, as well as viewing zenith an-
gle (VZA) θv and viewing azimuth angle (VAA) φv. Neglecting atmospheric scattering, the
geometric light path from the sun to the observer consists of a vertical component from the
top of the atmosphere to the ground and a horizontal component from the ground through
the planetary boundary layer to the instrument. Note that despite being termed that way, the
light path components are not strictly vertical or horizontal. The vertical path is slanted due
to the SZA, and the horizontal path is slanted due the VZA.

The target distance as well as the viewing angles θv and φv are calculated from the Global
Positioning System (GPS) coordinates of observer O and target T. Given their latitude (lat),
longitude (lon) and altitude (alt) the slant target distance d is given by

d =

√︂
(dhrz)

2 +(altO − altT)
2 , (4.13)

where the horizontal distance dhrz is calculated via the haversine formula

dhrz = 2RE arcsin

⎛⎝√︄(︃sin
latT − latO

2

)︃2

+ cos(latT)cos(latO)
(︃

sin
lonT − lonO

2

)︃2
⎞⎠ ,

(4.14)
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with the Earth’s radius RE. The viewing angles are computed with

θv = π − arctan
(︃

altO − altT
d

)︃
, (4.15)

φv =
3π

2
− arccos

(︃
latO − latT

(lonO − lonT)cos(latO)

)︃
, (4.16)

where the cos(latO) term accounts for the distance covered by the same longitude angle
being different with latitude.

It is inherent to the reflected-sun viewing geometry that not all atmospheric layers con-
tribute equally to the absorption signal. The light path traverses the layer below the observer
twice. Additionally, the second pass occurs under a shallow viewing angle. This leads to an
enhanced light path in the atmospheric layer below the observer. Therefore, the measure-
ment is more strongly influenced by the concentration in this layer. It is generally desirable
to retrieve the vertical column density (VCD) from solar absorption spectra, since this quan-
tity has no explicit dependency on the SZA. Both satellite-based and ground-based solar
absorption measurements typically report total VCDs. However, the enhanced sensitivity
below the observer level complicates the interpretation of the VCD in our case considerably.
For the performance analysis within this thesis the slant column densitys (SCDs) is used,
because they are directly related to the optical thickness measured in the spectrum. SCDs
are defined as

SCD = VCD ·AMF , (4.17)

where the air mass factor (AMF) is the ratio between the geometric light path through
the atmospheric layer and the layer’s height. It is prescribed by the SZA for the vertical
(AMFv) and by the VZA for the horizontal path component (AMFh).

AMFv =
1

cos(θs)
, AMFh =

1
cos(θv)

(4.18)

Despite their usefulness for performance analysis, SCDs are not suitable for direct inter-
pretation, because the largest variability is the change in the SZA with time. Therefore, I
focus on partial VCDs for layers with mostly horizontal and mostly vertical light path. This
is the case for the layer between target and observer level (VCDb), as well as the remaining
atmosphere above that (VCDa). VCDa and VCDb are deduced from the combination of the
target measurement with and the reflector measurement without a horizontal path compo-
nent. In the downward viewing geometry, the AMF is given by the vertical AMF above and
the sum of vertical and horizontal AMF for below observer level.

AMFa =
1

cos(θs)
, AMFb =

1
cos(θs)

+
1

cos(θv)
(4.19)

The partial VCDa above instrument level is directly given by the SCD of the reflector
measurement. The partial VCDb below instrument level is given by the difference between
target and reflector measurement, accounting for the AMFb.
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VCDa = VCDref (4.20)

VCDb =
SCDtarget −SCDref

1
cos(θv)

+ 1
cos(θs)

(4.21)

4.3 Retrieval Setup

The retrieval infers the absorber VCDs from the measured spectra. I use a modified version
of the RemoTeC radiative transfer and retrieval algorithm (Butz et al. 2012; Butz et al. 2011;
Butz et al. 2010; Butz et al. 2009). It was developed for trace gas retrievals from NIR satellite
measurements, but was previously adapted for direct-sun viewing ground-based observers.
The forward model simulates the measurement from the state vector, which contains the
absorber profiles in terms of partial VCDs. RemoTeC uses a Gauss-Newton scheme with
reduced step size (Butz et al. 2012) to iteratively find the state vector for which the forward
model best matches the measurement.

The forward model is adapted to accurately represent the observational geometry of the
ground-scattered sunlight measurements. Two forward models are used for the downward
viewing geometry. The first one neglects scattering by particles in the atmosphere, ef-
fectively corresponding to Beer-Lambert’s law including a Lambertian surface reflection
(Equation (2.25)). The bulk of the performance assessments of the EM27/SCA is per-
formed with this forward model. However, Section 5.6 shows that aerosol scattering is the
most important error source in this configuration. Therefore, I employ a second forward
model which includes aerosol scattering in the atmospheric layer between instrument and
target. Both forward models are described in more detail in Sections 4.3.1 and 4.3.2.

The forward model computes the radiative transfer in a plane-parallel model atmosphere,
simulating the transmission spectrum from the state vector. The state vector contains the
partial VCDs of the target absorbers in six layers. For reflector retrievals, the layers are
equally sized in pressure. For target measurements, I construct the model atmosphere so
that one layer lies between the instrument and the target. The other five layers are distributed
equally in pressure above. In each layer, the radiative transfer is calculated in six sublayers
(36 in total), which are again split in two for the calculation of the absorption cross sections
from spectroscopic parameters at the appropriate pressure and temperature (72 layers in
total).

The spectra do not contain enough information to retrieve profile information for the tar-
get absorbers. Therefore the retrieval is regularized such that there is only one degree of
freedom for each absorber (see Sections 4.3.1 and 4.3.2). Two different approaches for reg-
ularization are used. First, the profile scaling regularization, where the absorber profile is
scaled equally in all layers from the a priori profile. This is achieved by strongly regular-
izing the first derivative of the difference to the a priori profile. This effectively constrains
the retrieval to uniform scaling of the a priori profile, such that the VCD is retrieved while
preserving the shape of the a priori profile. This regularization is used in other retrieval
algorithms for ground-based direct-sun measurements, i.e. GFIT and PROFFAST for Total
Carbon Column Observing Network (TCCON) and COCCON. Profile scaling regulariza-
tion is used for all reflector measurements and for the target measurements in scattering
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retrievals. The second regularization approach is the overhead regularization. For this
approach, the absorber profile is forced to the a priori profile above the instrument level,
leaving one degree of freedom for the lowest layer. This means that while the layers above
the instrument are fixed to the prior, the lowest layer is not regularized at all. I employ
this approach for the non-scattering retrieval of target measurements. For these retrievals,
the neglect of aerosol scattering below instrument level is expected to be the largest error.
Therefore, the overhead regularization approach is used here in order to avoid propagating
this error to the layers above instrument level. Otherwise, part of the error would be at-
tributed to layers with lower pressure. There, the pressure broadening is lower and the line
saturates faster, causing an additional error in the retrieved column density.

The measurement vector consists of parts of the measured spectrum, called the retrieval
windows, where the absorption features of interest are located. The state vector contains,
most importantly, the partial VCDs of the absorbers of interest. However, typically absorp-
tion features from other molecules spectrally overlap with the target absorber signature.
These interfering absorbers are modeled simultaneously with the target absorbers. There-
fore, the state vector additionally contains their total VCDs. Further, it includes information
about the spectral retrieval windows, namely the coefficients of the albedo polynomials
as well as spectral shift parameters. For scattering retrievals, the state vector additionally
includes parameters for aerosol load, size and height distribution.

4.3.1 Non-Scattering Forward Model

In the non-scattering retrieval, the forward model is given by Beer-Lambert’s law (Equa-
tion (2.11)) accounting for the surface reflection. Evaluating Beer-Lambert’s law for each
layer with the input radiance from the previous layer corresponds to adding the optical thick-
ness of each layer l. Including the surface reflection modeled as a Lambertian reflection,
the forward model calculates the measured radiance to

Iobs = r
µsFs

π
e−∑l τ̂ l , (4.22)

where Fs is the solar irradiance, µs is the cosine of the SZA, r is the surface albedo and
τ̂ l is the absorption optical path in each layer l. This corresponds to Equation (2.25). Iobs
is calculated for each wavenumber in the specified retrieval windows. The optical thickness
for each layer is calculated from the partial VCD, the AMF and the average absorption cross
section σa in the layer

τ̂ l = ⟨σa⟩l ·VCDl ·AMFl , (4.23)

where the AMF is different for layers above (AMFa) and below instrument level (AMFb).
The AMF is calculated from the SZA θs and the VZA θv according to Equation (4.19). The
albedo is retrieved in each window individually, accounting for its broadband wavelength
dependency by approximating it with a low-order polynomial.
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4.3.2 Scattering Forward Model

The scattering forward model calculates the radiative transfer, explicitly including the scat-
tering by particles in the atmosphere below instrument level. Here, the LINTRAN radiative
transfer model (RTM) (Schepers et al. 2014) is used, which applies forward adjoint pertur-
bation theory. The model was developed specifically for simulating radiance observations
by satellites. To employ forward adjoint perturbation theory, it relies on the interchange-
ability of source and observer. In the viewing geometry here, the source is at the top of
the atmosphere but the observer is within the atmosphere. Therefore, LINTRAN can not
be used immediately. However, the geometry below instrument level resembles the satellite
geometry at very shallow viewing angle. Therefore, the downward radiance at instrument
level is calculated without scattering by using Beer-Lambert’s law for all layers above the
instrument level obs

I↓obs = Is e−∑l>obs τl (4.24)

and use this as input for the LINTRAN RTM. Any photons scattered above instrument
level would have to undergo a second scattering event below instrument level or be reflected
off the ground to reach the detector. Assuming a low to moderate scattering optical depth in
the free troposphere above the instrument, the contribution of these photons is expected to
be lower than directly scattered photons. Despite the model error introduced by neglecting
overhead scattering, I expect the overall model error to be much lower than for the non-
scattering retrieval.

The optical properties of the aerosols are computed from microphysical quantities. They
are computed through Mie theory from the aerosol size distribution and the complex refrac-
tive index. The size distribution is parameterized as a log-normal distribution with an ef-
fective radius and a width parameter. The given number of aerosols is vertically distributed
across the layers according to a Gaussian distribution. I refer to the mean of the Gaussian
distribution as the aerosol layer height (ALH). The Gaussian distribution is cut off at instru-
ment and ground level, but the additional particles are redistributed accordingly. The RTM
then calculates the backscattered radiance for the given solar and viewing direction.

There is not enough information in the measurements to determine all parameters related
to aerosol scattering. The refractive index (n = 1.4+ 0.001i) as well as the widths of the
size (0.5 µm) and the height distribution (500 m) are fixed a priori. The state vector elements
describing the aerosol particles are the column density of scattering particles, the effective
radius reff of their size distribution and the ALH. Additionally, the aerosol state vector ele-
ments need to be regularized for the retrieval to successfully converge. reff and the ALH are
regularized but not the column density. Depending on the measurement, this results in 1 to
3 degrees of freedom for scattering signal (DFSS). As mentioned above, the profile scaling
approach is used to regularize the absorber profile, since scattering is explicitly accounted
for.
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4.4 A Priori Information

This section summarizes the auxiliary data used in the retrieval. I present the data sources
underlying the a priori gas profiles (Section 4.4.1), the top of the atmosphere solar spectrum
(Section 4.4.2) and the spectroscopic database from which the absorption cross sections are
computed (Section 4.4.3).

4.4.1 A Priori Absorber Profiles and Meteorological Information

A priori profiles for the different absorbers are derived from several models. For meteoro-
logical data, I use the NCEP FNL Operational Model Global Tropospheric Analyses (NCEP
2000). I obtain the surface pressure for target measurements by interpolating the pressure to
the target location and measurement time. I use in situ measured pressure averaged over a
10 min interval centered on the time of measurement for the instrument pressure level. For
reflector measurements, this simultaneously constitutes the surface pressure.

The a priori profiles for the absorbers are derived from CarbonTracker CT2019B (Jacob-
son et al. 2020) for CO2 and from TM4 (Meirink et al. 2006) for CH4 and CO. The profiles are
interpolated to the measurement location and time. The O2 and H2O profiles are derived
from the NCEP data.

4.4.2 Solar Spectrum

As input solar spectrum, the TSIS-1 Hybrid Solar Reference Spectrum (HSRS) is used (Cod-
dington et al. 2021). It combines datasets with high spectral resolution from various sources
with radiometrically calibrated but low resolution measurements of the Spectral Solar Irra-
diance Sensor-1 Spectral Irradiance Monitor (TSIS-1 SIM, Richard et al. (2020)) and Com-
pact Spectral Irradiance Monitor (CSIM, Richard et al. (2019)). They measure top of the
atmosphere spectra from the International Space Station (ISS) and from a sun-synchronous
575 km orbit, respectively. The high resolution dataset in the spectral range used here is a
pseudo transmission spectrum generated with a disk-integrated solar line list (Toon 2015).
The spectrum is generated by iteratively removing telluric absorption lines from spectra
measured with different instruments. Mainly high resolution spectra recorded on Kitt Peak
National Observatory are used, but spectra from the Atmospheric Trace Molecule Spec-
troscopy (ATMOS) experiment during ATLAS shuttle flights and MkIV balloon spectra are
incorporated as well (Toon 2010, private comm.). Note that TSIS-1 HSRS is also used for
the non-scattering retrieval, where the radiometric calibration of the solar spectrum is not
requried. Using the solar line list directly results in differences in the CH4 retrieval results
(see Appendix A.6).

4.4.3 Spectroscopic Database

The forward model computes the radiative transfer in a plane-parallel model atmosphere,
where each layer is associated with a pressure and a temperature. For each layer, Voigt
lineshape absorption cross sections are calculated based on spectroscopic parameters pro-
vided by the HITRAN version 2020 database (Gordon et al. 2022). For the O2 CIA pseudo
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Table 4.1: Spectral range and absorbers in the different retrieval windows.

ID spectral range width absorber AP*

exact [cm−1] rounded [µm] [cm−1] target interfering

W1 7765 – 8005 1.25–1.29 240 O2 H2O, O2 CIA 5
W2 6180 – 6260 1.60–1.62 80 CO2 H2O 4
W3 6297 – 6382 1.57–1.59 85 CO2 H2O 4
W4 5880 – 5996 1.67–1.70 116 CH4 H2O 4
W5 6007 – 6145 1.63–1.66 138 CH4 H2O, CO2 4
W6 4208.7 – 4257.3 2.35–2.38 48.6 CO H2O, HDO, CH4 4
W7 4262.0 – 4318.8 2.32–2.35 56.8 CO H2O, HDO, CH4 4
W8 4762 – 4898 2.04–2.10 136 CO2 H2O 4
* order of the spectral albedo polynomial

absorber, I use data from the HITRAN revision (Karman et al. 2019). For the CO2 absorp-
tion cross sections in the CO2 retrieval window around 2.0 µm (W8), line mixing is relevant
(see Section 4.5.3). There, a line mixing correction is applied on top of the HITRAN cross
sections. The correction is given by the difference between lineshape calculations including
line mixing and simple Voigt lineshape calculations (Hartmann et al. 2009; Lamouroux et al.
2010). This difference is then added to HITRAN 2020 Voigt cross sections.

4.5 Retrieval Windows

This section describes the spectral regions constituting the measurement vector, called re-
trieval windows. First, Section 4.5.1 discusses the extent of the retrieval windows and the
absorbers considered in each window. The relative scaling of the CO2 absorption cross sec-
tions between windows in the scattering retrieval is discussed in Section 4.5.2. Section 4.5.3
considers the use of line mixing cross sections for CO2. Section 4.5.4 specifies where HDO
is fitted independently of the general water isotope mix. Finally, Section 4.5.5 describes the
spectral albedo polynomials.

4.5.1 Retrieval Window Extent

Deciding on the retrieval windows is a crucial step in setting up the retrieval, since it de-
termines the measurement vector. I aim at capturing the main absorption features of one
species within one window, while ensuring that some portion of the window is transparent
to determine the albedo background polynomial. Depending on the absorption features, the
transparent portion may lie in between individual absorption lines or, for closely spaced ab-
sorption bands, at the side of the window. Each retrieval window is defined specifically for
one target absorber species. Table 4.1 lists all windows and the absorbing gases retrieved
from it. O2 is retrieved from W1, CO2 from W2, W3 (around 1.6 µm) and W8 (around
2.0 µm), CH4 from W4 and W5, as well as CO from W6 and W7. Each spectral window
contains more than one absorber. The additional absorbing gases are included as interfer-
ing species. All windows are contaminated with H2O absorption lines. In W1, a pseudo
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absorber representing the collision induced absorption contribution from O2 (O2 CIA) is
added. CO2 is included in W5 and CH4 in W6 and W7. The columns for the latter are
retrieved independently from the target CO2 and CH4.

Figure 4.2 shows the retrieval windows for an example spectrum. Note that the underly-
ing high resolution spectrum is calculated up to 30 cm−1 beyond the specified window limits
to circumvent boundary effects in the modeled measurement caused by the ILS convolution.
However, only the specified range is used within the retrieval for comparing measured and
modeled spectrum. The retrieval window extent generally conforms to the standard TCCON
retrieval windows specified by Wunch et al. (2015). Only for the longwave CO2 window, a
broader window is chosen which includes one of the strong CO2 absorption branches and
the weaker band next to it. I do not use the second strong branch, since it is significantly
contaminated by water absorption. A smaller version of W8 is tested, which does not in-
clude the weaker CO2 branch, with the non-scattering retrieval. In this case, the retrievals of
reflector measurements show small differences of 2-3 permil in form of random scattering
with no discernable bias. For target measurements, SCDs retrieved with the smaller window
SCDs are 1 % to 3 % lower compared to the wider window. The difference shows a SZA
dependence with higher differences at noon and lower differences in the morning and after-
noon. While the SZA dependence is similar between days, the strength of the bias varies
between days, pointing towards systematic errors due to the neglect of atmospheric scatter-
ing. The difference in precision is compared between retrievals with both window extents.
The method for this is described in Section 5.4. The precision is 15 % better in retrievals
with the wider window. This is not surprising, since more spectral information is contained
in the wider window. Additionally, a wider range of absorption line strengths are contained
in the window. The wider window also allows for including additional wavelength without
absorption.

Initially, the CH4 Q-branch around 6000 cm−1 was included in the CH4 retrieval win-
dow. However, comparing reflector measurements to EM27/SUN direct-sun observations
reveals a systematic and time dependent deviation with a magnitude of up to 1 % in the
CH4 VCDs. This deviation is not present when excluding the Q-branch from the retrieval
window. Therefore, CH4 is retrieved from W4 and W5, cutting out the Q-branch.

Figure 4.3 shows high resolution spectra modeled in the final retrieval iteration, providing
the best estimate of the true spectrum for the respective measurement. A spectrum from the
reflector and the Baldwin Park (BP) target are displayed together with absorption cross
sections of the absorber retrieved from the respective windows. As previously specified,
the radiative transfer is calculated based on a horizontally homogeneous model atmosphere.
The absorption cross sections shown in Figure 4.3 are calculated under standard conditions
for illustrative purposes. They do not originate from the retrieval, however they allow the
identification of spectral signatures in the modeled spectrum. A qualitative examination of
the modeled spectra illustrate the distinct fingerprint each absorber has on the spectrum. For
O2, CO2 and CH4 and H2O the absorption feature can easily be recognized in the modeled
spectrum. In W6 and W7, the interfering absorbers dominate the CO signal. The absorption
lines are overall deeper in the target spectrum, due to the longer light path. Additionally, the
water absorption features are much more pronounced, due to disproportionately high water
content in the planetary boundary layer. While some water absorption lines overlap with
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Figure 4.2: Spectral retrieval windows for absorber retrievals as specified in Table 4.1. The windows
are marked in color in a spectrum of the Baldwin Park target (black, 24 April 2022, SZA
= 46.58◦). The top panel shows the full spectrum, the panels below show the sections
with all windows. The target absorption line positions are indicated by colored bars
above the spectrum (O2 in green, CO2 in red, CH4 in orange and CO in purple). Note
that W2–W3, W4–W5 and W6–W7 are shown together in one panel.
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Figure 4.3: The high resolution modeled spectrum for each retrieval window. A reflector (top) and
a target spectrum (middle) are shown per panel, the lowest subpanel shows the HI-
TRAN 2020 absorption cross sections calculated with a Voigt lineshape for standard
atmospheric conditions.
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Figure 4.3: (continued) The cross sections for each species are normalized to a maximum value of
one within each window. The normalization factor is noted in the legend. The modeled
spectra additionally take into account the solar spectrum and in W1 the O2 CIA pseudo-
absorber. Note that cross sections are shown for a single pressure and temperature, while
the modeled spectra are calculated over multiple atmospheric layers with different pres-
sures and temperatures.
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those of the target absorber, in every window there are distinct absorption features allowing
to disentangle water vapor and the target absorber.

Despite the fact that many absorption lines are saturated in the high resolution spectrum,
the absorption features in the EM27/SCA spectra do not extend down to zero. This is due
to the instrument lineshape dominating the absorption line width, leading to a washing out
of the saturated features. Regardless of not being intuitively apparent from the EM27/SCA
spectrum, the underlying absorption lines are largely saturated, especially for the target
observations. Still, every window contains at least some non-saturated lines. Note that
absorption features caused by saturated lines still deepen with an increasing SCD. This
can be seen for instance from the base of the O2 absorption features in the target spectra.
This results from additional photons being absorbed in the wings of the absorption lines,
especially at high pressure in the lower atmosphere. This means that also saturated lines
provide some information on the absorber abundance.

4.5.2 Relative Line Strength between Windows

Each absorber is retrieved from different windows independently in the non-scattering re-
trieval. Subsequently, the best estimate VCDs for each absorber are averaged a posteri-
ori between windows. Therefore, all windows are fundamentally independent in the non-
scattering retrieval. For scattering retrievals this is not the case, as the same microphysical
aerosol properties are used in every window. It is known that inconsistencies in spectro-
scopic line strength parameters between windows can lead to relative disagreement in re-
trieved CO2 between windows (Karlovets et al. 2021). To prevent errors caused by this, a
scaling factor is determined from the same period used for the precision analysis (Sec-
tion 5.4). I calculate the average ratio between SCDs retrieved from different windows in
reflector spectra. The scaling factors relative to W2 are 1.0089 (W3) and 1.0093 (W8). In all
scattering retrievals, the absorption cross sections in the respective windows are multiplied
by this factor.

4.5.3 CO2 Line Mixing Cross Sections

Collisional line mixing occurs when the initial and final states of transitions with similar
energy exhibit efficient collisional coupling. In this case, they can no longer be described
as independent two-state systems, which leads to additional absorption pathways. This
changes the absorption cross sections and subsequently leads to errors in the retrieved col-
umn densities. Hartmann et al. (2009) showed that the systematic errors caused by neglecting
line mixing in CO2 retrievals in the spectral range covered by W8 amount to 0.6 % to 1.1 %.
In the spectral range of W2 and W3, they show that the errors are substantially lower, but
also that the error depends on the airmass. Total airmasses are in the range of 1 to 3 for
reflector measurements and 2 to 6 for the targets, depending on SZA and target distance. In
this range, the error due to the neglect of line mixing is expected to be below 0.2 %, which I
consider negligible. For W8 however, this is in fact relevant. Comparing retrievals using the
Voigt lineshape to retrievals using the line mixing correction, the χ2 is 20 % to 30 % lower
when using the line mixing corrected cross sections. The SCD is 0.6 % to 1.8 % higher
for retrievals neglecting line mixing, with a clear airmass dependence. For reflector mea-
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surements the 1/cos(SZA) dependency is obvious. Target measurements show consistently
higher biases, scaling with target distance. Consequently, I use the line mixing correction
to the HITRAN 2020 CO2 absorption cross sections for all retrievals from W8.

4.5.4 Separate HDO Cross Sections

HITRAN absorption cross sections for one absorber generally include cross sections from
many isotopes (Gordon et al. 2022). The cross sections are weighted with their typical atmo-
spheric abundances. While this is a good approximation in most cases, the isotopic ratio is
variable for H2O and HDO has relevant absorption features in some of the retrieval windows
used here. Fu et al. (2014) retrieve HDO separately from CLARS-FTS spectra in the spectral
ranges corresponding to W2-W8. Due to the lower spectral resolution, the sensitivity of the
retrieval to HDO may be different. Therefore, the sensitivity to HDO variability is tested by
retrieving one day of measurements once with cross sections based on the standard isotopic
composition and once with H2O and HDO as distinct absorbers. Only in W3, W6 and W7,
the retrieved HDO values deviate from zero, within their scatter. Furthermore, the inclusion
of HDO change the systematic residuals only in these windows. Examining the changes in
the SCDs of the target absorbers only reveals relevant changes in the CO SCDs retrieved
in W6 and W7. The change is largest for reflector retrievals with a decrease of up to 10 %
when including HDO. Differences for target retrievals are lower. The CO2 SCD retrieved
from W3 changes only by around 1 permil. Since this is a minor effect in the context of
the measurement precision, going forward I use the standard isotopic composition in this
windows. HDO is included in W6 and W7 as distinct absorbers, along side the main isotope.

4.5.5 Albedo Polynomial

Within the forward model, the surface albedo is approximated by a polynomial for each
window. The coefficients for the polynomial are included in the state vector. The order
of the polynomial has to be chosen a priori. To find the best order, I run a retrieval with
quadratic polynomials and fit a polynomial to the systematic residual (cf. Section 5.3). The
result shows clear thresholds beyond which the fitted polynomial is stable. While in some
cases stability is already reached with a third order polynomial, for fourth order polynomial
it is consistently the case. The only exception is W1, where a fifth order polynomial is
necessary. Therefore, albedo polynomials of of degree four (W2–W8) and five (W1) are
used hereafter.

The albedo polynomial can also compensates for other broadband variability of the spec-
tral continuum within each window. In the non-scattering retrieval where uncalibrated spec-
tra are used, the albedo polynomial accounts for broadband instrument characteristics, e.g.,
the detector sensitivity and the spectral variability of the optical throughput. Therefore, the
numerical value of the polynomial can not directly be interpreted as the physical albedo
there, but as product of albedo and the radiometric calibration factor.

Investigating the albedo polynomial over the course of one day, their shape is largely
consistent, with variations on the order of 1 %. This, together with the fact that the system-
atic residuals do not show broadband variation in any window (cf. Section 5.3), indicates
that the choice of polynomial provides a good approximation of the spectral continuum. In

76



4.6 Data Filtering

Table 4.2: Thresholds for data filters.

Filter Criteria

Large SZA SZA < 70◦

Sensor saturation IFG maximum < 4.8
Cloud DCvar < 0.03

Low SNR SNR

{︄
< 100 (W1–W5)
< 50 (W6–W8)

Fit quality χ2

{︄
< 3 (non-scattering)
< 5 (scattering)

Cloud retrieved O2 SCD
geometric O2 SCD

{︄
1.03 (non-scattering)
1.075 (scattering: reflector)

terms of absolute magnitude, the albedo polynomials retrieved from reflector measurements
show a continuous 20 % increase over the course of one day. This increase has no clear de-
pendency on the SZA, i.e. the albedo increases further with the decreasing SZA after local
noon. Note that this result can not be interpreted as a directionally dependent albedo of the
reflector plate. Other effects may influence the continuum level. For example, variations
in overhead aerosol loading directly impact the spectral continuum level. Contrary to the
reflector spectra, the assumption of the Lambertian surface reflection is not as good for the
target spectra. There, a clear SZA dependency is visible in the albedo polynomials. This is
discussed in Section 5.2.

4.6 Data Filtering

To interpret the retrieval results correctly and get an accurate analysis of the instrument
performance, irregular and unsuitable measurements are excluded. Besides cases where
the retrieval does not fully converge, measurements at a high SZA, contaminated by clouds
and with poor fit quality are removed. The latter two are judged based on properties of the
interferogram, χ2 and, in case of non-scattering retrievals, the deviation between retrieved
and a priori O2 SCD. The following section describes the filters in detail and assess their
impact on the data yield during the deployment at Mt. Wilson (cf. Section 5.1). Figure 4.4
summarizes the filters and the corresponding thresholds. Figure 4.4 shows the filtering
variables for which an empirical threshold was defined.

Only measurements at SZA < 70◦ are analyzed to limit spectroscopic uncertainties. It
is possible to analyze spectra with higher SZA, however within the scope of this thesis
and especially for the performance evaluation I chose a conservative value, which can be
extended in future studies.

The next two filters are based on interferogram properties. I filter measurements which
could be subject to detector nonlinearity. Based on the analysis in Section 3.5, measure-
ments with a maximum interferogram value above 4.8 are removed. However, this did
not occur during the deployment at Mt. Wilson. Additionally, measurements are removed

77



4 Retrieval

where the interferogram DC component shows increased variability. This removes mea-
surements subject to cloud contamination. Partial obstruction of the sun causes temporal
variability during the recording of a single interferogram. This causes variability of the
DC component. The DC variability (DCvar) is the fraction of the maximum (DCmax) to
the minimum value (DCmin). One is subtracted so that a DCvar of zero corresponds to no
variability.

DCvar =
DCmax

DCmin
−1 (4.25)

Since the DC components of all interferograms are curved (cf. Figure 3.10), even con-
sistently illuminated interferograms do not have a DCvar of zero. This smile effect limits
the effectiveness of this filter. However, interferograms recorded under partial cloud cover
show significantly enhanced DCvar. I determine the threshold from reflector measurements
during the cloud free days 13 April, 24 April, 29 April and 4 May 2022, which are verified
with the help of the context camera. Interferograms with DCvar > 0.03 are classified as
cloud contaminated and excluded from the analysis. Note that this threshold changes when
the instrument optics are modified, i.e. during alignment, as this may change the curvature
of the DC baseline. This filter excludes 7.5 % of the LA measurements. However, this ratio
is dominated by a few rather cloudy days, i.e. 20 April and 26 April 2022. Removing par-
ticularly cloudy days drops the filtering ratio significantly. This cloud filter has limitations
for weak contrasting cloud events, since averaging multiple scans smoothens the variations
in the DC baseline. In some cases, this may reduce DCvar below the smile-limited threshold.
This is acceptable, since the DC correction compensates for minor illumination variations
(Keppel-Aleks et al. 2007). To some extend, this is additionally compensated by the second
cloud filter described below. Nevertheless, it is still possible that this produces outlier data
and adds to the overall measurement uncertainty.

The DC variation filter removes only measurements subject to partial cloud cover. Mea-
surements under full cloud cover are identified by the overall low signal and subsequently
unusually low SNR. Additionally to cloud detection, also low SNR measurements are fil-
tered because the retrieval uncertainty would be high. Spectra with SNR below 100 in
W1–W5 are excluded. Due to limited throughput towards the cutoff wavelength, most tar-
get measurements have SNR below this 100 in W6–W8 (cf. Section 5.2). Therefore, the
threshold is lowered to 50 for those windows. This filter removes 0.2 % (W1–W5), 0.9 %
(W8) and 4.9 % (W6–W7) of the LA measurements.

Despite these filters, some retrievals fail to converge. Retrievals classified as non-nominal
are removed, e.g., due to non-convergence after 30 iterations or a failing matrix inversion
due to singular values. For non-scattering retrievals with W1–W5, this is 1 %, for scattering
retrievals, this is 8 % of the measurements. For non-scattering CO retrievals (W6–W7),
this is 16 % of the remaining measurements, even though retrievals reaching the maximum
number of iterations are accepted for CO. I accept the filtering and convergence failure rate
for CO retrievals, as enough data remains to assess the instrument performance for CO and
the analysis of CO is not continued further due to low precision. All successful retrievals are
additionally filtered for poor fit quality based on the χ2 representing the residuals. Since the
residuals are systematic, the χ2 is consistently greater than one and the filtering threshold
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depends on the spectral windows used in the retrieval. The maximum χ2 is set to 3 for
non-scattering, and to 5 for scattering retrievals.

To remove remaining cloud contaminated measurements, I construct a filter based on the
ratio between the O2 SCDs retrieved from the measurement and the one calculated from
the geometric light path and a priori information on the atmospheric state (geometric O2
SCDs). This method is also employed by CLARS-FTS (e.g. Wong et al. (2015)). For scatter-
ing retrievals of target measurements, this is not possible, since no O2 is retrieved in favor
of the aerosol parameters. For non-scattering retrievals, measurements are discarded where
the ratio is above 1.03, meaning the retrieved O2 is higher than the geometric O2 SCD. The
threshold is empirically determined and is applied before the instrument specific O2 cali-
bration factor (Section 5.5.1). Because of this, the threshold changes when a different ILS
is used. When using the empirical ILS correction in W1 (cf. Section 5.3.2), the threshold
is adjusted to 1.075. 2 % of the remaining LA campaign measurements are removed by this
filter, most of them being reflector measurements. For reflector measurements, this filter re-
moves measurements where clouds increase the effective light path. Atmospheric scattering
generally reduces the O2 SCD of target measurements, as into-beam scattering dominates,
reducing the effective light path. This renders the O2 based filter ineffective as a cloud fil-
ter, because the light path shortening effect of the aerosols typically dominates. A lower
boundary can be used to filter aerosol contaminated measurements as was done in multiple
CLARS-FTS studies (He et al. 2019; Wong et al. 2015; Zeng et al. 2020a). In this thesis, I do
not filter based on a lower threshold, since I want to address the aerosol scattering influence
by including it explicitly in the retrieval.
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5 Performance Demonstration for the
Los Angeles Basin

This chapter evaluates the performance of the EM27/SCA instrument and the retrieval al-
gorithm based on atmospheric measurements of the northern LA basin. The SNR (Sec-
tion 5.2), retrieval performance through the analysis of the fitting residuals (Section 5.3)
and the measurement precision (Section 5.4) are evaluated from those measurements. Sec-
tion 5.5 compares the EM27/SCA measurements from the northern LA basin to simul-
taneous CLARS-FTS measurements. Section 5.6 discusses the error introduced by aerosol
scattering. Section 5.7 presents the scattering retrieval which corrects the aerosol scattering-
induced bias. Finally, Section 5.8 discusses the detectability of urban emission patterns by
EM27/SCA measurements.

5.1 Deployment on Mt. Wilson

We deployed the EM27/SCA for one month (7 April to 5 May 2022) next to the CLARS
to evaluate the instrument performance in terms of precision and accuracy and to assess its
ability to capture urban emission patterns. The observatory is located on top of Mt. Wilson
at 1673 m a.s.l. with a direct line of sight into most of the LA basin. CLARS houses the
CLARS-FTS, which routinely observes the LA basin in the reflected sunlight geometry
since 2010.

The CLARS-FTS is placed in an air conditioned 23 m2 shipping container. Its pointing
system resides in a telescope dome on top of the container. CLARS-FTS routinely records
spectra with a maximum OPD of 5 cm, corresponding to a spectral resolution of 0.2 cm−1,
with two detectors (InGaAs and silicon (Si)) in the NIR and visible (VIS) spectral range.
Its FOV amounts to 4.97 mrad which is slightly larger than the EM27/SCA FOV. The ILS
of the CLARS-FTS is close to nominal and therefore can be represented by a theoretical
ILS for the retrieval of CLARS-FTS spectra. The ILS is calculated from maximum OPD
and FOV, accounting for finite resolution and self apodization. Fu et al. (2014) describes the
CLARS-FTS in great detail.

We set up the EM27/SCA on a small viewing terrace in direct proximity to the CLARS.
From there, the EM27/SCA has approximately the same largely unobstructed view into
the LA basin as the CLARS-FTS. This setup conforms well to the downward viewing ge-
ometry presented in Section 4.2. With 1670 m altitude compared to the 100 m to 300 m
altitude throughout the basin, the location is elevated above the planetary boundary layer
(Fu et al. 2014). On 26 days between 7 April and 5 May 2022 the EM27/SCA observed up
to nine targets in the northern LA basin. Despite CLARS-FTS usually observing 33 tar-
gets throughout the whole LA basin, we focused with both instruments on targets with up
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Figure 5.1: Panel (a) shows the deployment of the EM27/SCA on Mt. Wilson side-by-side with the
CLARS-FTS. All targets and the CLARS site (ref) are indicated on the map in panel
(b). The FOV is indicated with a circle in the pictures from the imaging camera of the
targets WP (c) and BP (d). Pictures from the imaging camera for all targets are shown in
Figure A.2.
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Table 5.1: List of the ground-scattering targets across the northern Los Angeles basin.

Target Short Latitude Longitude Slant distance
[°] [°] from FTS [km]

C Reflector ref 34.221 -118.057 0.00
1 Sierra Madre SM 34.153 -118.040 7.86
2 West Pasadena WP 34.170 -118.165 11.46
3 Baldwin Park BP 34.098 -117.960 16.38
4 Monterey Park MP 34.066 -118.107 17.94
5 El Monte EM 34.057 -118.037 18.39
6 Glendale GD 34.159 -118.266 20.49
7 Downtown (near) DTN 34.102 -118.234 20.99
8 Charter Oak CO 34.109 -117.848 22.98
9 Valinda VL 34.030 -117.917 24.88

to 25 km slant distance. We chose the lower number of rather close targets to have higher
revisiting rates for each target and restrict the error due to atmospheric scattering for this
performance evaluation. Figure 5.1 shows and Table 5.1 lists the targets and their coor-
dinates. We used targets in the proximity of the original CLARS-FTS targets, but shifted
them to ensure an as homogeneous FOV as possible for each target. We selected the targets
using the CLARS-FTS pointing system and its imaging camera. We subsequently matched
the pointing of the EM27/SCA via its imaging camera to the pictures from the CLARS-FTS
imaging camera. We verified the correct pointing at the beginning of each measurement
day. The GPS coordinates of the targets are available through the calibrated CLARS-FTS
pointing system (Fu et al. 2014).

The sampling of the ground scattering targets alternated with reflector observations. We
started with a reflector observation, then iterated with increasing VAA through the targets in
the northern LA basin. To avoid large gaps in between reflector measurements, we recorded
an additional reflector observation between the fifth (El Monte (EM)) and sixth (Monterey
Park (MP)) target. In the early period of the campaign we sampled only a subset of the nine
targets with low slant distances. For three days, until 11 April 2022, we alternated between
Sierra Madre (SM) target and the reflector. From 12 April to 17 April 2022, we observed the
targets SM, West Pasadena (WP) and Baldwin Park (BP) with one reflector measurement in
each cycle. From 17 April to 5 May 2022, we observed all nine targets. With a measurement
duration of 1 min plus some measurement and pointing overhead, the duration for one cycle
was 2 min for one target, 5 min for three targets and 12 min for all nine targets. From
23 April 2022 onward we recorded three consecutive spectra for each target, increasing
the cycle duration to 36 min. The CLARS-FTS records one spectrum over 3 min and has
more pointing overhead due to a slower rotation speed of the telescope dome. The cycles
between both instruments are therefore not synchronized. Figure 5.2 shows an overview of
the operation mode and number of measurements per hour throughout the campaign. On
some days no measurements were possible due to cloud cover. In cases where the marine
layer covered the LA basin with clouds, we only recorded reflector measurements.
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Figure 5.2: Overview of the measurements at Mt. Wilson between 7 April and 5 May 2022. The
lower panel shows the number of valid observations in each hour. Reflector measure-
ments are marked in red, target measurements are colored according to the number of
targets included in the cycle. The top panel shows the number of filtered measurements
in each hour (cf. Section 4.6). Measurements with SZA > 70◦ are excluded.

To assess the aerosol loading of the atmosphere, aerosol optical depth (AOD) measure-
ments from the AERONET are used (AERONET 2024). The AERONET measures the AOD
globally with a standardization of instruments, calibration, processing and distribution (Giles
et al. 2019). Using Cimel sun photometers, it delivers AOD at different wavelengths together
with Ångström coefficients. The AOD measurements are available from the sites on Mt.
Wilson and at the California Institute of Technology (Caltech). The Mt. Wilson site is lo-
cated 350 m north of CLARS. The Caltech site is located 5 km south-east of the WP target.
The AOD at 1270 nm (corresponding to the O2∆ band) serves as reference AOD in this
work. However, only data on the AOD at 1020 nm is available for both sites. Therefore, the
measurements are scaled to 1270 nm according to Equation (2.17) using the closest avail-
able Ångström coefficient provided from the same measurement, which is specified for the
range from 440 nm to 870 nm. Figure 5.3 shows an overview of the AERONET data from
both stations during the deployment period. Mt. Wilson measurements are generally lower,
due to the elevated position outside the planetary boundary layer (PBL).
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5.2 Signal to Noise Ratio

Figure 5.3: Aerosol Robotic Network (AERONET) data from the Mt. Wilson (red) and Caltech
(orange) site during the deployment of the EM27/SCA on Mt. Wilson.

5.2 Signal to Noise Ratio

The signal-to-noise ratio (SNR) is the ratio between maximum signal in the spectral range of
interest and the spectral noise. The maximum signal varies considerably with wavenumber.
Therefore, the SNR is determined for each retrieval window individually. The standard
deviation in the interval from 2500 cm−1 to 3056 cm−1 quantifies the spectral noise. This
region lies beyond the detector cut off, where no signal is recorded. The spectral noise is
assumed to be uniform throughout the full spectral range.

The measurement period on Mt. Wilson provides an overview of the SNR under typi-
cal conditions. Figure 5.4 shows the SNR for all retrieval windows (cf. Section 4.5) for
measurements of the reflector and the two targets WP and BP. The SNR varies between
targets, but also between retrieval windows. The SNR differences between targets are gen-
erally caused by differences in surface albedo. In contrast, the SNR differences between
the retrieval windows are caused by the spectral variations in detector sensitivity and opti-
cal throughput, as well as by broad spectral variability in the albedo. The latter is a minor
contribution for reflector measurements, because the reflector albedo is close to spectrally
uniform. For reflector measurements, the SNR is generally higher due to its higher albedo.
Typical SNR values for the CO2 and CH4 windows (W2–W5) range from 400 to 600 for
reflector and 200 to 400 for target measurements. The remaining windows (W1, W6-W8)
exhibit lower SNR. In W1, the reflector SNR is reduced to the range of 200 to 400. For tar-
get measurements, the higher albedo in W1 partially compensates for the reduced detector
sensitivity, resulting in only minor SNR reductions compared to W2–W5. For the windows
at longer wavelength (W6–W8), reductions in target albedos compared to W2–W5 widen
the gap between the reflector and target SNRs. While the reflector SNR drops to 200 to
400, the target SNRs typically has values in the range 50 to 200. Generally, the SNRs for
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Figure 5.4: SNR over the course of the LA campaign, shown for all retrieval windows (W1-W8) and
selected targets (reflector red, WP orange and BP blue).

all targets fall in the same range. The only exception is the SM target, which consistently
shows lower SNR in all windows, other than W1.

Figure 5.4 shows that the SNRs of the reflector and target measurements exhibit distinctly
different SZA dependencies. While the SNR for reflector measurements follows a clear but
curved SZA dependency, the target SNR is generally more flat and exhibits considerably
more scatter. The reflector pattern originates from the flatness of the Lambertian reflector
surface. Consequently, the incoming solar irradiance and reflected radiance are proportional
to the cosine of the SZA. Some low SNR outliers are due to cloud contaminated observa-
tions leading to sudden reductions in signal. Such measurements need to be excluded from
further processing. The ground targets show a weaker dependency on SZA. While the pat-
tern is overall more flat, the relationship between SNR and SZA is also less compact.

Figure 5.5 shows the SNR of W2 for all targets, with the time of day color coded. The
figure reveals the SZA dependency of the SNR to be more uniform than Figure 5.4 sug-
gests. For some targets, this is true throughout the day, but for all at least either in the
morning or in the afternoon. The weaker SZA dependency and especially the absence of
a clear cosine SZA dependency can by understood by considering that the surfaces of the
ground targets are less uniform. The instrument FOV covers a mixture of different surface
orientations, canceling the clear SZA dependency. On the other hand, many targets show
upward branches with variable magnitude towards high SZA, either in the morning or in the
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5.2 Signal to Noise Ratio

Figure 5.5: SNR of W2 over the course of the LA campaign, shown for all targets. The color cor-
responds to the local time of day. The top and bottom row correspond to targets located
towards the east and west, favoring scattering during morning and evening hours respec-
tively. The middle row shows the remaining targets with uniform SNR distribution over
the course of the day.

evening. This effect is caused by an increase in signal through atmospheric scattering, lead-
ing to an increased SNR. The dominant effect is particle scattering of direct sunlight into
the horizontal path component towards the instrument. Since the solar radiance is much
larger than the surface reflected radiance, into-beam scattering exceeds extinction. Due to
the strong forward peak in the Mie scattering phase function, scattering occurs predomi-
nantly at low scattering angles. For the eastward targets (Charter Oak (CO), Valinda (VL)
and BP), forward scattering conditions are given in the morning. For the westward tar-
gets (WP, Glendale (GD) and Downtown (near) (DTN)), the same is true in the evening.
The effect is strongest for the eastmost and westmost targets (CO and GD) with large hor-
izontal path components and at high SZA. This shows that in some situations atmospheric
scattering contributes significantly to the overall signal, raising the SNR. The amount of
scattered radiance additionally depends on the atmospheric conditions, leading to distinct
SNR branches for individual days (e.g. for WP). For the westward targets (WP, GD, DTN),
the SNR is compact in the morning and exhibits upward branches in the evening, increasing
with SZA. For the eastmost target (CO), the opposite is the case. The SNR is compact in the
evening and increased SNR is visible in the morning. The targets SM, MP and EM do not
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show such branches. MP and EM are located in the south of Mt. Wilson, where the sun is at
high elevation when the solar azimuth matches the viewing direction. For SM, additionally
the viewing zenith angle is steeper and the horizontal path is rather short compared to other
targets. This leads to comparatively weak SZA dependency of the SNR. In conclusion,
the observed pattern in SNR results from atmospheric scattering, rather than from surface
reflectivity, which would not change from day to day.

Overall, the EM27/SCA measurements have a SNR exceeding 100 in W1–W5 for all
targets and much higher SNR for reflector measurements. For W6–W8, the SNR is worse,
only exceeding a SNR of 50 in many cases. The reflector SNR has a distinct cosine SZA
dependency, whereas the target measurements have a rather flat SNR. Additionally, atmo-
spheric scattering contributes significantly to the overall signal under forwards scattering
conditions.

5.3 Systematic Residuals

The spectral retrieval yields the state vector best matching the measurement. The best es-
timate is found by iteratively minimizing the difference of the measured spectrum to the
spectrum modeled from the state vector via the forward model. Comparing the measure-
ment to the spectrum modeled from the final state vector (i.e. the best estimate) yields
insights into the performance of instrument and retrievals, as well as into systematic errors.
Looking at individual residuals, they are largely dominated by instrument noise. The resid-
uals are averaged over a full day to investigate the systematic errors. To avoid distortions
due to diurnally variable signal levels, the relative residuals are averaged. For this purpose,
the residuum of each window is first divided by the respective maximum of the spectrum.
As the uncorrelated noise averages out, the systematic contributions to the residuals remain.

Based on context camera images and AERONET data, the 13 April 2022 is identified
as cloud-free day with low aerosol loading and thus well suited for the evaluation of the
retrieval performance. Figure 5.6 shows single and systematic residuals from non-scattering
retrievals. The systematic residuals are the average residuals of 124 (reflector) and 117
(BP) measurements, respectively, over the course of 13 April 2022. The spectra shown for
reference and their individual residuals are recorded at SZA of approximately 45° in the
afternoon of that day.

The root mean square (RMS) of the systematic residuals for the CO2 and CH4 retrieval
windows (W2–W5) is below 0.13 % for reflector and below 0.2 % for the target measure-
ments, with individual spikes up to 0.5 %. The systematic residuals in the CO windows
(W6–W7) are larger with RMS of 0.3 and 0.6 % for reflector and target measurements re-
spectively and several spikes exceeding 1 %. This is in part related to the absorption lines
in those windows being significantly deeper, with strong water absorption lines and CH4
Q-branches at 4215 cm−1 to 4220 cm−1 and 4312 cm−1 to 4317 cm−1.

The O2 window (W1) has notably higher systematic residuals compared to the CO2 and
CH4 windows with a RMS of 0.3 % and 0.4 % for reflector and target observations respec-
tively. Additionally, the residuals show distinct spikes around the central Q-branch as well
as around isolated absorption lines towards the edges of the window. Those features are in
detail discussed in Section 5.3.2. The other windows do not show this consistent pattern in
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Figure 5.6: Systematic residual (black) of non-scattering retrievals, averaged over measurements
from 13 April 2022. The panels show (top to bottom) retrieval windows for O2 (W1),
CO2 (W2,3), CH4 (W4,5) and CO (W6,7). The subpanels show the systematic resid-
uals (black) for reflector (top) and the BP target (center). The bottom subpanel shows
spectra recorded at SZA of approximately 45◦ in the afternoon. The individual residual
corresponding to this spectrum are shown in color in the background of the systematic
residuals.
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Figure 5.7: Same as Figure 5.6, but for the scattering retrieval. The W6 and W7 are not retrieved,
instead W8 is shown in the lowest panel.
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the residuals. However, especially in the CH4 windows (W4–W5) there are some distinct
spikes in the systematic residuals of target measurements. Although some are also present
in the CO2 windows (W2–W3), the systematic residuals there are more uniform. Inspecting
the spectral positions of the spikes, some of them are related to H2O absorption lines. The
spikes at 5892 cm−1 (W4), 6015.5 cm−1 (W5), 6240 cm−1 (W2) and 6305 cm−1 (W3) are
caused by H2O absorption lines, while the spike at 6344 cm−1 (W3) is caused by a line in
the solar spectrum. Nevertheless, some spikes are also related to CH4 absorption lines over-
lapping with water absorption lines. The residual spikes at 5938 cm−1 (W4), 6077 cm−1

(W5) and 6096 cm−1 are such cases. These individual spikes in the systematic residuals are
most likely linked to either errors in the spectroscopic database or the atmospheric model,
but not to the instrument line shape, as the residuals are differently shaped (compare e.g.
residuals at 6077 cm−1 and 6096 cm−1). For CO2, no patten in the residual can be attributed
to a single absorption line, since the absorption lines are too densely spaced. The system-
atic residuals in the CO2 windows W2 and W3 are overall lower than the spikes discussed
before.

Systematic residuals corresponding to telluric absorption lines are higher for target than
reflector measurements. This is expected, since errors in the absorption cross sections orig-
inating from incorrect spectroscopic parameters or errors in the atmospheric model, scale
with the SCD. Similarly, errors in the ILS lead to stronger residuals for deeper absorption
lines. Thus, the longer optical path leads to larger residuals. For residuals caused by wa-
ter absorption lines, the effect is even stronger as the higher water content in the lower
atmosphere leads to disproportionately higher SCDs compared to the geometric light path
enlargement. In contrast, the residuals caused by solar absorption lines, whose strength
is independent of the telluric light path length, are equal for target and reflector measure-
ments. This can be seen for the residual spike at 6344 cm−1 (W3), which is equally deep
for reflector and target measurements.

Figure 5.7 displays the systematic residual for the scattering retrieval. The shape of the
systematic residuals in W2–W5 is nearly identical to the non-scattering retrieval. The same
spikes are present, with only minor changes in magnitude. The RMS is approximately equal
for W2, W3 and W5, slightly dropped from 0.2 % to 0.16 % for W4. The systematic resid-
ual in W1 is significantly reduced, but this is a result of the empirically determined ILS used
in this window (cf. Section 5.3.2). The scattering retrieval includes W8. Here, the residual
is not entirely dominated by noise but dominated by a systematic mismatch of model and
measurement in the range from 4820 cm−1 to 4850 cm−1, which was also observed by Hart-
mann et al. (2009). Therefore, this is most likely not an instrument effect but rather caused
by spectroscopic errors and assumptions on the atmospheric state. In conjunction with the
reasonably low RMS of the systematic residuals, with 0.2 % and 0.36 % for reflector and
target respectively, this is acceptable.

In conclusion, systematic effects are present in the residuals of the spectral retrievals in all
windows. However, except for W1, they are limited to a reasonable level, which is expected
in context of errors in the spectroscopic database and assumptions on the atmospheric state.
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Figure 5.8: Systematic residuals of retrievals from EM27/SCA (colored) and CLARS-FTS (black)
spectra. The resolution of the latter was degraded to EM27/SCA resolution prior to the
retrieval. The CO2 (W2–W3) and CH4 (W4–W5) windows are displayed in the top and
bottom panel respectively. For each window systematic residuals of reflector (red) and
BP (blue) measurements are shown. The CLARS-FTS residuals (black) are shifted down
by 1 % for better visibility.

5.3.1 Comparison to CLARS-FTS Systematic Residuals

To verify that the systematic residuals are in fact not related to instrument effects, I com-
pare those of the EM27/SCA to the CLARS-FTS. For this comparison, the resolution of
the CLARS-FTS spectra is artificially degraded by convolving them with the ILS of the
EM27/SCA. Since the CLARS-FTS ILS is much more narrow in comparison, this suffices
to make both spectra have the same resolution. After the convolution, the spectra are resam-
pled onto the coarser EM27/SCA spectral grid. Figure 5.8 shows the systematic residuals
of W2–W5 of equivalent retrievals from degraded CLARS-FTS and EM27/SCA spectra.
Both instruments share the same systematic residual pattern and distinct spikes. In some
parts of W2 and W3, the EM27/SUN residuals are higher and show narrowly spaced spikes
pointing to minor instrument effects. However, the overall close similarity between both
systematic residuals shows that the systematic errors are dominated by model errors such
as forward model approximations and errors in the spectroscopic parameters for telluric or
solar absorption lines.

5.3.2 ILS in the O2 Window

The previous section showed that the systematic residuals in the O2 window (W1) are partic-
ularly high and consistently show a distinct pattern around individual absorption lines. This
is not a systematic error in the spectroscopic data or the retrieval, as retrievals of CLARS-
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Figure 5.9: Empirical estimation of the ILS in W1. The right panel shows the average χ2 of one
day of W1 reflector retrievals with various ILS. The ILS are generated from ME and PE
according to Equations (5.1) and (5.2). The left panel shows the comparison between
measured and best estimate ILS.

FTS spectra, neither original nor degraded to the spectral resolution of the EM27/SCA,
show these residual patterns. Testing different spectroscopic parameters and retrieval set-
tings, did not result in significant reductions of the systematic residuals. Consequently, the
ILS remains as the only possible explanation. Most likely, the measured ILS incorrectly
represents the ILS in this particular window. For the other windows, the measured ILS is
representative, because similarly deep isolated absorption lines there do not produce such
large and consistent systematic patterns. The cause for the ILS only differing in this win-
dow is unclear. For the non-scattering retrievals, where the retrievals of the different species
are independent, this systematic error is accepted. It leads to a larger calibration factor for
O2 in Section 5.5.1, but otherwise, the systematic deviations are not larger than for the
other species. For scattering retrievals, where the aerosol parameters effectively couple the
windows, an empirical ILS correction correction is needed.

To this end, an ensemble of ILS is generated and used to retrieve one day of reflector
spectra. From the result, the best estimate for the ILS in W1 is determined as the one which
yields the lowest mean χ2. A similar approach as in the scene heterogeneity analysis in
Section 3.9.2 is used to generate the ensemble. The modulation efficiency (ME) and phase
error (PE) parameters underlying the measured ILS are scaled (cf. Section 3.1.2). The ME
and PE of the measured ILS depend on the OPD. They are scaled based on a factor γME and
γPE according to

MEγ =

(︃
1+ γME

OPD
OPDmax

)︃
·ME , (5.1)

PEγ = (1+ γPE) ·PE , (5.2)

where γME and γPE describe the deviation from the measured ILS. Note, that the generated
ME and PE correspond to the measured ones, when γME and γPE are 0. Different ILS are
generated from combinations of γME and γPE parameters. With each, W1 of the reflector
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Figure 5.10: Systematic residuals (W1) of reflector measurements averaged over the 13 April 2022,
shown for a retrieval using the measured ILS (top) and for a retrieval using the best
estimate ILS correction (center). The bottom panel shows the systematic residuals of
CLARS-FTS reflector measurements from the same day.

spectra from the 13 April 2022 are retrieved. Figure 5.9 shows the average χ2 from the
reflector retrievals with each γME, γPE pair. A clear minimum exists, where the ME is
substantially reduced compared to the original measured ILS. Increasing or decreasing ME
and PE further than the range shown here, raises the χ2 even more. The combination of
γME =−0.18 and γPE = 0.3 yields the lowest average χ2. The corresponding best estimate
ILS is shown in the left panel of Figure 5.9, constituting the empirical correction for the ILS
in W1. While the increase in average χ2 is only a few permil in the immediate vicinity, the
average χ2 using the best estimate ILS is 20 % lower compared to using the original ILS.
Using this ILS in the other retrieval windows significantly increases the residuals there, even
for an individual reflector spectrum. Figure 5.10 displays the improvement in the systematic
residual in W1 for the best estimate ILS. The characteristic spikes around the O2 absorption
lines are substantially reduced. The systematic residual is now similar to the one of the
resolution degraded CLARS-FTS spectra.

The retrieved O2 SCDs are around 5 % higher than the ones retrieved with the original
ILS. For reflector measurements, the difference shows a clear and consistent 1/cos(SZA)
dependence with a minimum difference of 5 % at minimum SZA and values reaching 6 % at
SZA of 70°. While the reductions in χ2 in W1 are similar in target spectra, the difference in
O2 SCD shows an inverse behavior with maximum difference of 4.5 % to 4.8 % around noon
and lower differences (down to 4 % for WP) at high SZA. However, the SZA dependency is
less strong and reflects the O2 SCD reduction pattern due to atmospheric scattering. Overall,
the O2 SCDs exhibits a consistent but not constant increase, when using the empirical ILS
correction.
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In conclusion, the empirical ILS correction represents the ILS in W1 better than the
original ILS. It is used (in W1 only) for all scattering retrievals, where the retrieval windows
are coupled through aerosol information being simultaneously retrieved from all windows.

5.4 Precision

The observational error can be decomposed into accuracy and precision. While the accuracy
quantifies the possible bias, the precision quantifies the repeatability of the measurements,
i.e. its scatter assuming constant atmospheric conditions. Due to the lack of ground truth,
assessing the accuracy is difficult here. Section 5.5 approaches it through comparisons to
independent measurements. This section focuses on the precision of the retrieved SCDs.

In general, the precision mainly depends on the measurement SNR, but also on spectral
resolution and the absorption signal of the particular gas. The measurement noise propa-
gates directly to the retrieval error. Therefore, the measurement SNR directly influences the
precision of retrieved SCDs. Additionally, the spectral absorption features differ in shape
and strength between absorbers and windows. Consequently, the precision is distinct for
each absorber. Additionally, systematic errors like spectroscopic and ILS errors influence
the precision. They typically do not change over time, but the sensitivity of the retrieval
to particular parameters may change with atmospheric state, e.g. as the atmospheric water
content changes. This necessitates an empirical assessment of the precision.

5.4.1 SCD Precision

Here, the deviation of individual measurements from their temporal rolling average provides
an empirically estimate of the measurement precision. For this purpose, measurements from
the period 12 April to 15 April 2022 during the LA campaign are evaluated, where we
cycled between only three targets. This analysis focuses on the retrieved SCD because the
SCD is directly related to the optical thickness. Therefore, it is the quantity most closely
related to the measured spectrum. Here, the relative precision of the SCDs is analyzed and
subsequently propagated to the precision of the below instrument VCD (cf. Section 4.2),
the quantity of interest for emission measurements.

The relative precision ∆SCD
SCD is the standard deviation σ of the ratio between individual

measurements SCDi and an average ⟨SCD⟩t over a time window of width t centered around
the measurement i.

∆SCD
SCD

= σ

(︃
SCDi

⟨SCD⟩t

)︃
(5.3)

To avoid errors in the rolling average due to non-linear changes in AMF with SZA, the
VCDs are averaged. Subsequently, the averaged VCD are converted to the SCD using the
SZA at the time of measurement i.

⟨SCD⟩t =
L

∑
l=1

(︄
1
N

N

∑
j=1

VCDl, j

)︄
AMFl,i (5.4)
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Table 5.2: Relative precision of the SCDs retrieved from EM27/SCA measurements. The
precision is estimated from the deviation of individual measurements from
their 30 min average. Numbers in parenthesis display maximum last digit
changes when using 20 and 40 min averaging intervals.

window Reflector Sierra Madre West Pasadena Baldwin Park
N=346 N=367 N=414 N=368

O2 W1 0.49(1)% 0.39(3)% 0.40(3)% 0.51(5)%
CO2 W2, W3 0.37(2)% 0.58(3)% 0.41(3)% 0.39(3)%
CH4 W4, W5 0.51(2)% 0.77(4)% 0.54(5)% 0.49(4)%
CO* W6, W7 7.1(3)% 19.5(1.1)% 13.4(6)% 8.1(3)%
* N is lower for CO retrievals: 266 (ref), 183 (SM), 200 (WP), 264 (BP)

The partial VCDs of the N measurements within the interval of size t around the measure-
ment i are averaged. Subsequently, the average partial VCDs are multiplied by the AMF
and summed over the L model atmosphere layers. The AMF is different for the layers above
and below instrument layer and depends on the SZA.

The fundamental challenge in estimating precision from atmospheric measurements us-
ing temporal variability is that the atmospheric state is inherently variable. Using the rolling
average as the best estimate for the true state constitutes the averaging time as the key vari-
able. It has to be large enough to render the impact of the precision on the average negligible,
but short enough to ensure that the natural atmospheric variability is small in the interval,
so that the average is actually representative of the true state. As a trade-off between both,
an averaging interval of 30 min is used. This corresponds to 7 measurement cycles. Repeat-
ing the analysis with averaging intervals of 20 min (5 cycles) and 40 min (9 cycles) shows
differences in the resulting precision estimates of 5 % to 10 % (cf. Table 5.2).

The relative precision of the non-scattering retrieved SCDs is calculated for each ab-
sorber. Figure 5.11 displays the relative deviations of the SCDs from the rolling average
and its distribution. Table 5.2 lists the corresponding precision estimates. The results are
based on the non-scattering retrieval including W1–W7. No distinct SZA dependency of
the scatter is visible in the relative deviation. This is the case even though the total SCD
increases substantially with SZA. Instead, the total deviations increase with SZA. This is
most prominent for reflector measurements but also visible for target measurements, where
the relative increase in SCD with SZA is not as large. This supports the assumption that
relative deviations of the SCD from the rolling average are a good measure of measurement
precision.

For CO2, CH4 and O2, the relative SCD precisions range from 0.37 % to 0.77 %. Reflec-
tor measurements have a comparable precision to target measurements, despite the notably
higher SNR. This is likely due to the absorption features being shallower for reflector mea-
surements (cf. Figure 3.12). Measurements in Heidelberg, where the light path difference
between reflector and target measurements is less substantial, previously showed that the
higher SNR of reflector measurements translates to a noticeably higher precision (Hemmer
2019). Comparing targets, the particularly low SNR for the SM target (cf. Section 5.2),
propagates to low precision in CO2 and CH4. This highlights the importance of target se-
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Figure 5.11: Precision of the EM27/SCA derived from the relative differences between the SCDs and
their 30 min rolling average. The rows show the different targets, the columns show the
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lection, as dark scenes can reduce measurement precision. However, the WP and BP targets
are more representative of all other targets. There, the precision range is narrower with
0.37 % to 0.54 % of relative SCD precision.

Across all targets, the CH4 precision is generally worse compared to CO2, despite the
higher SNR. This points to a consequence of systematic errors, which is consistent with
larger spikes in the systematic residuals of CH4 seen in Section 5.3. With 7.1 % for reflector
and 8.1 % to 19.5 % for target measurements, the precision for CO is considerably lower.
In part, this is because the SNR of the target measurements in the CO windows (W6, W7)
is lower compared to all other windows. Additionally, due to the weak CO absorption
features, the precision is also low for the reflector measurements, where this is not the case.
In particular, the absorption features are much weaker than the CH4 and water absorption
features in these windows. Especially in target measurements, high amounts of interfering
water impacts CO precision.

So far, CO2 precision is only estimated from W2 and W3. When including W8 in the
retrieval and averaging all resulting SCDs, the precision increases. For reflector measure-
ments, CO2 precision increases from 0.37 % to 0.26 %. For target measurements, the im-
provement is less pronounced from 0.41 % to 0.37 % for WP and from 0.39 % to 0.34 % for
BP. The additional spectral information available through W8 clearly improves the preci-
sion. For target measurements, the benefit of the additional spectral information seems to be
low. One explanation is that the low SNR in W8 leads to lower precision of the CO2 SCD
retrieved from this window. Since all SCDs are averaged without weighting, this might de-
teriorate the combined precision. Additionally, wavelength dependent scattering impacting
W8 differently than W2 and W3 possibly negates the benefit of the additional information.
Coupling the absorbers between windows in the non-scattering retrieval improves the CO2
and CH4 precision slightly for reflector measurements. For target measurements, CH4 preci-
sion improves, but for the non-scattering CO2 retrieval including W8, the precision worsens.
This shows that both effects play a role. For reflector measurement, the precision improves
because the retrieval now internally weighs the information from the different windows
according to their SNR. For the target measurement, this beneficial effect is compensated
by the increased mismatch between the spectrally distant windows under the influence of
aerosol scattering.

The precision for CO2 and CH4 is considerably lower when switching to the scattering
retrieval. This is not surprising since more parameters are determined from the same spec-
tral information. Additionally, the retrieval windows are effectively coupled through the
simultaneous retrieval of aerosol parameters from all windows. This implies that measure-
ment noise from the O2 window contributes to the GHG retrieval. Thus, a more appropriate
comparison is between the precisions in the ratio of the GHG to O2 (discussed in Sec-
tion 5.6.3). In that case, the precision of the non-scattering retrievals is worse than the one
presented here, due to the contribution of the O2 measurement precision. Nevertheless, the
precision of the scattering retrieval is still lower. However, the main advantage of the scat-
tering retrieval is the mitigation of systematic errors caused by aerosol scattering, which are
not represented in the precision estimates. The scattering induced systematic errors in the
non-scattering retrieval and their treatment through the scattering retrieval are discussed in
Sections 5.6 and 5.7. In conclusion, combining the results there with the precision consid-
eration here shows that the scattering retrieval sacrifices precision for improved accuracy.
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Figure 5.13: Precision of the below instrument level VCDb in dependence on SZA and slant tar-
get distance. The right panel shows the propagation of 0.5 % relative SCD precision
to VCDb precision, assuming a isothermal ideal gas atmosphere with scale height of
8000 m and an altitude difference of 1500 m between instrument and target. The left
panel shows the VCDb precision propagated via Equation (5.6) from the values in Ta-
ble 5.2 using reflector and target SCD retrieved from measurements during 12 April to
15 April 2022.

Table 5.3: Relative precision of VCDb propagated from the relative SCD precisions listed in Ta-
ble 5.2 via Equation (5.6). The value ranges result from evaluation of measurements from
12 April to 15 April 2022.

Sierra Madre West Pasadena Baldwin Park

O2 0.85 % to 1.5 % 0.75 % to 1.7 % 0.8 % to 1.4 %
CO2 1.2 % to 1.9 % 0.7 % to 1.6 % 0.6 % to 1.0 %
CH4 1.5 % to 2.5 % 0.9 % to 2.0 % 0.75 % to 1.3 %

5.4.2 Partial VCD Precision

The precision values presented above quantify the immediate retrieval precision. However,
the ultimate quantity of interest lies in the partial VCD below instrument level (VCDb),
which combines target and reflector measurements (cf. Section 4.2). The precision of below
instrument SCD, ∆SCDb, depends on both target and reflector precision, as well as on the
observational geometry itself through the solar and viewing zenith angles. For the precision
estimation, the errors in target and reflector measurements are assumed to be random and
independent (i.e. not correlated).

∆SCDb =
√︂

∆SCD2
target +∆SCD2

ref (5.5)
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∆SCDb depends on the absolute precision of both SCDs. However, the relative precision
is constant rather than the absolute precision. Therefore, the absolute precision depends
on the actual value of the SCDs, which incorporates information on atmospheric state, tar-
get distance and viewing geometry. The relative precision in the VCDb in the downward
viewing geometry is related to the relative SCD precisions by

∆VCDb

VCDb
=

√︄(︃(︃
1+

SCDa

SCDb

)︃
∆SCDtarget

SCDtarget

)︃2

+

(︃
SCDa

SCDb

∆SCDref

SCDref

)︃2

, (5.6)

where the relative size of SCDb and SCDa include the aforementioned dependencies. The
most important influences are the slant target distance and the SZA. To look at the underly-
ing dependency, a relative SCD precision of 0.5 % for reflector and target measurement is
propagated to relative VCDb precision assuming an isothermal ideal-gas atmosphere with
a scale height H of 8000 m. Additionally, an altitude difference h between instrument and
target of 1500 m is assumed, which is representative for measurements of the LA basin from
Mt. Wilson. With these assumptions, the ratio between SCDa and SCDb can be calculated
from the SZA θs and the target distance d.

SCDa

SCDb

⃓⃓⃓⃓
idealatm

=
1

cosθs
e−

h
H(︂

1
cosθs

+ d
h

)︂(︂
1− e−

h
H

)︂ (5.7)

Figure 5.13 shows the resulting relative precision of VCDb. For large slant target dis-
tances, the SCDb is much larger than SCDref and the below instrument precision approaches
the target precision. Contrary, for small target distance SCDb becomes small and the preci-
sion deteriorates. The SZA has a similar effect, influencing SCDa much more than SCDb.
An increase in SZA increases the ratio the SCDref/SCDb as the offset from the target dis-
tance becomes negligible, leading to a worse in relative VCDb precision. Both dependencies
are non-linear, so that the relative VCDb precision deteriorates rapidly for short distances
and high SZA.

Figure 5.13 also shows the propagation of the empirically determined relative precision
of CO2 SCDs from Table 5.2 to the relative VCDb precision. The values are computed
with Equation (5.6) from the measured target and reflector SCDs during the period from
12 April to 15 April 2022. Figure 5.13 confirms the general relationships between relative
VCDb precision and target distance as well as SZA. The relative VCDb precision deterio-
rates with SZA and improves with target distance. The relative SCD precisions in the range
of 0.4 % to 0.5 % propagate to relative VCDb precisions of 0.6 % to 1.0 % under decent
conditions. In this context decent conditions mean a moderately long target distance and
no strong scattering influence. This is the case for the BP target as well as the WP target
when excluding afternoon measurements. For the very close SM target, this is not given.
The combination of comparatively low SCD precision due to low SNR and the short target
distance lead to worse relative VCDb precision. Also during strongly scattering-impacted
measurements, the VCDb precisions decreases. This is the case for WP afternoon measure-
ments, visible as three distinct upward branches. Due to the scattering induced light path
shortening the difference between SCDa and SCDb becomes small, which deteriorates the
relative VCDb precision. In those cases, the relative VCDb precision amounts to up to 2 %
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(SM) and 1.6 % (WP). Table 5.3 summarizes the ranges for the relative VCDb precision of
all absorbers.

Since the scattering retrieval explicitly accounts for aerosol scattering, the VCDb will not
be underestimated. When applying the precision estimation presented here, the increase in
the relative VCDb precision would apparently be mitigated. However, the light path short-
ening is a real radiative transfer effect. Subsequently, the sensitivity to the layer below
instrument level is in fact reduced. It is a priori not clear how the scattering conditions im-
pact the measurement precision in the scattering retrieval. This requires a detailed analysis
and is beyond the scope of this thesis. Overall this evaluation suggests that longer target
distances improve the precision of below instrument VCDs. However, one has to consider
the trade-off that longer distances increase the impact of atmospheric scattering and with it
the systematic errors in the retrieval. This is especially true since the precision improvement
with target distance becomes marginal at high distance. Recommendations for favorable tar-
get distances depend on the assessment of scattering induced biases and on the effectiveness
in mitigating them through the scattering retrieval.

5.5 Comparison to CLARS-FTS

This section compares the EM27/SCA measurements to independent reflected-sun mea-
surements. To this end, I analyze measurements acquired on Mt. Wilson, as described in
Section 5.1, where the EM27/SCA was co-located with the CLARS-FTS. Both instruments
use the same measurement principle and observed the same targets. Therefore, a direct
comparison of their simultaneous measurements is possible.1

To circumvent discrepancies caused by spectroscopic parameters, a priori values and the
retrieval method, the CLARS-FTS spectra are processed by the RemoTeC retrieval rather
than by their operational retrieval2. The non-scattering retrieval is used with equivalent
retrieval settings for EM27/SCA and CLARS-FTS. Using an albedo polynomial of order 4
in W2, as well as W6–W7, leads to non-converging retrievals, but a third order polynomial
represents the continuum of the CLARS-FTS spectra well in W2. For W6–W7 even a
quadratic polynomial is enough. Equivalent filter thresholds are applied for the SNR, the χ2

and the ratio of the retrieved to the geometric O2 SCD (cf. Section 4.6). Since interferogram
properties are not available, the corresponding data filters are omitted. The CLARS-FTS
ILS is accurately represented by the theoretical ILS, accounting for the finite resolution
caused by the maximum OPD of 5 cm and the self apodization resulting from the finite
FOV semi-angle of 4.97 mrad.

The only remaining impediment for a quantitative comparison is that we did not synchro-
nize the target cycling, due to differing measurement duration. Comparing CLARS-FTS
and EM27/SCA, the former has a better precision (Fu et al. 2014). Consequently, their par-
tial VCDs are interpolated linearly to the EM27/SCA measurement times. Subsequently,
the SCDs are calculated with the AMFs given in Equation (4.18). Instead of the VCDs, the
SCDs is interpolated to avoid artifacts due to the non-linear time dependency on SZA which
otherwise leads to a systematic overestimation of the interpolated SCDs at large SZA. Only

1The CLARS-FTS team kindly provided their raw spectra for this analysis.
2modified GFIT, described by Fu et al. (2014)
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Table 5.4: Scale factors between EM27/SCA and CLARS-FTS measurements, as determined from
reflector spectra.

Gas Scale Factor
non-scattering scattering

O2 1.0469 0.9936
CO2 1.0088 1.0115
CH4 1.0184 1.0190
CO* 0.9964
* CO is not retrieved in the scatter-

ing retrieval.

measurements are taken into account, where corresponding CLARS-FTS measurements
before and after the EM27/SCA measurement are available within one CLARS-FTS cycle
after filtering. This leaves 7291 measurements (4033 for CO) available for analysis.

5.5.1 SCD Comparison

Comparing the SCDs retrieved from CLARS-FTS and EM27/SCA spectra, they differ by
a scaling factor. Previous studies found absorber specific VCD scaling factors between
FTS with different spectral resolution. This is neither specific to a single instrument nor
to a retrieval algorithm. Petri et al. (2012) found resolution dependent scaling factors for
CO2, CH4 and O2 VCDs by comparing GFIT retrievals of Bruker IFS 66 and IFS 125 HR
spectra. Similarly, Frey et al. (2019) found VCD scaling factors when comparing PROFFIT
retrievals of EM27/SUN and IFS 125 HR spectra. Additionally, they found similar factors
when retrieving IFS 125 HR spectra at EM27/SUN resolution. They traced the cause to
differences in spectral resolution by truncating the interferograms accordingly.

The comparison of SCDs retrieved from EM27/SCA and CLARS-FTS reflector measure-
ments yields the scaling factors. The average scaling factors over the whole measurement
period for each absorber are listed in Table 5.4. Despite the fact that no aerosol is in-
cluded in either retrieval for the reflector measurements, the scaling factors are different
for retrievals with and without scattering configuration. The relevant differences are the
additional retrieval window for CO2 (W8) and the use of calibrated spectra in the scattering
retrieval configuration. Additionally, differences in data filtering may induce small numeri-
cal changes in the scale factors. Besides the resolution difference of both instruments, there
might be other influences impacting the scaling factors, most prominently errors in the ILS.
This is most likely the case for O2, where the scaling factor is the largest by a considerable
margin in the non-scattering retrievals. However, for the scattering retrieval the scaling fac-
tor is close to 1. When determining the scaling factor from non-scattering retrievals using
the corrected ILS (cf. Section 5.3.2), the O2 SCDs of EM27/SCA and CLARS-FTS match
considerably better, with a scaling factor of 0.994. The EM27/SCA SCDs are multiplied
with the scale factors tabulated in Table 5.4 for all following analysis.
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Figure 5.14 shows the correlation between EM27/SCA and CLARS-FTS SCDs for all
target and reflector measurements. They show a good correlation for CO2, CH4 and O2
with correlation coefficients in the range of 0.994 to 0.998 for the target and 1 for the re-
flector measurements. A few outliers scatter comparatively far away from the 1:1 line for
target measurements (i.e. for WP). Without the retrieved/geometric O2 ratio filter, the re-
flector measurements show similar outliers. Therefore, outliers in the scatterplots for target
measurements are most likely due to cloud influence not captured by the DC variation fil-
ter. For some species of individual targets, slight deviations from the 1:1 line are present.
No general pattern in the deviations for any absorber is evident, as both upward and down-
ward deviations occur for a given absorber. However, the slopes of the linear regression are
consistently above or below one for each target across CO2, CH4 and O2, hinting towards
systematic errors, i.e. pointing mismatches between both instruments or influences of minor
EM27/SCA FOV heterogeneities. Differences between target measurements will be further
discussed in Section 5.5.2.

For the CO SCDs the correlation is generally impacted by the low precision due to low
SNR, interfering water absorption and the overall weakness of the CO absorption signal.
Despite larger scatter, the correlation between reflector measurements is decent (correla-
tion coefficient of 0.96), however for target measurements, depending on SCD amplitude,
the correlation is blurred. This is in part because the SNR in the CO windows is signif-
icantly lower for target measurements compared to reflector measurements. Additionally,
interference from water absorption is also considerably higher in the target spectra because
of the long light path in the planetary boundary layer. The correlation coefficients range
between 0.47 (SM) for targets with low SCD amplitude to 0.83 (BP) for targets with high
SCD amplitude.

5.5.2 Partial VCD Comparison

The previous section discussed the agreement between EM27/SCA and CLARS-FTS in
terms of SCD. However, the partial VCDs (cf. Section 4.2) are much more useful for inter-
pretation. Firstly, they remove the apparent variability due to the change in light path with
SZA. Secondly, GHG emissions mostly influence the partial VCD below instrument level.
Therefore, this section compares the partial VCDs above (VCDa) and below instrument
level (VCDb) retrieved from EM27/SCA and CLARS-FTS spectra.

The partial VCDs are determined independently for both instruments. The VCDa is im-
mediately given by the reflector measurement. To obtain VCDb, reflector and target mea-
surements are combined. The VCD of adjacent reflector measurements are linearly interpo-
lated to the time of the target measurements. Interpolated values and values computed from
them are hereafter marked with ‡. Using the AMF above instrument level, the partial SCD
above instrument level are calculated and subtracted from the total SCD retrieved from the
target measurement. From this partial SCD, the VCDb is calculated via the AMFb by

VCDb =
SCDtarget −SCD‡

ref
AMFb

. (5.8)

Figure 5.15 shows the partial VCDs above and below instrument level for three illustra-
tive days of the retrieved gases (CO2, CH4, O2 and CO). The first two days stem from the
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Figure 5.15: Partial VCD retrieved from EM27/SCA and CLARS-FTS spectra on three illustrative
days (columns) for O2, CO2, CH4 and CO (top to bottom row). In each tile the partial
VCD above instrument level (VCDa) is shown in red in the upper subplot, the partial
VCD below instrument level (VCDb) is shown in the lower subplot for WP (orange)
and BP (blue) target.

campaign period where we cycled only three targets and thus show higher measurement
density. Note that besides better precision, the integration time of one CLARS-FTS mea-
surement is three times longer than for one EM27/SCA measurement. This reduces the
number of measurements shown as well as the scatter. The one-sigma measurement preci-
sion of the EM27/SCA is indicated as a shaded band around the 1-hour rolling average. For
above instrument partial VCDs the precision corresponds to the reflector precision. For the
below instrument partial VCDs, the relative precision is calculated from the SCD precisions
using Gaussian error propagation.
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∆VCDb

VCDb
=

√︄(︃
SCDtar

∆SCD
SCD

⃓⃓⃓⃓
tar

)︃2

+

(︃
SCD‡

ref
∆SCD
SCD

⃓⃓⃓⃓
ref

)︃2

(5.9)

The partial VCDs above instrument level show no substantial diurnal cycle. The most
notable deviation is the slight reduction for CH4 with increasing SZA. The VCDa agree
well between EM27/SCA and CLARS-FTS within the limits of the measurement precision.
At some times, there are systematic deviations between both instruments, such as for O2
at 19:00 UTC and for CO2 at the start of all three days. Comparison measurements with a
direct-sun EM27/SUN (described in Appendix A.8) show similar systematic deviations of
up to 0.6 %. In both cases, the systematic deviations show a slow time dependency on time
scales of hours. Similar to there, deviations of VCDb in Figure 5.15 are mostly common to
the retrieved CO2 and O2 and only weakly present in the CH4. This is most likely caused
by effects of the non-ideal ILS and its uncertainty or possibly small instabilities in the ILS.

The partial VCDs below instrument level show a distinct diurnal variability in O2, CO2
and CH4, with a clear target specific systematic pattern. For CO, the large scatter due
to low precision masks most of the variability. The overall variation in VCDb is equally
captured by both instruments and will be discussed below. First, I focus on the comparison
of EM27/SCA and CLARS-FTS.

Despite the general agreement, there are systematic differences between EM27/SCA and
CLARS-FTS. The differences are more pronounced for the BP target than the WP target.
Particular strong examples are the O2 in the afternoon of 2022-04-13 and the CO2 through-
out the the full day 2022-04-14.

To analyze the statistics of the partial VCD differences between both instruments, the
VCDa and VCDb are calculated from the interpolated CLARS-FTS SCDs for the full cam-
paign period. The histograms of the relative deviations of both instruments partial VCDs
are shown in Figure 5.16. Overall, the differences follow a Gaussian distribution. The
relative difference for VCDa has a mean of 0, as per the scaling factors. The standard devi-
ation is 0.7 % to 0.8 %, which exceeds the EM27/SCA precision of 0.4 % to 0.5 %. In part,
this can be explained by contributions of CLARS-FTS precision. However, also systematic
deviations visible in Figure 5.15 contribute to the increased standard deviation.

For VCDb, the standard deviations is in the range of 1.6 % to 1.8 %. This exceeds the
EM27/SCA VCDb precision of 0.6 % to 1.2 % (cf. Figure 5.13) even more than for the re-
flector measurements. Since the systematic deviations, as visible in Figure 5.15, are not con-
stant throughout the measurement period, they contribute to the standard deviation. How-
ever, they also shift the mean of the distribution, if the occurring values are predominantly
higher or lower. For O2, the mean of the relative difference is significantly reduced for most
targets. This is related to the ILS issue addressed in Section 5.3.2. When the O2 VCDb for
the BP target is calculated using the empirically corrected ILS, the mean reduces to −0.2 %.
For all targets, the mean deviation of CO2 and CH4 has the same sign. However, the mag-
nitude is consistently larger for CO2. Additionally, Pointing errors can cause a bias in the
VCDb. Because the target SCD used to calculate VCDb directly depends on the pointing,
pointing errors of both instruments cause relative differences in their VCDb. This is most
likely the case to a small extent, as a small drift in the EM27/SCA pointing was observed
throughout a measurement day. However, pointing errors would impact all species equally.
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5.6 Impact of Aerosol Scattering

Therefore, the discrepancy in the difference for the different species makes it unlikely that
this is the dominating effect. Checking the correlation of the difference with SZA or SNR
shows no clear pattern. However, a weak dependency is visible when correlating the differ-
ence with time of day. The shape of the dependency is different for each target. This points
towards either differences in the influence of atmospheric scattering on both instruments,
or towards mild scene heterogeneity. Despite carefully selecting targets with as homoge-
neous surface reflectivity across the instrument FOV as possible, perfect homogeneity in an
urban setting is not achievable3. Differences in the scene homogeneity with time of day are
plausible due to differences in illumination of the ground scene through changes in solar
azimuth and zenith angle. As discussed in Section 3.9, heterogeneous scenes alter the ILS
for the particular measurement, which does not match the recorded ILS. Since the effect
strongly depends on the susceptibility to the illumination pattern, which could differ be-
tween instruments, this could cause the differences in VCDb. The CLARS-FTS is expected
to be much less impacted by scene heterogeneity due to its near ideal ILS and higher spec-
tral resolution, which reduces the overall impact of the ILS. Most likely, the EM27/SCA
is more prone to scene heterogeneity, possibly causing the systematic VCDb differences
between both instruments. This would also explain the disparity in the differences between
targets. Tu 2019 showed that for retrievals of EM27/SUN spectra, CO2 is about twice as
sensitive to errors in the ILS as CH4. Despite the plausibility, this hypothesis can not be
ultimately confirmed since an analysis similar to Section 3.9.2 is not possible. Contrary
to the strong scene heterogeneity there, the differences in the residuals in this mild case
are smaller than the instrument noise. Changes in the scene homogeneity over time due to
changing illumination conditions also prevent the evaluation of average residuals.

The differences between instruments discussed here are systematic. However, they are
second order effects in the context of the overall VCDb variability. As pointed out before,
the variability in VCDb is dominated by a target-specific pattern that both instruments cap-
ture. For the WP target, the VCDb decreases by roughly 30 % for all three days shown.
The BP target shows a smaller and more complicated pattern, which increases VCDb in the
afternoon but is otherwise different between the days. The pattern is consistent between
species, including O2. The only real temporal variability in O2 is due to the surface pres-
sure that is much smaller than the magnitude visible in Figure 5.15. Therefore, the variation
can be attributed to light path shortening through aerosol scattering, which are discussed in
Section 5.6.2. Note that the differences between instruments do not show a correlation with
the overall VCDb pattern. Therefore, they are likely caused by systematic effects, similar
to the ones discussed earlier for VCDa, rather than differences in retrieval errors related to
atmospheric scattering.

5.6 Impact of Aerosol Scattering

This section discusses the impact of aerosol scattering on the EM27/SCA measurements
retrieved with the non-scattering retrieval. Since Rayleigh scattering by molecules is very
small in the NIR spectral range and only observations during cloud-free conditions are an-
alyzed, the dominating scattering effect is Mie scattering caused by aerosols. In general,

3Figure A.2 shows pictures from the imaging camera for all targets.
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light scattering by aerosols modifies the path of the photons through the atmosphere. Con-
sequently, the absorption signal measured by the instrument changes accordingly. The O2
measurement allows for quantification of the impact of scattering, since sources and sinks
are negligible for O2 compared to its amount. Therefore, deviations from the geometric O2
SCD are caused by radiative transfer effects. Using the geometric O2 SCD inferred from
pressure data, the O2 ratio quantifies the impact of aerosol scattering.

O2 ratio =
retrievedO2 SCD
geometricO2 SCD

(5.10)

Section 5.6.1 discusses the scattering impact on the reflector measurements. Section 5.6.2
follows, discussing the impact on the target measurements. Subsequently, two possibilities
are explored to correct the model error of neglecting scattering. First, Section 5.6.3 dis-
cusses the proxy method. This method is also routinely employed in ground based direct-
sun observations to correct for other errors common to the species. Second, Section 5.7
discusses the scattering retrieval, which explicitly includes aerosol scattering in the forward
model.

5.6.1 Aerosol Impact on Reflector Measurements

Figure 5.17 shows the AERONET aerosol optical depth (AOD) measurements for 24 April
2022, together with O2 ratio, XCO2 and XCH4 retrieved from EM27/SCA and CLARS-FTS
reflector measurements. On that day, the AERONET measurements on Mt. Wilson show
exceptionally high aerosol levels with a clear decline over the course of the day. The AOD
at 1268 nm (O2∆ band) declines from 0.15 to 0.07 throughout the day. The EM27/SCA
measurements do not show a matching trend in the O2 ratio. However, the more precise
CLARS-FTS measurements show a 1 % decrease from 17:00 on, matching the pattern of
the AOD. This trend can be understood by considering that aerosol scattering provides an
additional contribution to the irradiance which is reflected by the Lambertian reflector plate.
The scattered light experienced a longer path through the atmosphere than direct sunlight.
Therefore, the sky-scattered light enhances the effective light path, such that the absorption
signal in the spectra increases, leading to an overestimation of the VCD. A similar trend is
present for CO2 and CH4. Since the light path enhancing effects are to first order common
to all species, they cancel in the XCO2 and XCH4 of reflector measurements, as shown in
Figure 5.17. The O2 ratio quantifies the impact of a change in overhead aerosol loading
by ∆τs = 0.08 to about 1 % in the VCD retrieved from reflector measurements. The effect
cancels below levels detectable in the XGHGs.

The larger precision scatter and systematic deviations in the EM27/SCA data mask the
aerosol scattering effect on the EM27/SCA reflector retrieval. Since the measurement ge-
ometry is the same for both instruments, the findings on aerosol impact on the CLARS-FTS
reflector measurements also apply the EM27/SCA.

5.6.2 Aerosol Impact on Target Measurements

In general, atmospheric light scattering alters the light path from the sun to the instrument
during target measurements. The non-scattering forward model assumes the direct path
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Figure 5.17: Reflector measurements during one day (2022-04-24) with extreme aerosol loading
above Mt. Wilson. The first panel shows AOD measurements of the Mt. Wilson
AERONET station. The second panel shows the O2 VCD retrieved from EM27/SCA
(blue) and CLARS-FTS (orange) measurements. The shaded area visualizes a 1 % band
around the CLARS-FTS daily average. The lower two panels similarly show XCO2 and
XCH4.

from the sun to the surface to the instrument. However, there are additional paths possible,
which include either one or more scattering events in the atmosphere. Generally, light paths
with multiple scattering events at aerosol and/or the surface can potentially increase the
effective light path. However, this is not the case here. As Section 5.6.3 will show, the
dominating aersosol scattering effect is light path shortening.

Light path shortening occurs, when direct sunlight is scattered by aerosol particles into
the line of sight between target and instrument. The aerosol-scattered light experienced
a shorter path through the atmosphere compared to the ground-scattered light. Since the
radiance reflected by the surface is significantly lower than the solar radiance, into-beam
scattered direct sunlight can make up a significant portion of the radiance that reaches the
detector. A large horizontal light path facilitates this effect. The importance of aerosol
scattering depends on (1) the amount of aerosol and (2) the scattering angle. Regarding
the former, a higher amount of aerosol in the line of sight leads to a higher fraction of
aerosol-scattered radiance in the measurement. For the latter, the scattering angle deter-
mines the value of the scattering phase function. Since aerosol scattering can be described
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Figure 5.18: Impact of scattering on EM27/SCA measurements. The figure shows data from two
days, one with low (13 April 2022, in light shading) and one with high aerosol loading
(15 April 2022, in dark shade). The top panel shows the scattering calculated from sun
position and viewing direction. The center panel shows the ratio between retrieved and
geometric O2 SCD for the WP target. The bottom panel shows the AOD measured at
the Caltech AERONET site, 5 km south-east of the WP target.

by Mie scattering, the scattering phase function is peaked in forward direction. Therefore,
a lower scattering angle increases the probability of into-beam scattering and consequently
the portion of aerosol-scattered radiance in the measurement.

Figure 5.18 shows the effective light path shortening in EM27/SCA measurements de-
composed into aerosol loading and scattering angle contributions. The figure shows the
O2 ratio for the WP target for two days with different aerosol loading, as quantified by the
AERONET AOD measurement at the Caltech site. On the 13 April 2022 aerosol levels are
low and fairly constant throughout the day. On the 15 April 2022, aerosol levels are overall
higher and show a peak around 14:00–16:00 local time. During the first day, variability in
the O2 ratio is mainly driven by the change in scattering angle. Its shape follows the scat-
tering angle. On the second day, the changes in aerosol loading are superimposed on the
scattering angle effect. Since the differences in scattering angle are low between both days,
both days can be directly compared. The generally higher aerosol loading of the second day
results in an overall stronger scattering and thus stronger light path shortening. This effect
is reflected in the gradually steeper decline of the O2 ratio during the day. Furthermore, the
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Figure 5.19: Correlation between combinations of the VCDb of CO2, CH4 and O2, shown for the
two targets WP (orange) and BP (blue).

peak in AOD in the afternoon results in a clearly visible timely correlated drop of the O2
ratio.

The processes presented above also explain the VCDb reduction pattern visible in Fig-
ure 5.15. The WP target is located towards west-southwest direction (VAA=240◦). Due
to the pointing direction towards the WP target, scattering angles are small in the evening,
when SAA and VAA match and at the same time also the SZA is high. This matches the
decrease in VCDb visible during the afternoon, when geometric conditions gradually in-
creasingly facilitate effective into-beam scattering. The BP target is located towards the
south-southeast direction (VAA=147◦). Thus, the smallest scattering angle is given in the
late morning. At that time, the SZA is already high, leading to a larger minimum scattering
angle than for the WP target. Additionally, the slant path distance is larger than for WP. The
variation for BP is consequently dominated by the variability in aerosol loading, leading to
a more complex pattern.

To summarize, this section confirms the hypothesis that the large variability in VCDb
observed in Figure 5.15 is caused aerosol scattering. It demonstrates the model error intro-
duced by neglecting scattering in the retrieval. It shows that even with moderate horizontal
paths, the scattering impact is substantial in the reflected-sun measurement geometry.

5.6.3 Proxy Method

The previous section showed that the pattern in the VCDb, visible in Figure 5.15, is caused
by aerosol scattering, which changes the radiative transfer and with it the effective light
path. The resulting pattern is similar between all species in Figure 5.15. Figure 5.19 con-
firms this consistency throughout the whole dataset by showing the correlation of the VCDb
between species. Other effects, e.g., changes in ground pressure and systematic errors, con-
tribute to the correlation, but only cause changes with a lower magnitude than the one shown
here. Scattering dominates the variability in VCDb and, to a first order approximation, the
light path alteration impacts the absorption features of all species similarly. The strong cor-
relation suggests the possibility to correct the light path alteration by evaluating the ratio
between to different absorbers. There, the error could effectively cancel.

113



5 Performance Demonstration for the Los Angeles Basin

One common option is to calculate the column-averaged dry-air mole fraction (DMF) of
the GHG (XGHG) by using the ratio between retrieved GHG and O2 and multiplying by
the known and constant DMF of O2 of 0.2095.

XGHG =
GHGSCD

O2 SCD
·0.2095 (5.11)

Here, this method is referred to as proxy method, since the well known O2 is used as proxy
for the scattering-induced error, which is assumed to be similar between the species. Calcu-
lating the XGHG is commonly used in ground-based direct-sun observations to correct for
other systematic errors common to the species (Frey et al. 2019; Fu et al. 2014; Washenfelder
et al. 2006; Wunch et al. 2010; Wunch et al. 2011). These other benefits apply here too, but the
primary goal is the potential to correct for the scattering error.

Figure 5.20 shows the correlation of the XGHG with aerosol scattering, with the O2 ratio
as measure for the scattering impact on the particular measurement. First of all, the figure
shows that light path shortening is the dominating effect, since the O2 ratio is for all targets
mostly below one. Secondly, the figure shows that the light path reduction partially cancels.
While the O2 ratio reduces, down to half in some cases, the XGHG increases. Additionally,
the relative increase in XGHG is lower than the relative O2 ratio reduction. However, a clear
residual correlation of the XGHG with the O2 ratio is visible in Figure 5.20.

The representation in Figure 5.20 also reflects the measurement uncertainty and natural
variability with a possible true correlation between aerosol loading and XGHG enhance-
ments. However, since the correlation of XGHG to scattering impact is consistent across all
targets and thus independent of target direction, natural variability can be excluded. Con-
sider for example the CO target towards the east and the GD target towards the west. For
both targets, forward scattering conditions are present during different times of day and thus
high influence of aerosol scattering is also expected at different times. Yet, both targets show
similar XGHG enhancements at low O2 ratio. Assuming no major systematic differences
in the local enhancement patterns, this demonstrates that the correlation is not caused by a
true enhancement of XGHG, but rather by an overestimation of XCO2 and XCH4 induced
by the aerosol scattering. Additionally, the ILS error in W1 does not cause the correlation.
The overestimation persists when repeating the analysis using the empirically corrected ILS
in W1.

Instead, the wavenumber dependency of the ground and aerosol scattering properties
causes the bias in XGHG. It introduce differences in the radiative transfer between the
different spectral retrieval windows. Since the retrieval window of O2 is spectrally distant
from the CO2 and CH4 windows, the errors do not fully cancel in the XGHG. Light path
shortening impacting O2 stronger than CO2 and CH4, leads to an overestimation of the
XGHG. Zhang et al. (2015) showed this for CLARS-FTS measurements. They found a 10 %
XCO2 overestimation at an O2 ratio of 0.74.

However, for the ratio between CO2 and CH4 this is not the case. The retrieval windows
of both species are spectrally close, leading to similar radiative transfer for both. Thus,
the scattering induced errors are expected to cancel in the ratio of CO2 and CH4. The
bottom panel of Figure 5.20 shows that the CH4/CO2 ratio has no significant dependency

4Read off Figure 6b in Zhang et al. (2015), where bO2 = 30% corresponds to an O2 ratio of 0.7.
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Figure 5.20: Correlation of XCO2, XCH4 and the CH4/CO2 ratio with the O2 ratio, demonstrating
the bias caused by aerosol scattering. Data is shown from all targets (colors), including
the reflector measurements (red), during the full deployment period on Mt. Wilson.

on the O2 ratio. This confirms that the ratio between CH4 and CO2 provides a good way
to correct for the radiative transfer errors. However, to obtain the CH4 DMF with this
correction a reliable estimate of the CO2 DMF is needed. He et al. (2019) and Zeng et al.
(2023) successfully used this method to estimate the CH4 emission from the LA basin. They
average the CLARS-FTS measurements to obtain monthly ratios between excess CH4 and
CO2 in the LA basin above the background, determined from reflector measurements. After
applying additional corrections to account for biogenic CO2 fluxes and systematic bias in
CLARS-FTS measurements, they infer the LA basin CH4 emissions based on the inventory
data for CO2 emissions.

Despite CH4/CO2 ratio the method being successful in this application, it requires both
accurate a priori information and long averaging times to yield accurate results. For the
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campaign based measurement scheme envisioned for the portable EM27/SCA, this is a
major limitation. The remaining option is to explicitly account for aerosol scattering in the
radiative transfer calculations of the retrieval, which is discussed in the following section.

5.7 Scattering Retrievals

This section provides a possibility to compensate for the effects of aerosol scattering by
explicitly accounting for it in the RTM of the retrieval. The forward model described in
Section 4.3.2 is used to simulate the measured radiance in an atmosphere, which is aerosol
loaded below instrument level.

The state vector in the retrieval includes parameters for aerosol column (ns), aerosol layer
height (ALH) and aerosol size (reff). While the aerosol column is retrieved freely from the
measurement, the ALH and aerosol size are regularized (cf. Section 4.3) to its a priori values
of 1000 m and 1.2 µm respectively. These a priori values are physically reasonable, but they
are not based on auxiliary data. In a first step, retrievals of individual spectra are performed,
using the scattering forward model in the otherwise unmodified setup of the non-scattering
retrieval. In this setup, the initial aerosol parameters are fixed. The resulting SCDs increases
with increasing imposed aerosol column. This is expected from the apparent reduction in
SCD for the non-scattering retrievals. In the range of AODs between 0.0 to 0.2, there are
only minor changes in the fitting residuals. The changes in χ2 are below 1 %. This suggests
that there is not enough information content in the spectra, to retrieve aerosol loading and
the O2 column density simultaneously. Retrievals where both quantities are retrieved do
not converge. However, when adding the CO2 retrieval window at 2 µm (W8) to this setup,
the CO2 column yields significantly different values for the columns retrieved from W2/W3
and W8. Additionally, the difference changes with imposed AOD. This means, that the
relative difference between the spectrally distant CO2 windows carries information on the
aerosol. When the CO2 is coupled between both windows, this information can be used in
the retrieval to determine aerosol parameters. Based on this, the retrieval setup is modified
in two ways. First, the O2 column is fixed to its a priori and second a single CO2 column is
retrieved from W2, W3 and W8. This allows to reliably retrieve CO2 and CH4 columns and
aerosol parameters simultaneously. The DFS for the aerosol parameters, the DFSS, range
from 1 to 3 somewhat depending on the aerosol information contained in the particular
measurement.

The three aerosol parameters (ns, ALH and reff) are used in the retrieval algorithm to
calculate the AOD. Despite not being a state vector element, it is useful to monitor the
AOD found by the retrieval, as it is directly related to the radiative transfer. To this end,
AERONET measurements are compared to the retrieved AOD over the WP target, which is
closest to the AERONET site inside the LA basin at Caltech. Figure 5.21 shows the AOD
data measured at the AERONET sites on Mt. Wilson and at Caltech. The scattering retrieval
accounts only for aerosols below instrument level, but the AERONET measurements con-
sider the total column AOD. Therefore, the retrieved AOD are compared to the difference
between the measurements in the basin (Caltech) and above instrument level (Mt. Wil-
son), effectively yielding a measure for the partial AOD below instrument level. This direct
comparison has some limitations. Aerosols are highly spatially variable but the AERONET
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Figure 5.21: Comparison of AOD retrieved from EM27/SCA measurements of the WP target to
AOD measurements from AERONET. The upper panel shows measurements from the
AERONET sites at Caltech and Mt. Wilson. The lower panel compares the values
found by the scattering retrieval to the difference between AERONET measurements
on both sites, which gives an estimate of the partial AOD below instrument level. For
better visibility, EM27/SCA retrieved AODs exceeding 0.16 are omitted on 18 April
2022 and 2 May 2022 (13 in total).

measurement sites are 12 km apart. Furthermore, the steep topography at the northern edge
of the LA basin limits the assumption that the aerosol loading above instrument level over
the basin is accurately represented the Mt. Wilson measurement. Some of the aerosol above
Mt. Wilson may be below instrument level in the basin. While this limits the quantitative
evaluation of the partial AODs, the comparison allows for qualitative plausibility check of
the retrieval results. More importantly however, there is some ambiguity with the vertical
aerosol distribution. The same effective light path reduction can be a result of an aerosol
layer with high AOD at low ALH and at low AOD at high ALH.

In Figure 5.21, the retrieved AODs are overall compatible with the partial AOD inferred
from AERONET measurements. Especially the relative day-to-day variability of both agree
well. The retrieval finds low AOD values for days where low aerosol loading is expected
from AERONET measurement (e.g. 12 April, 25 April) and vice versa (e.g. 16 April, 1 June
to 3 June). On the 24 April, where Mt. Wilson and Caltech both show high values but the
difference is low, the retrieval finds low AODs. Overall the retrieval seems to overestimate
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the AOD and shows larger diurnal variability. The overestimation could in part be caused
by the Mt. Wilson AOD measurements systematically overestimating the above instrument
level AOD in the basin, due to the topography.

Figure 5.22 shows the retrieval results for the WP and BP target on three days where they
were densely sampled. The comparison the VCDb inferred from the scattering retrieval to
the non-scattering retrieval shows that the strong variability due to scattering is effectively
mitigated. The retrieved AOD shows a strong diurnal pattern with considerably higher val-
ues at low SZA. Focusing on the aerosol parameters directly included in the state vector, a
corresponding similar pattern is visible in the ALH showing low values at low SZA. This il-
lustrates the ambiguity between AOD and ALH mentioned above. Contrary to the retrieved
AOD, the aerosol column captures the diurnal pattern in the AERONET AOD measure-
ments quite well. However, it follows the measurements inside the basin more closely than
the difference between both AERONET stations. The ALH is consistently higher than the
a priori value exhibiting a clear diurnal pattern. The size parameter reff is retrieved with
values above and below the a priori, to which it is regularized. The diurnal cycle of reff
correlates with the scattering impact visible form the VCDb variation in the non-scattering
retrieval. For high scattering impact the retrieval finds low reff. The pattern in the DFSS
also corresponds closely to the pattern in the non-scattering VCDb. This clearly shows
that the information content used for aerosols by the retrieval increases when the scatter-
ing impact on the measurements is large. Further detailed investigations are necessary to
evaluate individual measurements or the diurnal patterns in AOD or the physical aerosol
parameters. It is likely that more a priori knowledge on aerosol properties and vertical dis-
tribution is required. Nevertheless, the scattering retrieval overall yields stable and plausible
results. It mitigates the apparent reduction in VCDb caused by aerosol scattering in the non-
scattering retrieval, providing a reliable scattering correction for the target measurements in
the reflected-sun geometry.

The following analysis assesses the performance in correcting for the scattering induced
bias in the EM27/SCA measurements. To this end, the analysis performed for the proxy
method in Section 5.6.3 is repeated for the scattering retrieval results. Here, the XGHG
is computed with the a priori O2 SCD, since no retrieved value is available. Similar to
Figure 5.20, the retrieved XGHG values are compared against the O2 ratio as proxy for the
scattering influence on the particular measurement. For each measurement, the O2 ratio is
determined from the same spectrum in the non-scattering retrieval.

Figure 5.23 shows the distribution of the XGHG values in relation to the O2 ratio. Be-
sides the XGHG inferred from the scattering retrieval, the figure show the XGHG from
the non-scattering retrievals in black. The comparison between both shows a systematic
offset. For measurements with low scattering impact (O2 ratio ≈ 1) and for the reflector
measurements, the XGHG calculated from the non-scattering retrieval is lower than that
from the scattering retrieval. This offset is not introduced by the differences in the forward
model, since it is also present in the reflector measurements where the forward models are
the same. Instead, it results from the different treatment of the O2 SCD and the additional
retrieval window for CO2. For the non-scattering retrieval, an overestimation in the O2 SCD
leads to a underestimation of the XGHG. It is known from TCCON and EM27/SUN cali-
bration efforts that errors in the spectroscopic parameters of O2 induce a constant high bias
of the retrieved O2 columns compared to O2 columns calculated from pressure data, leading
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5.7 Scattering Retrievals

Figure 5.22: Retrieval results of the scattering retrieval for the dense sampling period of the WP and
BP targets. The top panel compares the CO2 VCDb determined from the scattering
retrieval (light shade) to the non-scattering retrieval (dark shade). The second panel
compares the retrieved AOD to the AOD measurements at the Caltech AERONET site
and to partial AOD, which is the difference between AERONET measurements at Cal-
tech and Mt. Wilson. The panels 3 to 5 show the aerosol properties which are state
vector elements in the retrieval. The dashed line indicates the a priori values for ALH
and reff. The lowermost panel shows the DFS for the aerosol properties.
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Figure 5.23: Correlation of XCO2 (top) and XCH4 (bottom) with the O2 ratio, retrieved with scatter-
ing (colored) and non-scattering retrieval (black). For each GHG, the lower subpanel
shows the XGHG values retrieved from all targets over the full campaign period on Mt.
Wilson. The upper subpanel shows the distribution in 0.1 O2 ratio intervals from 0.5 to
1.0. For reflector measurements the distribution is computed over all measurements.
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to a low bias in the XGHG (Frey et al. 2015; Washenfelder et al. 2006; Wunch et al. 2010). This
low bias is not present for the XGHG from the scattering retrieval, since there the O2 SCD
is calculated with O2 from pressure data. For the XCO2 values, an additional offset between
both retrievals is introduced by the usage of W8 for the CO2 retrieval through differences
in systematic spectroscopic errors. The target retrievals show some outlier at high O2 ratio
and abnormally high XGHG. Most of these exhibit larger then normal fitting χ2 and can
most likely be excluded by stricter filtering criteria.

Focusing on the scattering dependency of the XGHG values from the scattering retrieval,
the distribution exhibits a much flatter dependency on O2 ratio than the non-scattering re-
trieval. This shows that the scattering retrieval largely corrects for the scattering influ-
ences. The large high bias at low O2 ratio, which the XGHG computed with the proxy
method from non-scattering retrievals exhibits, is significantly reduced. This means that
the aerosol properties and distribution are sufficiently accurately represented to describe
the wavenumber-dependent radiative transfer in the retrieval. The simultaneous retrieval of
the aerosol properties across all windows is able to accommodate the wavenumber depen-
dency of the aerosol optical properties. Thus, the influence of aerosol scattering is explicitly
included in the forward model and the absorber columns can be retrieved without the scat-
tering induced bias.

Besides the forward model also the regularization differs between scattering and non-
scattering retrieval (cf. Section 4.3). To investigate the influence of the regularization dif-
ference, the analysis is repeated only switching the regularization of the respective retrieval.
The bias is not negated by the scattering retrieval when using the overhead regularization.
When applying the profile scaling regularization to the non-scattering retrieval, the bias
significantly increases further. This shows that the profile scaling regularization does not
cause the mitigation of the scattering induced bias. At the same time it is required for the
mitigation.

The retrieval of aerosol information requires abandoning the retrieval of the O2 SCD.
This has implications for the XGHG results, since the method relies on the geometric O2
SCD inferred from pressure data. The reflector values show a clear upward trend with
increasing O2 ratio, confirming the influence of aerosol scattering on reflector measurements
analyzed in Section 5.6.1. Since scattering effects are disregarded above instrument level,
the reflector measurements currently do not use information from the O2 absorption features
in the scattering retrieval. When accounting for the bias introduced by spectroscopic O2
errors, it is therefore possible to use the proxy method for the reflector measurements, since
scattering effects are limited there.

By reducing the main error to the target retrievals, other sources of uncertainty become
relevant. The scattering retrieval uses the spectral information of the O2 window to retrieve
aerosol properties. Thus, errors in the O2 a priori, i.e. surface pressure, propagate to errors
in the retrieved aerosol parameters. Similarly, errors in the pointing relate to errors in the
assumed geometric O2 column. This influences the XGHG calculated from the geometric
O2 directly, but also influences the aerosol retrieval under assumption of the fixed O2. In
principle, error sources common to all spectral windows also affect the aerosol retrieval.
Thus, retrieval errors in pressure or pointing could be compensated by errors in the radia-
tive transfer. It is however unclear how these kind of errors propagate and it is doubtful
that they cancel fully in the retrieval. Calculating the XGHG from geometric rather than
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Figure 5.24: XCO2 (top) and XCH4 (bottom) calculated from the partial VCDs above (red) and
below (orange, blue) instrument level for three consecutive days (13 to 15 April 2022).
XGHGs below instrument level show enhancements compared to the XGHG above
instrument level computed from the reflector measurements. The diurnal enhancement
patterns differ between the WP (orange) and the BP (blue) target. The solid line shows
the 1-hour rolling average for the XGHGs below.

spectroscopic O2 additionally annuls the benefits of canceling other error sources common
to GHG and O2 (Washenfelder et al. 2006; Wunch et al. 2011). Additionally, the aerosol param-
eters are regularized in the retrieval. This leads to an influence of the specific a priori values
chosen for the regularized aerosol parameters (ALH, reff). Moreover, some of the aerosol
parameters are fixed to plausible values, but without prior knowledge.

Despite the additional error sources addressed here, the analysis of Figure 5.23 clearly
shows that the scattering retrieval successfully reduces the main error source of the non-
scattering retrieval. It is able to significantly reduces the scattering induced bias in the GHG
retrievals by explicitly including aerosol scattering in the retrieval.

5.8 Patterns of Urban Emissions

Urban emissions increase the GHG concentrations above the urban region. Therefore, mea-
surements of the GHG enhancements and their spatiotemporal patterns yield information
on the urban emissions. To assess the value of the EM27/SCA measurements for this pur-
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5.8 Patterns of Urban Emissions

pose, I analyze the enhancements in XGHG computed from the retrieved partial VCDs.
Figure 5.24 shows time series of partial XCO2 and XCH4 of the WP and BP target and the
reflector on three consecutive days. The partial XGHG is calculated from the partial VCD
with Equation (5.11). The geometric O2 column is used for the ratio, since no O2 columns
are retrieved. The target measurements in Figure 5.24 show the partial XGHG below instru-
ment level, calculated from VCDb. Additionally, the 1-hour rolling average is show, which
averages 13 measurements. Complementary, the reflector measurements show the XGHG
above instrument level calculated from the VCDa. The difference between target and re-
flector XGHG therefore represents the urban enhancement averaged across the atmospheric
layer below instrument level.

Overall, the reflector XGHGs show low diurnal variability. At a low magnitude, the re-
flector XCO2 shows a small upward trend over the course of the day. This trend is caused
by aerosol scattering influencing the non-scattering retrieved reflector measurements as dis-
cussed in Section 5.6.1. This is confirmed by the abscence of the trend when the XGHG is
calculated with the retrieved O2 column. However, the retrieved O2 column does not pro-
vide a straight forward correction since a bias of around 2 % is introduced due to errors in
the O2 absorption cross sections (e.g. Wunch et al. 2011). The morning values, which show
low influence of aerosol scattering, agree well with the values measured at Mauna Loa ob-
servatory during that time of 420.5 ppm (Thoning et al. 2024a). Therefore, they accurately
represent the free tropospheric background. For XCH4, the reflector measurements show
a spurious SZA dependency which is also known from other studies (e.g. Knapp et al. 2021;
Wunch et al. 2011). The SZA dependency dominates the linear trend due to aerosol influence.
Also here, the CH4 concentration of 1935 ppb measured at Mauna Loa (Thoning et al. 2024b)
is reasonably represented by the measurements during low SZA. For accurate XGHG en-
hancements, both effects need to be corrected. However, in comparison to the variability
below instrument level, these effects are comparatively small.

The XGHGs below instrument level show much larger diurnal variability then the reflec-
tor measurements. The variability is on the order of 30 ppm in CO2 and 200 ppb in CH4.
Additionally, the partial XGHGs below show a minimum enhancement of approximately
10 ppm in CO2 and 100 ppb in CH4. Wunch et al. (2009) show that the urban emissions cause
a diurnal variability in total column XGHG with a magnitude of 2 ppm to 4 ppm for CO2 and
30 ppb to 40 ppb for CH4. Hedelius et al. (2018) quantifies typical enhancements measured
by the TCCON station at Caltech, Pasadena, relative to a background station to 0 ppm to
6 ppm CO2 and −10 ppb to 30 ppb CH4. They find similar urban enhancements in OCO-2
XCO2 data. The enhancement measured in total column XGHG measurements is signifi-
cantly lower than the enhancement expected in the partial XGHG shown in Figure 5.24.
Assuming the enhancements are confined to the lowest 1.5 km of a 8 km total column,
partial XGHG below instrument level would be 5 times as high. An total column XCO2
enhancement of 4 ppm then corresponds to around 20 ppm CO2 and a total column XCH4
enhancement of 30 ppb corresponds to a 150 ppb CH4 enhancement in the partial XGHG
below instrument level. This is between the mean and the 84th percentile of mid-afternoon
mean values Verhulst et al. (2017) report for their in situ measurements. In this context, the
enhancements shown in Figure 5.24 are rather high but not impossible. These unlikely high
enhancements could be caused by a residual scattering-induced high bias in the retrievals.
Indicators for this in the observed enhancements may be the correlation between species and
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the enhancement following the light-path reduction pattern shown in Figure 5.22. However,
both indications are inconclusive. Firstly, the correlation in the enhancement patterns are
also strong in direct-sun observations (Wunch et al. 2009). Secondly, there are indications
that the correlation between light path shortening and the enhancements are not causal. For
the BP target, the enhancement pattern only partially matches the light path shortening pat-
tern (cf. Figure 5.22). While the small peak in XCO2 coincides with the observed light
path shortening, the much larger peak on 15 April does not. Here, the light path shortening
shows a double dip, while the enhancement shows a single peak followed by a gradual de-
cline. While some portion of the signal might still be related to residual scattering impacts,
this shows that the measurements are able to capture real variability. For the WP target, the
enhancements consistently increase in the afternoon, where also scattering becomes more
important. However, the expected pattern caused by urban emissions also has that shape.
Hedelius et al. (2018) and Wunch et al. (2009) find a similar pattern in direct-sun total column
measurements. Both studies were conducted in proximity (≤ 5km) to the target location.
The peak in the enhancements measured by Wunch et al. (2009) at the NASA Jet Propulsion
Laboratory in the west of Pasadena consistently occured in the afternoon. Hedelius et al.
(2018) show enhancements peaking in the early afternoon in the TCCON measurements at
Caltech, Pasadena. They argue that these are "from morning rush hour emissions being
transported from downtown Los Angeles (southwest) to Caltech, and from mixed-layer dy-
namics" (Hedelius et al. 2018). Following their argument, the EM27/SCA measurements are
able to capture this transported emission signal. The BP target shows a distinctly differ-
ent pattern with lower enhancements during the first two days, but a stronger enhancement
during 15 April. The enhancement peak occurs significantly earlier than for the WP target.
For 13 and 14 April, the enhancements match between both targets in the morning but dif-
fer in the late afternoon. This highlights the value of measurements from multiple targets,
allowing for spatial information and enabling more consistent capturing of the emission
signal.

In conclusion, the EM27/SCA is able to measure urban enhancements in XCO2 and
XCH4. The very large enhancements indicate the need to verify the accuracy of the scattering-
retrieval. Nevertheless, the presented data show enhancement patterns exceeding the mea-
surement uncertainty. This shows that the measurements detect spatiotemporal enhance-
ment patterns requried for estimating urban emissions.
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6 Conclusion

This work presents the EM27/SCA, a portable ground-based FTS capable of recording
ground-scattered sunlight spectra to retrieve atmospheric CO2 and CH4 column densities.
It is the first portable FTS measuring in the reflected-sun geometry. It serves as a promis-
ing prototype for a versatile and transportable instrument for mapping CO2 and CH4 area
sources. In reflected-sun measurements, the light traverses the lower atmosphere quasi-
horizontally after being reflected at the observed ground target. Comparing target obser-
vations to at-instrument reflector observations yields partial vertical column densities in
the atmospheric layer between the instrument and the target. Therefore, the measurements
exhibit higher sensitivity to near-ground concentrations than total column measurements.
At the same time, they inherently average horizontally, making them representative of the
source area. Hence, reflected-sun measurements are suitable for determining emissions
through atmospheric inversions. The continuous scanning through the source area enables
the detection of spatial and temporal patterns.

In this work, the EM27/SCA and its components are documented and characterized based
on laboratory measurements. Its performance is assessed based on measurements of the
northern LA basin. A retrieval that explicitly accounts for aerosol scattering successfully
mitigates the scattering-induced bias, which otherwise dominates the variability of CO2
and CH4 column densities retrieved from the LA measurements. The resulting time series
of XCO2 and XCH4 show that the EM27/SCA can measure urban emission signatures.

The instrument performance is assessed based on a 1-month deployment alongside CLARS-
FTS observing nine targets in the northern LA basin. The spectral SNR ranges from 200 to
400 for typical ground targets and up to 600 for reflector measurements in the O2, CO2 and
CH4 retrieval windows. These values are comparable to typical values for CLARS-FTS (Fu
et al. 2014) and the TANSO-FTS instrument onboard GOSAT (Yoshida et al. 2011), although
they operate at higher spectral sampling.

The measurement precision is empirically determined based on non-scattering retrievals
of measurements during three densely sampled days. Evaluating the deviations of individ-
ual measurements from their 30 min average, the relative precision lies in the range of 0.4 %
to 0.5 % for the O2, CO2 and CH4 SCDs retrieved from measurements of the reflector and of
typical targets. For CO, the low SNR below 2 µm (50 to 200) and the weak absorption fea-
tures in the available retrieval window lead to a precision of 7 % to 14 %. The EM27/SCA
typically records 1-minute measurements. Co-adding three measurements arrives at a sim-
ilar temporal resolution to CLARS-FTS. Assuming the co-addition improves the precision
by a factor of

√
3, the precision of the CLARS-FTS is roughly a factor two to three bet-

ter than the portable EM27/SCA. The difference is most likely due to the higher spectral
resolution of CLARS-FTS.
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6 Conclusion

The SCD precision propagates to the relative precision in the partial VCD below instru-
ment level (VCDb). Depending on slant target distance and SZA, the VCDb precisions lie
in the range of 0.6 % to 1 % under moderate scattering conditions. Expected urban enhance-
ments in the boundary layer of around 20 ppm in CO2 and 150 ppb in CH4 are well above
the precisions found under typical conditions. Strong scattering impact reduces the effec-
tive light path below instrument level. For those cases and for short target distances, the
precision of VCDb deteriorates in the non-scattering retrieval.

The instrument lineshape (ILS) is characterized in laboratory open-path reflector mea-
surements of H2O absorption lines. The ILS deviates significantly from the theoretical ILS
and a multi-parameter ILS model is needed to describe it accurately. While the uncertainty
in the individual ILSs under parameter variation is low (1 ‰), back-to-back repeated ILS
measurements deviate by below 1 % and the long term repeatability of the ILS is around
2 %. Despite this significant uncertainty, the day-averaged systematic residuals of the re-
flector and target measurements closely match the spectrally degraded CLARS-FTS sys-
tematic residuals in magnitude and shape, confirming good instrument performance. The
only exception is the O2 retrieval window, where the residuals match only after an empirical
correction to the ILS.

The accuracy of the EM27/SCA measurements is assessed by comparing them to simul-
taneous CLARS-FTS reflected-sun observations on Mt. Wilson. The retrieved columns
generally show good agreement with the independent measurements after correcting for a
constant offset, which is expected for spectroscopic retrievals from different instruments.
However, systematic deviations on the order of the measurement precision are visible in
the VCDs of reflector measurements and even larger deviations in the VCDb of target mea-
surements. Scene heterogeneity likely contributes to the target measurement accuracy as
laboratory measurements showed scene heterogeneity impacting the ILS and extreme-case
field observations confirmed it. Deviations in reflector measurements show no correlation
to other variables. This indicates that instrument instabilities are causing limited but slowly
time-dependent systematic errors. Both effects need to be addressed in a next-generation
instrument. Scene heterogeneity can be addressed, e.g., through a fiber-based homogenizer.
Instrument stability can be addressed by improved detector optics, e.g., through a longer
focal length OAP, increasing the alignment quality and robustness.

Due to the large horizontal paths and shallow viewing angle through the lower atmo-
sphere, aerosol scattering causes the dominant error in the non-scattering retrieval, reducing
the effective light path by up to 50 %. The scattering impact is quantified by the ratio be-
tween the retrieved and the geometrically calculated O2 SCD. Changes in scattering angle
and aerosol loading are the dominant cause for the VCDb variability in the non-scattering
retrieval. While the pattern of this effect is similar in all species, rationing CO2 and CH4
by O2 does not cancel the scattering effects entirely. Due to a wavelength dependency of
the radiative transfer, a significant bias remains in the XGHG values calculated from the
non-scattering retrievals. A retrieval is implemented, which explicitly accounts for aerosol
scattering below instrument level. By retrieving effective aerosol parameters simultane-
ously with CO2 and CH4, it is possible to mitigate most of the scattering-induced bias in the
retrieval.

In previous studies, measurements of CLARS-FTS were used to investigate CH4 emis-
sions from the ratio between CH4 and CO2. Given the agreement between both instruments,
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similar studies are possible with the EM27/SCA, although most likely with higher uncer-
tainty. Accurately modeling the radiative transfer, including scattering, opens the opportu-
nity to also address CO2 emissions. At the same time, CH4 emission estimates which do not
rely on CO2 emission inventories become possible. Additionally, urban emission estimates
on shorter timescales may become feasible.

The time series of partial XCO2 and XCH4 below and above instrument level show that
the EM27/SCA can measure urban enhancements. Further investigation is needed on the
unrealistic high magnitude of the enhancements. Additionally, the remaining systematic in-
stability and scene heterogeneity need to be addressed. Nevertheless, spatiotemporal urban
enhancement patterns are detectable from the measurements. Future efforts will focus on
analyzing urban enhancement patterns based on the scattering retrieval. Ultimately, com-
bining the EM27/SCA measurements with a transport model in an atmospheric inversion
can yield valuable insights into urban CO2 and CH4 emissions. The portable EM27/SCA
provides the opportunity to extend such observations from the LA basin to other urban areas
around the globe.
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A Appendix

A.1 Single Scattering Approximation with Observer Inside
the Atmosphere

We solve Equation (2.22) in the single scattering approximation for the radiance I(τ2) at
optical thicknesses τ2, given the initial radiance I(τ1) at τ1.
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A Appendix

A.2 Single Scattering Ground Reflection Linearized

We make the linear approximation ex = 1+ x for x ≪ 1 in Equation (2.29). This will be
invalid in nearly all cases, but it is useful to illustrate the effect of scattering. We split
Equation (2.29) in a direct and a scattering term and examine the scattering term with this
approximation.
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We combine this with the linearized direct term
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to we find the total radiance given by
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A.3 EM27/SCA Sensitivity Enhancement

The lower radiance of ground-scattered sunlight are compensated by two approaches. First,
the instruments etendue is increased by increasing the FOV from 4.72 mrad to 9.09 mrad and
the beam diameter from 0.6 cm to 2.6 cm. This increases the number of photons reaching
the detector by a factor 70. Secondly, the custom detector element exhibits a higher gain.
I determine the increase in gain by comparing the center burst amplitude of simultaneous
EM27/SCA and EM27/SUN measurements.

I estimate the power reaching the detector from the radiance I to be

P = ΩA
∫︂

λmax

λmin

I dλ , (A.19)

accounting for the FOV solid angle Ω and the thoughput area A of the respective instru-
ment, as well as the respective spectral bandwidth (0.9 µm to 2.5 µm for EM27/SCA and
0.85 µm to 1.8 µm for EM27/SUN). For this estimation, I assume the solar spectral radiance
to be given by Planck’s law at a solar temperature of 5700 K. I calculate the ground-scattered
radiance from this using Equation (3.18). I infer the instrument signal from the interfero-
gram peak height of simultaneous reflector and direct-sun measurements (at SZA = 57.8◦).
I calculate the gain as the ratio of signal to input power P. Thus, the EM27/SCA has a 1100
times higher gain, bringing the overall sensitivity enhancement to a factor ≈ 105.

Note that the increased gain of the custom detector electronics also increase the noise.
The SNR of the modified setup is therefore significantly lower (cf. Section 5.2) than for
direct-sun measurements by a standard EM27/SUN.

131



A Appendix

A.4 EM27/SCA Standard OPUS Settings

Table A.1: Default EM27/SCA operation parameters, as set in the OPUS experiment file
EM27SUN_sca.xpm. The parameters for the Fourier transformation only apply to the
OPUS spectra preview, since I perform the conversion to spectra with a separate soft-
ware.

Parameter Value

Advanced Resolution 0.5 cm−1

Sample scan time 10 scans
Save data 100 cm−1 to 15797 cm−1

Optic Detector Setting RT-InGaAs DC [Internal]
Scanner Velocity 10 kHz
Sample signal gain x1
Sample preamp. gain irrelevant, not available on custom preamplifier

Acquisition Wanted high frequency limit 15797 cm−1

Laser wavenumber 15798.02 cm−1

High pass filter Open
Low pass filter 10 kHz
Acquisition mode Double sided, Forward-Backward

FT Phase resolution 4
Phase correction mode Mertz
Apodization function Norton-Beer, Medium
Zerofilling factor 8

A.5 Upward Viewing Geometry

Besides the downward viewing geometry used within the main text, reflected-sun measure-
ments are also possible in an upward viewing geometry displayed in Figure A.1. There,
the viewing direction is raised towards elevated targets, e.g. against a mountainside. In
this case, the VCDa and VCDb refer to the partial VCDs above and below the target level,
instead of above and below the observer level. Here, the partial VCDb is again given by the
difference between target and reflector measurement. However, the relevant AMF is the dif-
ference between horizontal and vertical AMF. Because the target is located at higher altitude
than the instrument, the light traverses also the layer of interest in reflector measurements.
Therefore, the partial VCDa is not directly given by the reflector measurement. To calculate
the VCDa, the VCDb is subtracted from the total VCD, which in turn is determined in the
reflector observation.
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Figure A.1: Observational geometry in the upward viewing case with the observer (O) on the ground
pointing up towards an elevated target (T).

VCDa = cos(θs)SCDref −VCDb (A.20)

VCDb =
SCDtarget −SCDref

1
cos(θv)

− 1
cos(θs)

(A.21)

A.6 Retrieval Differences Due to the Solar Spectrum

The version of RemoTeC, which was adapted for ground-based measurements, uses the
solar line list by Toon (2015) directly to calculate the solar spectrum within the retrieval. This
is necessarry to calculate an accurate solar spectrum for direct-sun observations where the
FOV only partially covers the solid angle of the sun. I compare two retrievals only differing
in the solar spectrum input, where one uses the solar line list and the other uses the TSIS-1
HSRS. The CH4 VCDs is on the order of 0.5 % to 1 % lower for reflector measurements
when using the TSIS-1 HSRS. A small change in CO2 VCDs is also detectable. However,
the difference there is less than 1 permil. The systematic residuals (cf. Section 5.3) of one
day of measurements show that they are overall lower in the CH4 and CO2 retrieval windows
at around 1.6 µm (W2–W5) for the TSIS-1 HSRS. Individual large spikes are reduced. Most
notably, the largest spike in W5 at 6108 cm−1 disappears. This is surprising since TSIS-1
HSRS is also based on the same solar line list. For consistency, the TSIS-1 HSRS is used
for all retrievals, as it is radiometrically calibrated and shows lower systematic residuals.
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A.7 Targets in the Northern Los Angeles Basin
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Figure A.2: Pictures of the observed targets captured with the imaging camera during measurements.
All targets in the northern LA basin observed during the deployment on Mt. Wilson (ref)
during 7 April to 5 May 2022 are shown. The EM27/SCA nominal FOV is marked in
each target picture with a circle.
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A.8 Comparison to Direct-Sun EM27/SUN

During field measurements the Lambertian reflector plate directly adjacent to the instrument
is observed in order to constrain the overhead VCD in target measurements. Since the reflec-
tor measurements do not have a horizontal path component, they closely resemble direct-sun
measurements. Therefore, I compare reflector measurements of the EM27/SCA to direct-
sun measurements collected with a standard EM27/SUN. We set up the EM27/SCA together
with an EM27/SUN on the roof of the IUP and measure simultaneously with both instru-
ments. During the measurements presented in this section, we additionally pointed to four
targets along the Odenwald hillside. Here, only the reflector measurements are compared to
direct-sun observations. Due to the additional targets, the sampling is more sparse for the
EM27/SCA observations.

Enders (2021) analyzes multiple days of these measurements in depth for the agreement
between the EM27/SCA reflector measurements and direct-sun measurements with a stan-
dard EM27/SUN (SN132). He finds that the EM27/SCA overestimates the CO2 (4 %) and
CH4 VCDs (3 %) but not the O2 VCDs. Day-to-day variations of the bias are slightly higher
than the single day standard deviation of the differences. The bias for XCO2 and XCH4

1

is more consistent between measurements, indicating common influences on the VCD bi-
ases of the different species. Especially sky-scattered sunlight contributions to the reflector
illumination can potentially increase the effective light path. This leads to an increase of
the VCD of reflector measurements relative to the direct-sun measurements. Apart from the
wavelength dependency of the atmospheric scattering properties, to first order, this contri-
bution would be common between all species. During the measurement days, no impact of a
light path enhancing effect of aerosol scattering could be observed within the measurement
uncertainty and with the limited information on aerosols available. A light path enhancing
effect is however visible in reflector measurements during an isolated cloud event, where a
thin cloud passes. This increases the VCDs of all species in the reflector measurements but
not in the direct-sun measurements. Enders (2021) found that such events effectively cancel
in the XGHG, where no effect of the cloud could be observed. Thus, the impact of clouds on
reflector measurements can be detected by analyzing the O2 VCD and mitigated by ratioing
by O2. He additionally observes sub-diurnal trends not present in direct-sun measurements,
which do not match between species and have no explanation.

The retrieval setup used by Enders (2021) is similar to the one employed here, with some
differences in spectroscopic absorption cross section data, the solar spectrum and some
modification to the CH4 retrieval window. I repeat the retrieval for one day with the settings
specified in Chapter 4. Figure A.3 shows the comparison of the VCDs from both instru-
ments on 2021-06-01. I interpolate the denser sampled and higher precision EM27/SUN
measurements to the EM27/SCA measurement times to calculate the mean µ and standard
deviation σ of the relative difference between both. The relative difference is defined as

∆VCD
VCD

=
VCDsca

VCDdir
−1 , (A.22)

where VCDsca and VCDdir are the VCDs retrieved from the EM27/SCA and EM27/SUN
measurements respectively. Due to the much higher precision of the EM27/SUN, its scatter

1XGHG introduced in Equation (5.11)
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Figure A.3: VCDs of CO2, CH4 and O2 (top to bottom) retrieved from EM27/SCA reflector mea-
surements (blue) and EM27/SUN direct-sun measurements (orange). For each species
the mean µ and standard deviation σ of the relative difference between both instruments
is specified. The relative difference is calculated with Equation (A.22).

has a negligible effect on the relative difference. For O2 and CH4 the standard deviation
matches the expectation from the EM27/SCA precision. For CO2, a small diurnal pattern,
which is not present in direct-sun measurements, increases the standard deviation of the
relative differences to 0.46 % above the expected precision of 0.37 %. More prominently,
the reflector measurements have a systematic offset to the direct-sun measurements. The
offset is most pronounced for CO2, where the EM27/SCA measurements exceed the direct-
sun VCDs by 4 %. Offsets are also present for CH4 (1.2 %) and O2 (−0.8 %). Differences to
the offsets reported by Enders (2021) are expected, since spectroscopic data from HITRAN
2020,instead of the HITRAN 2016, is used here. However, the change in offset for CH4 is
particularly large. Besides the different absorption cross section data, this is caused by the
differences in the employed solar spectrum and the exclusion of the Q-branch from the CH4
retrieval window. When switching to the TSIS-1 HSRS solar spectrum, systematic residuals
improved while the retrieved CH4 VCDs reduced by up to 1 % (cf. Section 4.4.2).

Generally biases, although usually with smaller magnitude, are common when comparing
measurements of different FTS. Even the EM27/SUNs within the COCCON need a small
XGHG calibration, even after consistently calibrating the ILS of all instruments and apply-
ing the same retrieval. Here however, the comparison is not only between different FTS,
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Figure A.4: VCD of CO2, CH4 and O2 (top to bottom) retrieved from EM27/SCA reflector mea-
surements (blue) and EM27/SUN direct-sun measurements (orange). The 2 h rolling
average of the EM27/SCA measurements is shown with a solid blue line. During the
first two measurement days (2021-08-25 and 2021-09-08) the EM27/SCA reflector was
placed under a sun-tracker, excluding sky-scattered sunlight. During the third measure-
ment day (2021-10-09) the EM27/SCA was side-by-side with a standard EM27/SUN.
I divided the VCDs from EM27/SCA measurements by the average difference to the
EM27/SUN measurements over the two days, where it was placed under the sun-tracker.
The mean µ and standard deviation σ of the relative difference specified in each panel
is calculated before this bias correction.

but also between different types of observations. While the EM27/SUN points directly at
the sun, the Lambertian reflector plate also reflects sky-scattered sunlight. Using the single
scattering approximation with a Harvey Greenstein scattering function, assuming an asym-
metry parameter of 0.8 and an aerosol optical depth of 0.05, Müller (2019) estimated that
despite the much higher radiance of sunlight, sky-scattered light contributes around 5 %
to the radiance hitting the reflector. In principle, this could cause an enhancement of the
effective light path. However, it should be noted that the majority of the additional signal
comes from solid angles close to the sun, since forward scattering is strongly favored in Mie
scattering.

I investigate whether sky-scattered sunlight has a relevant influence on the reflector mea-
surements by comparing usual side-by-side measurements (20221-10-09) with measure-
ments where we excluded the influence of sky-scattered sunlight on two days (2021-08-25

138



A.8 Comparison to Direct-Sun EM27/SUN

and 2021-09-08). For the first measurement, we placed the EM27/SCA together with a
standard EM27/SUN (SN119) on the IUP roof. For the second experiment, we placed the
EM27/SCA inside the IUP roof laboratory under a permanently installed sun-tracker with
a large optical throughput. In the following, I refer to the second experiment as tracker ex-
periment. We positioned the instrument such, that the sun-tracker illuminates the reflector
plate and closed the shades of the laboratory. This excludes nearly all of the sky-scattered
sunlight. From the distance between tracker and reflector of 4 m and the diameter of the
tracker mirror of 15 cm, I calculate that the incident light comes from a solid angle with a
radius of 1◦. Only radiation from this solid angle contributes to the reflector measurement.
We simultaneously measured with a standard EM27/SUN (SN132) on the roof platform just
above the laboratory.

Figure A.4 shows the comparison of VCDs for both experiments after the bias correction
described below. Focussing on the mean difference first, the daily mean µ of the relative
difference between the both instruments is specified in each panel. Note that the retrieval
here uses a different ILS (measured on 2021-08-13) than the retrieval previously presented
(measured on 2021-04-23). This is necessary, because the ILS changed after the replace-
ment of the metrology laser at the end of July 2021 (cf. Figure 3.16). Therefore, the offsets
are not directly comparable. Except for the ILS, all retrieval settings are identical. Over-
all, the mean differences in both experiments are similar. In particular, the difference in
bias between both tracker experiment days is larger than the difference in bias between
the first tracker experiment day and the standard measurement day. I conclude that the
differences between the EM27/SCA and EM27/SUN measurements are not driven by sky-
scattered light, but rather by systematic differences between the instruments, e.g. the effect
of the non-perfect ILS and its uncertainty. Since the bias is largely consistent over many
measurements, to first order, this can be corrected by an empiric bias correction.

Turning to the diurnal pattern in the differences between both instruments, the reflector
measurements shown in Figure A.4 are divided by the average ratio of the instruments over
both tracker experiment days. The figure shows that after the removal of the bias, a residual
diurnal pattern remains. The systematic deviation between both reflector and direct-sun
measurement is variable on the order of the EM27/SCA’s precision. This pattern is not
consistent over multiple days, but varies generally rather slowly on a time scale of a few
hours. Therefore, it does not interfere with the precision estimation, which is based on
a rolling average over a shorter time. The data do not show any matching pattern of the
deviation to pressure, temperature, SNR or retrieved water content. Since the EM27/SUN
is a long term stable instrument (Alberti et al. 2022; Frey et al. 2015; Frey et al. 2019), I conclude
that this is most likely caused by effects of the non-ideal ILS and its uncertainty or possibly
small instabilities in the ILS.

A rolling average allows to quantify the systematic errors by reducing the measurement
scatter. I calculate the difference of a two hour rolling average of the EM27/SCA VCDs
to linearly interpolated EM27/SUN VCDs. After the bias correction, the maximum differ-
ence is approximately 0.6 %. I conclude that systematic errors of 0.6 % add to the overall
uncertainty of the EM27/SCA VCD measurements.

A typical approach to limit systematic errors in total column GHG measurements is to
ratio them by the O2 VCD retrieved from the same spectrum (Frey et al. 2019; Fu et al. 2014;
Washenfelder et al. 2006; Wunch et al. 2011). Since the DMF of O2 has very low variability,
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Figure A.5: Same as Figure A.4 but for XCO2 and XCH4 calculated from EM27/SCA reflector mea-
surements (blue) and EM27/SUN direct-sun measurements (orange). The blue line
indicates the two hour rolling average of the EM27/SCA measurements. Here, the
EM27/SCA retrieval uses an empirically corrected ILS in the O2 window (cf. Sec-
tion 5.3.2).

the column-averaged DMF for the GHG (XGHG) can be inferred from the ratio of their
column densities (cf. Equation (5.11)). The O2 DMF is typically assumed to be 0.2095.
The systematic errors common to both absorbers, cancel when ratioing by O2. A major
contribution to the bias in the XGHG is introduced by the ILS error in the O2 retrieval
window. Figure A.5 shows the same comparison as Figure A.4 for XCO2 and XCH4, using
the empirically corrected ILS (cf. Section 5.3.2) in W1 for retrieving O2. Compared to
the VCD, the bias is reduced for XCO2 but increased for XCH4. For CO2, ratioing by O2
cancels the bias largely, whereas for CH4 a bias of about −2.5 % remains. Generally, the
XCH4 bias is expected to be larger than the XCO2 bias. Despite CH4 being less prone to
ILS errors, the ILS errors cancel better in XCO2 (Alberti et al. 2022; Tu 2019). As for the
VCDs, a residual systematic pattern remains for the XGHGs after correcting for the bias.
The maximum difference of the two hour rolling average to the interpolated EM27/SUN
measurements is 0.4 % for XCO2 and 0.7 % for XCH4.

In this section, I presented a comparison between the EM27/SCA reflector measurements
and standard EM27/SUN direct-sun observations. A general offset between both measure-
ments which depends on the specific retrieval settings makes a bias correction necessary.
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Here, no influence of sky-scattered sunlight on the reflector measurements was detectable
through comparing standard reflector measurement to measurement which exclude sky-
scattered sunlight by using a sun-tracker for EM27/SCA reflector measurements. However,
in Section 5.6.1 such an influence can be detected during a day with high aerosol loading.
Enders (2021) detected the influence of passing thin clouds in the retrieved VCD and could
show that the effect cancels in the XGHG. I filter such cases by comparing the retrieved to
the geometric O2 SCD. Finally, I investigated the variability in the difference between re-
flector and direct-sun measurements and conclude that they could not be related to environ-
mental influences. They constitute a systematic error of 0.6 % in the VCD measurements,
translating to an error of up to 0.4 % in XCO2 and 0.7 % in XCH4.
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Acronyms

ADC Analog-to-digital converter
AERONET Aerosol Robotic Network
ALH Aerosol layer height
AMF Air mass factor
AOD Aerosol optical depth
BDRF Bidirectional reflectance distribution function
BP Baldwin Park target
Caltech California Institute of Technology
CB Center-burst
CH4 Methane
CLARS California Laboratory for Atmospheric Remote Sensing
CLARS-FTS California Laboratory for Atmospheric Remote Sensing –

Fourier-transform spectrometer (Fu et al. 2014)
CO Charter Oak target
CO Carbon monoxide
CO2 Carbon dioxide
COCCON COllaborative Carbon Column Observing Network
DC Direct current
DFS Degrees of freedom for signal
DFSS Degrees of freedom for scattering signal
DMF Dry-air mole fraction
DTN Downtown (near) target
EM El Monte target
EM Electromagnetic
EM27/SCA Portable FTS, subject of this work
EM27/SUN Portable FTS for direct-sun total column measurements (Gisi et al.

2012)
FOV Field of view
FTS Fourier-transform spectrometer
GD Glendale target
GHG Greenhouse gas
GPS Global Positioning System
H2O Water
HeNe Helium neon laser
ILS Instrument lineshape
InGaAs Indium gallium arsenide detector
IPCC Intergovernmental Panel on Climate Change
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IUP Institute of Environmental Physics, Heidelberg University
LA Los Angeles
ME Modulation efficiency
MP Monterey Park target
NBM Norton-Beer medium apodization
NG Natural gas
NIR Near infrared spectral range
O2 Oxygen
OAP Off-axis parabolic mirror
OPD Optical path difference
PBL Planetary boundary layer
PE Phase error
RMS Root mean square
RTE Radiative transfer equation
RTM Radiative transfer model
SAA Solar azimuth angle
SCD Slant column density
Si Silicon detector
SM Sierra Madre target
SNR Signal-to-noise ratio
SZA Solar zenith angle
TCCON Total Carbon Column Observing Network
UNFCCC United Nations Framework Convention on Climate Change
VAA Viewing azimuth angle
VCD Vertical column density
VIS Visible spectral range
VL Valinda target
VZA Viewing zenith angle
WP West Pasadena target
XGHG Column-averaged dry-air mole fraction of a greenhouse gas (cf.

Equation (5.11))
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