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Abstract

The search for coherent elastic neutrino nucleus scattering is currently among the
most popular experimental investigations in neutrino physics. One of the leading
reactor experiments is the CONUS experiment, located at 17 m distance to the
3.9 GWth reactor core of the Brokdorf nuclear power plant in Germany. The four
high-purity germanium detectors, enclosed by a compact shield, collected data in five
runs from May 2018 to December 2022. After the stopped operation of the Brokdorf
reactor, the optimized experiment was relocated to the Swiss nuclear power plant in
Leibstadt. This thesis deals with the search for beyond standard model physics, as
well as with the optimization for the future operation of CONUS+ with improved
detector understanding and technological progress. In the first part of the thesis, a
full analysis on neutrino electromagnetic properties was conducted using new data
of the last two runs combined with Run-1 and Run-2 data. Here, an upper limit on
the neutrino magnetic moment of µν < 5.18 · 10−11µB at 90% C.L. was obtained,
while the neutrino millicharge analysis yielded an upper limit of |qν | < 1.76 ·10−12e0.
Furthermore, a pulse-shape simulation for the CONUS detectors was set up for
future detector and background studies. In the last part of the thesis, the optimized
detectors for CONUS+ were characterized and tested. Here, an excellent energy
resolution and detection efficiency performance was observed with an unprecedented
energy threshold of around 150 eV.

Zusammenfassung

Die Suche nach kohärenter Neutrino-Kern-Streuung ist zur Zeit eines der gefragtesten
Forschungsgebiete in der Neutrinophysik. Eines der führenden Reaktorexperimente
ist das CONUS-Experiment, das sich in einer Entfernung von 17 m vom 3.9 GWth
Reaktorkern des Kernkraftwerkes Brokdorf in Deutschland befindet. In fünf Mess-
kampagnen von Mai 2018 bis Dezember 2022 haben die vier hochreinen Germa-
nium Detektoren in einer kompakten Abschirmung Daten genommen. Nach der
Einstellung des Reaktorbetriebs in Brokdorf zog das verbesserte Experiment an
den schweizer Kernreaktor in Leibstadt um. Die vorliegende Arbeit beschäftigt
sich mit der Suche nach Physik jenseits des Standardmodells und mit der Opti-
mierung für den zukünftigen Betrieb von CONUS+. Im ersten Teil wurden die
neuesten Daten aus den letzten beiden Messkampagnen und Daten aus Run-1 und
Run-2 auf die elektromagnetischen Eigenschaften der Neutrinos untersucht. Da-
raus wurde eine obere Grenze für das magnetische Moment des Neutrinos von µν <
5.18·10−11µB (90% Konfidenz-Intvall) und für die Milliladung von |qν | < 1.76·10−12e0
abgeleitet. Darüber hinaus wurde eine Pulsform-Simulation für die CONUS Detek-
toren aufgesetzt mit der zukünftige Detektor- und Untergrund-Studien durchgeführt
werden können. Im letzten Teil dieser Arbeit wurden die optimierten Detektoren
für CONUS+ charakterisiert und getestet. Dabei wurde eine exzellente Energieau-
flösung und Detektionseffizienz mit einer überragenden Energieschwelle von etwa
150 eV ermittelt.
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1. Introduction

Neutrinos are one of the most abundant particles in the Universe, but due to their
rare interactions, the experimental study of their properties has been a big chal-
lenge. Since the first postulation of the neutrino by W. Pauli in 1930 [1] a lot of
effort was made to shed light on this elusive particle. The standard model (SM)
of particle physics predicts the neutrino as a massless particle. With the evidence
of neutrino oscillations by the Super-Kamiokande [2] and SNO [3] experiments, a
discrepancy between the anticipated massless neutrino in the SM and the observed
neutrino behavior arose, as transitions between the different neutrino flavors hint for
a non-vanishing rest mass of the neutrino. At this point, it became apparent that
the SM is not sufficient and that it needs more to describe the nature of neutrinos.
With this discovery, the age of beyond standard model (BSM) searches in neutrino
physics has begun. But besides that, the detailed investigation of SM processes will
help to nail down the nature of the neutrino, which has been done in many experi-
ments since the discovery of the neutrino by F. Reines and C. L. Cowan [4]. One of
these SM processes is the coherent elastic neutrino nucleus scattering (CEνNS). In
CEνNS a neutrino scatters off an entire nucleus through a weak interaction. For a
long time, it was not possible to observe this process despite it having the highest
interaction probability of all neutrino interactions. The reason for this are the tiny
nuclear recoils as only observables of the scattering process, making it hard to be
detected. With progressing detector technologies, the detection of the CEνNS pro-
cess became tangible, and many experiments have been planned and partly set up
to measure this neutrino scattering.
One of these experiments is the CONUS experiment, which aims to measure CEνNS
at a nuclear reactor. From Mai 2018 to December 2022, it was operated at the nuclear
reactor of Brokdorf in Germany. Several layers of lead and polyethylene surround
the four high-purity germanium detectors to shield against external background. In
five measurement campaigns data were collected to set world-best upper limits on
CEνNS. Besides the CEνNS analysis, it is also possible to investigate BSM physics
with CONUS. One of the most popular pending issues is the question of whether
the neutrino possesses some electromagnetic properties induced by the presence of
a small neutrino mass. Here, a possible neutrino magnetic moment and neutrino
millicharge are of special interest. With the CONUS data it is also feasible to search
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1. Introduction

for these neutrino characteristics and competitive upper limits have been set already
using data of the first two data collection periods.
With the stopped operation of the Brokdorf nuclear power plant, the physics pro-
gram for the CONUS experiment has not been completed. A lot of effort was put
into moving the whole experimental setup to the nuclear reactor of Leibstadt in
Switzerland. In the course of the relocation of the experiment, several improve-
ments were made regarding the setup and the detectors to increase the sensitivity
of the new experiment CONUS+.

The work presented in this thesis has been carried out in the context of the CONUS
and CONUS+ experiments and deals with the whole spectrum of experimental work,
from a comprehensive data analysis regarding the BSM part of neutrino physics to
the future of the experiment. The focus of this thesis is on three different parts
of CONUS/CONUS+, including the analysis of already measured, but not yet ana-
lyzed, data of the CONUS experiment, the improvement of detector and background
understanding, and the characterization of detector performance for CONUS+ at
the Leibstadt reactor.
Chapter 2 deals with a detailed description of the CONUS experiment and the theo-
retical foundations of the main physics goal of CEνNS. Here, also results regarding
the neutrino electromagnetic properties of the first two short experimental data-
taking runs are summarized.
With the additional high exposure of Run-4 and Run-5, the sensitivity for the BSM
physics search increased. For this reason, a likelihood analysis with respect to neu-
trino electromagnetic properties, more precisely the neutrino magnetic moment and
the neutrino millicharge, is conducted in this work, which is explained in detail in
Chapter 3. The theoretical description of an effective neutrino magnetic moment
and millicharge in the context of elastic neutrino electron scattering is described, as
well as the basics of statistical data analysis with hypothesis tests and the maximum
likelihood method. Before conducting the analysis, the measured CONUS data have
to be selected based on stability criteria and datasets have to be prepared for the
next step. The full analysis is then performed with an already available data analysis
framework, which is also explained in this chapter. Finally, the results on neutrino
magnetic moment and neutrino millicharge, using data from the latest two runs, as
well as a combined result with the data of Run-1 and Run-2 are presented.
For the future data collection in CONUS+, there are several ways of further im-
proving the sensitivity of the experiment for SM and BSM physics searches. One
path towards this is an improved understanding of background and detectors. With
the study of detector signals, background events can be categorized and rejected.
For the theoretical study of the signal-like and background events, a pulse-shape
simulation for the CONUS experiment is set up in Chapter 4. Here, the mechanism
of particle detection in the CONUS detectors, as well as the resulting signal pulses
are illustrated. For the pulse-shape simulation, an open-source simulation package
is adjusted to the need of CONUS and validated by comparing it to the measured
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data.
Another way to improve the sensitivity of the experiment is to improve the detector
performance. With the move from Brokdorf to Leibstadt, the CONUS detectors
were optimized at Mirion Lingolsheim regarding detection threshold and efficiency.
In Chapter 5, a rough overview of the new experimental site for CONUS+ and the
improvements on the experimental setup are given, followed by a detailed descrip-
tion of the motivation for the upgrade and the detector optimization steps. Before
deployment of the full experimental setup to the Leibstadt reactor, the optimized
detectors are characterized and the detector performance is monitored extensively.
Here, special care is taken on the energy resolution and the trigger-efficiency of the
detectors, as they both affect the energy threshold of the detectors.
Finally, a summary of the work conducted in this thesis is given in Chapter 6, as
well as a brief outlook on the future measurement campaign of CONUS+.
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2. CONUS and the Search for
Coherent Elastic Neutrino
Nucleus Scattering

With the search for the standard model neutrino interaction of coherent elastic
neutrino nucleus scattering the era of human-sized detectors in neutrino physics
has begun. In contrast to large neutrino experiments as Super-Kamiokande [5] or
Borexino [6], with experimental setups matching the size of a house and a volume
of several thousands of m3, CEνNS detectors are only a small fraction of this size.
The reason for this surprising advantage is the unusual high cross-section of the in-
teraction, explained in Section 2.1. One of the most successful CEνNS experiments
is the CONUS (COherent elastic Neutrino nUcleus Scattering) experiment operated
by the Max-Planck Institut für Kernphysik (MPIK) at a nuclear reactor. It aims for
the detection of CEνNS using reactor νe at shallow depth. During the five years of
runtime, the CONUS experiment set standards for this kind of experiment and also
made a lot of progress in the search for CEνNS at nuclear reactors as world best
upper limits on coherent scattering. Besides the search for CEνNS, the experiment
also allows for different other channels as beyond standard model searches, which
are part of this work.
In the following, the initial purpose of the experiment, the search for coherent elastic
neutrino nucleus scattering, is explained as well as all prerequisites for such a mea-
surement. In Section 2.2 an overview of the CONUS experiment and a summary of
all so far achieved physical results are given.

2.1. Coherent Elastic Neutrino Nucleus Scattering
The standard model process of coherent elastic neutrino nucleus scattering was theo-
retically described for the first time by Daniel Z. Freedman in 1974 [7]. In this neutral
current (NC) elastic scattering, low-energy neutrinos interact with the entire nucleus
coherently. As this interaction process is mediated by a Z0-boson exchange, CEνNS
is insensitive to the neutrino flavor, and therefore, the scattering cross section is
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2. CONUS and the Search for Coherent Elastic Neutrino Nucleus Scattering

(a) (b)

Figure 2.1.: a) Feynman diagram of the CEνNS process. νi denotes (anti-)neutrinos of
arbitrary flavor, and N denotes the target nucleus. The incoming neutrino
scatters off the nucleus exchanging a neutral Z0-boson. From [8].
b) Schematic principle of CEνNS. A low energy neutrino coherently scatters
off a nucleus while momentum exchange (−→q ) is sufficiently small and qR ≲ 1.
During scattering a neutral Z-boson is exchanged. The only visible outcome
of this interaction is a low-energy nuclear recoil. In scintillating materials
secondary recoils can be detected. From [9].

identical for all neutrino flavors. The Feynman diagram and a schematic illustration
of the process are shown in Figure 2.1, where an incoming neutrino of arbitrary
flavor scatters off the whole nucleus. The SM prediction of the CEνNS cross section
[10, 11] is given by

dσ

dTcoh
= G2

FM

2π

(GV + GA)2 + (GV − GA)2
(

1 − T

Eν

)2

− (G2
V − G2

A)MT

E2
ν

 (2.1)

with

GV = (gp
VZ + gn

VN)F V
nucl(q2), (2.2)

GA = (gp
A(Z+ − Z−) + gn

A(N+ − N−))F A
nucl(q2). (2.3)

Here, GF is the Fermi constant, M the mass of the nucleus, T the recoil energy and
Eν is the neutrino energy. Furthermore, gp,n

V , gp,n
A are the factors for SM vector- and

axial-vector couplings for protons (p) and neutrons (n), Z and N are the proton
and neutron numbers with ± referring to the number of spin up and spin down
nucleons and F V,A are the nuclear form factors dependent on the momentum transfer
q. Often, the vector contribution dominates over the axial contribution, as axial
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contributions are small due to the dependence on unpaired nucleons, or zero for
spin-zero nuclei. Hence they can be neglected and assuming T ≪ Eν , the cross
section is then approximately given by [10]

dσ

dTcoh
∼ G2

FM

2π

Q2
W

4 F 2(q)
(

2 − MT

E2
ν

)
, (2.4)

with the weak nuclear charge

QW = N − (1 − 4 sin2 θW)Z. (2.5)

Since the weak mixing angle sin2 θW = 0.223 [12] is close to 1/4 the contribution
from proton coupling can be neglected in a first-order approximation compared to
the neutron contribution [8] and Equation 2.4 simplifies to

dσ

dTcoh
∼ G2

FM

2π

N2

4 F 2(q)
(

2 − MT

E2
ν

)
. (2.6)

The point-like form factor F (q) represents the distribution of protons and neutrons in
the nucleus [7]. If the momentum transfer q is small enough or almost negligible, the
condition of coherence qR ≲ 1 [13], with R = A1/3 ·1.2 fm [8] the radius of the nucleus
and A the mass number, is fulfilled at low neutrino energies. Hence the nuclear form
factor can be normalized to F (0) = 1. If the energy of the scattering neutrino gets
higher, the limit of vanishing momentum transfer q → 0 is not valid anymore as
the effective de Broglie wavelength h/q reaches the size of the nucleus. Here, the
nucleus interacts as a collection of the individual nucleons [8]. Therefore the form
factor can no longer approximated with 1. The coherency condition and, thus, the
characteristics of the form factor play a big role in the choice of the experimental
realization for a CEνNS measurement. This will be discussed in detail in Chapter
2.1.1.
Equation 2.6 implies that CEνNS is mainly sensitive to the neutron distribution in
the nucleus and the cross section scales with a N2 dependence. This dependence
leads to an enhanced cross section compared to other neutrino interactions as inverse
beta decay (IBD) [14] or elastic anti-neutrino electron scattering (EνeS) [15] by
several orders of magnitude and is shown in Figure 2.2 a) for a Ge target. Hence a
heavy nucleus with a high neutron number is ideal for a large CEνNS cross section.
On the other side the maximum recoil energy Tmax of the nucleus is given by [16]

Tmax(Eν) = 2E2
ν

M + 2Eν

. (2.7)

It can be seen that the maximum recoil energy is inversely proportional to the mass
of the nucleus if Eν ≪ M . With the mass of the nucleus proportional to A, this
leads to a trade-off between a high neutron number for the N2 dependence of the
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(a) (b)

Figure 2.2.: a) Total cross sections for CEνNS in Ge (dark blue), elastic anti-neutrino
electron scattering (EνeS, blue), and inverse beta decay (IBD, cyan). The
detection threshold for IBD is marked in grey. The CEνNS cross section is
enhanced by several orders of magnitude compared to the other interactions
due to the N2 dependence of the target nucleus.
b) Differential CEνNS cross section for different target nuclei at a neutrino
energy of 10 MeV. With increasing neutron number N of the target nucleus
the cross section increases. At the same time, the maximum recoil energy
decreases with the mass of the target A.

cross section and a low neutron number, and therefore a lighter nucleus for higher
recoil energies. From these considerations, it becomes clear that a medium mass
nucleus is ideal for a CEνNS detection. Here, for example, Germanium (Ge) is a
good candidate as a target material with medium proton number Z=32 and neutron
number N=38-44, depending on the isotope. This trade-off situation can be seen in
Figure 2.2 b). Here, the differential CEνNS cross section for different target nuclei
is shown. The N2 dependence of the cross section leads to a higher cross section for
heavier nuclei, whereas at the same time, the nuclear recoil energy scales with 1/A,
leading to a lower cut-off for heavy nuclei.

2.1.1. Neutrino Sources

Various possible neutrino sources are known, from artificial to astronomical sources,
but for a CEνNS detection, several requirements to the source must be fulfilled. As
discussed before low-energy neutrinos are necessary due to the coherency condition,
which restricts the process to neutrino energies of below Eν ∼ 30 MeV [13]. As
for several low energy detection techniques as germanium detectors the detection
threshold is a limiting factor, the nuclear recoil energy, given by Equation 2.7, has to
be maximized, which implies not too small neutrino energies. Furthermore, intense
neutrino fluxes are required to increase the number of expected events. For better
background suppression, it is also favorable to have a time period when the source is
switched off. These requirements are met in two artificial neutrino sources: stopped
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2.1. Coherent Elastic Neutrino Nucleus Scattering

pion beams and reactors.
At stopped pion beams, also called pion-decay at rest (π−DAR) sources, a source
produces a pion beam through proton collisions with nuclei. These pions are stopped
at a target and will decay according to

π+ →µ+ + νµ
↱

e+ + νµ + νe

(2.8)

releasing a mono-energetic muon neutrino with an energy of 30 MeV [17]. Subse-
quently, the µ+ will decay into e+, νµ and νe. The maximum neutrino energy of a
π−DAR source is given by

Emax
ν = mµ

2 (2.9)

with mµ the muon mass [17]. This results in a maximum neutrino energy of
∼ 53 MeV with the consequence that the nuclear form factor can no longer be
assumed to be 1 for these high energies. For background suppression, a benefi-
cial characteristic of the π−DAR source, the pulsed emission of neutrinos, is used.
The steady contribution from environmental and cosmic-ray-induced radiation can,
therefore, be reduced by approximately three to four orders of magnitude [8]. At
the Spallation Neutron Source (SNS) at Oak Ridge National Laboratory the CEνNS
process was measured for the first time by the COHERENT experiment in 2017 [9].
For this evidence several detector techniques with different target materials were
used, for example a CsI[Na] scintillator crystal.
In contrast to the emission of mixed neutrino flavors at a π−DAR source a nuclear
reactor only emits electron anti-neutrinos by the beta-decay of the fission isotopes
with energies below 10 MeV. The energy spectrum of the reactor neutrinos is shown
in Figure 2.3. The majority of the emitted neutrinos are ≲ 1 MeV leading to the
simplification that the nuclear form factor can be assumed to be 1. Due to the de-
pendence on the energy threshold of the detector, the neutrino energies contributing
strongest to the measurable CEνNS events can be higher.
Usually once a year a nuclear reactor is shut off for maintenance reasons. In this time,
background data can be collected, helping to discriminate not-reactor-correlated
background. Experimental evidence for fully coherent neutrino nucleus scattering
at a reactor is still lacking.
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2. CONUS and the Search for Coherent Elastic Neutrino Nucleus Scattering

Figure 2.3.: Electron anti-neutrino spectrum of a nuclear reactor. From [17].

2.1.2. Experimental Requirements and Challenges

Although CEνNS is an SM process and yields the highest cross section of all neutrino
interactions, it took over 40 years from the theoretical prediction to the experimental
evidence. This time delay is caused by different experimental challenges, which make
the process hard to detect. The only observable outcome of the neutrino scattering
is a tiny recoil of the hit nucleus. Considering a Ge-target at a reactor with a 10 MeV
neutrino, a maximum recoil energy of Tmax ≈ 3 keVnr

1, according to Equation 2.7,
is expected. In addition, depending on the detector technology and material, the
measured signal can be different from the actual nuclear recoil energy produced by
the scattered neutrino, which is called quenching. A short summary of the quenching
effect in germanium is given in Section 2.2.3. With an already small maximum recoil
energy in germanium, the observable energy is due to the quenching even smaller.
Therefore in HPGe detectors sub-keV energy signals are expected demanding for
very low energy detection thresholds.
To maximize the number of expected CEνNS events a high neutrino flux is required.
For this reason, the experiments are placed as close as possible to the neutrino
source. This involves a position at shallow depth. Thus, compared to other neutrino
experiments located deep underground, the background suppression is demanding,
while a stable and very low background level is necessary for a CEνNS detection. The
background components have to be known precisely to be suppressed systematically.

1eVnr refers to the nuclear recoil energy, whereas eVee refers to the actual measured electron
equivalent energy in the detector

10



2.2. The CONUS Experiment

For this purpose, data has to be collected also in the absence of the source, as stated
in Chapter 2.1.1, and is then compared to data with a neutrino source to extract a
CEνNS signal.
To sum it up, intense neutrino fluxes, very low and stable background levels, and
very low detection thresholds are necessary for a successful CEνNS measurement.
At the moment several experiments to measure coherent elastic neutrino nucleus
scattering, both at π-DAR sources or at reactors are running, as COHERENT [10],
CONNIE [18] and νGEN [19] or are in preparation, as NUCLEUS [20] and Ricochet
[21]. Among the reactor experiments, the CONUS experiment is the most promising
experiment using semiconductor detectors, which will be discussed in this thesis.

2.2. The CONUS Experiment
With all the above-described prerequisites and difficulties, experiments meeting
these requirements have to be specially designed to measure the process of CEνNS
successfully at a reactor. The CONUS experiment was set up in 2018 at a commer-
cial nuclear power plant in Germany and was operated there for five years until the
end of 2022. In this time data from five data-taking runs was collected and world
best limits on CEνNS at reactors and competitive limits on beyond standard model
physics were achieved.
In the following, the experimental site inside the reactor containment and the setup
of the experiment are explained in detail, whereas the so-far achieved results and the
future of the CONUS experiment are discussed in Section 2.2.3 and Section 2.2.4.

2.2.1. Experimental Site
The CONUS experiment was located at the nuclear power plant of Brokdorf (KBR)
in Germany. The single-unit pressurized water reactor, operated by Preussen Elektra
GmbH [22], provided a maximum thermal power of 3.9 GWth until it shut down
at the end of 2021. The CONUS experimental setup was located inside room A-
408 at a distance of 17.1 m from the reactor core resulting in a high anti-neutrino
flux of 2.3 · 1013 cm−2s−1 at maximum thermal power. With the position of the
experimental site directly below the spent fuel storage pool an overburden of 10 −
45 m of water equivalent (m w.e.) depending on the solid angle, resulting in an
average depth of 24 m w.e. [23], was given. The position of the CONUS experiment
inside the nuclear power plant is sketched in Figure 2.4. The location of room A-408
inside the safety containment of KBR but outside the innermost biological shield
surrounding the reactor core offers accessibility at any time. In contrast, setting up
an experiment inside a nuclear power plant yields a lot of challenges. For safety
reasons, no cryogenic liquids are allowed, and the used material has to fulfill special
requirements. Furthermore, no remote control is possible, and the setup has to be
robust against earthquakes. Finally, reactor-correlated background and unstable
environmental conditions, such as temperature and radon in the ambient air, have
to be taken into account.
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Spent fuel
storage

pool

Steam
generator

17.1 m

CONUS detector

Reactor
core

Steam
generator

Figure 2.4.: Position of the CONUS setup in the nuclear power plant of Brokdorf. The
detector is located below the spent fuel storage pool at a distance of 17.1 m to
the reactor core. The enlarged image shows the detector inside A-408. From
[24].

2.2.2. Detector and Shield Setup
For the measurement of a potential CEνNS signal a very low detection threshold and
a very low background is required. Both requirements are realized in the CONUS
setup as special care was taken during the selection of the materials used. For the
entire setup, very low background components were identified, selected, and used
for the production of the detectors and the shielding.
With roughly 1 m side length and a volume of only 1.63 m3 [24] the experimental
setup is extremely compact. The CONUS experiment consists of four p-type point
contact high purity germanium (HPGe) detectors (further details on the detectors
and the measurement principle are discussed in Chapter 4.1) embedded in an elabo-
rated shield. Developments in the production techniques and the operation of HPGe
detectors during the last decades achieved steadily lower thresholds and better de-
tectors. With a large crystal mass of 1 kg each and a pulser resolution of < 85 eVee
resulting in a low energy threshold of below 300 eVee[25] the HPGe detectors are suit-
able to observe CEνNS at reactor site. For the CONUS detectors, ultra-low noise
and a very low intrinsic background contamination were achieved. The germanium
crystals are cooled down to an operation temperature of ∼ 80 K by a maintenance-
free electrical cryocooler, driven by a pulse-tube, as no cryogenic liquids are allowed
in the reactor containment. The electrical cryocooler CP5-plus is controlled by an
external controller. The overall HPGe detector design is depicted in Figure 2.5. The
detector crystals are located in the detector endcap, which is made of copper, and
are connected to the cryostat by a coldfinger. The cryostat arms are elongated due
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Figure 2.5.: Design of the CONUS detectors. The HPGe crystal is located inside the
copper cryostat endcap. The diode is cooled by an electrical cryocooler (CP5-
plus) which is controlled by an external controller. From [25].

to the boundary conditions given by the thickness of the shield design. The signals
from the crystal are amplified by a preamplifier, which has an additional test input.
With a function generator, hereinafter referred to as pulser, artificial test signals can
be injected through the input to test the process chain of the preamplifier as the
resolution.
In addition to the four detectors enclosed in the shielding at KBR, which are named
CONUS-1 to CONUS-4 (or C1 to C4), a fifth detector identically in construction
called CONUS-5 (C5) is available for research and development at MPIK.
The CONUS shield consists of an onion-like structure of several materials to guar-
antee the best shielding against cosmic, environmental, and reactor-correlated back-
ground. In total 11 tons of low background materials are used to achieve the best
possible background level. The design for shallow depth application is based on
the shield design of the GIOVE detector [26] developed at MPIK, which is used
for material screening. To shield against external γ radiation five layers of lead
(Pb) with increasing radiopurity towards the detector chamber are used, therefore
a total thickness of 25 cm of lead is included in the shield. The innermost Pb-layer
is made of radiopure lead partially from the Freiburg Minster with a small mean
210Pb contamination of < 1 Bq kg−1 [27]. The decision for lead was made due to a
stronger self-absorption resulting in a lower intensity of the residual muon-induced
bremsstrahlung continuum at low energies compared to copper (Cu), which is ad-
vantageous for a CEνNS detection. To shield effectively against neutrons additional
layers made of pure polyethylene (PE) and borated PE, which will moderate and
capture the neutrons, are installed. The (B)-doped PE is placed closer to the de-
tector center to shield neutrons that are created by muons in the Pb of the detector

13



2. CONUS and the Search for Coherent Elastic Neutrino Nucleus Scattering

(a) (b)

Figure 2.6.: a) Side view of the CONUS shield with one detector. Displayed are the dif-
ferent layers of Pb (grey), PE (yellow), borated PE (light yellow), and the
plastic scintillator (purple). From [28]. b) Exterior view of the CONUS setup.
Here, the steel cage for earthquake safety and two detectors with cryostat are
visible. From [23].

or by the reactor. To reject events induced by muons originating from cosmic rays
an active muon-veto is implemented. For this purpose, a layer of plastic scintilla-
tor equipped with photomultiplier tubes (PMTs) is installed. This system allows
the rejection of ∼ 97% of the prompt muon-induced signals in the detector. The
whole setup is enclosed by a steel frame to meet the safety regulations of the nuclear
power plant, especially earthquake safety, and to reduce the radon (Rn) diffusion
from the outside to the inner detector chamber. For this purpose, the whole shield
is flushed with air from bottles to prevent radon from entering the shield. The
bottled air was stored for at least three weeks to guarantee the full decay of the
Rn. All components of the CONUS shield design and the whole CONUS setup are
illustrated in Figure 2.6. Here, the onion-like structure is visible with the detec-
tors in the inner chamber. With this elaborated shield a background reduction of
several orders of magnitude is achievable, depicted in Figure 2.7. The black spec-
trum corresponds to a measurement with CONUS-1 at KBR without shield. The
background level is strongly reduced by the passive shield which is shown in the red
spectrum. Finally, by applying the muon-veto (blue spectrum) a low background
level of ∼ 10 counts kg−1d−1keV−1 in the region of interest (ROI) for the CEνNS
signal is achieved.
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Figure 2.7.: Background suppression capability of the CONUS shield. The black line cor-
responds to the measured spectrum at KBR without any shielding. Only with
the passive shield of Pb and PE (red line) the count rate is reduced by many
orders of magnitude. Equipped with the active muon veto (blue line) another
order of magnitude in reduction is achieved. From [27].

2.2.3. Results

The CONUS experiment collected data in five physics runs during the time between
2018 and 2022. Each physics run contains data collected when the reactor was
running (reactor ON time) and also data during outages of the reactor (reactor
OFF time) to constrain the background. Additionally, the full background of the
experiment was modeled properly [27]. After each run the experimental stability
conditions were improved. For Run-1 to Run-4, the integrated multichannel analyzer
LYNX [29] was used. This data acquisition system (DAQ) was supplemented in Run-
5 by the digital multichannel analyzer module V1782 by CAEN [30] as it offers the
possibility of recording detector pulses and the choice of the triggering algorithm.
Also lowering the energy threshold was possible down to 210 eV [31]. To achieve
this low threshold, the environmental stability was improved, as well as further
background suppression due to pulse-shape discrimination. With the data recorded
during the single runs, several results regarding CEνNS and BSM physics were
obtained, which are summarized in the following.

Constraints on CEνNS with Run-1 and Run-2 Data

Beginning of 2021 the CONUS experiment published the first results on CEνNS.
With the analysis of 248.7 kg d reactor ON data and 58.8 kg d reactor OFF data,
collected in the first two runs of the experiment between 2018 and 2019, the best
limit on CEνNS in the fully coherent regime was obtained from reactor antineutrinos.
The analysis was conducted in the energy ROI of 0.3 − 1 keV. As discussed in
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Figure 2.8.: The 90 % C.L. upper limit (blue) on the CEνNS counts measured by CONUS
with data of Run-1 and Run-2. The predicted count rate is shown in red.
Both curves are plotted as a function of the quenching parameter k. From
[23].

Chapter 2.1.2, the ionization quenching factor QF plays a non-negligible role in
CEνNS detection. Details about the quenching factor are given in the section about
the quenching factor measurement below. As QF was not measured properly for
the low energies for germanium at this time, the quenching parameter k was not
fixed for the analysis, and therefore, the results are presented in dependence of this
parameter shown in Figure 2.8. The blue line indicates the k-parameter dependent
limit obtained by the analysis of the CONUS data at 90% C.L., whereas the red
line indicates the expected amount of CEνNS event also in dependence of k. As no
CEνNS signal was found a quenching parameter above 0.27 could be excluded.
To get reliable results for future analyses, the ionization quenching factor in Ge was
measured extensively also for nuclear recoil energies in the keV range [32], which
is discussed in detail in the following. The k-parameter was measured to be k =
0.164 ± 0.004. With the fixed k-parameter the world-best limit can be specified to
< 0.4 cts kg−1d−1, 17 times higher than the predicted value [33].
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Constraints on BSM Physics and Neutrino Electromagnetic Properties
with Run-1 and Run-2 Data

Furthermore, the CONUS Collaboration set new limits on BSM processes, including
non-standard interactions (NSI) in the neutrino-quark sector, light mediators [24]
and neutrino electromagnetic properties [34]. For tensor NSIs, a world best limit
was set, constraining the scale of corresponding new physics to above 360 GeV,
while for scalar and vector mediators competitive limits were obtained [24]. For
the constraints on neutrino electromagnetic properties as the neutrino magnetic
moment, CONUS data was analyzed for neutrino electron scattering. A slightly
extended dataset of 689.1 kg d reactor ON and 131.0 kg d reactor OFF data with
an ROI of 2 − 8 keV was used to determine an upper limit on the effective neutrino
magnetic moment of µν < 7.5 ·10−11µB at 90 % confidence level. From this magnetic
moment limit an upper bound on the neutrino millicharge of |qν | < 3.3 · 10−12e0 was
derived [34]. With the accumulated exposure of the latest datasets Run-4 and Run-
5, a combined analysis on neutrino electromagnetic properties is conducted in this
work and will be discussed in Chapter 3.

Measurement of the Germanium Ionization Quenching Factor

The quenching factor of germanium plays a major role in the signal prediction, as
well as in the data analysis of HPGe detectors.
In some materials a part of the incoming recoil energy is only partially converted
into ionization energy. The residual part is converted to phonons, vibrations of the
crystal lattice. The material and energy-dependent ionization quenching factor QF
is defined as the ratio of the observable ionization energy Eee and the deposited
nuclear recoil energy Enr

QF = Eee

Enr
. (2.10)

Theoretical predictions for the quenching factor are made by the Lindhard theory
[35, 36]. Here, the energy dependence of the ionization quenching factor is described
by a single free parameter k, and the observable ionization energy is given by [32]

Eee = QF · Enr = kg(ϵ)
1 + kg(ϵ) · Enr (2.11)

with ϵ = 11.5 · Z−7/3 · Enr and g(ϵ) = 3ϵ0.15 + 0.7ϵ0.6 + ϵ.
The germanium quenching factor was measured extensively in the nuclear recoil en-
ergy range above 10 keV but for low recoil energies, which are the case for a CEνNS
measurement at a reactor, there are only measurements with large uncertainties.
Also, there are tensions between the different measurements and with the under-
lying theory. For this reason, the CONUS collaboration performed in cooperation
with the Physikalisch-Technische Bundesanstalt (PTB) a model-independent direct
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measurement of the ionization quenching factor in germanium [32]. An HPGe detec-
tor as an active target was placed in a neutron beam. Scattered neutrons were then
detected in coincidence by liquid scintillator detectors in an array surrounding the
germanium detector. With the measurement very low nuclear recoils in the range
between 0.4 keVnr and 6.3 keVnr were probed. Within an extensive analysis of this
data, a quenching parameter of k = 0.164 ± 0.004 was found with the result of a
quenching factor compatible with the Lindhard theory.

Constraints on CEνNS with Run-5 Data

Also with the data of the last run at KBR a result on CEνNS was obtained. In
Run-5, data was collected between May 2021 and December 2022, where almost a
full year of reactor OFF data is available due to the shutdown of nuclear reactors
in Germany at the end of 2021. Regarding the environmental parameters, Run-5 is
the most stable run of CONUS, but OFF data had to be excluded due to a broken
AC and, thus, unstable temperatures at the end of the run. As the noise rate of
the detector is highly correlated to the room temperature periods with high ambient
temperature had to be excluded. More details about the cuts applied also on the
CEνNS dataset can be found in Chapter 3.3.1. For the analysis, data obtained by
the CAEN DAQ was used, resulting in a total exposure of 426 kg d reactor ON data
and 272 kg d reactor OFF data. With this data and a detector threshold of 210 eV
a new upper limit of < 0.34 cts kg−1 d−1 is obtained, which is less than a factor of
2 away from the prediction [31]. Compared to the previous result, which was 17
times higher than the SM prediction, it was possible to improve the constraints on
CEνNS by an order of magnitude. Within the analysis also other quenching model
descriptions were tested, which are in tension with the Lindhard model, leading to
the exclusion of one description.

2.2.4. Future of the CONUS Experiment
With the ending operation of the KBR reactor at the end of 2021, the gain of fur-
ther neutrino data for CONUS is stopped. For this reason, the successor experiment
CONUS+ has been planned and realized. CONUS+ will take data at a new reactor
in Leibstadt in Switzerland with optimized detectors and improved stability. More
information on the CONUS+ experiment and a detailed study about the upgraded
detectors are given in Chapter 5. With the optimized and improved experiment, it
will be possible to lower the threshold below 200 eV, which will enhance the proba-
bility of not only obtaining a better limit but actually measuring the CEνNS signal.
The dependence of the CEνNS signal expectation on the detection threshold is de-
picted in Figure 2.9. Here, the expected CEνNS events are computed in dependence
of the energy threshold and detector mass for an experiment similar to CONUS with
a distance of 20 m to the 3.6 GWth reactor core. With a threshold of 150 eV a signal
strength of around 2000 CEνNS events per year is expected, which is almost an
order of magnitude more than with the Run-5 threshold of 210 keV.
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Figure 2.9.: CEνNS signal expectation in dependence of energy threshold and detector
mass. For the sensitivity study a distance to the reactor of 20 m, a background
level of 40 cts/kg/d/keV and a thermal reactor power of 3.6 GWth are assumed,
as well as a detection efficiency of 50% at 100 eV. From [37].

But besides that, the already measured data of the five CONUS runs will still pro-
vide new results, for example, on BSM physics. The results obtained in a combined
analysis of all runs regarding the neutrino electromagnetic properties are presented
in Chapter 3.
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3. Search for Neutrino
Electromagnetic Properties

Besides the main design goal, the measurement of the CEνNS process, the CONUS
experiment is also capable of searching for other SM and BSM interactions. As
briefly mentioned in the previous chapter also a focus on neutrino electromagnetic
properties, in particular on the determination of upper limits on the neutrino mag-
netic dipole moment (NMM) and its millicharge (NMC), was set. The newly avail-
able datasets of Run-4 and Run-5 collected between 2020 and 2023 provide a new
opportunity to restrict the parameter space of these neutrino properties. For this
reason, a statistical analysis is performed on the new data to investigate the neutrino
magnetic moment and the millicharge, which is the topic of the present chapter. Af-
ter a theoretical introduction of the neutrino electromagnetic properties in Section
3.1, the fundamentals of statistical data analysis are discussed in Section 3.2. This
knowledge allows analyzing the acquired datasets for a magnetic moment and a mil-
licharge of the neutrino, which is covered in Section 3.3. Herein, the preparation
of datasets, as well as the applied analysis framework, are described. Finally, the
results on neutrino electromagnetic properties, especially upper limits on the neu-
trino magnetic dipole moment and its millicharge, are discussed and can be found
in Section 3.3.3.

3.1. Neutrino Electromagnetic Properties
In the SM the neutrino is a massless and only left-handed particle. The electric
charge of the neutrino is zero, and therefore, no electromagnetic interactions are
possible. A magnetic moment would require a coupling of a left-handed state with
a right-handed state [38]. As the SM does not contain any right-handed neutrinos,
neutrino magnetic moments do not exist. With the discovery of neutrino oscillations,
which hint towards a small neutrino mass, it became obvious that the current SM is
incomplete. To account for the non-zero neutrino masses the SM has to be extended.
In a minimal extension of the SM with right-handed neutrinos incorporating their
mass and mixing, the neutrino gains electromagnetic properties through loop pro-
cesses [39, 40], which allow direct electromagnetic interaction with electromagnetic
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fields and other particles [41]. The experimental search for these properties offers a
direct connection to fundamental particle physics as Dirac and Majorana neutrinos
can be distinguished by the different characteristics of their electromagnetic prop-
erties [39].
The most studied electromagnetic properties of the neutrino are the electric and mag-
netic dipole moments [39], which are summarized in the following. Some extended
models also allow for a non-zero neutrino electric millicharge which is discussed in
Section 3.1.4. The following summary is based on [39, 41, 42, 43].

3.1.1. Neutrino Electric and Magnetic Dipole Moments

The electric and magnetic dipole moments of the neutrino in the minimal extension
of the SM are highly dependent on its fermionic nature. Therefore, the predictions
for Dirac and Majorana neutrinos differ from each other. For both, the moments are
calculated by loop diagrams with an initial fermion, a final fermion and a photon
shown in Figure 3.1.
For Dirac neutrinos the electric dipole moment ϵD

kj and the magnetic dipole moment
µD

kj are given by

µD
kj ≃ 3e0GF

16
√

2π2 (mk + mj)
δkj − 1

2
∑

l=e,µ,τ

U∗
lkUlj

m2
l

m2
W

 , (3.1)

iϵD
kj ≃ 3e0GF

16
√

2π2 (mk − mj)
δkj − 1

2
∑

l=e,µ,τ

U∗
lkUlj

m2
l

m2
W

 , (3.2)

with the neutrino masses mk and mj, the charged-lepton masses ml with l = e, µ, τ ,
GF the Fermi coupling constant, mW the mass of the W-boson, the charge of the
electron e0 and the mixing matrix U . For the diagonal elements, if k = j, the electric
dipole moment is zero and the magnetic dipole moment simplifies to

µD
kk ≃ 3e0GFmk

8
√

2π2 = 3.2 · 10−19
(

mk

eV

)
µB, (3.3)

with µB = e0
2me

being the Bohr magneton [44]. Therefore, the magnetic dipole
moment is independent of the mixing matrix and of the values of the charged-lepton
masses at leading order in small ratios of m2

l /m2
W . With the existing constraints on

the neutrino masses in the eV-range [38], the values of the magnetic dipole moment
are expected to be very small. However, in different models beyond the minimally
extended SM, the magnetic dipole moment can be much larger (for example [45] and
[46]).
For the neutrino transition dipole moments (k ̸= j), which are relevant to the
neutrino radiative decay νk → νj + γ [44], the electric and magnetic dipole moments
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are given by

µD
kj ≃ − 3e0GF

32
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with mτ the mass of the τ as m2
l /m2

W ≤ m2
τ /m2

W ≃ 5 ·10−4. It becomes obvious that
the transition magnetic dipole moment is suppressed with respect to the diagonal
moment.
For Majorana neutrinos, which are their own antiparticles, only the transition elec-
tric and magnetic dipole moments exist as the diagonal moments are forbidden. The
Majorana transition electric and magnetic dipole moments are given by

µM
kj ≃ − 3ie0GF

16
√

2π2 (mk + mj)
∑

l=e,µ,τ

Im[U∗
lkUlj]

m2
l

m2
W

, (3.6)

ϵM
kj ≃ 3ie0GF

16
√

2π2 (mk − mj)
∑
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lkUlj]

m2
l

m2
W

. (3.7)

Here, the comparison to the Dirac case is difficult as the mixing matrices are different
for Majorana neutrinos due to additional phases. If charge and parity are conserved
(CP conservation) two cases are possible. If νk and νj have the same phase the
dipole moments are given by

µM
kj = 0, (3.8)

ϵM
kj = 2ϵD

kj. (3.9)

For opposite phases the Majorana transition dipole moments are

µM
kj = 2µD

kj, (3.10)
ϵM

kj = 0. (3.11)
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Figure 3.1.: Feynman diagrams for electromagnetic neutrino interaction in minimal ex-
tended standard model with right-handed neutrinos. Here, χ is an unphysical
charged scalar boson. From [39].

3.1.2. Magnetic Moment in the Context of Elastic Neutrino
Electron Scattering

The experimental measurement of elastic (anti-)neutrino electron scattering provides
a good method to investigate the electromagnetic properties of the neutrino. For
this purpose, solar, accelerator, or reactor neutrinos can be used. The following
summary will be focused on reactor antineutrinos as in the case of CONUS, while
generalization to other neutrino flavors is straightforward. For the elastic interaction
of an electron antineutrino with an electron at rest in the laboratory frame

νe + e− → νe + e− (3.12)

the kinetic recoil energy of the electron T is constrained by

T ≤ 2E2
ν

2Eν + me
, (3.13)

with Eν the energy of the neutrino and me the mass of the electron. The cross
section of the neutrino scattering on a free electron in the presence of electromagnetic
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neutrino interactions is given by the sum of the SM weak and electromagnetic (EM)
interactions

dσ

dT
=
(

dσ

dT

)
SM

+
(

dσ

dT

)
EM

. (3.14)

Here, the SM contribution of EνeS is
(

dσ

dT

)
SM

= G2
Fme

2π

(gV + gA)2 + (gV − gA)2
(

1 − T

Eν

)2

+ (g2
A − g2

V)meT

E2
ν

 (3.15)

with the coupling constants gV = 2 sin2(θW) + 1
2 and gA = −1

2 for electron antineu-
trinos. The coupling terms for electron neutrino and other flavors can be found in
[39]. For Eν ≫ T this simplifies to(

dσ

dT

)
SM

= G2
Fme

2π
(1 + 4 sin2 θW + 8 sin2 θW)

[
1 + O

(
T

Eν

)]
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For
(

dσ
dT

)
EM

all possible electromagnetic neutrino interactions as a neutrino mil-
licharge can contribute, but here the focus is only on the impact of the magnetic
moment. The magnetic moment contribution to the cross section is given by(

dσ

dT

)
µν

= πα2

m2
e

(
1
T

− 1
Eν

)(
µν

µB

)2

(3.17)

with α the fine-structure constant and µν the effective magnetic moment, which is
discussed in the following Section 3.1.3. With Eν ≫ T Equation 3.17 simplifies to(

dσ

dT

)
µν

≈ πα2

m2
eT

(
µν

µB

)2

. (3.18)

Hence, the cross section is inversely dependent on the recoil energy of the electron.
In an experiment, the existence of a neutrino magnetic moment will manifest itself
in an excess of events over those predicted by SM processes and background. Due to
the 1/T -dependence of the cross section smaller magnetic moments can be probed
by lowering the threshold of the experiment. The sensitivity of an experiment to
the neutrino magnetic moment can be estimated by comparing Equation 3.16 and
Equation 3.18 and yields

µ2
ν ≤ G2

Fm3
eT

2π2α2 (1 + 4 sin2 θW + 8 sin2 θW)µ2
B. (3.19)
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3.1.3. Effective Magnetic Moment
In CONUS and any other neutrino experiment, the neutrino is created as a super-
position of neutrino mass eigenstates. This initial superposition is again distorted
by subsequent oscillations from the source to the detector. For this reason, the
experimentally measured magnetic moment is not the pure theoretically predicted
magnetic moment. The so-called effective magnetic moment takes into account
neutrino mixing and oscillations during the distance between the detector and the
source. In the following chapters, the effective neutrino magnetic moment is simply
referred to as the neutrino magnetic moment. The effective magnetic moment of an
antineutrino of various flavor l = e, µ, τ measured at a distance L from the neutrino
source is given by

µ2
νl

(L, Eν) =
∑

j

∣∣∣∣∣∣
∑

k

U∗
lke

i∆m
2
kj L

2Eν (µjk − iϵjk)
∣∣∣∣∣∣
2

. (3.20)

As in the case of reactor experiments, the distance between source and detector is
very short and therefore ∆m2L/2Eν ≪ 1, the effective magnetic moment can be
simplified by to the effective short-baseline magnetic moment

µ2
νl

(L, Eν) ≃
∑

j

∣∣∣∣∣∑
k

U∗
lk(µjk − iϵjk)

∣∣∣∣∣
2

, (3.21)

which is the same for neutrinos and antineutrinos. In this case, the effective mag-
netic moment is independent of neutrino energy and distance.
For the effective magnetic moment, several experimental limits exist up to now. The
strongest limit from experimental side is obtained by the XENONnT experiment
with a neutrino effective magnetic moment of µν ≤ 6.4 · 10−12µB [47]. Among the
reactor experiments, the GEMMA experiment obtained the best limit with a value
of µν ≤ 2.9 ·10−11µB [48, 49]. Limits on the neutrino magnetic moment can not only
be set by experiments but also bounds can be derived by astrophysical observations.
The strongest bound from astrophysics is obtained by observed properties as mass
and brightness of globular cluster stars and yields µν ≤ 3 · 10−12µB [50]. There-
fore, with the current sensitivity of the experiments and also from observations in
astrophysics, it is only possible to set limits orders of magnitude above the expected
values of the neutrino magnetic moment. Also, a determination between Dirac or
Majorana nature is problematic as with the effective magnetic moment diagonal and
transition magnetic moments are not distinguishable.
Using data from the first two physics runs Run-1 and Run-2, the CONUS ex-
periment obtained an upper limit on the neutrino effective magnetic moment of
µν < 7.5 · 10−11µB at 90% C.L. [43, 34], which is in the range of typical reactor
experiments.
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3.1.4. Neutrino Electric Millicharge
Besides the introduction of a magnetic moment also a tiny charge of the neutrino is
possible. Values of these neutrino millicharges are constrained from the neutrality
of the hydrogen atom to qν ≤ 10−21e0 with e the electron charge. As the magnetic
moment, the neutrino millicharge can be investigated using elastic neutrino electron
scattering. Here, the cross section due to a millicharged neutrino is given by(

dσ

dT

)
qν

≈ 2πα

meT
2 q2

ν (3.22)

which adds up to the SM cross section. In contrast to the effective magnetic moment,
the cross section of the millicharge contribution is inversely proportional to the
squared recoil energy. By calculating the ratio between magnetic moment component
and charge component of the cross section

R =

(
dσ
dT

)
qν(

dσ
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)
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= 2me

T

( qν

e0
)2

( µν

µB
)2 (3.23)

it is possible to obtain a bound on qν by demanding R ≤ 1. The limit on the
neutrino millicharge assuming only a limit on the neutrino magnetic moment can
then be approximated by

q2
ν ≤ T

2me

(
µν

µB

)2

e2
0. (3.24)

Also for the neutrino millicharge, bounds were set by experiments and astrophysi-
cal observations. The strictest constraint among all experiments investigating the
neutrino millicharge is set by the LZ experiment with a value of |qν | < 2.24 · 10−13e0
[51].1 Again here, the GEMMA experiment holds the lowest upper limit among
reactor neutrino experiments with a value of |qν | < 1.5 · 10−12e0 [53],2 whereas the
most stringent astrophysical constraint from a BSM prediction during supernova
explosions, where the angular velocity of a star shifts due to neutrinos escaping the
star, is |qν | < 1.3 · 10−19e0 [54].
The upper limit on the neutrino millicharge obtained by the CONUS experiment
using Run-1 and Run-2 data and using the upper limit on the effective neutrino
magnetic moment via Equation 3.24 yields |qν | < 3.3 · 10−12e0 [43, 34], which is also

1An even lower limit of |qν | < 1.5 · 10−13e0 was obtained by [52] in an independent analysis
using the same LZ data, but regarding to [51] the combined uncertainty of background rates is
underestimated in this result.

2The limit of |qν | < 1.5 · 10−12e0 is obtained by a rough estimation of the GEMMA NMM limit
with Equation 3.24 according to [53]. A full data analysis of the GEMMA data, comparable to
the analysis conducted in this work, yields an upper limit on the NMC of |qν | < 2.7 · 10−12e0
[53].
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in the range of upper limits obtained by reactor experiments.

3.2. Basics of Statistical Data Analysis
In modern particle physics, the outcome of an experiment is often related to fluc-
tuating variables. Therefore the physical result is often obtained by statistical data
analysis. Also for the determination of the neutrino’s magnetic moment and the
millicharge in this work, a statistical data analysis is conducted. Here, some basic
knowledge about statistical data analysis is summarized to follow the investigation
of this work. The following section is based on [55, 56, 57, 58, 59, 43].
Often a theory gives a model for the probability that predicts the distribution of
the experimental observables. Some of these parameters are unknown and are called
parameters of interest. The goal of an experimental data analysis is the determina-
tion of these unknown parameters θ⃗ = (θ1, ..., θm) of some probability distribution.
Therefore, an estimated value θ̂ and the corresponding uncertainty δθ is obtained
from the data with θ = θ̂±δθ. Additional unknown parameters, such as the detector
response, called the nuisance parameters are determined together with the param-
eters of interest. Moreover, often, there is the question of whether a new signal
is present in the measured dataset of an experiment. This can be inferred from a
hypothesis test.

3.2.1. Probability Density Functions
Assuming an experiment with a single continuous random variable x as an outcome,
the probability of observing a value within an interval [x, x + dx] is given by the
probability density function (PDF) f(x; θ⃗)

probability to observe x in [x, x + dx] = f(x; θ⃗)dx. (3.25)

In this case, the PDF is normalized as∫
f(x)dx = 1. (3.26)

If the measurement of the random variable x is repeated n times with x⃗ = (x1, ..., xn)
the probability is given by the joint PDF

probability to observe xi in [xi, xi + dxi] for all i =
n∏

i=1
f(xi, θ⃗)dxi. (3.27)
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3.2.2. Hypothesis Tests
For a given dataset, there is the question if the observed data is in agreement with
the predicted probabilities. To quantify the compatibility between two or more
hypotheses based on this data a hypothesis test is conducted. The tested hypothesis
is called null hypothesis H0 and it is compared to at least one alternative Hypothesis
H1 to draw a statement about H0. Measured variables x⃗ = (x1, ..., xn) in a data
sample are randomly distributed according to a PDF f(x⃗) which is different under
the hypotheses H0 and H1:

f(x⃗) = f(x⃗|H0), (3.28)
f(x⃗) = f(x⃗|H1). (3.29)

To determine whether the observed data sample better agrees with H0 or H1 a
function of the measured variables is constructed. This test statistic t(x⃗) summarizes
the information contained in the data and can be the original data values as well
as it can also be multidimensional t⃗ = (t1, ..., tm) with lower dimension than x⃗. For
each hypothesis also a PDF for the test statistic is given as g(t|H0) and g(t|H1).
To accept or reject a hypothesis based on the test statistic, a critical region is defined
such that the probability for t to be observed in this region, under the assumption of
H0 to be correct, is given by the significance level α. The critical region is confined
by the selection criterion tcut where H0 is accepted if t < tcut. The significance level
and therefore the probability of rejecting H0, even if it is true, is then given by

α =
∫ ∞

tcut

g(t|H0)dt. (3.30)

If the hypothesis H0 is accepted but the alternative hypothesis H1 is true, the
probability is given by

β =
∫ tcut

−∞
g(t|H1)dt, (3.31)

with 1−β the power of the test to discriminate against H1. The probability densities
of the test statistic under two hypotheses H0 and H1, the critical region, and the
acceptance condition of H0 are shown in Figure 3.2.
For a multidimensional test statistic, the definition of a critical region is difficult.
For this case, the Neyman-Pearson lemma states that for a fixed α the acceptance
region with the highest power 1 − β is the region of t⃗-space with

g(⃗t|H0)
g(⃗t|H1)

> c (3.32)

with c a constant determined by the desired level of significance α.
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Figure 3.2.: Probability densities g(t) for the test statistic t for H0 and H1. The null
hypothesis H0 is accepted if t is not in the critical region at t > tcut. Modified
figure taken from [59].

3.2.3. Maximum Likelihood Method
A frequent method to find an estimate for unknown parameters on a data sample
is the maximum likelihood method (ML). Here, a likelihood function is constructed
out of a combined probability distribution, and subsequently, the parameter set
maximizing the likelihood function is determined. The likelihood function returns
the value of the PDF, which is evaluated on the observed data sample, for given
values of the unknown parameters and is given by

L(θ⃗) =
n∏

i=1
f(xi; θ⃗). (3.33)

For simplification and more stable computation of the ML function often the double
negative logarithm is constructed

−2 log L(xi; θ⃗) = −2
n∑

i=1
log f(xi; θ⃗) (3.34)

30



3.2. Basics of Statistical Data Analysis

and the estimators are found by determining the minimum of the ML function by

−∂ log L(xi; θ⃗)
∂θk

∣∣∣∣∣
θ̂k

= 0 for k = 1, ..., m. (3.35)

If the number of observations n itself is a random variable according to a Poisson
distribution with a mean value v, the likelihood function is composed of the Poisson
probability for n and Equation 3.33. This extended likelihood function is then given
by

L(v, θ⃗) = vn

n! e−v
n∏

i=1
f(xi; θ⃗) = e−v

n!

n∏
i=1

vf(xi; θ⃗). (3.36)

The logarithm of the likelihood function yields

log L(v, θ⃗) = −v + n log v − log n! +
n∑

i=1
log f(xi; θ⃗), (3.37)

where the constant term − log n! can be neglected during the minimization process.
For large data samples, it gets more complex to add the likelihood functions for each
single observation. Therefore it is more efficient to analyze the data in a histogram
where the individual observations are collected in N bins. All events of a bin are
assumed to have roughly the same likelihood, and the number of entries in each bin
is compared with the parameter-dependent prediction. The number of entries ni in
bin i follows a multinomial distribution and the expectation of events v⃗ = v1, ..., vN

in bin i is given by

vi(θ⃗) = n
∫ x

max
i

x
min
i

f(x; θ⃗)dx (3.38)

with n the total number of observations and xmax
i /xmin

i the bin edges. Thus, the
joint PDF is given by

f(n⃗; v⃗) = n!
n1!...nN !

(
v1

n

)n1
...
(

vN

n

)nN

(3.39)

and the binned likelihood function simplifies to

log L(θ⃗) =
N∑

i=1
ni log vi(θ⃗). (3.40)
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When the number of entries in each bin is small compared to the total number of
events a Poisson distribution can be assumed and the joint PDF is given by

f(n⃗; v⃗) =
N∏

i=1

v
ni
i

ni!
e−vi (3.41)

resulting in the extended binned likelihood function

log L(v; θ⃗) = −v +
N∑

i=1
ni log vi(v; θ⃗) (3.42)

with v = ∑N
i=1 vi the mean of the Poisson distribution.

3.2.4. Likelihood Ratio Test
As stated by the Neyman-Pearson lemma the ratio of the test statistics PDF can
provide a good discrimination between hypotheses. The test statistic given by the
ratio of the likelihood functions

λ(x⃗) = L(x⃗|H1)
L(x⃗|H0)

(3.43)

can also be computed for the Poisson distributed case of binned data following
Equation 3.41 and yields

λ = L(n⃗|v⃗)
L(n⃗n⃗) = f(n⃗; v⃗)

f(n⃗; n⃗) = en−v
N∏

i=1

(
vi

ni

)ni

. (3.44)

For the negative logarithm, the likelihood ratio is then given by

−2 log λ = 2
N∑

i=1
(vi − ni + ni log ni − ni log vi) ∼ χ2 (3.45)

which follows a χ2 distribution according to Wilk’s theorem if H0 and H1 are nested
hypotheses where H0 is a subset of H1. Here, the degrees of freedom of the χ2

distribution are equal to the difference in parameter set dimensions of the different
hypotheses. The χ2 relation is only true for a two-sided test where the parameter of
interest can also be negative. For a one-sided test, which means that the parameter
of interest can be infinitesimally small or even zero but not negative, the logarith-
mic likelihood ratio follows 1

2δ + 1
2χ2 [60], with the δ-distribution accounting for the

ignored negative region.
In the presence of an additional nuisance parameter µ, it is recommended to com-
pute the profile likelihood ratio. Here, the independence of the test statistic’s PDF
from the nuisance parameter is approximately given. For the profile likelihood ratio
the likelihood function with fixed θ and best-fit values of the maximizing nuisance
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parameters ˆ̂µ is used. Using that, the ratio with the likelihood function maximized
by the best-fit parameter values θ̂ and µ̂ is calculated

λ(θ) = L(x⃗; θ, ˆ̂µ)
L(x⃗; θ̂, µ̂)

. (3.46)

This expression can be generalized for several nuisance parameters µ⃗ and parameters
of interest θ⃗.
The test statistic can be modified depending on the purpose of the analysis. One
case is the discovery of a positive signal with the test statistic

q0 =
−2 log λ(0), θ̂ ≥ 0

0, θ̂ < 0
(3.47)

and the other case is the determination of an upper limit with

qθ =
−2 log λ(θ), θ̂ ≤ θ

0, θ̂ > θ
. (3.48)

Here, λ(0) is the profile likelihood ratio with θ = 0.

3.2.5. P-Values and Upper Limit
For a test statistic, the p-value gives the probability of the test statistic value being
greater or equal to the observed one. For data following a Gaussian distribution, it
is a random variable uniformly distributed between 0 and 1 for H0. The p-values for
a profile likelihood ratio test with qobs = −2 log λ(θ⃗) are given according to [60] by

p =
∫ ∞

qobs

χ2(q)dq. (3.49)

To exclude values of a parameter of interest the p-value has to be below a certain
level, for which the desired significance α usually is used. The value is then excluded
at the confidence level (CL) of 1 − α.
If, in the analysis for a certain signal over the background, the obtained value is not
significantly different from zero, an upper limit on the parameter can be calculated.
To obtain an upper limit, the p-value has to be smaller than α, and the upper limit
is determined at the point where the p-value is equal to α.
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3.3. Neutrino Electromagnetic Properties Analysis
of CONUS Data

With all the theoretical prerequisites discussed above the actual data can be investi-
gated. With the available datasets a likelihood analysis to determine the electromag-
netic properties of the neutrino is conducted. Here, the parameters are fitted by a
maximum likelihood approach, and afterwards a likelihood ratio test is conducted to
determine upper limits. In the following, the data collection periods and the dataset
preparation are explained. The NMM and NMC investigations are performed with
the help of an already available data analysis framework which is explained in de-
tail in Section 3.3.2. In Section 3.3.3 the final results of this analysis on neutrino
magnetic moment and millicharge are stated and discussed.

3.3.1. Dataset Preparation
For the following analysis of the neutrino’s magnetic moment and millicharge new
data of the last two experimental runs of the CONUS experiment, i.e. Run-4 and
Run-5, is investigated. Additionally, the datasets of Run-1 and Run-2 used in pre-
vious investigations [34, 23, 24] are used. The respective data collection periods for
Run-4 and Run-5 and also the corresponding thermal reactor power are sketched in
Figure 3.3. For this analysis only data measured with the Canberra LYNX Digital
Signal Analyzer DAQ are used. For each run, data are obtained with running reactor
for a sufficiently long time period, hereinafter referred to as reactor ON. Also data
measured during the outages of the reactor, hereinafter referred to as reactor OFF,
are available. Before the data collection period of Run-4 the leakage test of the re-
actor building in September 2019 was performed. For the leakage test overpressure
was generated in the containment building of KBR to test the reactor safety. To
avoid any harm to the evacuated detectors, they were filled with gaseous argon to
prevent the copper cryostats from imploding. After the leakage test the vacuum of
the detectors was restored. For unknown reasons, this procedure changed the noise
and background characteristics of the detectors, requiring the change of the diode
temperatures to counteract the impact of the leakage test [61]. More information on
the additional background induced by the leakage test can be found in [31]. After
an optimization phase in the first half of the year, Run-4 started in September 2020.
During Run-4, reactor OFF data of roughly one month was collected. In the last
run of the CONUS experiment a new DAQ system (see Chapter 2.2) was installed.
For the data collection, both DAQ systems were used in parallel. Run-5 started in
May 2021, and reactor ON data were collected until the reactor shut down at the
end of 2021, followed by a very long reactor OFF data collection period of roughly
one year. Thus, Run-5 exhibits the largest exposure for both, reactor ON and OFF
periods, and is the most stable run in environmental and detector conditions due to
an improved setup. In Run-5, the LYNX connection of CONUS-3 was used to mon-
itor the radon content inside the shield, and therefore, no data from this detector is
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1Figure 3.3.: Data collection periods of the CONUS experiment of Run-4 and Run-5 used
for the NMM analysis as well as the corresponding reactor power. Periods
with a running reactor are marked in green, and periods with the reactor shut
down are marked in red. The blue line is indicating the thermal reactor power
in % of the maximum reactor power of 3.9 GWth. Figure prepared with the
help of T. Rink.

available for analysis. In the OFF period the LYNX connection of CONUS-2 crashed
and it was impossible to restore it. Therefore, only 43 kg d of data is available for
CONUS-2 during reactor OFF. The final exposure of ON and OFF datasets for all
runs are summarized in Table 3.1, where the exposure is given after data selection
due to stability criteria and applying all relevant data cuts which are explained in
the following sections. In all runs 228Th-calibrations and measurements with a test-
pulse injection are carried out regularly to monitor the stability of the data-taking.
For the measured energy spectra a self-calibration with the available activation lines
of the germanium was performed by W. Maneschg.
In the following, the available data of the two new runs is checked for quality and
selected by stability. As the ROI for the NMM analysis is chosen to be within
[2, 20] keVee the focus on the selection is on this energy interval. Compared to the
previous analysis of neutrino electromagnetic properties the energy range is extended
due to an increased measuring interval by optimized settings before Run-4.
In the CAEN dataset for the CEνNS analysis of Run-5 a new background compo-
nent was discovered, which is only present in reactor ON data [31]. This additional
ON component is likely due to different muon veto efficiencies in reactor ON and
OFF periods, as its origin is related to muon-induced background events. This back-
ground is assumed to be created by high energetic 16N gamma radiation originating
from the reactor and can be modeled by the muon-induced Monte Carlo spectrum.
More information on the additional ON component can be found in [31]. During the
Run-5 data preparation in the course of this work, it turned out that the additional
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Table 3.1.: Final exposure of Run-4 and Run-5. The exposures are given after applying all
data cuts and the final selection of datasets.

Run Detector Reactor ON in kg d Reactor OFF in kg d
Run-4 CONUS-1 69.46 21.15
Run-4 CONUS-2 56.92 21.86
Run-4 CONUS-3 69.32 21.30
Run-4 CONUS-4 69.42 27.53
Run-5 CONUS-1 215.26 286.10
Run-5 CONUS-2 214.60 43.77
Run-5 CONUS-4 202.61 271.86
Total - 897.59 693.57

ON component is also present in the LYNX data. Therefore, this component also
has to be included in the background description for the analysis.

Quality Cuts on Data

In the data processing routine of the CONUS experiment, two important cuts are ap-
plied to the data. The first cut is the so-called Time-Difference-Distribution (TDD)
cut. It is used to remove noise events based on the difference in timing of the events.
For this purpose, the time difference between two events ∆t starting from a certain
energy threshold is calculated. An example of the TDD is shown in Figure 3.4 for
CONUS-1 in the reactor ON period of Run-5. The corresponding time period is
roughly two weeks. It becomes visible that the TDD can be classified into three
regions. The region of physical distributed events above ∆t = 10−1.5 s, the region of
intermediate events from ∆t = 10−1.5 s to ∆t = 10−4.6 s, containing events produced
by microphonic noise, and the region of fast events below ∆t = 10−4.6 s, produced by
wrong energy reconstruction of the LYNX DAQ system, also called spurious events.
To apply the cut to the data, the lowest energy threshold still separating the physi-
cal events from the others is determined and the data are cut below this threshold.
The cut thresholds for Run-4 and Run-5 of all detectors are displayed in Table 3.2.
More information on the TDD cut can be found in [61, 25]. To make sure that the
TDD cut is not affecting events in the ROI the spectra with and without TDD cut
are compared. Exemplary, the spectra for ON and OFF in Run-5 for CONUS-1 are
shown in Figure 3.5. The spectra for the other detectors and runs can be found in
Appendix A. As visible, the TDD cut is affecting the spectrum only slightly or not
at all proving the approach.
The second cut is the Noise-Temperature-Correlation (NTC) cut. The noise rate
of the CONUS detectors is highly correlated to the cryocooler power consumption
and, therefore, to the ambient room temperature [25]. As for an energy spectrum
analysis, a stable and reliable event rate is crucial, time periods with unstable or
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Figure 3.4.: Example Time-Difference-Distribution for Run-5 for the CONUS-1 detector
during reactor ON with a cut threshold of 180 channels. Here, a time period of
roughly two weeks is used. In (a), the number of events is plotted against the
time difference to the next event ∆t, whereas the Time-Difference-Distribution
as a function of energy is shown in (b). Three populations corresponding to
physical events, intermediate/microphonic events, and fast/spurious events
are separated by the dotted lines at ∆t = 10−1.5 s and ∆t = 10−4.6 s.

high event rates in the ROI are rejected. This is especially important for Run-5
OFF data as the room temperature was instable due to a broken air conditioning,
resulting in high fluctuating event rates of the detectors. Exemplary, the event rate
over time for the CONUS-1 detector in Run-5 is shown in Figure 3.6 (a) for the
whole low energy range up to 30 keV and in (b) for 2 − 20 keV. Time periods with
unusually high rate are not excluded in the plots. Similar plots for the other detec-
tors in Run-5, as well as for Run-4 can be found in Appendix B. More information
on the NTC cut can be found in [61, 25].
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Table 3.2.: Time-Difference-Distribution cut thresholds for Run-4 and Run-5 for all detec-
tors. The thresholds depend on DAQ settings and the detector.

Run Detector Cut threshold in channels
Run-4 CONUS-1 431
Run-4 CONUS-2 520
Run-4 CONUS-3 489
Run-4 CONUS-4 430
Run-5 CONUS-1 180
Run-5 CONUS-2 170
Run-5 CONUS-4 140
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Figure 3.5.: TDD cut impact on ON (a) and OFF (b) spectra for Run-5 for the CONUS-1
detector in the region [2, 20]keVee. The spectrum with applied TDD cut (solid
blue) matches the spectrum without TDD cut (dashed red) very well.
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(a)

(b)

Figure 3.6.: Count rate evolution of CONUS-1 during Run-5. The full low energy range
from [0, 30] keV (a) is subject to strong fluctuations due to noise variations
while the region of interest for the electromagnetic properties analysis of
[2, 20] keV is much more stable. The rate evolution is plotted before the sta-
bility cuts.

Further Treatment of Data

For the data preparation, not only the two cuts are applied, but also different other
parameters are taken into account. Periods with a high count rate in the high energy
spectra up to 450 keV, especially background produced by the 222Rn decay chain,
are excluded from the datasets. As the radon flushing system was improved after
the first runs, there is no background produced by radon inside the shielding in the
Run-4 and Run-5 data. Furthermore, the stability of the energy scale is considered.
For this purpose, the position and resolution of the 10.4 keV line of the germanium
and the 238 keV line of the regularly conducted 228Th-calibrations are monitored.
Examples for Run-5 are given in Figure 3.7 for the 10.4 keV line and in Figure 3.8
for the Thorium line. The stability of the resolution and respective peak position is
given for both cases, indicating that no data have to be excluded from this point of
view. Also here, similar plots for the other detectors in Run-5 as well as for Run-4
can be found in Appendix B. As last data selection criterion energy spectra with
unusual artifacts, as they can be produced by wrong energy identification of the
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(a)

(b)

Figure 3.7.: Evolution of the 10.4 keV line during Run-5 for CONUS-1 (black), CONUS-2
(red) and CONUS-4 (blue). The position (a) and the resolution (b) of the
cosmogenic activation line are constant over the whole Run-5.

DAQ, are excluded.
With this procedure, the datasets for Run-4 and Run-5 are fixed, and the exposure
given in Table 3.1 is gained.

3.3.2. CONUS Data Analysis Framework
The NMM and NMC analysis of the CONUS data presented in this work is con-
ducted with the CONUS data analysis framework developed by T. Rink and T.
Hugle. The implementation is described in [43] and in [34].
For the analysis an extended binned likelihood assuming a Poisson distribution is
used. Here, the reactor ON and OFF data are fitted simultaneously where the ON
data is treated as a combination of signal and background and the OFF data as
background only. The NMM or NMC signals are respectively included in the fit of
the reactor ON datasets as signal parameters whereas the fit of the reactor OFF
datasets provides additional information on the nuisance parameters and the back-
ground. The nuisance parameters, such as detector-related input and background
normalization, are included in the likelihood function via Gaussian pull terms. In
the following the incorporated nuisance parameters and the background description
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(a)

(b)

Figure 3.8.: Evolution of the 238 keV line by 228Th-calibrations for CONUS-1 during Run-
5. The evolution of the peak position is depicted in (a) while the resolution is
shown in (b).

are covered in detail.

Background Model and Nuisance Parameters

The background description of the CONUS experiment was developed by J. Haken-
müller [61, 27] by Monte Carlo simulations of the individual background components.
During the course of this work, the simulations were evaluated for the corresponding
detectors and run times of Run-4 and Run-5, and input spectra for the analysis code
were produced. For the analysis, the background model is then multiplied with the
corresponding detection efficiency and the normalization bmc, which are fitted as
nuisance parameters. The uncertainties of the background description are assumed
to be negligible [43].
Due to the leakage test described in Section 3.3.1, the background increased for all
detectors with different strengths. Since this background is not part of the back-
ground model, it has to be included in the analysis as an additional component,
from now on referred to as leakage component. For the leakage component different
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Figure 3.9.: Additional ON component (blue) and signal for an example neutrino magnetic
moment of µν = 1 ·10−12 µB (orange). For shape comparability, the additional
ON component is scaled to the magnetic moment signal.

functions were tested. The three-parameter-function

fleakage(x) = p1 · e−p2·x+p3 (3.50)

fitted the data best for the energy range above 2 keV. In the likelihood function,
these three parameters are additionally fitted as nuisance parameters without pull.
Moreover, the additional ON component badd.ON for Run-5 described in Section 3.3.1
has also to be modeled. For this, the simulated muon-induced component of the
background model is added with a fitted normalization parameter. A possible diffi-
culty for the likelihood fit is the similarity in shape of the additional ON component
and a possible magnetic moment signal in the higher energy range shown in Figure
3.9 for the CONUS-1 detector. Here, the additional ON component in blue is scaled
to match the exemplary signal of a magnetic moment of µν = 1 · 10−12 µB in orange.
As they both follow almost the same trajectory a likelihood fit can get problems to
distinguish between the two components. This is reflected in a correlation of the fit
parameters described in Section 3.3.3.
All additional parameters describing the detectors and the reactor are treated as
nuisance parameters. During the analysis they are determined, additionally to the
NMM and NMC signal parameters, from data. At the same time, the parameter
space is constrained by a pull term on the corresponding parameter, which con-
tains the previously externally determined value of the parameter, as well as the
corresponding uncertainty. The nuisance parameters include the active mass of the
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detectors mi, the corresponding detection efficiencies ceff
i , the energy scale calibration

uncertainty ∆Ei as well as the reduced reactor fluxes ϕreduced,i, which are separated
from their spectral shape information. More information on these parameters can
be found in [43]. The 41 additional parameters of the reactor antineutrino spectrum
dN/dEν are fixed to their best-fit values and the spectrum is not fitted. Therefore
the corresponding pull term is constant. The uncertainty on the shape of the reac-
tor spectrum is negligible [34]. For the NMM and NMC analysis of this work the
reduced reactor fluxes and the reactor antineutrino spectra were kindly provided by
T. Rink.

Implementation of Likelihood Function

With the background model and all nuisance parameters, the likelihood function for
the analysis is then given by

−2 log L = −2 log LON − 2 log LOFF

+
∑

i

(µi − µmeas
i )TCov−1

i (µi − µmeas
i )

+
∑

i

(µi − µmeas
i )2

σ2
µ

meas
i

,

where ∑i(µi − µmeas
i )TCov−1

i (µi − µmeas
i ) accounts for the correlation of the reactor

antineutrino spectrum bins. As the spectra are not fitted, this term is irrelevant to
the fit. ∑

i
(µi−µ

meas
i )2

σ
2
µ

meas
i

is the Gaussian pull term for all other nuisance parameters.

The likelihood functions for reactor ON and OFF are then functions of all detector-
related quantities as the active mass and the efficiencies, the uncertainty on the
energy scale, and the reduced reactor flux.
With the above-mentioned parameters the expected number of events in the ON
spectrum of detector i in the presence of an NMM is given by

NON
i (E) = NNMM(E − ∆Ei, µν , ϕreduced,i, mi, ceff

i , (dN/dEν)i)
+ NEνES(E − ∆Ei, ϕreduced,i, mi, ceff

i , (dN/dEν)i)

+ ϵON
i · (bi,ON · ti,ON

ti,OFF
+ bi,add.ON) (3.51)

with NNMM the number of signal counts due to an existing magnetic moment µν and
NEνES the number of events due to elastic neutrino electron scattering.
Additionally to the events by a non-zero magnetic moment and EνES, the events
in the reactor ON spectrum are influenced by the background events bON in the
corresponding runtime tON of the data collection periods and the efficiency of the
muon veto ϵ. For the data analysis of Run-5, the additional ON component has to
be added, which is not present for the other runs.
Compared to the previous analysis in [34] the NMC is not only estimated by Equation

43



3. Search for Neutrino Electromagnetic Properties

3.24, but a full analysis comparable to the NMM is conducted. Therefore, the same
likelihood functions as described above are also valid for the NMC with the signal
expectation NNMC for a non-zero neutrino millicharge. For the analysis, it is assumed
that no NMM is present besides the NMC.
Following the same approach as for reactor ON, the number of events in the OFF
spectrum is only determined by the background component and is given by

NOFF
i (E) = ϵOFF

i · bi,OFF. (3.52)

The background for the ON and OFF cases comprises the background nuisance
parameter for the normalization, all corresponding efficiencies, and the background
model for the respective case. Additionally, the background leakage component is
added and the background events are given by

bi,ON = ceff
i · bi,mc · f i

bkg,ON(E − ∆E) + nbinning · f i
leakage(E) (3.53)

bi,OFF = ceff
i · bi,mc · f i

bkg,OFF(E − ∆E) + nbinning · f i
leakage(E) (3.54)

with fbkg,ON/OFF the function describing the background model events for ON and
OFF and nbinning the chosen binning of the data and background model histograms.
To determine signals of NMM and NMC, a binned profile likelihood ratio test,
as described in the previous section, is conducted with H0 the background-only
hypothesis and H1 the signal + background hypothesis. Here, the NMM/NMC
signal is fixed to zero for H0. In the case of zero signal in the best-fit, an upper limit
can be calculated. For this purpose, the p-values of several likelihood ratio tests are
computed. For each likelihood ratio test the NMM/NMC parameter is fixed to a
value in the range of 10−12 to 10−9.
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3.3.3. Results on Neutrino Magnetic Moment and Millicharge
obtained from CONUS Data

With the analysis procedure described above the CONUS Run-4 and Run-5 data is
analyzed for a NMM and NMC. For both, a broader energy interval of 2 − 20 keV
is chosen compared to the previous analysis conducted in [43, 34]. This is due to
the improved settings after Run-3 where energies up to 30 keV are available. The
interval is limited at high energies to 20 keV due to a background line between 23 keV
and 25 keV and is limited to low energies at 2 keV to preserve a high exposure with
very good measurement stability. The energy range from 8 keV to 12 keV is excluded
from the investigation due to the cosmogenic activation lines of germanium. The
measured data and the background model data are prepared as histograms with a
binning of 100 eV. The data of CONUS-3 in Run-4 are temporarily excluded from
the following analysis due to a more sophisticated and time-consuming background
model calculation.
Subsequently, also a combined analysis of the new runs 4 and 5 with the already
analyzed Run-1 and Run-2 (see Chapters 2.2.3 and 3.1.3) is conducted, hereinafter
referred to as combined dataset.
In the following, the expected sensitivities for the given datasets are discussed, as
well as the stability of the likelihood fit. Here, only CONUS-1 in Run-5 is shown as
an example; the plots for the remaining detectors and runs can be found in Appendix
C and D. Finally, the obtained upper limits on NMM and NMC are presented.

Sensitivity Study on Magnetic Moment and Millicharge of the Neutrino

For the available datasets, it is expected to derive only an upper limit on the NMM
and NMC. Therefore an expected sensitivity of these datasets can be computed.
For the expected sensitivity, the median significance of a hypothesis to be tested is
determined. There, the significance is obtained under the assumption of an alter-
native hypothesis. Here, the ability to reject different values of the parameter of
interest is given. For the case of exclusion limits the expected sensitivity is given
by the median significance of rejecting a non-zero value of the parameter using data
generated under the assumption of the H0 hypothesis.
To calculate the expected sensitivity on an upper limit of the NMM and NMC, all
nuisance parameters are sampled with sufficient amount from a normal distribu-
tion with the mean taking the expected or measured values and their corresponding
uncertainties. For these parameters, the background spectrum and its Poissonian
fluctuation are calculated. A profile likelihood ratio test is performed with the H0
hypothesis of zero NMM and NMC and the H1 hypothesis with an NMM or NMC
parameter determined during the minimization of the corresponding likelihood. For
the sensitivities of Run-4 and Run-5 a sample size of 2000 is used, whereas for the
combined sensitivities including Run-1 and Run-2 6000 samples are used.
The median sensitivity on the NMM is given in Table 3.3, as well as on the NMC
in Table 3.4. For both cases, the 1σ, 2σ, and 3σ ranges are given additionally. The
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Table 3.3.: Median Sensitivity for the upper limit on the neutrino magnetic moment for
Run-4 and Run-5, as well as for the combined dataset. For Run-4 and Run-5,
a ROI of 2 − 20 keV is assumed, while for Run-1/2 a ROI of 2 − 8 keV is used.
Additionally to the median sensitivity, the 1σ, 2σ, and 3σ ranges are given.

Combined Runs Sensitivity NMM 1σ Range 2σ Range 3σ Range
Run-4, Run-5 5.07 · 10−11 [4.80 · 10−11, 5.49 · 10−11] [4.67 · 10−11, 5.69 · 10−11] [4.49 · 10−11, 5.73 · 10−11]
Run-1/2, Run-4, Run-5 4.39 · 10−11 [4.14 · 10−11, 4.70 · 10−11] [4.02 · 10−11, 4.87 · 10−11] [3.94 · 10−11, 4.94 · 10−11]

Table 3.4.: Median Sensitivity for the upper limit on the neutrino millicharge for Run-
4 and Run-5, as well as for the combined dataset. For Run-4 and Run-5, a
ROI of 2 − 20 keV is assumed, while for Run-1/2 a ROI of 2 − 8 keV is used.
Additionally to the median sensitivity, the 1σ, 2σ, and 3σ ranges are given.

Combined Runs Sensitivity NMC 1σ Range 2σ Range 3σ Range
Run-4, Run-5 8.28 · 10−13 [7.73 · 10−13, 8.80 · 10−13] [7.43 · 10−13, 9.12 · 10−13] [7.31 · 10−13, 9.34 · 10−13]
Run-1/2, Run-4, Run-5 7.32 · 10−13 [6.48 · 10−13, 7.86 · 10−13] [6.64 · 10−13, 8.16 · 10−13] [5.74 · 10−13, 8.37 · 10−13]

expected sensitivity on the NMM of the combined dataset is 4.39 · 10−11 µB, while
the sensitivity on the NMC is 7.32 · 10−13 e0. Compared to the previous analyses
with values of µν < 7.5 · 10−11µB and |qν | < 3.3 · 10−12e0, a major improvement
is expected from the combined dataset regarding NMM and NMC. With this sen-
sitivity, it would be possible to set a new best limit on NMC among the reactor
neutrino experiments, while the sensitivities set by dark matter experiments cannot
be achieved.

Best Fitting Results for Free and Fixed Neutrino Magnetic Moment

Before determining the upper limits on the NMM a single fit is conducted. Here, two
cases are possible: fixing the NMM parameter to zero to check the fit performance of
the H0 hypothesis and allowing the NMM parameter to vary in order to determine
the best-fit values of the underlying dataset. The likelihood fit result of CONUS-1 in
Run-5 is shown for the H0 hypothesis in Figure 3.10 for the reactor ON data as well
as for the reactor OFF data. Additionally the residuals (data − fit) are shown below.
In Figure 3.11 the results for the H1 hypothesis with no restrictions on the NMM
parameter in the fit are illustrated. For both cases, the fit stability is guaranteed,
and the fit residuals do not show hints for hidden systematic effects not accounted
for in the likelihood. The best-fit value for the NMM parameter in H1 is zero and
no additional events due to a non-zero magnetic moment are included in the fit.
By individually scanning all likelihood parameters over their valid parameter space
a sanity check of the fit can be done. For the scan over the likelihood, one parameter
is chosen, and all remaining parameters are minimized, resulting in 1D profiles. For
the parameters with Gaussian pull term, a parabola shape of the profile indicates a
smooth likelihood determination of the parameter. The resulting profiles for all fit
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parameters can be found in Figure 3.12. A smooth profile calculation is given for
the efficiency parameter ceff in Figure 3.12 (b), the fiducial mass m (d), the reduced
flux ϕreduced (e), the background normalization bmc (f), the additional ON component
badd.ON (g) and one of the leakage test component parameters p2 (i). As expected for
the NMM parameter (a) no minimum is found. For the energy scale uncertainty dE
(c) two possible minima are found, which is in general not problematic, but results
in a small instability for certain regions of the likelihood function’s parameter space.
For the first leakage test component parameter p1 (h) higher values are preferred,
while for the third leakage test component parameter p3 (j) the likelihood profile is
flat at almost zero.
Furthermore, the correlation of the likelihood parameters is checked to ensure the
stability of the fit. An example matrix for CONUS-1 in Run-5 is shown in Table
3.5. Here, a positive correlation is indicated by shades of red depending on the
strength while a negative correlation is indicated in blue. In the correlation matrix,
a few features are noteworthy, such as a tiny negative correlation of the magnetic
moment with the additional ON component normalization of −0.094. This is due
to the fact that the shape of the expected magnetic moment and the additional
ON component is very similar as shown in Section 3.3.2. Moreover, the additional
ON component normalization is weakly correlated with the normalization of the
background model bmc by −0.3. As both parameters are a normalization of the
background their correlation is not too problematic. A stronger negative correlation
between the parameter for the efficiencies and the normalization of the background
model is given with −0.46, whereas a stronger positive correlation of 0.56 is given
for bmc with the second leakage test component parameter. All parameters of the
leakage test component are correlated with each other where p1 and p3 are directly
anticorrelated. A solution to this problem can be a different parametrization of the
leakage test component. As stated in Section 3.3.2 the chosen parametrization fitted
the best and no other description was found.
The overall fit stability is given for all detectors of Run-4 and Run-5, whereby
CONUS-2 in both runs and CONUS-4 in Run-4 reveals a small but not significant
NMM signal. The respective best-fit values, parameter profiles, and correlation
matrices can be found in Appendix C.

47



3. Search for Neutrino Electromagnetic Properties

5000 10000 15000 20000

Energy in eV

102

103

ct
s

ON

ON

LH fit

5000 10000 15000 20000

Energy in eV

102

103

ct
s

OFF

OFF

LH fit

5000 10000 15000 20000

Energy in eV

−25

0

25

50

ct
s

Residuals

5000 10000 15000 20000

Energy in eV

−25

0

25ct
s

Residuals

Figure 3.10.: Best-fit result of CONUS-1 in Run-5 for the H0 hypothesis assuming zero
magentic moment. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium.
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Figure 3.11.: Best-fit result of CONUS-1 in Run-5 for the H1 hypothesis with free magnetic
moment parameter. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from
the fit due to the activation lines of the germanium. For the best-fit case, no
additional events due to a non-zero magnetic moment are found.
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Figure 3.12.: 1D profiles of all likelihood fit parameters for CONUS-1 in Run-5 for the
magnetic moment investigation. The respective parameter is scanned over
its valid parameter range, while all other parameters are minimized with
respect to it. The scanned parameters are the NMM µν (a), the efficiency
ceff (b), the energy scale uncertainty dE (c), the fiducial mass m (d), the
reduced flux ϕreduced (e), the background normalization bmc (f), the additional
ON component badd.ON (g) and the three parameters of the leakage test
component (h)-(j). On the y-axis, the likelihood value in a.u. is shown.
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Table 3.5.: Correlation matrix of the likelihood parameters for CONUS-1 Run-5 for the
NMM investigation. The color of the cells indicates the strength of the corre-
lation, where red is positively correlated and blue is negatively correlated.

µν ϕreduced m dE ceff badd.ON bmc p1 p2 p3
µν 1 0 0 0 0 -0.094 0 0 0 0
ϕreduced 0 1 0 0 0 0 0 0 0 0
m 0 0 1 0 0 0 0 0 0 0
dE 0 0 0 1 0 0 0 0 0 0
ceff 0 0 0 0 1 0 -0.455 0 0 0
badd.ON -0.094 0 0 0 0 1 -0.322 0 0 0
bmc 0 0 0 0 -0.455 -0.322 1 0 0.561 0
p1 0 0 0 0 0 0 0 1 0.069 -0.999
p2 0 0 0 0 0 0 0.561 0.069 1 0
p3 0 0 0 0 0 0 0 -0.999 0 1

Best Fitting Results for Free and Fixed Neutrino Millicharge

Also for the NMC, the same procedure as for the NMM single fits can be performed.
Again the fit performance for the H0 hypothesis, with the NMC parameter fixed
to zero, and the performance of a free NMC fit is checked for all datasets individ-
ually. The likelihood fit of CONUS-1 in Run-5 is shown for the H0 hypothesis in
Figure 3.13 for the reactor ON data and the reactor OFF data. Again, the residuals
(data − fit) are shown below. In Figure 3.14 the results for the H1 hypothesis with
no restrictions on the NMC parameter in the fit are illustrated. For both cases, the
fit stability is guaranteed, and the fit residuals do not show hints of hidden system-
atic effects not accounted for in the likelihood function. The best-fit value for the
NMC parameter of H1 is zero and no additional events due to a non-zero millicharge
are included in the fit.
Also in the case of NMC, the likelihood values for individual parameters are tested
over their whole parameter space. The resulting profiles for all likelihood parame-
ters can be found in Figure 3.15. As expected, a smooth profile calculation is given
for the efficiency parameter ceff in Figure 3.12 (b), the fiducial mass m (d), the
reduced flux ϕreduced (e), the background normalization bmc (f), the additional ON
component badd.ON (g) and one of the leakage test component parameters p2 (i). For
the NMC parameter (a) no minimum is found reflecting the best-fit value with free
NMC parameter as expected. The energy scale uncertainty dE (c), the first leakage
test component parameter p1 (h), and the third leakage test component parameter
p3 (j) show similar behavior as in the case of the NMM.
The correlation matrix of the NMC likelihood fit parameters can be found in Table
3.6 for CONUS-1 in Run-5. Also for the NMC, a positive correlation is indicated by
shades of red depending on the strength, while a negative correlation is indicated in
blue. In contrast to the magnetic moment, the millicharge parameter is not corre-
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Table 3.6.: Correlation matrix of the likelihood parameters for CONUS-1 Run-5 for the
NMC investigation. The color of the cells indicates the strength of the corre-
lation, where red is positively correlated and blue is negatively correlated.

|qν | ϕreduced m dE ceff badd.ON bmc p1 p2 p3
|qν | 1 0 0 0 0 0 0 0 0 0
ϕreduced 0 1 0 0 0 0 0 0 0 0
m 0 0 1 0 0 0 0 0 0 0
dE 0 0 0 1 0 0 0 0 0 0
ceff 0 0 0 0 1 0 -0.452 0 0 0
badd.ON 0 0 0 0 0 1 -0.321 0 0 0
bmc 0 0 0 0 -0.452 -0.321 1 0 0.548 0
p1 0 0 0 0 0 0 0 1 0.092 -0.974
p2 0 0 0 0 0 0 0.548 0.092 1 0.091
p3 0 0 0 0 0 0 0 -0.974 0.091 1

lated with the additional ON component parameter due to a slightly different shape
of the respective spectra. Besides that, the correlations between the fit parameters
are comparable to the NMM fit.
The overall fit stability is also given for the NMC likelihood fit for all detectors of
Run-4 and Run-5. Only CONUS-2 and CONUS-4 in Run-4 indicate a small but
not significant NMC signal. The respective best-fit values, parameter profiles, and
correlation matrices can be found in Appendix D.
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Figure 3.13.: Best-fit value of CONUS-1 in Run-5 for the H0 hypothesis assuming zero
millicharge. On the left side, the reactor ON spectrum (top) is shown with
respective residuals of (data - fit) (bottom), whereas the OFF spectrum is
shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium.
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Figure 3.14.: Best-fit value of CONUS-1 in Run-5 for the H1 hypothesis with free mil-
licharge parameter. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from
the fit due to the activation lines of the germanium. For the best-fit case no
additional events due to a non-zero millicharge are found.
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Figure 3.15.: 1D profiles of all likelihood fit parameters for CONUS-1 in Run-5 for the
millicharge investigation. The respective parameter is scanned over the whole
parameter range, while all other parameters are minimized. The scanned
parameters are the NMC |qν | (a), the efficiency ceff (b), the energy scale
uncertainty dE (c), the fiducial mass m (d), the reduced flux ϕreduced (e),
the background normalization bmc (f), the additional ON component badd.ON
(g) and the three parameters of the leakage test component (h)-(j). On the
y-axis, the likelihood value in a.u. is shown.
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Table 3.7.: Exposure of Run-1 and Run-2 as used for the previous analysis conducted in
[34].

Run Detector Reactor ON in kg d Reactor OFF in kg d
Run-1 CONUS-1 215.4 29.6
Run-1 CONUS-2 184.6 32.2
Run-1 CONUS-3 248.5 31.7
Run-2 CONUS-1 19.8 18.5
Run-2 CONUS-3 20.8 19.0
combined - 689.1 131.0

Upper Limit Determination for Neutrino Magnetic Moment and Mil-
licharge

As no significant hints for events due to a non-zero NMM or NMC are found in all
datasets of Run-4 and Run-5 an upper limit can be derived. For this purpose, a
combined fit for Run-4 and Run-5 is performed, followed by a second step, including
also the data of Run-1 and Run-2. In these combined fits an upper limit at 90%
C.L. is computed with the profile likelihood ratio test for the one-sided case.
For the upper limit determination of Run-4 and Run-5, data of CONUS-1, CONUS-2
and CONUS-4 is used.
For the analysis of the full CONUS data, the datasets of Run-1 and Run-2 used
for the upper limit in [34] are included. The corresponding exposure of Run-1 and
Run-2 can be found in Table 3.7. A combined analysis is performed on the datasets
of Run-4 and Run-5 and the additional exposure of 689.1 kg d of reactor ON and
131.0 kg d of reactor OFF data of the previous analysis. For these datasets only the
energy range up to 8 keV is taken into account, whereas the full energy range up to
20 keV is used for the Run-4 and Run-5 data.
The distribution of the q-values qobs and the respective 1−p distribution for the upper
limit on the NMM are shown in Figure 3.16 for the Run-4 and Run-5 investigation.
The upper limit is derived at the value of the magnetic moment where the 1 − p
distribution is 0.9 and yields

µν < 5.57 · 10−11µB. (3.55)

The unstable behavior of the 1 − p distribution at small NMM values is a reflection
of the two minima of the energy scale uncertainty dE mentioned in Figure 3.12.
Depending on which minimum is used the 1 − p values are different.
For the combined analysis including Run-1 and Run-2 the 1 − p distribution for the
upper limit is shown in Figure 3.17 which yields

µν < 5.18 · 10−11µB. (3.56)
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Figure 3.16.: Distribution of q-values qobs (left) and 1 − p (right) as a function of tested
neutrino magnetic moment values for Run-4 and Run-5. The red dotted line
indicates the demanded confidence level, i.e. 90%, and the green dotted line
shows the corresponding NMM value of 5.57 · 10−11µB.
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Figure 3.17.: Distribution of q-values qobs (left) and 1 − p (right) as a function of tested
neutrino magnetic moment values for combined datasets. The red dotted
line indicates the demanded confidence level, i.e. 90%, and the green dotted
line shows the corresponding NMM value of 5.18 · 10−11µB.

Compared to the past investigation of the CONUS experiment with Run-1 and Run-2
datasets, yielding an upper limit of µν < 7.5 ·10−11µB, the result of the new datasets
obtained in this work improved by ∼ 25% only for Run-4 and Run-5 and improved
by ∼ 70% for also including Run-1 and Run-2.
The new CONUS upper limit is only less than a factor 2 above the currently
best NMM limit at reactor site, provided by the GEMMA experiment, of µν <
2.9 · 10−11µB [48, 49].
The expected sensitivity of 4.39 · 10−11 is only just missed, the obtained upper limit
is slightly worse than the 3σ range. A possible reason for the deviation from the
expected value can be the similarity in shapes of the additional ON component and
the NMM signal for Run-5 or, more generally, an underestimated systematic uncer-
tainty of the background description. Besides that, a rough sensitivity calculation
was done in [34] for the previous upper limit. Here, the future sensitivity expecting
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Figure 3.18.: Distribution of q-values qobs (left) and 1 − p (right) as a function of tested
neutrino millicharge values for Run-4 and Run-5. The red dotted line in-
dicates the demanded confidence level, i.e. 90%, and the green dotted line
shows the corresponding NMC value of 2.07 · 10−12e0.
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Figure 3.19.: Distribution of qobs (left) and 1 − p (right) as a function of tested neutrino
millicharge values for combined datasets. The red dotted line indicates the
demanded confidence level, i.e. 90%, and the green dotted line shows the
corresponding NMC value of 1.76 · 10−12e0.

more reactor ON and especially much more reactor OFF exposure was calculated to
be µν < 5.2 · 10−11µB matching exactly the upper limit obtained in this work.

The distribution of the q-values qobs and the 1−p distribution for the first likelihood
fit of the NMC are shown in Figure 3.18. Here, an upper limit at 90% C.L. is found
to be

|qν | < 2.07 · 10−12e0 (3.57)

for combined Run-4 and Run-5. Including Run-1 and Run-2 the upper limit on the
NMC is then given by

|qν | < 1.76 · 10−12e0 (3.58)
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Table 3.8.: Upper limits on neutrino magnetic moment and millicharge for Run-4 and Run-
5 and combined datasets. The upper limits are given at 90% C.L.

Combined Runs NMM (90% C.L.) NMC (90% C.L.)
Run-4, Run-5 5.57 · 10−11 µB 2.07 · 10−12 e0
Run-1, Run-2, Run-4, Run-5 5.18 · 10−11 µB 1.76 · 10−12 e0

with the 1 − p distribution shown in Figure 3.19.
Compared to the previous result on the millicharge obtained by the CONUS exper-
iment using only Run-1 and Run-2 data of |qν | < 3.3 · 10−12e0 [34], the upper limit
of the full analysis improved by more than 50%. As the previous limit is only a
rough estimation using the upper limit on the magnetic moment and Equation 3.24,
the newly derived NMC upper limit yields the improvement of a full likelihood fit
analysis including all characteristics of detectors, reactor, and background.
The achieved upper limit is very close to the currently best upper limit on NMC at a
reactor of |qν | < 1.5·10−12e0, also set by the GEMMA experiment [53], deviating only
a factor of below 1.2. It should be noted, that the result of the GEMMA experiment
was also obtained using the rough estimation of Equation 3.24 and a full analysis
comparable to the analysis used in this work yields an NMC of |qν | < 2.7 · 10−12e0
[53]. Here, the CONUS upper limit is better by a factor of 1.5.
Also in the case of NMC, the expected sensitivity of 7.32 · 10−13 e0 is not reached
with the calculated upper limit, hinting for a possible underestimated systematic
uncertainty of the background description.
With the analysis of the full combined datasets conducted in this work, improved
upper limits on the magnetic moment and the millicharge of the neutrino are set for
the CONUS experiment. The results on NMM and NMC are finally summarized in
Table 3.8.
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With the results on NMM and NMC obtained in Chapter 3, competitive upper lim-
its are set already, and the previous results are improved by increased data stability
and exposure. The comparison to the expected sensitivity revealed a hint for still
some underestimated systematic effects in the background description. To further
improve the results in future measurement campaigns a continuous gain in knowl-
edge on background and detectors is helpful which can be achieved by the intense
study of different detector signals. Also, as stated in Chapter 2.1.2, a very low back-
ground level has to be achieved for a successful determination of neutrino events at a
reactor. Background events that are not suppressed by the CONUS shield can lower
the signal-to-background ratio and, therefore, the sensitivity of the experiment. A
powerful tool for background suppression is the Pulse-Shape Discrimination (PSD).
By analyzing and characterizing the detector pulses, background events can be dis-
missed while signal events can be kept untouched.
In Section 4.1, the general principle of a semiconductor detector and the particle
detection in HPGe detectors will be discussed. In general, events occurring near the
surface of the detector, mainly induced by radioactive decays, differ from events in
the crystal bulk and can be filtered out. Therefore the production mechanisms and
the related shape of these events will be discussed in detail in Section 4.2. Offering
a possibility of background suppression for the CONUS experiment, the PSD has
to be validated for a reliable data analysis. A great tool for this validation is the
simulation of the pulse shapes of events occurring in the detector. With the shape
of the pulses also new possible sources of background can be identified. For this
reason, a pulse-shape simulation for the CONUS experiment was set up in this the-
sis, which is explained and carried out in Section 4.3. To validate the simulation
itself the simulated pulses are compared to measured ones. Finally, the results and
implications are discussed in Section 4.4.
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Figure 4.1.: Schematic energy band structure of solids. The valence band of the insulator
(a) is filled completely whereas the conduction band is fully empty. Both
bands are separated by a large band gap. For the semiconductor (b), the
band gap is much smaller, and electrons can be lifted to the conduction band.
The valence and conduction band of a conductor (c) are either overlapping or
the conduction band is partially filled (d). From [63].

4.1. Particle Detection in Germanium Detectors
The content of this section is based on [25, 62, 63, 61]. HPGe detectors with a
sub-keV energy threshold are well suited for low-energy searches as CEνNS. These
semiconducting detectors are composed of crystals doped by different materials to
increase the number of charge carriers.
When atoms get bound in a solid structure, their atomic energy levels broaden into
energy bands with a fixed number of electrons. Between the energy bands, there are
energy regions that are forbidden for electrons, called band gaps. The uppermost
occupied band is called the valence band followed by a band gap and the conduc-
tion band. According to the structure and occupation of their energy bands, solid
materials can be categorized into three different classes: insulators, conductors, and
semiconductors, which are sketched in Figure 4.1. For an insulator, the valence band
is completely occupied, and the conduction band is fully empty. The band gap is of
the order of 10 eV. Therefore, the thermal energy is not sufficient to lift electrons
to the conduction band, and the electrons are immobile. Consequently, the material
can not pass an electrical current. For conductors, either the conduction band is
partially filled, or the valence and conduction bands are overlapping. Thermal ex-
citation can lift the electrons continuously to the conduction band and an applied
electric field can induce a current. The band structure of a semiconductor is simi-
lar to an insulator but the band gap of the order of 1 eV is much smaller than for
the insulator. Here, the thermal energy can be high enough to excite the electrons
to the conduction band. When electrons are raised to the conduction band a va-
cancy remains in the valence band. This hole can be treated effectively as a positive
charge. Neighbouring electrons can fill the holes resulting in an effective movement
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Figure 4.2.: Schematic energy band structure of intrinsic (middle) and extrinsic (left and
right) semiconductors. For the n-type semiconductor, an additional donor
state below the conduction band forms, whereas for the p-type semiconductor,
an additional acceptor state forms above the valence band. From [63].

of the holes. By applying an external electrical field to the material a current is
created as the electrons in the conduction band and the holes in the valence band
are moving. When a semiconductor holds an equal number of electrons and holes,
it is called an intrinsic semiconductor. By adding impurities to the crystal lattice of
the semiconducting material, called doping, the number of electrons or holes can be
adapted forming an extrinsic semiconductor. For a p-type semiconductor, acceptor
impurities with fewer electrons are added. Therefore, an excess of holes is available,
and an acceptor state above the valence band is formed. On the contrary, an n-type
semiconductor has an excess of electrons by adding donor impurities. Here, a donor
state below the conduction band is formed. Both states for n- and p-type will de-
crease the band gap. A schematic view of the extrinsic semiconductor types and
the intrinsic type is shown in Figure 4.2. For very high dopant concentrations, the
semiconductor is called p+ or n+, respectively.
To build a semiconductor detector, dissimilar semiconductor types are placed in con-
tact with each other. The contact of these materials will induce a redistribution of
the electrons and holes. Holes from the p-type side will diffuse to the n-type side and
electrons from the n-side to the p-side. This will lead to a recombining of the free
electrons and holes, the free charge carriers are cancelled out and a depletion region
forms without free charges. If now a positive voltage is applied to the n-type side,
the depletion region will increase as electrons will be withdrawn from this side. Also,
the holes will be withdrawn by the negative voltage on the p-type side, forming a
reverse-biased junction. The redistribution and depletion region of a semiconductor
detector is sketched in Figure 4.3.
For a p-type point contact HPGe detector, a p-type Ge crystal is wrapped lateral
and on top with a lithium-diffused n+-layer, typically of the thickness of 1 mm. In
terms of charge collection capability this layer is partially dead, the dead layer (DL),
and partially semi-active, the transition layer (TL), due to a diffusion of Li-atoms
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Figure 4.3.: Schematic principle of a p-n junction before charge carrier redistribution (top)
and when the depletion region is formed by applying a reverse bias voltage
(bottom). From [62].

inwards. In the DL, the efficiency in signal detection ϵ is zero as there is no charge
collection, whereas in the TL, the efficiency is 0 < ϵ < 1 due to an incomplete charge
collection. On the bottom of the crystal, the boron-implanted p+ contact is located
with a thickness of 100 − 200 nm and a diameter of 2.5 − 3 mm. This contact is
surrounded by a fully passivated layer, the passivation layer (PL), separating the
n+ and p+ contacts. The remaining crystal volume is the active volume (AV) with
a full charge collection efficiency ϵ = 1. A schematic view of a p-type point contact
HPGe detector crystal is shown in Figure 4.4.
By applying a positive reverse bias voltage of a few kV on the n+ contact, an elec-
tric field inside the diode is formed, and the volume of the detectors is electrically
depleted. An example field simulated with the simulation framework siggen (see
Chapter 4.3) can be found in Figure 4.7. Incoming ionizing particles will create
electron-hole pairs proportional to the deposited energy. The produced electrons
and holes will drift in opposite directions according to the electric field. This move-
ment of the charge carriers will induce a time-dependent charge Q(t) at the readout
electrode. This read-out charge increases over time until all charges inside the diode
are collected forming a pulse. The pulses will appear in different shapes depending
on the location of the energy deposition inside the crystal and the time between two
events. This will be further explained in the next section. Afterwards, the collected
charges at the p+ contact will be transformed into a voltage by a charge-sensitive
preamplifier, which then can be registered by a DAQ.
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Figure 4.4.: Diode design of p-type point contact HPGe detectors. The different diode
regions with specific charge collection efficiencies ϵ are shown. From [25].

4.2. Pulse-Shape Characteristics
A typical pulse of an HPGe detector has some common features. The baseline of
the detector is the lowest voltage level without any energy deposition. For an event,
an increase of the baseline is observed where the pulse starts with a special rise-
time defined as the time for rising from 10% to 90% of the pulse height. After the
maximum, the pulse will decay to the baseline with an exponential shape due to
the AC coupling of the DAQ [64]. The rise-time is dependent on the location of
the energy deposition inside the crystal. Signals originating from the AV of the
diode, the fast pulses (FP), have typically a rise-time of about 300 ns [64]. If the
event is near the point-contact the FP rise-time is faster due to the acceleration in
the weighting potential, which will be introduced in Section 4.3.2. If an interaction
occurs in the TL, the produced charge diffuses due to a very weak electric field until
it recombines or reaches the depleted volume, leading to partial charge collection and
larger collection times [64]. This process will create signals with large rise-times, the
slow pulses (SP). Example FP and SP are shown in Figure 4.5.
Depending on the spatial resolution of the detector and the time between two events
there is also a difference in the pulse-shapes. The FP and SP shown in Figure 4.5
are single-site events (SSE), pulses of only one energy deposition collected at the
p+ contact. SSEs are also classified if two events occurring at the same time are
below the spatial resolution of the detector. A multi-site event (MSE) is produced
if several energy depositions take place at the same time and with a separation
bigger than the spatial resolution of the detector. MSEs are mostly created by high
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Figure 4.5.: Typical measured example pulses for the CONUS detectors. The rise-time of
the fast pulses produced by events in the crystal bulk (black) is very different
compared to slow pulses (red) created at the surface of the crystal. If a fast
pulse is produced near the point-contact (blue), the rise-time is slightly faster.
Several events at the same time will induce a multi-site event (green).

energy1 particles due to Compton scattering and pair production and can be built
up of multiple normal or multiple slow pulses and of the mixture of both. An MSE
can be distinguished by its step-like pulse, which is additionally shown in Figure 4.5
in green.

4.3. Pulse-Shape Simulation Framework
For the CONUS experiment a detailed pulse-shape study was carried out [65, 66] and
a PSD for background events was developed from this [64]. To validate the experi-
mental PSD method, to gain detailed knowledge and to improve the understanding
about the detectors and the background, a pulse-shape simulation framework was
set up for the CONUS HPGe detectors in the course of this thesis. This framework
consists of two parts. In the first part, the interactions and energy depositions of
incoming particles are simulated with a Monte Carlo (MC) simulation [67]; in the
second part, the signal formation inside the diode is simulated with an open-source
simulation package called siggen [68, 69]. Here, different modifications were made
to fulfill the purposes of the CONUS detectors.

1In the context of this thesis ’high energy’ refers to the energy range definition of the CONUS
experiment with ’high’ energies above 30 keV.
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Figure 4.6.: Event clustering algorithm for spatial resolution of the detector and MSEs. A
sphere with a diameter matching the spatial resolution is defined around an
event. If the position of the second event is inside the sphere, a center-of-mass
in all directions is built, all energy depositions are added and a new sphere is
built around this new location. If the second event is not inside the sphere,
the location and energy are saved, and the calculation is started from the
beginning.

4.3.1. Simulation of Interactions and Energy Depositions
As the interaction position inside the detector crystal and also the deposited energy
are essential for the shape of the pulse, they have to be determined for a pulse-
shape simulation. For this purpose, the Geant4 [70] based framework MaGe [67]
is used, which was developed for ultra-low background detectors by the GERDA
and MAJORANA Collaborations. In MaGe, the detectors have to be modeled with
the actual dimensions and materials, which was done for the CONUS detectors by
J. Hakenmüller [61, 28]. A primary particle of specific type, energy, and angular
distribution is generated and propagated through the detector. For each energy
deposition inside the detector, also of secondary and following particles, the energy,
particle type, and location are registered. These properties can then be further
processed in a post-processing step.
As for the second part of the pulse-shape simulation the energy and the interaction
point of the events are required, an interface between MaGe and siggen has to be
developed. This interface is added in the post-processing of the MC simulation. For
each simulated event, the x-, y- and z-coordinates inside the diode are read out, as
well as the energy and the particle ID. As siggen and MaGe do not have the same
origin of coordinates, it is crucial that all interaction points of MaGe have to be
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shifted by 3.82 cm in the negative z-direction. In MaGe all energy depositions are
registered even if the spatial separation between events is very small. This does not
reflect reality as a detector has a finite spatial resolution, and also MSEs are created
by scattering of the incoming particle. For this effect, the events in MaGe have to be
clustered according to their spatial separation. If the separation between two energy
depositions is smaller than the spatial resolution of the detector the events can not
be resolved and have to be added. Is the separation bigger than the resolution, two
events forming an MSE are registered. For this, a post-processing algorithm was
developed based on [71, 72] with a default spatial resolution of 1 mm following [72].
A schematic depiction of the event clustering algorithm is shown in Figure 4.6. If a
primary particle of the MC simulation hits the detector for the first time a sphere
of the size of the spatial resolution is defined around the location of this event. If
the x-, y- and z-coordinates of a second event, induced by the primary particle or a
secondary particle, are located inside the sphere, the energy depositions of the two
events are added and a center-of-mass in x, y and z is calculated for the location. For
the next event, a sphere is defined around this new center-of-mass. If the interaction
vertex of the second event is not located inside the sphere, the location and energy
of the first event are saved and the sphere is built around the second event. This is
done for each energy deposition of one started primary particle. As input for siggen
these events are collected and written to a .txt-file:

x1 y1 z1 E1 ID1, x2 y2 z2 E2 ID2, ... (MSE)
x y z E ID (SSE)
x1 y1 z1 E1 ID1, x2 y2 z2 E2 ID2, ... (MSE)
...

Also the particle ID given by MaGe is passed to siggen. With that further studies
on pulse-shapes with different particle types are possible.
The algorithm only accounts for MSEs coming from one started primary particle.
In reality two incoming particles at the same time can also induce a MSE. This case
is not accounted for due to limitations of the MC simulation where particles are
started separately after each other.
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4.3.2. Simulation of Signal Formation
For the simulation of the electric fields and the actual pulses of the detector the sim-
ulation package siggen [68, 69], an open-source pulse-shape simulation code mainly
developed by D. Radford, is used. The code was modified to adapt it to the purposes
and needs of the CONUS experiment. The siggen software package itself consists
of two parts. The first part is called mjd_fieldgen, a stand-alone code for electric
field and potential calculation of point-contact germanium diodes. The calculated
electric fields are then used as an input for the second part mjd_siggen. Here the
detector signal is obtained by calculating the drift of charge carriers inside the crys-
tal. To reproduce the actual pulse-shapes measured by the CONUS experiment the
option to model MSEs has to be implemented. Furthermore, the simulated pulses
have to be convoluted with the electrical response, weighted by the energy and to
be calibrated to match exactly the measured pulses with the CONUS DAQ. Finally,
the impact of electrical noise is added to the simulated pulses in the post-processing.
These steps are described in the following.

Electric Field and Weighting Potential
This section is based on [72, 71, 73]. In mjd_fieldgen, the electric and weighting
potentials inside a point-contact HPGe detector are calculated in two-dimensional
cylindrical coordinates. mjd_fieldgen is also capable of calculating the capacitance
and full depletion voltage of the detector as well as the fields of only partially depleted
detector crystals. In a p-type detector free-moving holes, charge carriers which are
not used in forming covalent bonds between atoms, are pushed out of the crystal
bulk by applying a high bias voltage. At the so-called depletion, the ions are left
behind as they are fixed in their locations, forming space-charges and, therefore, an
electric field. The total electric field of the crystal is then a combination of this field
and the external electric field induced by the bias voltage. The electric field has to
be simulated for the signal generation part as the field determines the drift of the
electrons and holes created by any particle interaction inside the detector. To obtain
the electric potential Φ at position r = (r, ϕ, z) the Poisson equation

∇2Φ(r) = −ρ(r)
ϵ0ϵR

(4.1)

has to be solved. Here ϵ0 ≈ 8.854 · 10−12 F/m is the vacuum permittivity, ϵR ≈ 16.0
is the relative permittivity or dielectric constant of germanium and ρ(r) is the space
charge density distribution. The space charge density distribution ρ = −(NA −
ND)e, with NA the acceptor concentration, ND the donor concentration and e the
elementary charge, is dependent on the position in the crystal. As the electric field
inside the diode is also of interest the electric field vector E is obtained from the
potential by

E = −∇Φ. (4.2)
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Table 4.1.: Basic properties of the CONUS detectors. Here, the working bias voltages
Uworking, the depletion voltages Udepletion (taken from [25] for C1-C4) and the
crystal temperatures Tcrystal are shown.

Detector Uworking in V Udepletion in V Tcrystal in K
CONUS-1 3000 2710 ± 25 85
CONUS-2 2700 2560 ± 25 78
CONUS-3 3000 2810 ± 25 81
CONUS-4 3400 3200 ± 25 76
CONUS-5 2800 ∼ 2380 76

Furthermore, for the simulation of the detector signals the weighting potential is
necessary. It is used to calculate the electric charges on an electrode which are
induced by the drifting charge carriers inside the diode. The weighting potential is
purely determined by the boundary conditions where the impurity concentration is
set to zero and the potential on the point contact, the electrode of interest, is 1,
whereas on the n+ surface the potential is zero. The weighting potential Φ0 can be
calculated by solving the Laplace equation

∇2Φ0(r) = 0. (4.3)

In the simulation code, both equations for the two potentials are solved in discrete
space. Here the Successive Over-Relaxation (SOR) method is used to calculate the
potential first on a coarse grid. The result is then used for a more precise calculation
on a finer grid making mjd_fieldgen fast and accurate.
As an input for mjd_fieldgen, a configuration file with various detector parameters,
such as geometry and impurity concentrations, as well as simulation parameters,
as the grid size, is passed. This file was adapted for the CONUS detectors with
their respective geometry and impurity concentrations. All five detectors have the
same spatial dimensions but different impurity concentrations, working voltages, and
temperatures, which can be found in Table 4.1 and 4.2. The simulated electric and
weighting potentials of the CONUS-1 detector are shown in Figure 4.7. The electric
potential is high on the surface of the diode and decreases towards the point-contact
region. This is different for the weighting potential where the potential is highest
only at the point-contact. It decreases very fast with only a few mm distance to the
point-contact until it is almost zero in the bulk volume. The potentials for CONUS-2
to CONUS-5 can be found in Appendix E.
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Table 4.2.: Input detector properties for mjd_fieldgen. The crystal dimensions, given
by crystal height hd and crystal radius rd, as well as the point-contact radius
rpc are the same for all detectors. Each detector has an individual dead-layer
thickness dDL, a net impurity concentration ni and an impurity gradient.

Detector hd, rd in mm rpc in mm dDL in mm ni in 1010 e/cm3 impurity gradient
in 1010 e/cm4

CONUS-1 62, 31 1.25 0.57 -1.16 0.062
CONUS-2 62, 31 1.25 0.52 -0.76 0.026
CONUS-3 62, 31 1.25 0.48 -1.2 0.053
CONUS-4 62, 31 1.25 1.08 -1.16 0.0032
CONUS-5 62, 31 1.25 0.57 -1.02 0.0032

30 20 10 0 10 20 30
Radial position [mm]

0

10

20

30

40

50

60

Ax
ia

l p
os

iti
on

 [m
m

]

Electric Potential Conus-1

500

1000

1500

2000

2500

3000

Po
te

nt
ia

l [
V]

(a)

30 20 10 0 10 20 30
Radial position [mm]

0

10

20

30

40

50

60

Ax
ia

l p
os

iti
on

 [m
m

]

Weighting Potential Conus-1

0.2

0.4

0.6

0.8

1.0

Po
te

nt
ia

l [
V]

(b)

Figure 4.7.: Simulated electric (a) and weighting (b) potentials for the C1 detector. The
electric potential is decreasing towards the point-contact whereas the weight-
ing potential has reached its maximum value in the region of the contact and
is small in all other areas.
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Signal Generation

To generate the actual detector pulses mjd_siggen is used. It calculates the charges
as a function of time depending on the position of the interaction. Therefore, the
fields and potentials obtained by mjd_fieldgen are used as input. As stated in
Chapter 4.1 incoming particles create electron- and hole-clouds inside the detec-
tor, which are drifting to the respective electrode. mjd_siggen computes within
the charge-drift model the charge trajectories r at each time-step. Afterwards, the
induced charge Q at the electrode is calculated using the Shockley-Ramo theorem
[74]

Q = −qΦ0(r), (4.4)

with q the total charge carried by the electrons and holes and Φ0 the weighting
potential. This is done until all charges are collected at the electrodes, whereat Q
is increasing over time. It can be seen from Equation 4.4 that the induced charge
is linearly dependent on the weighting potential, and therefore, the pulse is mainly
driven by the drift of the charges in the high Φ0 regions at the point-contact. For
this reason the position dependency of the pulse is weak for interactions inside the
bulk volume and the shapes differ only for interactions close to the point-contact.
As mjd_siggen is only capable of simulating pure SSEs different adaptions have to
be made to simulate the pulse-shapes of the CONUS detectors. Furthermore, the
impact of noise and the electronic response of the preamplifier electronics and the
readout chain have to be included to reproduce the measured pulses in detail with
the simulation. This is done partly in mjd_siggen and partly in the post-processing
of the simulation and discussed in the following section.
In the standard version of siggen, the input for one SSE pulse, regarding the x-,
y- and z-coordinates and the energy of the interaction, is passed to the program,
resulting in the direct simulation output of the pulse parameters, the time and the
amplitude of the pulse. The code was adapted to pass an input file to the program
with the interaction positions, energies, and particle IDs of all energy depositions,
including MSEs, as discussed in Section 4.3.1. Furthermore, the C++-based frame-
work ROOT [75] was included in the code to gain benefit from the output storage
possibilities of ROOT. The simulation output is stored in a ROOT tree similar
to the data structure of the CONUS data. With these adaptions it is possible to
simulate a large number of pulses and to run dedicated CONUS analyses with the
simulation data. A simulated pulse of the CONUS-1 detector is shown in Figure 4.8.
An energy of E = 5 keV and an interaction position in the middle of the crystal at
x = 0 mm, y = 0 mm, z = 30 mm is assumed. The amplitude of the simulated pulse
is normalized to 1 by construction from siggen, neglecting the pulse height induced
by the respective energy deposition. Furthermore, the pulse remains constant after
increasing to 1, neglecting the exponential decay at the end, induced by the AC
coupling of the DAQ and the preamplifier.
As siggen simulates the pulse-shapes only for a bare point-contact HPGe crystal
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Figure 4.8.: Simulated raw pulse of the CONUS-1 detector with unmodified siggen version.
Here, an energy of 5 keV and an interaction position in the middle of the crystal
was chosen. Preamplifier effects and noise are not included.

with applied voltage the effects related to the preamplifier and the readout chain
in a real detector are not included. For a direct comparison between simulated and
experimental pulse-shapes, this electronic response has to be added to the pulses
generated by siggen. The input signal I(t), given by the raw detector, is altered by
the response function of the electronics H(t). The measured time-dependent output
signal S(t) is then obtained by the convolution of the input signal with the response
[76]

S(t) = (H ∗ I)(t) =
∫ ∞

−∞
H(t′) · I(t − t′)dt′. (4.5)

To experimentally determine the response function of a system a step function signal
Θ(t) with a fast rise-time [77] can be injected with a pulser in the test input of the
preamplifier. Using the step function as input function, the derivation of Equation
4.5 yields [76]

∂

∂t
S(t) = ∂

∂t
(H(t) ∗ Θ(t)) =

(
H(t) ∗ ∂Θ(t)

∂t

)
= (H(t) ∗ δ(t)) = H(t). (4.6)

with δ(t) the Dirac delta function. Therefore the response function can be obtained
by differentiation of the output signal

H(t) = ∂

∂t
S(t). (4.7)

To get rid of noise effects the response function is averaged over a certain amount
of output pulses. For the CONUS detectors the electronic response was measured
by J. Stauber [66] and is depicted in Figure 4.9. It is different for each of the five

71



4. Pulse-Shape Simulation

2000 2500 3000 3500 4000 4500 5000 5500 6000
Time in ns

2−

0

2

4

6

8

10

12

14

16

18
A

m
pl

itu
de

 in
 a

.u
.

CONUS-1

CONUS-2

CONUS-3

CONUS-4

CONUS-5

Figure 4.9.: Measured electronic response of the five CONUS detectors. The response
function is different for each detector due to small differences in preamplifier
and DAQ channel settings. Data kindly provided by J. Stauber.

detectors due to the differences in DAQ channel and preamplifier settings. After
convoluting the raw output pulses of siggen with the electronic response, the char-
acteristic exponential decay of the pulse is reproduced, as can be seen in Figure 4.10
for the CONUS-1 detector.
Since the electronic response functions were measured with a pulser-amplitude of
200 mV, corresponding to ∼ 25 keV, the electronic response has to be normalized
to each simulated energy otherwise the amplitude of the simulated pulse will not
match the exact measured amplitude. For this, the electronic response functions
are normalized by a factor F for each simulated pulse. The factor is composed
of the maximum amplitude of the respective measured electronic response function
Amax,response, the energy corresponding to the measured pulser-amplitude in channels
Epulser, and the energy of the simulated pulse in channels Epulse and can be derived
by

F = Amax,response

Epulser
· Epulse. (4.8)

The energy of the simulated pulse in channels has to be calculated by the energy
calibration coefficients of the background spectrum.
Moreover, a calibration from arbitrary units to ADC channels is needed. For this
purpose, the convoluted pulse has to be multiplied by a scaling factor. The calibra-
tion coefficients are obtained by analyzing the pulse height of only fast pulses of a
background spectrum measurement. Including SP will distort the calibration. Here
the maximum of each measured pulse in ADC channels is plotted against the energy
of the pulse in ACD channels, shown in Figure 4.11 for the CONUS-1 detector. This
is done for all CONUS detectors shown in Appendix F. With the slope bADC of this
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Figure 4.10.: Simulated pulse of the CONUS-1 detector with electronic response. Here an
energy of 5 keV and an interaction position in the middle of the crystal was
chosen. The characteristic exponential decay after the maximum of the pulse
is obtained by the convolution of the raw simulation pulse with the electronic
response function.
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Figure 4.11.: Simulation calibration line for the CONUS-1 detector. The maximum pulse
height is linear dependent on the energy of the event. For the calibration
from arbitrary units to channels, a background measurement was used, and
all pulses deviating from fast pulses were cut.

Table 4.3.: Calibration coefficients for simulation and spectrum for the CONUS detectors.
The energy corresponding to the measured pulser-amplitude was measured at
200 mV.

Detector Epulser in channels aADC in channels bADC aspectrum in keV bspectrum in keV/channel
CONUS-1 26090.1 944 ± 1 272.6 ± 0.1 −0.0103 ± 0.0058 0.000975 ± 0.000000568
CONUS-2 26489.1 958 ± 2 262.4 ± 0.2 −0.0039 ± 0.0059 0.000993 ± 0.000000588
CONUS-3 24987.0 810 ± 2 262.5 ± 0.2 −0.0104 ± 0.0044 0.001040 ± 0.000000460
CONUS-4 31150.7 908 ± 3 284.8 ± 0.2 −0.0022 ± 0.0067 0.000979 ± 0.000000651
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calibration line and the maximum amplitude of the simulated uncalibrated pulse
Amax,pulse the multiplier m can be calculated

m = bADC

Amax,pulse
· E. (4.9)

Here, E is the energy of the simulated pulse in keV. A simulated pulse of e.g. 1 keV
yields a maximum amplitude of maxpulse = 552 channels. With a calibration coef-
ficient of bADC = 272 a multiplier of 0.49 keV/channel is obtained. This factor is
then multiplied to the convoluted simulation pulse. The step of electronic response
normalization and calibration was not possible for CONUS-5 as it was no longer
available for the measurements due to the detector upgrade described in Chapter
5.2. A summary of all calibration coefficients and input parameters of the other four
detectors is given in Table 4.3.
As only normalized pulses are generated by mjd_siggen the amplitude of the simu-
lated pulses has to be weighted with the respective deposited energy. This is done on
the raw pulses before the convolution with the electronic response. The effects of the
energy weighting on the amplitudes of the raw pulses as well as on convoluted pulses
are shown in Figure 4.12. The weighted amplitude of the raw pulse corresponds to
the energy of the event whereas the amplitude of the convoluted pulse is stretched
according to the electronic response.
For an MSE, the energy is deposited in multiple locations (see Chapter 4.2), and
multiple electron-hole clouds are created simultaneously. The total pulse-shape of
such an event is then a linear superposition of the SSEs of each cloud weighted by
the respective deposited energy [78, 79]. The individual SSEs forming the total MSE
have a time offset in accordance with the drift-time to the contact. A simulated MSE
for the CONUS-1 detector is shown in Figure 4.13. The two individual events form-
ing this pulse have both the same energy of 5 keV but different locations inside the
crystal. Therefore, the time difference according to the different drift-times of the
events forms the characteristic step shape for an MSE pulse in an HPGe detector.
Siggen does not account for an important feature of an actual HPGe detector: the
slow pulses originating in the transition layer of the diode. Here, the produced
charges are diffusing in regions with higher electric field. The time for this process is
enhanced compared to the drift time of the charges alone and the pulse is stretched
in time. This is not implemented in the charge-drift model of siggen and is not part
of this thesis.
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Figure 4.12.: Simulated pulses weighted by energy for the CONUS-1 detector. The max-
imum amplitude of the raw pulse (a) corresponds to the energy of the sim-
ulated event. This amplitude is modified due to the convolution with the
electronic response (b).
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Figure 4.13.: Simulated MSE pulse for the CONUS-1 detector. Two events at the same
time with E1 = 5 keV, located at x1 = 0 mm, y1 = 0 mm and z1 = 30 mm,
and E2 = 5 keV, located at x2 = 0 mm, y2 = 20 mm and z2 = 50 mm,
forming this pulse with the characteristic step shape.
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Figure 4.14.: Generated noise template for the CONUS-1 detector.

Simulation Post-Processing

With all the modifications done in siggen, the simulated pulses still do not repro-
duce measured pulses from the detector as the effects of the electronics noise are not
included. This is then done in the post-processing of the simulation data. For this
purpose, measured noise samples of each detector are processed by the ’Noise Gen-
erator’ developed by J. Stauber [66]. Here, the mean frequencies and the standard
deviation of one noise sample are calculated by a Fourier transform. To obtain for
each simulated pulse a slightly different noise template, the frequencies are varied
around the standard deviation, and the inverse Fourier transform is calculated. The
noise template for the CONUS-1 detector is shown in Figure 4.14, while the noise
templates for the other detectors can be found in Appendix G. The noise shape and
amplitude are different for the CONUS-5 detector compared to the other detectors,
which are installed in the experiment. The reason for this are the different pream-
plifier and DAQ settings. Finally, the noise template is added to the convoluted
and calibrated pulse generated by siggen. This will shift the baseline of the pulse
from zero to the detector-dependent value, as the baseline amplitude of the detector
pulse is visible in the noise templates. The final simulated detector pulses for 500 eV
and 5 keV events of the CONUS-1 detector are shown in Figure 4.15. The impact of
the noise on the pulse is clearly visible as the signal-to-noise ratio of the low energy
pulse is much smaller than for the 5 keV pulse.
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Figure 4.15.: Final simulated pulses of the CONUS-1 detector. The impact of the noise
on the simulated pulses is clearly visible. The signal-to-noise ratio of a pulse
produced by a 500 eV event (a) is much smaller than that of a pulse produced
by a 5 keV event (b).

4.4. Validation and Results of the Pulse-Shape Sim-
ulation

To verify the simulated pulse-shapes a detailed comparison to measured pulses from
the detectors is done. For this purpose measured example pulses are selected from
the CONUS Run-5 data. Here, a few criteria for the pulse selection have to be
considered. First of all, the measured pulses need to be SSEs, as the single energy
depositions are not known for MSEs. The selection criteria for SSEs is a straight
rise of the pulse without any visible step. Second, the selected pulses should be
fast pulses, as siggen is not capable of simulating slow pulses. Furthermore, four
different energies between 500 eV and 25 keV are selected for the comparison. At
these energies also a simulation was performed, where all pulses are simulated at
the same interaction position inside the active volume at x = 0 mm, y = 0 mm and
z = 30 mm. For the comparison, the simulated pulses are shifted in time to match
the rise of the measured pulses, which is dependent on the pre-trigger value of the
DAQ settings.
The simulated and measured pulses of the CONUS-1 detector are shown in Figure
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Figure 4.16.: Comparison between simulated and measured pulses for the CONUS-1 detec-
tor at 500 eV (a), 1 keV (b), 10 keV (c) and 25 keV (d). The simulated pulse
(dashed) is shifted in time to match the rise of the measured pulse (solid).

4.16 for all four energies. The pulses for detectors C2 to C4 are shown in Appendix
H. To compare the different pulses of measurement and simulation a waveform fit is
performed [64]. The pulses can be described by

f(t) = A0

[
tanh

(
t − t0

τ

)
+ 1

]
exp(−τc(t − t0)) + P0, (4.10)

with A0 the amplitude of the pulse, t0 the timing offset until the rise of the pulse
starts, τ the parameter related to the rise-time of the pulse, τc the parameter related
to the exponential decay due to the AC coupling of the DAQ and P0 the baseline
level of the detector. For the fit the decay parameter τc is fixed to a certain value,
same for simulation and measurement. Due to the impact of noise the parameters
can differ a lot in the low energy range. For this reason, the comparison of the fit
parameters is mainly done at higher energies above 1 keV. The fit parameters of
the measured and simulated pulses at the four energies for the CONUS-1 detector
are shown in Table 4.4. The parameters for the other detectors can be found in
Appendix H. It becomes visible, that the baseline of the simulated pulses matches
the measured baseline very well. This is also true for the rise-time parameter τ . The
maximum amplitude of the simulated pulses is slightly deviating from the measured
amplitude. This deviation is energy dependent, the higher the energy, and therefore,
the amplitude, the higher the deviation. For C1 and C4, the amplitude is slightly
underestimated, whereas for C3, it is overestimated. For C2, the amplitude of the
simulated pulse matches the amplitude of the measured pulse. The reason for this
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Table 4.4.: Fit parameters of measured and simulated pulses for the CONUS-1 detector.
The constant of the exponential decay τc is fixed in the fit to 0.000131 ns for
measurement and simulation as well.

Energy in keV A0 in ADC channels t0 in ns τ in ns τc in ns P0 in ADC channels

0.5 measurement
simulation

92.54 ± 0.90
77.90 ± 0.10

3647.80 ± 5.56
3519.35 ± 9.06

85.15 ± 8.75
142.04 ± 12.35

0.000131
0.000131

933.01 ± 1.01
925.89 ± 1.11

1 measurement
simulation

161.94 ± 0.89
127.47 ± 1.15

3621.38 ± 3.72
3624.81 ± 5.60

140.58 ± 7.79
109.75 ± 9.88

0.000131
0.000131

932.92 ± 0.98
947.26 ± 1.28

10 measurement
simulation

1444.53 ± 1.17
1416.44 ± 1.64

3672.99 ± 0.53
3629.56 ± 0.77

124.24 ± 0.95
132.86 ± 1.43

0.000131
0.000131

961.25 ± 1.30
942.67 ± 1.81

25 measurement
simulation

3634.95 ± 2.33
3538.49 ± 2.68

3662.67 ± 0.43
3630.69 ± 0.50

129.20 ± 0.77
130.72 ± 0.93

0.000131
0.000131

958.81 ± 2.59
961.08 ± 2.97

is most likely the determination of the calibration coefficients for the ADC channel
calibration of the simulation. For this calibration, only a small dataset was used. By
using a larger dataset it is assumed that this difference in amplitude can be reduced.
By comparing the plots, it becomes visible that the simulated noise matches the
measured noise in amplitude and frequency. The exponential decay induced by the
AC coupling of the DAQ is also reproduced exactly by the simulation.
For the 25 keV measurements and simulations a difference in the starting rise of the
pulse can be observed, especially for Figure H.1 (d) and H.3 (d). This observable
feature is produced by the distance of the event location to the point-contact as
discussed in Section 4.2. The dependence of the rise of the simulated pulse on the
interaction position is shown in Figure 4.17. Here, different interaction positions
inside the active volume of the CONUS-1 detector with an energy of 25 keV are
simulated and compared to a measured example pulse. The pulses are plotted on
top of each other defining the position in time of the maximum amplitude as t0.
Depending on the distance to the point-contact the rise of the pulse starts earlier or
later. If the interaction position is very close to the point-contact the rise is delayed
and rather steep. If the interaction position is distant from the contact, the rise
starts earlier, forming the characteristic pre-increase of the pulse [64, 65]. For the
example pulse of C1, a medium distance in z-direction and a small distance to the
point-contact in x-direction is fitting the best.
As the pre-increase will slightly modify the rise-time of the pulses, a detailed study
on the rise-time in dependence of the interaction position can be done. For this pur-
pose 25 keV pulses with different distances in z-direction to the point-contact were
simulated. Here, the rise-time of the pulses is not determined via a fit of Equation
4.10 but by calculating the time difference between 10% and 90% of the pulse maxi-
mum. This is done as the fit is not able to reproduce the pre-increase and the bump
precisely enough. The rise-times of this 10 − 90% method and the rise-time fit can
be compared by dividing the rise-times of the 10 − 90% method by 2 arctanh(0.8)
[65]. The rise-time in dependence of the distance to the point-contact for CONUS-1
to CONUS-4 is shown in Figure 4.18. It can be seen, that the rise-time behavior
is different in the regions near and far from the point-contact. Above a distance of
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Figure 4.17.: Dependence of the interaction position on the pulse rise for the CONUS-1
detector. Events with 25 keV and different interaction positions were sim-
ulated (dashed) and compared to a measured example pulse (solid black).
The interaction positions are given as x, y, and z positions starting from the
point-contact. The observed pre-increase of the pulses can be explained by
the interaction position far from the point-contact.
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Figure 4.18.: Dependence of the pulse rise-time on distance to point-contact for CONUS-
1 (black), CONUS-2 (red), CONUS-3 (green) and CONUS-4 (blue). The
pulses were simulated for varying z-positions with x = 0 mm and y = 0 mm
at 25 keV.
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Table 4.5.: Typical measured and simulated rise-times for the CONUS detectors. The
measured rise-times, taken from [65], are obtained from 15 keV pulses in the
whole active volume while the simulated pulses are only at x = 0 mm and
y = 0 mm with varying z-position at 25 keV.

Detector τmeasured in ns τsimulated in ns
CONUS-1 100 - 150 105 - 140
CONUS-2 140 - 195 145 - 160
CONUS-3 145 - 215 155 - 190
CONUS-4 125 - 190 155 - 180

∼ 20 mm, the rise-time is stable, while the rise-time evolves differently below this
distance. In the closest distance of < 10 mm to the contact the rise-time is decreas-
ing until it reaches its lowest value. Above this, it increases until the stable region
is reached. The range of rise-times for the different detectors matches the measured
rise-times depicted in Table 4.5.
For the measured pulses of the CONUS detectors, a characteristic ’bump’ at max-
imum amplitude was observed. With the help of a pulser measurement, it was
figured out that this bump is induced by the preamplifier and DAQ electronics [65].
This origin can also be validated with the pulse-shape simulations. The bump in
the pulses occurs only after applying the electronic response to the simulated pulses;
therefore, it is induced by the electronics, and it is not a characteristic of the crystal.
The bump is already visible in Figure 4.9 as a bump in negative amplitude. Here,
also the explanation for the different bump strengths and forms of the five detectors
is visible.
To validate the pulse-shape simulation not only for single pulses but also for a whole
spectrum a complete spectrum simulation of a 228Th-source up to 1000 keV was
performed. First, the energy depositions were simulated using the MaGe-interface
followed by the signal simulation done with siggen. Due to limitations in comput-
ing, only about 6000 events were simulated, resulting in relatively weak statistics.
To compare the simulation with real data a 228Th-calibration measurement of the
CONUS-1 detector in the commissioning phase of Run-5 is used. Here, the final
Run-5 settings were not yet fixed, and therefore, slightly different DAQ settings
and channels were used. This will induce some small differences in the compari-
son to the simulated data, as the simulation was calibrated with the final Run-5
settings. Unfortunately, it was not possible to use a measurement with the final
settings due to the lack of high energy 228Th-measurements during Run-5 and the
following dismantling of the experiment in KBR. For the comparison, the rise-time
fit according to Equation 4.10 was applied following the procedure discussed in [64].
This was done for the measured and the simulated data and the fitted rise-time is
then plotted against energy. The rise-time plots for measurement and simulation
are shown in Figure 4.19. For the simulation, two rise-time populations are visible.
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(a)

(b)

Figure 4.19.: Rise-time against energy for measurement (a) and simulation (b) of 228Th-
spectrum for the CONUS-1 detector. Here, the logarithm of the rise-time
parameter τ is plotted and the color bar indicates the number of events per
bin.

They correspond to the interaction position inside the crystal near and far from
the point-contact. This feature is not clearly visible in the measured dataset due
to the lack of statistics but is present in overall measured data as stated in [65].
The FP log10(τ) population mean value of the simulated data is 0.15 ns higher than
the one of the measured data. This is related to the different settings mentioned
above. As the simulation is not able to reproduce slow pulses, the rise-times around
log10(τ) = 3 ns are not represented in Figure 4.19 (b), while they are visible in the
measurement in Figure 4.19 (a). At the peaks of the 228Th-source the rise-times are
spread over a large range from ∼ 0.1 ns below the FP band to ∼ 0.7 ns above this
band. This feature is well reproduced in the simulation. If the projection of these
spectra is done on the y-axis, the number of events at each log10(τ) is given. These
projections for measurement and simulation are depicted in Figure 4.20. Again here,
the impact of the slow pulses in the measurement is visible as there are more events
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(a)

(b)

Figure 4.20.: Rise-time projection for measurement (a) and simulation (b) of 228Th-
spectrum for the CONUS-1 detector. Here, a projection of Figure 4.19 on
the y-axis is done, and the number of events is plotted against the logarithm
of the rise-time parameter τ .

at log10(τ) > 2.5 ns than in the simulation. The distribution for the measurement
is broader than for the simulation. Also, the impact of the settings on the value of
the mean FP band is visible as the maximum value of the peaks is slightly differ-
ent for measurement and simulation with log10(τ) = 2 ns for the measurement and
log10(τ) = 2.15 ns for the simulation. A major difference between the two spectra
is the small peak in the simulation data at log10(τ) = 2.1 ns. This peak is induced
by the second band of the FP distribution as mentioned above, which is strongly
visible in the simulation data but only weak in the measured data.
All in all the simulation is reproducing the measured spectrum very well in all fea-
tures. For future work, a comparison with higher statistics and the same settings
input has to be done, which is not part of this thesis due to the lack of experimental
data.
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Besides a precise knowledge of all background components, an improvement in hard-
ware can increase the sensitivity of the experiment. With the relocation of the
CONUS setup from KBR to the nuclear reactor in Leibstadt a full detector opti-
mization is feasible. For the upgrade a focus on the improvement in noise, energy
resolution and detection efficiency is set as these components are responsible for an
improvement of the energy threshold and therefore an improvement in the expected
sensitivity.
In the following the modified experimental setup of CONUS+ and the new nuclear
reactor are explained. After that, the detector upgrade is summarized in Section 5.2.
Finally, the process of detector characterization at MPIK and during commissioning
at reactor site is described with results regarding the resolution and the threshold
of the refurbished detectors in Section 5.3.

5.1. The Conus+ Experiment
As the KBR reactor stopped operation at the end of 2021 and thus the CONUS
experiment finished data collection after a long reactor OFF period of almost one
year in 2022, a follow-up experiment for the CEνNS search at nuclear reactors
was planned. CONUS+, the successor of the CONUS experiment, is located at
the Leibstadt nuclear power plant (KKL) in Switzerland. The new experimental
site inside KKL is located at a distance of 20.7 m from the 3.6 GWth reactor core.
Therefore a slightly lower antineutrino flux of 1.45 · 1013 cm−2s−1 compared to KBR
is achieved. Also the overburden with a shallow-depth of 7 − 8 m w.e. is reduced
compared to the old CONUS location.
For CONUS+, the existing CONUS shield was moved from Brokdorf to the new
power plant, and several upgrades are realized to meet the changed demands of the
new experimental site. The setup of the CONUS+ experiment is shown in Figure
5.1. Among other things, a second active muon-veto was installed. For this, a lead
layer inside the shield was replaced by a plastic scintillator, increasing the efficiency
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Figure 5.1.: Layout of the CONUS+ setup. The four refurbished and upgraded HPGe
detectors (brown) are placed inside the detector chamber. The shield is com-
posed of layers of lead (dark grey), (borated) polyethylene (blue), and the two
muon-veto layers (green). From [37].

of rejecting background events. In the following, the new muon-veto is referred to as
inner veto. The main improvement in CONUS+ is the optimized HPGe detectors.
For this, the old CONUS detectors are completely refurbished by Mirion Lingolsheim
to optimize the detectors in terms of energy threshold, trigger efficiency, vibrations,
and stability. The energy threshold of a detector is a major influence on the CeνNS
sensitivity as the number of expected events strongly increases with lower energies.
Therefore, with this optimization, the sensitivity of CONUS+ is expected to increase
strongly, although the lead shielding is slightly reduced, and the neutrino flux and
overburden are less than at KBR.
In the following the implemented upgrades of the detectors are discussed in detail.

5.2. Detector Upgrade
For a successful and precise measurement of the CEνNS process, it is crucial to
have the best available detector performance. The five CONUS runs in the past
revealed a few points for optimization of the detectors. It turned out that the en-
ergy threshold of 210 eV in Run-5 is still too high to have a satisfying amount of
expected CEνNS-events in the ROI as well as the trigger-efficiency at the threshold
is rather low with 20−30%. Another problem is the strong (vibration-induced) noise
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component, which is linked to the ambient temperature requiring the TDD and the
NTC data cuts (see Chapter 3.3.1).
For these reasons a R&D campaign was started in 2022 with the detector manufac-
turer Mirion Canberra in Lingolsheim to get significant improvements in detector
performance. For this purpose, CONUS-5 was optimized first to achieve an overall
better detector behavior, followed by the four KBR detectors. The characterization
and resulting measurements regarding the improvements mentioned hereinafter are
discussed in Section 5.3.
As the energy threshold of a detector is one of the most important parameters for the
signal search, it is required to have the lowest possible threshold for the new experi-
ment. The threshold is highly dependent on the noise edge [25] of the detector. It is
defined for CONUS Run-5 as the energy until which the trigger-efficiency is > 20%
and the contribution of the noise peak to the spectrum is below 1 cts d−1 keV−1 [31].
The noise edge is made up of electronic noise at the low energy part of the measured
spectrum. To directly characterize the noise level of a detector the energy resolution
is a good tool as the noise edge is roughly two to three times the energy resolution
[80] of an injected test pulse. In theory, a monoenergetic particle produces a sharp
line in the energy spectrum of a detector, but noise induced by electronic compo-
nents and statistical fluctuations in the ionization process lead to a broadening of
the peak [81]. This peak can be described by a Gaussian

g(x) = Sg√
2πσ

e
− (x−x0)2

2σ
2 (5.1)

with variance σ, events in the peak Sg and peak position x0. As the energy resolution
∆E is defined as the full width at half maximum (FWHM) of the peak it is given
by

∆E = σ ·
√

8 ln(2) = 2.35 · σ. (5.2)

The total energy resolution is made up of several components [62] and can be written
as

∆E2 = ∆E2
I + ∆E2

P + ∆E2
C + ∆E2

E. (5.3)

First of all, the total resolution contains the intrinsic line width of the nuclear levels
∆EI. It is inversely related to the mean lifetime of the energy levels t1/2

∆EI = 10−15

t1/2
(5.4)

and therefore, it is negligible. Furthermore, the uncertainty on the number of created
electron-hole pairs in the detector ∆EP contributes. In germanium, it takes on
average ϵ = 2.96 eV to create a single electron-hole pair, and with that the number
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n of created pairs at an energy deposition E in the detector can be estimated by

n = E

ϵ
. (5.5)

Therefore the inherent statistical fluctuation of n limits the resolution and the un-
certainty is given by [82]

∆EP = 2.35 ·
√

FϵE (5.6)

with F the Fano-factor, which is defined as the ratio between the observed variance
in the created number of electron-hole pairs and the variance predicted by Poisson
statistics. ∆EC is the variability on the proportion of the collected charge inside the
detector and the preamplifier due to incomplete charge collection. Lost or delayed
charges do not contribute to the output pulse and can therefore worsen the resolu-
tion. The last contribution to the resolution is the impact of electronic noise ∆EE.
The event energy in the DAQ is calculated by extracting the pulse height from a
constant baseline. Noise on the baseline will introduce a variability of this value and
the pulse height measurement is affected by that. As for each pulse the baseline is
disturbed in the same way, the effect of the noise is bigger for smaller pulses. As
electric noise is a major component of the resolution, noise optimization also offers
the possibility of optimizing the detector’s energy resolution. Lowering the noise
and, therefore, the resolution and the energy threshold, is the main approach for
the CONUS+ detector optimization. To improve the noise level of an HPGe de-
tector, the total detector capacitance has to be lowered [81]. The capacitance of a
point-contact HPGe detector is given by [83]

C = 2πKϵ0r (5.7)

with K the dielectric constant of germanium, ϵ0 = 8.85 · 10−12 Fm−1 the free space
permittivity and r the radius of the point-contact electrode. Here, it becomes vis-
ible that by reducing the point-contact size of the detector, the capacitance is also
reduced and, thus, the noise. Reducing the point-contact size also has another ad-
vantage, as the rise-time of the detector output pulses is getting faster, confirmed
by J. Hakenmüller with the siggen pulse-shape simulation. From observations with
a different germanium detector optimized for quenching factor measurements in ger-
manium [32] a faster rise-time cause a better detection efficiency. The five CONUS
detectors CONUS-1 to CONUS-5 were all equipped with a point-contact radius of
1.25 mm. After the reworking of the crystals, the point-contact radius for all five
detectors is r ≤ 0.5 mm resulting in a very low theoretical capacitance of 0.45 pF.
The last optimization step is located in the cold front-end electronics of the detec-
tors. Here, the old custom-built junction-gate field-effect transistor (JFET) [25] is
replaced by an application-specific integrated circuit (ASIC) which is able to achieve
ultra-low noise levels. As they also have a faster response, the rise-time of the pulses

88



5.2. Detector Upgrade

Figure 5.2.: Water cooling of the CONUS-5 detector. The chiller for cooling and pumping
the water is placed on the left side. An inlet and outlet water tube is con-
necting the chiller with the detector. The coolant is inserted by valves on the
side of the cryocooler housing. On the cryocooler housing, the old air inlet
window for the fan is visible, whereat the fan is not used anymore.

will be again faster, leading to better trigger-efficiency.
As mentioned in Chapter 3.3.1 the noise rate of the detector is correlated to the
cryocooler power consumption. Also, there is a noise component made up of mi-
crophonic events. These vibrations are induced by the electrical cryocooler. The
pulse-tube of the cryocooler is driven by a compressor which is in turn cooled by an
air flow produced by a fan. If the power consumption of the cryocooler is higher,
the compressor is more active and the fan needs to cool stronger. By the fan and
the compressor, mechanical vibrations are introduced to the detector, whereat mi-
crophonic noise is induced. It was found, that the frequency of the compressor is
44 − 47 Hz [61]. The fan induces various frequencies but the frequency peak around
55 Hz is the most prominent. For both devices, several higher resonance frequencies
exist.
To get rid of a part of the vibrations, the fan was replaced by a water cooling system
in the course of the modification measures. For the water cooling, the compressor
is wrapped by a water tube coil, where cooled water is pumped by a Julabo F500
chiller. The new setup of CONUS-5 is shown in Figure 5.2. The chiller and the
detector are connected by inlet and outlet water tubes made from halogen-free ma-
terial due to KKL restrictions. The inner compressor tube coil is connected to the
outer water tubes with valves on the side of the cryocooler housing. For CONUS-5
the valves were first mounted on the bottom of the housing but in the development
process they were moved to the side due to feasibility reasons for the CONUS+
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Figure 5.3.: Oscillating behavior of detector pulses during the R&D phase. The feature
showed up for injected test pulses to the preamplifier and is produced by
reflections.

setup. With the upgrade to water cooling instead of air cooling of the compressor
the vibrations induced by the fan should be removed and therefore also a part of the
microphonics noise and the temperature dependence of the noise should be reduced.
During the R&D phase at Mirion a few problems with the detectors showed up.
CONUS-2 and CONUS-3 showed a problem with infrared radiation from warmer
components inside the endcap. Therefore, Mirion added a mylar foil around the
detector crystal, shielding the crystal from the infrared. For all detectors, the pulses
induced by a pulser showed an unexpected oscillation at the maximum. An example
pulse for CONUS-5 is shown in Figure 5.3. By injecting a test pulse into the pream-
plifier, some reflections arise at the measured pulse, and the maximum of the pulse
is distorted. The problem emerged from a resonance of the high voltage cable inside
the preamplifier and was solved by Mirion by an improved cabling, which will be
called high voltage filter hereinafter. Additionally, CONUS-5 differs from the other
detectors by a Nickel plating at the cryocooler contact. These additional detector
properties after the optimization are summarized in Table 5.1.
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Table 5.1.: Additional detector properties after optimization. For some detectors a mylar
foil is added around the crystal to avoid infrared radiation of warmer compo-
nents. Also an electrical filter is applied to some of the high voltage cables in
the preamplifier. Additional the cryocooler contact of CONUS-5 is plated with
Nickel.

Detector Mylar Foil Ni plated CP5 HV Filter
CONUS-1 ✗ ✗ ✓

CONUS-2 ✓ ✗ ✓

CONUS-3 ✓ ✗ ✓

CONUS-4 ✗ ✗ ✓

CONUS-5 ✗ ✓ ✓

5.3. Detector Characterization and Commission-
ing

After the refurbishment at Mirion Lingolsheim, the detectors were tested and charac-
terized in the Lowlevel Laboratory (LLL) at MPIK with an overburden of 15 m w.e.
[26]. Before shipping to MPIK, each detector was tested in the Factory Acceptance
Test (FAT) by the manufacturer. Here, the nominal values of energy resolution and
trigger-efficiency, and the overall performance of the detectors after the optimization
were specified by Mirion. The Site Acceptance Test (SAT) was then carried out at
MPIK with the CONUS equipment. For this purpose, the same DAQ was used
as in CONUS Run-5 at KBR. For the Ge-data the CAEN board V1782 with the
CoMPASS software was used. To obtain the best results in detector performance
the board settings play a major role and have to be tuned in an iterative process. A
noticeable difference in the CoMPASS settings before and after the optimization, es-
pecially in the input rise-time and the trapezoidal settings, was required to have the
optimum configuration for the detector characterization. A comparison of selected
settings between Run-5 and after refurbishment for CONUS-2 is shown in Table 5.2.
The settings for the other detectors are similar. It becomes visible that the opti-
mization affects the rise-time of the pulses as the input rise-time is now much shorter
than before. For the trigger and energy determination of the pulses the standard
RC − CR2 algorithm of the CAEN board was replaced by a combination of a slow
and a fast triangular discriminator similar to Run-5 [64, 31].
For the detector characterization, the energy resolution and the trigger-efficiency
were measured. Here, the stability of the calibration peak position was also deter-
mined. Furthermore, the depletion voltage and the vibrations were measured. The
results are shown in the following.
Upon delivery of the CONUS-2 and CONUS-3 detectors, Mirion stated the mixing
up of the germanium crystals of these two detectors. For comparison of the new
detector results to before the optimization, it is important to know which crystal is
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Table 5.2.: Comparison of CoMPASS settings before and after the detector optimization
for the CONUS-2 detector. Here, only a selection of settings with the largest
deviation is shown.

Settings Before After
Fast discriminator smoothing 32 16
Input rise time 800 ns 600 ns
Trap. rise-time 12 µs 3 µs
Trap. flat top 5 µs 0.3 µs
Trap. pole zero 6.9 µs 6.8 µs
N samples peak 16 1

in which cryostat and how the detector is called. During the characterization phase,
it was found at depletion voltage measurements that the crystal of CONUS-3 was
placed inside the CONUS-2 cryostat, which was delivered as CONUS-2. Due to this
incident the detectors are named after the crystal inside the cryostat.
Before installing at KKL, the four CONUS+ detectors were tested in a semi-complete
setup together with the new inner muon-veto in LLL. The test setup is shown in
Figure 5.4. As in the setup no grounding was applied, the measurements that were
performed were slightly worse than with the single detectors. Due to a delivery delay
of the CONUS-1 detector, it was replaced in this test by CONUS-5. The choice of
using CONUS-5 instead of CONUS-1 was also made for the installation at KKL.
CONUS-5 was produced at the same time than the other four detectors and does
not differ significantly in design and performance but due to a longer storage above
ground it was exposed longer to cosmic radiation and hence the activation is slightly
higher [25].
After the successful characterization at LLL, the detectors were installed inside the
CONUS+ shielding in KKL in August 2023. In the following, the results of the four
detectors inside the CONUS+ setup during the commissioning phase are shown, as
well as the results in the LLL.
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(a) (b)

Figure 5.4.: Semi-complete test setup with all four CONUS+ detectors and new inner
muon-veto (black) in LLL. The detectors are fully enclosed by the plastic
scintillator (a). In the inner chamber (b) the detectors face each other as in
the CONUS setup.

5.3.1. Energy Resolution
To determine the total energy resolution of the detectors measurements with an
241Am-source were conducted and the FWHM of the 59.5 keV peak was determined.
To quantify the influence of the electronics noise ∆EE, additionally a pulser signal
can be injected as described in Chapter 2.2. The optimization of this pulser res-
olution was the focus of the characterization. To achieve the best possible pulser
resolution, the settings were tuned as mentioned above. With the optimum set-
tings a pulser resolution of around 50 eV was achieved for all detectors which are
even slightly lower in the complete CONUS+ setup at KKL. The measured pulser
resolutions match perfectly the nominal values ∆EMirion,KKL given by Mirion. The
pulser resolution values before the refurbishment ∆EKBR, the nominal values, and
the measured resolutions for the optimized detectors are given in Table 5.3. Here,
the given pulser resolution ∆EKBR was measured by the LYNX DAQ system. The
resolution of the CAEN DAQ achieved at KBR is slightly worse. Compared to the
pulser resolutions before the optimization the resolution improved by 23 − 36% for
CONUS-2 to CONUS-4. CONUS-5 even improved by 84%. This is due to the rather
poor performance before the upgrade.
Regarding the total resolution obtained by the 59.5 keV peak of 241Am the measured
values are in the range between 280 − 350 keV during the characterization phase de-
pending on the CAEN settings. In the final measurement with the test setup before
shipping to KKL, the pulser resolution was not optimal due to noise in the setup,
and therefore, it can be assumed that the total resolution shown in Table 5.4 is also
not ideal. Also, the measurement time was short, and hence, the statistics were low,
resulting in high errors. The measured resolution is close to or slightly better than
the nominal values given by Mirion.
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Table 5.3.: Pulser resolution ∆EKKL for the CONUS+ detectors compared to values mea-
sured at KBR before the optimization and nominal values ∆EMirion,KKL speci-
fied by Mirion for the optimized detectors. It should be taken into account that
∆EKBR was obtained with the LYNX DAQ and resolutions with the CAEN
DAQ at KBR are slightly worse.

Detector ∆EKBR in eV ∆EMirion,KKL in eV ∆EKKL in eV
CONUS-2 77 ± 1 51 49 ± 1
CONUS-3 64 ± 1 51 49 ± 1
CONUS-4 68 ± 1 48 50 ± 1
CONUS-5 300 − 500 49 48 ± 1

Table 5.4.: Total resolution measured for the 59.5 keV peak of 241Am for the CONUS+
detectors compared to nominal values ∆EMirion specified by Mirion for the
optimized detectors. The values were measured in a not-optimized setup with
very low statistics.

Detector ∆EMirion in eV ∆E59.5 keV in eV
CONUS-2 326 317.5 ± 10.32
CONUS-3 318 323.5 ± 9.28
CONUS-4 308 308.9 ± 10.11
CONUS-5 314 339.7 ± 5.26

Regarding the main characterization focus a huge improvement in pulser resolution
compared to the KBR values is achieved by the optimization which is visualized
in Figure 5.5. Here, exemplary the injected pulser signal peaks are shown for the
CONUS-2 detector before the optimization at KBR in blue and after the optimiza-
tion at KKL in red. The peaks are normalized to 1, and the position on the x-axis
is also normalized to 1 for better comparison. It becomes clearly visible that the
width of the red peak is much smaller than the width of the blue peak. As the
pulser resolution reflects the amount of noise in the system, the noise edge and the
estimated energy threshold of the experiment are expected to be lowered.
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Figure 5.5.: Pulser resolution before (blue) and after (red) the optimization phase for the
CONUS-2 detector. For better comparison the position of the peak on the
x-axis corresponding to energy is normalized to 1 as well as the peak height
in counts.

5.3.2. Noise Edge and Energy Threshold
As stated above the noise edge is expected to improve according to the improved
pulser resolution. During the characterization, it became evident that there is a
second low-energy component in addition to the electronic noise in the raw data at
the noise edge. While the electronic noise component of the noise edge is limited
to energies below 200 eV the second component extends up to above 1 keV. When
looking at the corresponding pulses obviously the pulse-shape differ from the ex-
pected shape. The recorded events responsible for the increase of the noise edge are
flat without visible pulse, only the baseline is shifted to higher values. The reason
for that behavior is unknown, but it is likely that it is correlated with the choice
of CAEN settings. To get rid of these additional events two different cuts can be
applied. The first cut is based on the pulse-shape of the events and can be applied
as described in [64]. The pulses can be fitted with the pulse-shape fit function of
Equation 4.10 in Chapter 4.4. Also here the decay parameter τc is fixed. It turned
out that the value for the optimized CONUS-2 is the same as for CONUS-2 before
the upgrade. For the elimination of the additional noise, the cut is based on P0
and t0. If the baseline is shifted to above 1200 ADC the pulses are removed and
also if the pulse starts earlier than 200 ns. These values are only for the CONUS-2
detector and can also be considered more conservative or aggressive. In Figure
5.6 (a) the pulses before and in (b) the pulses after the cut are displayed for the
CONUS-2 detector. The shifted baseline pulses can be easily identified. Depending
on the intensity of the cut criteria the additional pulses can be removed more or
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(a)

(b)

Figure 5.6.: Raw detector Pulses before (a) and after (b) the additional noise cut for the
CONUS-2 detector. The measured signal amplitude is plotted over the dura-
tion time of the event. For the noise cut an upper limit of P0 = 1200 ADC
and t0 = 200 ns is used.

Figure 5.7.: Raw energy spectrum before (blue) and after (red) additional noise cut for
CONUS-2. The number of events is plotted over the energy in keV. Addi-
tionally, the electronic noise part of the noise edge is fitted with a Gaussian
(black). For the noise cut an upper limit of P0 = 1200 ADC and t0 = 200 ns
is used.
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less completely whereas also low energy pulses can be removed accidentally due to
the small amplitude to noise ratio. Here, the best cut value has to be found for the
future analysis of the CONUS+ data to obtain the best cut efficiency. The energy
spectra before in blue and after the cut in red are shown in Figure 5.7. Additionally,
the noise edge is fitted with a Gaussian. Here, the reduction of the additional noise
events is strongly visible and also the impact of the additional noise to the threshold
can be estimated.
The second, more reliable cut is in connection with the TRP and muon-veto. As
the spectra above are based on raw data also spectra with applied muon-veto and
TRP cut are considered. In the muon-veto cut all events in a coincidence window of
650 µs with the muon-veto are cut to reject muon induced events. For the TRP cut
all events in a coincidence window of 1 ms with the baseline reset of the preamplifier
are cut to account for additional events induced by the reset. The corrected spectra
shown in blue in Figure 5.9 are not showing the additional noise bump. Thus, it
is likely that the additional noise contribution is induced by TRP events. Most of
the flat pulses, now assuming to be TRP related events, are reduced as shown in
Figure 5.8 (a) but there are pulses with a slight slope still left. These pulses are
probably produced by the DAQ triggering on the falling tail of a previous pulse.
To get rid of these pulses a higher trigger holdoff window in the DAQ settings can
be chosen, resulting in a higher dead-time, or the cut based on the pulse shape can
be applied again. When applying the same pulse shape cut as for the raw data the
remaining unusual pulses are removed as can be seen in Figure 5.8 (b). For the
energy spectrum in red in Figure 5.9 some events are rejected but it has almost no
impact on the threshold. From the processed spectra an unprecedented low energy
threshold around 150 eV can be expected. From the threshold in Run-5 of 210 eV
this is an major improvement of ∼ 30%.
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(a)

(b)

Figure 5.8.: Detector Pulses before (a) and after (b) the additional noise cut for the
CONUS-2 detector after TRP and muon-veto cut. The measured signal am-
plitude is plotted over the duration time of the event. For the noise cut an
upper limit of P0 = 1200 ADC and t0 = 200 ns is used.

Figure 5.9.: Energy spectrum before (blue) and after (red) additional noise cut for CONUS-
2 after TRP and muon-veto cut. The number of events is plotted over the
energy in keV. For the noise cut an upper limit of P0 = 1200 ADC and t0 =
200 ns is used.
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Figure 5.10.: Trigger-efficiency for the CONUS+ detectors at (a) KKL and (b) LLL.
The energy-dependent trigger-efficiencies for CONUS-5 (magenta), CONUS-
2 (red), CONUS-3 (green), and CONUS-4 (blue) are fitted with an error
function (dashed).

5.3.3. Trigger-Efficiency
The detection efficiency, hereinafter referred to as the trigger-efficiency, plays an
important role for the signal search near the detector threshold. When the energy
of the signals gets smaller, also the amplitude of the detector pulse decreases. If
the pulse amplitude is near or at the same level than the amplitude of the noise
on the baseline the DAQ algorithm can not distinguish anymore. Therefore noise
can be triggered randomly or real pulses can be lost as the signal is not triggered.
For a rare event search as CEνNS a high trigger-efficiency even at low energies is
essential. To improve the trigger-efficiency lowering the noise is of benefit as low
energy pulses can be distinguished better from noise on the baseline. Furthermore a
steeper rise-time will also lead to a better trigger-efficiency. As discussed in Section
5.2, improvements on the detector were conducted to address these points.
The trigger-efficiency can be determined by injecting a pulser signal of different ener-
gies. The efficiency can be estimated by coincidence between the time of the injected
pulser event and the triggered event in the germanium. The trigger-efficiency as a
function of the energy measured at MPIK during the characterization and measured
at KKL during commissioning is shown in Figure 5.10. The efficiency curves are
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Figure 5.11.: Trigger-efficiency comparison between KKL commissioning (dashed) and
KBR Run-5 (solid) for the CONUS+ detectors. As CONUS-5 was not part
of the KBR detectors the values were obtained in LLL.

fitted by the function [64]

ϵtrig = 0.5
(

1 + erf
(

Eee − t1

t2

))
(5.8)

with erf the error function, t1 in (96 − 102) eV and t2 in (35 − 40) eV depending on
the detector for the KKL measurement. Comparing the measurement at KKL and
in LLL it becomes obvious that the efficiencies for all detectors in the KKL setup
are closer together than in LLL. A reason for the change is the slightly adapted
settings and also the reduced noise in the overall setup at KKL. Figure 5.11 shows
the trigger-efficiency of the four CONUS+ detectors in comparison to the trigger-
efficiencies obtained in Run-5 at KBR before the optimization. As CONUS-5 was
not part of the detectors in the CONUS setup at the reactor, the trigger-efficiency
was measured in LLL, but the CAEN settings were not optimum. Compared to
Run-5, the efficiencies after the upgrade of the detectors extremely improved. The
decrease starts at much lower energies and also the slope of the efficiency curve is
much steeper. That means that pulses with lower amplitude are triggered with a
higher probability than before. The efficiency is still 100% for the upgraded detectors
whereas the efficiency was below 20% in Run-5 for energies below 200 keV. For the
CONUS+ detectors and DAQ the efficiency starts to degrade only below 180 eV.
In contrast to that, the degradation started already at around 500 eV for Run-5.
In Table 5.5 the corresponding energy values Etrig are given for the characteristic
trigger-efficiencies ϵ = 50%, 90% and 99%. Furthermore, the energy values for Run-5
are given in brackets for comparison. With these results a high trigger-efficiency in
the ROI is guaranteed and also, only taking into account the efficiency, the threshold
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Table 5.5.: Characteristic trigger-efficiency values ϵ and corresponding energies Etrig for
the CONUS+ detectors after the upgrade. For comparison, the corresponding
values of Run-5 before the upgrade are given in brackets.

Detector Etrig in eVee for:
ϵ = 50% ϵ = 90% ϵ = 99%

CONUS-2 101 (275) 135 (391) 163 (487)
CONUS-3 99 (292) 131 (417) 157 (519)
CONUS-4 95 (282) 124 (401) 148 (499)
CONUS-5 102 (342) 139 (467) 169 (569)

could be lowered from 210 eV in Run-5 to at least below 180 eV without any efficiency
losses.

5.3.4. Depletion Voltage
During the characterization phase at MPIK, the depletion voltage of the individual
crystals was measured. The depletion voltage is the voltage applied to the detec-
tor crystal where all free charges inside the diode are collected and the detector is
fully operational. To measure the depletion voltage, scans with an 241Am-source
were conducted, and the peak rate, resolution, and position were measured for in-
creasing high-voltage following the procedure in [61]. The choice for 241Am instead
of 57Co was only due to the tuned energy range up to ∼ 60 keV. The depletion
voltage measurement was only conducted for CONUS-5 and CONUS-3. Due to the
measurement behavior of the CAEN DAQ spectra were only measurable if the bias
voltage is equal or higher than the depletion voltage. Below the depletion voltage,
no spectra could be obtained, and therefore, the respective values are zero. As it is
not expected that the depletion voltage changed during the upgrade of the detectors
as the crystals are still the same only a rough scan was conducted. By increasing the
bias voltage the peak count rate, resolution and position will change slightly until
the depletion voltage is reached. There a steep drop or increase followed by a stable
region indicates the depletion of the crystal. In Figure 5.12 the obtained values in
peak count rate, peak resolution and peak position for CONUS-5 and CONUS-3
are shown. For comparison, the more detailed depletion voltage scans before the
upgrade performed by J. Hakenmüller for all CONUS detectors [61] and by E. van
der Meeren for CONUS-5 [84] are shown in Figure 5.13. Here, a 133Ba- and a 57Co-
source was used for the scan of CONUS-5 and a 57Co-source for the other detectors.
Concluding from Figure 5.12 the depletion voltage of CONUS-5 is ∼ 2400 V and of
CONUS-3 ∼ 2800 V. This is consistent with the measurements conducted before
the upgrade where a depletion voltage of ∼ 2380 V was measured for CONUS-5 [84]
and 2810 ± 25 for CONUS-3 [61]. As mentioned in Section 5.2 the cryostats and
crystals of CONUS-2 and CONUS-3 were swapped during the reprocessing. With
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(a)

(b)

Figure 5.12.: Depletion voltage scan of CONUS-5 (a) and CONUS-3 (b). In both, the
measured 60 keV line resolution, position, and count rate of the detectors
after optimization are plotted over the applied bias voltage.

the depletion voltage measurement it was identified that the crystal of the former
CONUS-3 was placed inside the cryostat of the former CONUS-2 leading to a mix-
up in naming convention. Hence, all CONUS+ detectors are named after the crystal
of the former CONUS detectors.
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5.3. Detector Characterization and Commissioning

Figure 5.13.: Depletion voltage scan of CONUS-5 (left) and the KBR detectors (right). In
both, the measured line resolution, position, and count rate of the detectors
before upgrading are plotted over the applied bias voltage. For CONUS-5
a 133Ba- and a 57Co-source was used whereas for the other detectors only a
57Co-source was used. The dashed lines indicate the depletion voltage which
is ∼ 2380 V for CONUS-5 and 2810 V for CONUS-3. Left figure is taken
from [84] and right figure from [61].
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Figure 5.14.: Measurement position of the vibration sensors on CONUS-5. Sensor 1 is
placed on the endcap of the detector, whereas sensor 4 sits on the cryocooler.
Sensor 3 on the coldfinger and sensor 2 on the floor supplement the measure-
ment. Modified adopted from [25].

5.3.5. Vibrations
With the choice of water cooling instead of air cooling, the vibrations induced by the
cryocooler should decrease strongly. For the vibration measurement, four piezoelec-
tric acceleration sensors produced by Kistler were used. The miniature PiezoBeam
accelerometer of type 8640A5 [85] was used in combination with the Kistler LabAmp
type 5165A amplifier [86]. With a measuring range of ±5 g and a sensitivity of
∼ 1000 mV/g the sensors are well suited to measure the small vibrations of the cryo-
coolers.
The vibration measurements were only performed for CONUS-5. For this detector,
initial vibration measurements and studies were performed by J. Hakenmüller and
H. Bonet right before it was optimized. For comparison, the vibration measurements
after the upgrade were performed similarly, especially with the sensors placed in the
same spots on the detector. The measurement positions of the sensors on the de-
tector are shown in Figure 5.14. Sensor 1 was placed on the endcap of the detector,
whereas sensor 4 was located on top of the cryocooler. Both sensors provide the
best data for the vibration comparison as the position was stable, and moreover, the
vibrations on the endcap and cryocooler are the most interesting. For completeness,
also sensor 2 was placed on the floor and sensor 3 was placed on the coldfinger. The
sensors measure the acceleration of the surface they are placed on, and the frequency
range can be obtained by a fast Fourier transform of this data. The comparison of
the vibrations before and after the optimization of CONUS-5 are shown in Figure
5.15 for the frequencies and in Figure 5.16 for the acceleration. For the frequency

104



5.3. Detector Characterization and Commissioning

Figure 5.15.: Vibration frequencies before (red) and after (blue) the optimization for
CONUS-5. The amplitude is plotted over the respective frequency of the
measured vibrations. The difference in low frequencies for the measurement
on the floor originates from different vibration levels in the room.

Figure 5.16.: Vibration acceleration before (red) and after (blue) the optimization for
CONUS-5. The acceleration amplitude of the vibration is plotted over the
measurement time.
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range, it is clearly visible for the endcap and the cryocooler that above the 47 Hz
peak, the higher frequencies are strongly reduced for the water cooling. The 55 Hz
line of the fan obviously vanished as well as all respective resonance frequencies.
Also, the width of the compressor line is slightly reduced, but this is mainly related
to the ambient temperature and the power consumption of the cryocooler. Besides,
a new frequency line at ∼ 200 Hz shows up, which is probably related to the water
cooling and the chiller. Regarding the measured acceleration, the improvement on
the endcap position is about 50%. The impact of the water cooling on the cry-
ocooler is strongest. Here, the acceleration amplitude improved from ∼ 100 m/s2 to
about 5 m/s2 by 95%. Consequently the switch from air cooling to water cooling of
the compressor lead to a substantial improvement regarding the vibrations of the
cryocooler.

5.3.6. Ambient Temperature Dependence
During Run-1 and Run-2, a strong positive correlation of the cryocooler power with
the room temperature at KBR was observed. As the cryocooler power is correlated
with the vibrations induced by the fan and therefore with the noise rate of the detec-
tor a strong temperature dependence of the cryocooler power is disadvantageous for
a stable measurement. With the modifications of the water-cooling the correlation
is expected to decrease strongly. For the temperature correlation of the cryocooler
power and, therefore, the noise-temperature correlation, tests were performed with
CONUS-5. For this purpose a tent made from plastic foil was built around CONUS-
5 and the air volume was heated with a heat-gun or cooled with an AC. The tent
setup is shown in Figure 5.17. All parts of the detector as well as the cryocooler
controller were placed inside the tent except the chiller. Also, two different tem-
perature settings of the chiller, 18 ◦C and 10 ◦C, were tested to get the optimum
temperature for the water cooling. During the increase or decrease of the temper-
ature, the cryocooler power, temperature in the tent, and the measured rate in the
detectors were monitored. Four sensors were available for the temperature. Hence,
the sensors were distributed over the volume of the tent and also outside. The two
sensors outside monitored the ambient room temperature and the temperature of
the DAQ crate while the two sensors inside the tent monitored the temperature at
the endcap of the detector and the cryocooler controller.
At the beginning, three tests with the heated tent were conducted. In test 1, the
chiller temperature was set to 18 ◦C, and the tent air was heated up to 40 ◦C. The
test was running for ∼ 2.5 h to see the increase in rate and the decrease later. The
event rate in the detectors, the temperature in the tent, and the cryocooler power
over time are shown in Figure 5.18 (a) as well as the status of the single cryocooler
parts namely the coldtip temperature, the coldhead temperature, the compressor
temperature, and the controller temperature in Figure 5.18 (b). In both, the time of
closing the tent (pink), start heating (green), stop heating (red), and reopening the
tent (blue) is indicated. In (a), the direct correlation of the rate with the cryocooler
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Figure 5.17.: Tent around CONUS-5 detector for ambient temperature dependence tests.
The tent is made from plastic foil, and the air volume inside can be heated
up with a heat gun or can be cooled with an AC. All parts of the detector,
including the cryocooler controller, are enclosed by the tent except the chiller.
Photo kindly provided by E. Sanchez.

power and, therefore, the temperature is strongly visible. If the air volume in the
tent is heated, the temperature increases, and the cryocooler power also increases
with a slight delay. The rate in the detectors directly increases with the cryocooler
power. By stopping heating the cryocooler power and rate increase is still ongoing
until the decrease also sets in here with a slight delay. It becomes visible that the
cryocooler power and, thus, the rate takes more time to stabilize even if the room
temperature is already back at its starting point. In Figure 5.18 (b), it becomes
obvious that not only the power consumption is increasing at heating but also the
working temperatures of the single cryocooler parts. They are all directly correlated
to each other and to the room temperature, except the coldtip temperature, as it
is the temperature the crystal is kept on and has to be stable at the respective set
value. In Figure 5.19, the normalized rate is plotted with the cryocooler power to
emphasize the direct correlation again. The rate is normalized to the highest value
and the cryocooler power is scaled respectively. Here, the rate follows the cryocooler
increase and decrease immediately. The correlation coefficients are calculated to
quantify the relation between the individual parameters. The correlation between
parameters X and Y is given by the Pearson correlation coefficient [87]

cor(X, Y ) = cov(X, Y )
σXσY

(5.9)

with cov(X, Y ) the covariance of X and Y and σi the standard deviation of the re-
spective parameter. The coefficient is defined from -1 to 1, indicating a strong nega-
tive correlation for -1, no correlation for 0, and a strong positive correlation for 1. For
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(a)

(b)

Figure 5.18.: Rate, cryocooler properties and room temperature for the first test with a
chiller temperature of 18 ◦C. The temperature in the tent was heated up to
40 ◦C, and the detector rate (top), cryocooler power (middle), and tempera-
ture (bottom) were recorded over time (a). Additionally, the cryocooler prop-
erties, as the coldtip temperature (red), the coldhead temperature (green),
the compressor temperature (blue) and the controller temperature (yellow),
are recorded over time (b). The times of closing the tent, starting and stop-
ping heating, and reopening the tent are also marked.
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Figure 5.19.: Normalized detector rate (black) and normalized cryocooler power (red) plot-
ted over time for the first test with a chiller temperature of 18 ◦C. The time
of closing the tent, start and stop heating and reopen the tent are marked
additionally.

Table 5.6.: Correlation coefficients of rate and cryocooler power or temperature and of
cryocooler power and temperature for the first test. The parameters of a linear
fit for the correlation of rate, cryocooler power, and temperature are given
additionally. The values were fitted by the function f(x) = m · x + c.

Parameters cor(X, Y ) m c
Rate - Cryocooler power 0.66 12.30 ± 1.35 Hz

W −567.96 ± 118.55 Hz
Rate - Temperature 0.53 5.03 ± 0.76 Hz

◦C 389.68 ± 18.69 Hz
Cryocooler power - Temperature 0.75 0.36 ± 0.04 W

◦C 79.11 ± 0.95 W

test 1, the correlation coefficient for rate and cryocooler power is cor(R, P ) = 0.66,
for rate and temperature cor(R, T ) = 0.53 and for cryocooler power and tempera-
ture the coefficient is cor(P, T ) = 0.75. All three correlation coefficients are close to
1 indicating a positive correlation. The correlation for all three parameters is also
shown in Figure 5.20. Here the rate is plotted against the cryocooler power in (a)
and the temperature in (b) and additional the cryocooler power is plotted against
the temperature in (c). Also, a linear fit is performed for all three correlations.
The fit parameters are summarized in Table 5.6. In Figure (b) and (c) the delay of
cryocooler power/rate to the temperature is visible by the curved shape. This delay
is also the reason for the correlation coefficients not being closer to 1 as expected
from Figure 5.18.
After test 1, the chiller temperature was set to 10 ◦C, and the test was repeated. For
the third test, test 1 was repeated with a significantly longer measurement time of
∼ 10 h to observe the rate decay back to the initial level. The rate, power, and tem-
perature over time, the cryocooler part temperatures, and the rate superimposed
with the cryocooler power for both tests are shown in Appendix I as well as the
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Figure 5.20.: Correlation between detector rate and cryocooler power (a), detector rate
and temperature (b), and cryocooler power and temperature (c) for the first
test. Here, the chiller temperature was set to 18 ◦C, and the room tempera-
ture was heated to 40 ◦C. The correlation coefficients are cor(R, P ) = 0.66,
cor(R, T ) = 0.53 and cor(P, T ) = 0.75. A linear fit is indicated by the red
lines.

correlation coefficients. With a lower chiller temperature, the cryocooler power and
the rate are still correlated to the room temperature. The initial cryocooler power
is lower by about 6 W in the test with the lower chiller temperature and increased
by ∼ 10 W during the test. Here, the rate increased also by about 200 Hz. By com-
paring to the tests with higher chiller temperature, where the increase in power and
rate is also around 10 W and 200 Hz, it becomes apparent that the increase in rate is
only dependent on the relative increase in cryocooler power and is not dependent on
the initial value of the power. Therefore the increase in rate with cryocooler power
is linear. For the temperatures of the cryocooler parts, the initial values are also at
a lower level than in the test with a higher chiller temperature. The temperatures
of the coldhead and the compressor are about 6 ◦C lower in the beginning, and also,
when the room temperature reaches the highest value, the temperatures are still
lower than in test 1. From test 3, it is clear that the rate and the cryocooler power
take about two to three hours after the normalized room temperature to normalize
to the initial value.
For all three tests, the increase in temperature ∆T and cryocooler power consump-
tion ∆P for 10% and 5% increase in rate is estimated. The results are shown in
Table 5.7. For this purpose, the increase in rate is fitted by an exponential. Com-
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Table 5.7.: Temperature and cryocooler power changes for 5% and 10% rate increase for
the three tests performed with increasing temperature. Test 1 and test 3 were
conducted with a chiller temperature of 18 ◦C, and test 2 was performed with
10 ◦C. For all tests, the air temperature in the tent was heated up to 40 ◦C. The
temperature increase ∆T and the cryocooler power increase ∆P are obtained
for an increase in detector rate of 5% and 10%.

Rate increase Test 1 Test 2 Test 3
∆T1 ∆P1 ∆T2 ∆P2 ∆T3 ∆P3

10% 10.83 ◦C 2.64 W 12.93 ◦C 2.86 W 14.80 ◦C 3.68 W
5% 6.31 ◦C 1.70 W 10.35 ◦C 0.78 W 12.33 ◦C 1.66 W

paring the values of the different tests, no conclusive statement can be drawn as the
values are diverging, also for tests 1 and 3, which were carried out in the same way.
The explanation for this could be the delay between temperature and power/rate
and the fact that the rate was not stabilized at one temperature. Despite that, an
overall trend can be extracted from the data. For an increase of 10% in rate, the
power needs to increase several W as well as the temperature. Small temperature
and power changes will not strongly affect the rate.
To confirm this trend, another measurement was performed. Instead of heating the
air in the tent, the volume was cooled with an AC. With the AC, the temperature
in the tent is much more stable for a long time than with the heat gun. For the
cooling test, the chiller temperature was set even lower to 8 ◦C. In the beginning,
the AC was set to the lowest possible temperature (18 ◦C AC setting), resulting in
∼ 8 ◦C in the tent. When the cryocooler power stabilized over time, the temperature
of the AC was increased gradually, each time waiting for stable power consumption.
Again, the detector rate, the cryocooler power, and the room temperature were
recorded during the time, which is shown in Figure 5.21. Here, each temperature
step is indicated by a green line. When the rate was stabilized, a pulser measure-
ment was conducted, indicated by a blue line, to obtain the energy resolution at
different room temperatures, which will be discussed later. For each step, it took
about three hours to stabilize, and the rate, cryocooler power, and temperature were
fitted by a constant in the stable period. The obtained values are summarized in
Table 5.8 for the temperature, the rate, and the power increase at each step. In
Table 5.9, the total increase in rate, cryocooler power, and temperature compared
to the starting values with an AC setting of 18 ◦C is given. Here, the linear con-
nection between temperature and power gets obvious. Also at higher temperature
increases, the rate is positively correlated, but at lower temperature gradients, the
rate does not change much and is within the errors comparable to the starting value.
This is likely due to the oscillating feature of the AC at low temperatures. For this
test, the correlation coefficients can be obtained also and the correlation is shown in
Figure 5.22. The coefficient for rate and cryocooler power is cor(R, P ) = 0.86, for
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Figure 5.21.: Detector rate (black), cryocooler power (red) and air temperature (blue)
during the cooling test with chiller temperature 8 ◦C. The steps of increasing
the AC temperature are marked in green. Pulser measurements conducted
at the single temperature stages are marked in blue.

Table 5.8.: Temperature, rate, and cryocooler power during the cooling test. In the begin-
ning, the AC was set to the lowest possible temperature of 18 ◦C, resulting in
an air temperature in the tent of ∼ 9 ◦C. Step by step, the temperature of the
AC was increased, and at each step, the air temperature Tstep, the detector rate
Rstep and the cryocooler power Pstep was obtained by a linear fit in a stable
region.

TAC in ◦C Tstep in ◦C Rstep in Hz Pstep in W
18 9.41 ± 0.2 512.41 ± 25.30 67.98 ± 0.05
19 9.71 ± 0.2 506.90 ± 24.76 69.35 ± 0.02
20 10.81 ± 0.2 507.27 ± 26.21 70.18 ± 0.03
21 15.18 ± 0.2 552.77 ± 26.54 73.38 ± 0.02
22 16.58 ± 0.2 577.74 ± 26.07 74.23 ± 0.02
23 21.19 ± 0.2 651.74 ± 26.58 79.04 ± 0.01

Table 5.9.: Total temperature ∆Ttotal, rate ∆Rtotal and cryocooler power ∆Ptotal changes
during the cooling test for an AC temperature increase TAC from the initial
18 ◦C. The rate increase in % is given additionally.

TAC in ◦C ∆Ttotal in ◦C ∆Rtotal in Hz ∆Rtotal in % ∆Ptotal in W
18 → 19 0.30 ± 0.42 −5.52 ± 35.40 −1.1 1.37 ± 0.05
18 → 20 1.40 ± 0.42 −5.14 ± 36.43 −1.0 2.20 ± 0.04
18 → 21 5.77 ± 0.42 40.36 ± 36.67 7.88 5.40 ± 0.04
18 → 22 7.16 ± 0.42 65.33 ± 36.33 12.75 6.25 ± 0.03
18 → 23 11.77 ± 0.42 139.33 ± 36.70 27.19 11.06 ± 0.02
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Figure 5.22.: Correlation between detector rate and cryocooler power (a), detector rate and
temperature (b) and cryocooler power and temperature (c) for the cooling
test. Here, the chiller temperature was set to 18 ◦C, and the room tem-
perature was cooled with an AC. The temperature was increased only if the
cryocooler power stabilized. The correlation coefficients are cor(R, P ) = 0.86,
cor(R, T ) = 0.85 and cor(P, T ) = 0.98. A linear fit is indicated by the red
lines.

rate and temperature cor(R, T ) = 0.85 and for cryocooler power and temperature
the coefficient is cor(P, T ) = 0.98. Additionally, they are summarized in Table 5.10
with the linear fit parameters. Without the impact of the delayed power/rate, the
strong linear correlation is also visible in the coefficients, which are almost 1.
The cooling test was also performed with a higher chiller temperature of 18 ◦C. It
must be taken into account that for the second test with higher chiller temperature
only two AC temperature steps were performed, from 18 ◦C to 20 ◦C and from 20 ◦C
to AC OFF. The corresponding rate evolution can be found in Appendix I in Figure
I.7. In Figure 5.23, the total rate increase in both tests is compared to the total
cryocooler power increase and the total temperature increase. Moreover, the total
cryocooler power increase is plotted over the total temperature increase. The slope
and offset of a linear fit of both measurements are summarized in Table 5.11. The
values for the test with higher chiller temperature are given in brackets. For all
three comparisons, the linear correlation is visible, whereas the correlation between
rate increase and cryocooler power increase/temperature increase is stronger for a
higher temperature of the water cooling as the slope of the line is steeper. Here,
the increase in room temperature is probably slightly damped by the lower coolant
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Table 5.10.: Correlation coefficients of rate and cryocooler power or temperature and of
cryocooler power and temperature for the cooling test with a chiller tempera-
ture of 18 ◦C. The linear fit parameters for the correlation of rate, cryocooler
power, and temperature are given. The values were fitted by the function
f(x) = m · x + c.

Parameters cor(X, Y ) m c
Rate - Cryocooler power 0.86 15.13 ± 0.31 Hz

W −545.45 ± 22.65 Hz
Rate - Temperature 0.85 12.50 ± 0.25 Hz

◦C 380.02 ± 4.01 Hz
Cryocooler power - Temperature 0.98 0.82 ± 0.01 W

◦C 61.16 ± 0.12 W

Figure 5.23.: Comparison of total rate, cryocooler power, and temperature during the cool-
ing test for chiller temperatures of 8 ◦C (solid red) and 18 ◦C (dashed black).
Above the total rate increase ∆Rtotal is compared to the total cryocooler
power increase ∆Ptotal, whereas, in the middle, the total rate increase is
compared to the total temperature increase ∆Ttotal. In the bottom figure,
the total cryocooler power increase is plotted over the total temperature in-
crease.
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Table 5.11.: Parameters of a linear fit for total increase in rate, cryocooler power and
temperature for the cooling tests with chiller temperatures of 8 ◦C (18 ◦C).
The increase in rate, cryocooler power, and temperature was fitted by the
function f(x) = m · x + c.

Parameters m c
Rate - Cryocooler power 15.50 ± 0.99 Hz

W (28.75 ± 0.22 Hz
W ) −34.57 ± 6.24 Hz (−195.99 ± 2.31 Hz)

Rate - Temperature 12.75 ± 1.27 Hz
◦C (25.28 ± 0.19 Hz

◦C) −20.46 ± 8.54 Hz (−126.41 ± 1.82 Hz)
Cryocooler power - Temperature 0.83 ± 0.05 W

◦C (0.89 ± 0.19 W
◦C) 0.90 ± 0.34 W (2.42 ± 1.82 W)

temperature. For both chiller temperatures the increase in power is the same with
increasing room temperature. For the test with a higher coolant temperature, the
increase in room temperature causes a higher increase in cryocooler power. This
is also maybe due to the effect of absorbing the temperature increase for the lower
temperature coolant.
As stated above, the pulser resolution was measured during the tests with different
room temperatures. The results are summarized in Figure 5.24. Here, the pulser
resolution, as well as the pulser peak position, are plotted over the temperature.
The red points correspond to tests performed on 17.04.2023 with increasing temper-
ature and a chiller temperature of 18 ◦C whereas the pink point at 8 ◦C corresponds
to a pulser reference measurement performed after cool down with the AC on the
same day. The blue point corresponds to the measurement performed at 18.04.2023
with the AC. Here, the chiller temperature was set to 8 ◦C, and the pulser reference
was done in the same way as the day before. The green points correspond to the
cooling test with increasing AC temperature explained above. A clear correlation
between the room temperature and the pulser resolution of the detector is visible.
The higher the temperature, the larger the value for the resolution, and vice versa.
Therefore, a low room temperature should be preferred for the best detector resolu-
tion. With the two measurements at 8 ◦C room temperature also an impact of the
chiller temperature is visible. The resolution is lower for lower chiller temperatures.
For the peak position, the room temperature has no impact except for the very high
temperatures. Here, a shift in peak position is visible.
Concluding six points regarding the correlation between room temperature and de-
tector rate can be gathered from the conducted temperature tests:

1. The detector rate is still heavily correlated to the cryocooler power, which is
in turn also still strongly correlated to the ambient temperature

2. The rate increase is linearly dependent on the cryocooler power increase

3. The cryocooler power changes, and therefore the rate changes, are slightly
delayed to the temperature change

4. The cryocooler power/rate takes several hours to normalize after the temper-
ature has normalized
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5. The chiller temperature affects the strength of the correlation between cry-
ocooler power/rate and temperature. The coupling between temperature and
power for lower chiller temperatures is also lower.

6. The pulser resolution is dependent on the room temperature. Better reso-
lution for lower temperatures. This effect is again stronger for lower chiller
temperatures.

Thus, the observed noise-temperature correlation for the KBR CONUS detectors
is not gone after the upgrade to water-cooling but it is likely that the correlation
is damped. Compared to the rate-temperature correlation of almost 1 in Run-1
and Run-2, the correlation of the water-cooled detectors, with around 0.5 for the
heating tests and around 0.8 for the cooling test, has halved or at least decreased
depending on the test. Also during commissioning and Run-1 at KKL, less impact of
temperature fluctuations on the rate evolution of the detectors is observed compared
to KBR. Here, a comparable correlation of rate and temperature between 0.3 and
0.8 was observed during a period with a strong temperature increase inside the room
and a chiller temperature of 12 ◦C.
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Figure 5.24.: Pulser resolution and pulser peak position for different room temperatures.
The red points correspond to tests performed on 17.04.2023 with increas-
ing temperature and a chiller temperature of 18 ◦C whereas the pink point
at 8 ◦C corresponds to a pulser reference measurement performed after cool
down with the AC on the same day. The blue point corresponds to the mea-
surement performed at 18.04.2023 with the AC. Here, the chiller temperature
was set to 8 ◦C, and the pulser reference was done in the same way as the
day before. The green points correspond to the cooling test with increasing
AC temperature.
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6. Conclusion

This work was carried out in the context of the CONUS/CONUS+ experiment,
which aim to measure coherent elastic neutrino nucleus scattering at a nuclear re-
actor. Between Mai 2018 and December 2022, the four high-purity germanium
detectors of CONUS collected data in five measurement runs at a distance of 17 m
from the Brokdorf nuclear reactor (KBR). Leading results regarding SM and BSM
physics were obtained from these measurement campaigns. With the stopped oper-
ation of the KBR reactor, the experiment was relocated to the nuclear power plant
of Leibstadt in Switzerland (KKL). This thesis deals with the first data analysis of
the last two runs at KBR in terms of neutrino electromagnetic properties, as well
as with the improvements in detector technology and understanding for CONUS+
at KKL.
In a comprehensive maximum likelihood analysis, the CONUS data of Run-4 and
Run-5, measured with the LYNX DAQ system, are analyzed for a possible neutrino
magnetic moment and neutrino millicharge. For this purpose, data with a total
exposure of 828 kg d of reactor ON and 672 kg d of reactor OFF are selected ac-
cording to quality and stability in the region of interest of [2, 20] keV. Subsequent
to the dataset preparation, an extended binned likelihood fit is performed and a
profile likelihood ratio test is conducted to determine upper limits on the magnetic
moment and millicharge. Furthermore, a combined analysis with Run-1 and Run-2
is performed. The upper limit at 90% C.L. on the neutrino magnetic moment using
the full combined dataset yields µν < 5.18 · 10−11µB, while the neutrino millicharge
accounts to |qν | < 1.76 · 10−12e0. The results obtained in this work improve the past
results on neutrino electromagnetic properties of CONUS (µν < 7.5 · 10−11µB and
|qν | < 3.3 · 10−12e0) by a factor of 1.5 for the NMM and by almost a factor of 2
for the NMC. Compared to the currently best upper limits obtained from reactor
neutrinos set by the GEMMA experiment (µν < 2.9·10−11µB and |qν | < 1.5·10−12e0)
the limits obtained in this work are less than a factor of 2 for the NMM and only a
factor of 1.2 for the NMC away.
To further improve these limits and also to achieve a CEνNS measurement, the
knowledge of the different types of detector signals and the background understand-
ing should be improved. For this reason, a pulse-shape simulation is set up to study
the detector pulses originating from neutrino signals and background events. With
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the study of pulse-shapes, surface events can be distinguished from bulk events. For
this reason, the signal-to-background ratio can be increased by rejecting background
events by means of the shape. The open-source pulse-shape simulation framework
siggen is modified to fit the CONUS detectors and a comparison to actual measured
detector pulses is done. A good agreement between simulation and measurement is
found, reproducing all important features of the signal pulses. With the validated
pulse-shape simulation a powerful tool for signal-like and background event studies
is now available for the CONUS experiment.
With the move of the CONUS experiment to the new reactor, a unique possibility
of increasing the experimental sensitivity is given. In the course of the experi-
ment transfer from KBR to KKL, the detectors were refurbished and optimized by
the manufacturer to improve the detector performance in terms of detection effi-
ciency and energy threshold. Among other things, the internal air cooling of the
electrical cryocooling system of the detectors is replaced by a water cooling sys-
tem, decreasing the noise of the detector. In this thesis, the optimized detectors
for CONUS+ are tested and characterized. The new detectors provide excellent
performance in trigger-efficiency and energy resolution with a new possible energy
threshold of around 150 eV. Compared to the energy threshold before the refurbish-
ment of 300 eV to 210 eV, this yields a major improvement and a huge increase in
sensitivity for the experiment. Furthermore, a major reduction in terms of vibra-
tions and therefore in microphonic noise is achieved, as well as the impact of the
ambient temperature on the noise rate is decreased with the optimization.
The results obtained in this work have shown that the improvements in data col-
lection stability and all optimization procedures in the CONUS setup contributed
intensely to better results. With this refinement, a big step towards the measurement
goals of the CONUS experiment was made. With the CONUS+ experiment and the
optimized detectors, the sensitivity is increased, and with the first measurement run
at KKL, a promising future has started. With these measurement conditions, the
first CEνNS signal at a reactor and further best limits regarding BSM physics are
within reach in the near future. The results of the CONUS experiment, past and
also upcoming, help to nail down the elusive character of the neutrino and offer
additionally the possibility to catch a glimpse of what lies beyond the SM.
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Appendix

A. Impact of the TDD Cut
In the following the impact of the TDD cut on ON and OFF spectra in the energy
range of 2 − 20 keV for Run-4 and Run-5 is shown.
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Figure A.1.: TDD cut impact on ON (a) and OFF (b) spectra for Run-4 for the CONUS-1
detector in the region [2, 20]keVee.
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Figure A.2.: TDD cut impact on ON (a) and OFF (b) spectra for Run-4 for the CONUS-2
detector in the region [2, 20]keVee.
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Figure A.3.: TDD cut impact on ON (a) and OFF (b) spectra for Run-4 for the CONUS-3
detector in the region [2, 20]keVee.
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Figure A.4.: TDD cut impact on ON (a) and OFF (b) spectra for Run-4 for the CONUS-4
detector in the region [2, 20]keVee.
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Figure A.5.: TDD cut impact on ON (a) and OFF (b) spectra for Run-5 for the CONUS-2
detector in the region [2, 20]keVee.
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Figure A.6.: TDD cut impact on ON (a) and OFF (b) spectra for Run-5 for the CONUS-4
detector in the region [2, 20]keVee.
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B. Stability Plots for Dataset Preparation

B. Stability Plots for Dataset Preparation
Hereinafter, the data stability regarding the detector rate and the stability of the
228Th-calibrations over Run-4 and Run-5 is plotted. For the stability plots, all
available data is used, and data cuts are still not applied.

(a)

(b)

Figure B.1.: Evolution of the 10.4 keV line during Run-4 for CONUS-1 (black), CONUS-2
(red), CONUS-3 (green), and CONUS-4 (blue). The position (a) and the
resolution (b) of the cosmogenic activation line are constant over the whole
Run-4.
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(a) (b)

Figure B.2.: Count rate evolution of CONUS-2 during Run-5. The full low energy range
from [0, 30] keV (a) is subject to strong fluctuations due to noise variations,
while the region of interest for the electromagnetic properties analysis of
[2, 20] keV is much more stable. The rate evolution is plotted before the
stability cuts.

(a) (b)

Figure B.3.: Evolution of the 238 keV line by 228Th-calibrations for CONUS-2 during Run-
5. The evolution of the peak position is depicted in (a), while the resolution
is shown in (b).

(a) (b)

Figure B.4.: Count rate evolution of CONUS-4 during Run-5. The full low energy range
from [0, 30] keV (a) is subject to strong fluctuations due to noise variations,
while the region of interest for the electromagnetic properties analysis of
[2, 20] keV is much more stable. The rate evolution is plotted before the
stability cuts.
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(a) (b)

Figure B.5.: Evolution of the 238 keV line by 228Th-calibrations for CONUS-4 during Run-
5. The evolution of the peak position is depicted in (a), while the resolution
is shown in (b).

(a) (b)

Figure B.6.: Count rate evolution of CONUS-1 during Run-4. The full low energy range
from [0, 30] keV (a) is subject to strong fluctuations due to noise variations,
while the region of interest for the electromagnetic properties analysis of
[2, 20] keV is much more stable. The rate evolution is plotted before the
stability cuts.

(a) (b)

Figure B.7.: Evolution of the 238 keV line by 228Th-calibrations for CONUS-1 during Run-
4. The evolution of the peak position is depicted in (a), while the resolution is
shown in (b). For the 228Th-calibrations only a small amount of measurements
are given.
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(a) (b)

Figure B.8.: Count rate evolution of CONUS-2 during Run-4. The full low energy range
from [0, 30] keV (a) is subject to strong fluctuations due to noise variations,
while the region of interest for the electromagnetic properties analysis of
[2, 20] keV is much more stable. The rate evolution is plotted before the
stability cuts.

(a) (b)

Figure B.9.: Evolution of the 238 keV line by 228Th-calibrations for CONUS-2 during Run-
4. The evolution of the peak position is depicted in (a), while the resolution is
shown in (b). For the 228Th-calibrations only a small amount of measurements
are given.

(a) (b)

Figure B.10.: Count rate evolution of CONUS-3 during Run-4. The full low energy range
from [0, 30] keV (a) is subject to strong fluctuations due to noise variations,
while the region of interest for the electromagnetic properties analysis of
[2, 20] keV is much more stable. The rate evolution is plotted before the
stability cuts.
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(a) (b)

Figure B.11.: Evolution of the 238 keV line by 228Th-calibrations for CONUS-3 during
Run-4. The evolution of the peak position is depicted in (a), while the
resolution is shown in (b). For the 228Th-calibrations only a small amount
of measurements are given.

(a) (b)

Figure B.12.: Count rate evolution of CONUS-4 during Run-4. The full low energy range
from [0, 30] keV (a) is subject to strong fluctuations due to noise variations,
while the region of interest for the electromagnetic properties analysis of
[2, 20] keV is much more stable. The rate evolution is plotted before the
stability cuts.

(a) (b)

Figure B.13.: Evolution of the 238 keV line by 228Th-calibrations for CONUS-4 during
Run-4. The evolution of the peak position is depicted in (a), while the
resolution is shown in (b). For the 228Th-calibrations only a small amount
of measurements are given.
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C. Best Fitting Results and Correlation Matrices
for the Magnetic Moment

In the following, the best-fit values for the likelihood fit assuming the H0 hypothesis
of zero magnetic moment and for the H1 hypothesis with free magnetic moment
parameter are shown for all detectors in Run-4 and Run-5. Furthermore, the corre-
lation matrices and 1D profiles of all parameters are plotted for the case of neutrino
magnetic moment.
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Figure C.1.: Best-fit result of CONUS-2 in Run-5 for the H0 hypothesis assuming zero
magentic moment. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium.
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Figure C.2.: Best-fit result of CONUS-2 in Run-5 for the H1 hypothesis with free magnetic
moment parameter. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium. For the best-fit case a small
but not significant magnetic moment is found.

Table C.1.: Correlation matrix of the likelihood parameters for CONUS-2 Run-5 for the
magnetic moment investigation. The color of the cells indicates the strength
of the correlation, where red is positively correlated and blue is negatively
correlated.

µν ϕreduced m dE ceff badd.ON bmc p1 p2 p3
µν 1 0 0 0 0 -0.954 0.386 -0.109 0 -0.117
ϕreduced 0 1 0 0 0 0 0 0 0 0
m 0 0 1 0 0 0 0 0 0 0
dE 0 0 0 1 0 0 0 0 0 0
ceff 0 0 0 0 1 0 -0.244 0 0 0
badd.ON -0.954 0 0 0 0 1 -0.573 0.104 0 0.112
bmc 0.386 0 0 0 -0.244 -0.573 1 0 0.292 0
p1 -0.109 0 0 0 0 0.104 0 1 0.124 -0.934
p2 0 0 0 0 0 0 0.292 0.124 1 0.133
p3 -0.117 0 0 0 0 0.112 0 -0.934 0.133 1
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Figure C.3.: 1D profiles of all likelihood fit parameters for CONUS-2 in Run-5 for the
magnetic moment investigation. The respective parameter is scanned over
its valid parameter range, while all other parameters are minimized. The
scanned parameters are the NMM µν (a), the efficiency ceff (b), the energy
scale uncertainty dE (c), the fiducial mass m (d), the reduced flux ϕreduced (e),
the background normalization bmc (f), the additional ON component badd.ON
(g) and the three parameters of the leakage test component (h)-(j). On the
y-axis, the likelihood value in a.u. is shown.
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Figure C.4.: Best-fit result of CONUS-4 in Run-5 for the H0 hypothesis assuming zero
magentic moment. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium.
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Figure C.5.: Best-fit result of CONUS-4 in Run-5 for the H1 hypothesis with free magnetic
moment parameter. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium. For the best-fit case, no
additional events due to a non-zero magnetic moment are found.
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Figure C.6.: 1D profiles of all likelihood fit parameters for CONUS-4 in Run-5 for the
magnetic moment investigation. The respective parameter is scanned over
the whole parameter range, while all other parameters are minimized. The
scanned parameters are the NMM µν (a), the efficiency ceff (b), the energy
scale uncertainty dE (c), the fiducial mass m (d), the reduced flux ϕreduced (e),
the background normalization bmc (f), the additional ON component badd.ON
(g) and the three parameters of the leakage test component (h)-(j). On the
y-axis, the likelihood value in a.u. is shown.
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Table C.2.: Correlation matrix of the likelihood parameters for CONUS-4 Run-5 for the
magnetic moment investigation. The color of the cells indicates the strength
of the correlation, where red is positively correlated and blue is negatively
correlated.

µν ϕreduced m dE ceff badd.ON bmc p1 p2 p3
µν 1 0 0 0 0 -0.237 0 -0.059 -0.067 -0.066
ϕreduced 0 1 0 0 0 0 0 0 0 0
m 0 0 1 0 0 0 0 0 0 0
dE 0 0 0 1 0 0 0 0 0 0
ceff 0 0 0 0 1 0 -0.661 0 0 0
badd.ON -0.237 0 0 0 0 1 -0.400 0 0 0
bmc 0 0 0 0 -0.661 -0.400 1 0.185 0.258 0.195
p1 -0.059 0 0 0 0 0 0.185 1 0.945 0.878
p2 -0.067 0 0 0 0 0 0.258 0.945 1 0.952
p3 -0.066 0 0 0 0 0 0.195 0.878 0.952 1
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Figure C.7.: Best-fit result of CONUS-1 in Run-4 for the H0 hypothesis assuming zero
magentic moment. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium.

143



APPENDIX

5000 10000 15000 20000

Energy in eV

101

102

103ct
s

ON

ON

LH fit

5000 10000 15000 20000

Energy in eV

100

101

102

ct
s

OFF

OFF

LH fit

5000 10000 15000 20000

Energy in eV

−20

−10

0

10

20

ct
s

Residuals

5000 10000 15000 20000

Energy in eV

−5

0

5

10ct
s

Residuals

Figure C.8.: Best-fit result of CONUS-1 in Run-4 for the H1 hypothesis with free magnetic
moment parameter. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium. For the best-fit case, no
additional events due to a non-zero magnetic moment are found.

Table C.3.: Correlation matrix of the likelihood parameters for CONUS-1 Run-4 for the
magnetic moment investigation. The color of the cells indicates the strength
of the correlation, where red is positively correlated and blue is negatively
correlated.

µν ϕreduced m dE ceff bmc p1 p2 p3
µν 1 0 0 0 0 0 0 0 0
ϕreduced 0 1 0 0 0 0 0 0 0
m 0 0 1 0 0 0 0 0 0
dE 0 0 0 1 0 0 0 0 0
ceff 0 0 0 0 1 -0.274 0 0 0
bmc 0 0 0 0 -0.274 1 0 0.564 0
p1 0 0 0 0 0 0 1 0.068 -0.975
p2 0 0 0 0 0 0 0.068 1 0.117
p3 0 0 0 0 0 0 -0.975 0.117 1
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Figure C.9.: 1D profiles of all likelihood fit parameters for CONUS-1 in Run-4 for the
magnetic moment investigation. The respective parameter is scanned over
the whole parameter range, while all other parameters are minimized. The
scanned parameters are the NMM µν (a), the efficiency ceff (b), the energy
scale uncertainty dE (c), the fiducial mass m (d), the reduced flux ϕreduced
(e), the background normalization bmc (f) and the three parameters of the
leakage test component (g)-(i). On the y-axis, the likelihood value in a.u. is
shown.

145



APPENDIX

5000 10000 15000 20000

Energy in eV

101

102

103

ct
s

ON

ON

LH fit

5000 10000 15000 20000

Energy in eV

100

101

102

ct
s

OFF

OFF

LH fit

5000 10000 15000 20000

Energy in eV

−10

0

10

ct
s

Residuals

5000 10000 15000 20000

Energy in eV

−10

0

10

ct
s

Residuals

Figure C.10.: Best-fit result of CONUS-2 in Run-4 for the H0 hypothesis assuming zero
magentic moment. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from
the fit due to the activation lines of the germanium.
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Figure C.11.: Best-fit result of CONUS-2 in Run-4 for the H1 hypothesis with free magnetic
moment parameter. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from
the fit due to the activation lines of the germanium. For the best-fit case a
small but not significant magnetic moment is found.
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Figure C.12.: 1D profiles of all likelihood fit parameters for CONUS-2 in Run-4 for the
magnetic moment investigation. The respective parameter is scanned over
the whole parameter range, while all other parameters are minimized. The
scanned parameters are the NMM µν (a), the efficiency ceff (b), the energy
scale uncertainty dE (c), the fiducial mass m (d), the reduced flux ϕreduced
(e), the background normalization bmc (f) and the three parameters of the
leakage test component (g)-(i). On the y-axis, the likelihood value in a.u. is
shown.
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Table C.4.: Correlation matrix of the likelihood parameters for CONUS-2 Run-4 for the
magnetic moment investigation. The color of the cells indicates the strength
of the correlation, where red is positively correlated and blue is negatively
correlated.

µν ϕreduced m dE ceff bmc p1 p2 p3
µν 1 0 0 0 0 -0.454 0 0 0
ϕreduced 0 1 0 0 0 0 0 0 0
m 0 0 1 0 0 0 0 0 0
dE 0 0 0 1 0 0 0 0 0
ceff 0 0 0 0 1 -0.141 0 0 0
bmc -0.454 0 0 0 -0.141 1 0 0.569 0
p1 0 0 0 0 0 0 1 0 -0.976
p2 0 0 0 0 0 0.569 0 1 0.145
p3 0 0 0 0 0 0 -0.976 0.145 1
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Figure C.13.: Best-fit result of CONUS-4 in Run-4 for the H0 hypothesis assuming zero
magentic moment. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from
the fit due to the activation lines of the germanium.
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Figure C.14.: Best-fit result of CONUS-4 in Run-4 for the H1 hypothesis with free magnetic
moment parameter. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from
the fit due to the activation lines of the germanium. For the best-fit case a
small but not significant magnetic moment is found.

Table C.5.: Correlation matrix of the likelihood parameters for CONUS-4 Run-4 for the
magnetic moment investigation. The color of the cells indicates the strength
of the correlation, where red is positively correlated and blue is negatively
correlated.

µν ϕreduced m dE ceff bmc p1 p2 p3
µν 1 0 0 0 0.110 -0.673 -0.072 0 0
ϕreduced 0 1 0 0 0 0 0 0 0
m 0 0 1 0 0 0 0 0 0
dE 0 0 0 1 0 0 0 0 0
ceff 0.110 0 0 0 1 -0.254 0 0 0
bmc -0.673 0 0 0 -0.254 1 0.334 0.439 0.293
p1 -0.072 0 0 0 0 0.334 1 0.866 0.720
p2 0 0 0 0 0 0.439 0.866 1 0.868
p3 0 0 0 0 0 0.293 0.720 0.868 1
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Figure C.15.: 1D profiles of all likelihood fit parameters for CONUS-4 in Run-4 for the
magnetic moment investigation. The respective parameter is scanned over
the whole parameter range, while all other parameters are minimized. The
scanned parameters are the NMM µν (a), the efficiency ceff (b), the energy
scale uncertainty dE (c), the fiducial mass m (d), the reduced flux ϕreduced
(e), the background normalization bmc (f) and the three parameters of the
leakage test component (g)-(i). On the y-axis, the likelihood value in a.u. is
shown.
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D. Best Fitting results and Correlation Matrices
for the Millicharge

Here, the best-fit values for the likelihood fit assuming the H0 hypothesis of zero
millicharge and for the H1 hypothesis with free millicharge parameter are shown for
all detectors in Run-4 and Run-5. Furthermore, the correlation matrices and 1D
profiles of all parameters are plotted for the case of neutrino millicharge.
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Figure D.1.: Best-fit result of CONUS-2 in Run-5 for the H0 hypothesis assuming zero
millicharge. On the left side, the reactor ON spectrum (top) is shown with
respective residuals of (data - fit) (bottom), whereas the OFF spectrum is
shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium.
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Figure D.2.: Best-fit result of CONUS-2 in Run-5 for the H1 hypothesis with free mil-
licharge parameter. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium. For the best-fit case, no
additional events due to a non-zero millicharge are found.

Table D.1.: Correlation matrix of the likelihood parameters for CONUS-2 Run-5 for the
millicharge investigation. The color of the cells indicates the strength of the
correlation, where red is positively correlated and blue is negatively correlated.

|qν | ϕreduced m dE ceff badd.ON bmc p1 p2 p3
qν | 1 0 0 0 0 0 0 0 0 0
ϕreduced 0 1 0 0 0 0 0 0 0 0
m 0 0 1 0 0 0 0 0 0 0
dE 0 0 0 1 0 0 0 0 0 0
ceff 0 0 0 0 1 0 -0.274 0 0 0
badd.ON 0 0 0 0 0 1 -0.742 0 0 0
bmc 0 0 0 0 -0.274 -0.742 1 0 0.337 0
p1 0 0 0 0 0 0 0 1 0.110 -0.965
p2 0 0 0 0 0 0 0.337 0.110 1 0.122
p3 0 0 0 0 0 0 0 -0.965 0.122 1
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Figure D.3.: 1D profiles of all likelihood fit parameters for CONUS-2 in Run-5 for the
millicharge investigation. The respective parameter is scanned over the whole
parameter range, while all other parameters are minimized. The scanned
parameters are the NMC |qν | (a), the efficiency ceff (b), the energy scale
uncertainty dE (c), the fiducial mass m (d), the reduced flux ϕreduced (e),
the background normalization bmc (f), the additional ON component badd.ON
(g) and the three parameters of the leakage test component (h)-(j). On the
y-axis, the likelihood value in a.u. is shown.
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Figure D.4.: Best-fit result of CONUS-4 in Run-5 for the H0 hypothesis assuming zero
millicharge. On the left side, the reactor ON spectrum (top) is shown with
respective residuals of (data - fit) (bottom), whereas the OFF spectrum is
shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium.
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Figure D.5.: Best-fit result of CONUS-4 in Run-5 for the H1 hypothesis with free mil-
licharge parameter. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium. For the best-fit case, no
additional events due to a non-zero millicharge are found.
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Figure D.6.: 1D profiles of all likelihood fit parameters for CONUS-4 in Run-5 for the
millicharge investigation. The respective parameter is scanned over the whole
parameter range, while all other parameters are minimized. The scanned
parameters are the NMC |qν | (a), the efficiency ceff (b), the energy scale
uncertainty dE (c), the fiducial mass m (d), the reduced flux ϕreduced (e),
the background normalization bmc (f), the additional ON component badd.ON
(g) and the three parameters of the leakage test component (h)-(j). On the
y-axis, the likelihood value in a.u. is shown.
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Table D.2.: Correlation matrix of the likelihood parameters for CONUS-4 Run-5 for the
millicharge investigation. The color of the cells indicates the strength of the
correlation, where red is positively correlated and blue is negatively correlated.

|qν | ϕreduced m dE ceff badd.ON bmc p1 p2 p3
qν | 1 0 0 0 0 0 0 0 0 0
ϕreduced 0 1 0 0 0 0 0 0 0 0
m 0 0 1 0 0 0 0 0 0 0
dE 0 0 0 1 0 0 0 0 0 0
ceff 0 0 0 0 1 0 -0.654 0 0 0
badd.ON 0 0 0 0 0 1 –0.406 0 0 0
bmc 0 0 0 0 -0.654 –0.406 1 0 0.243 0
p1 0 0 0 0 0 0 0 1 0.169 -0.918
p2 0 0 0 0 0 0 0.243 0.169 1 0.225
p3 0 0 0 0 0 0 0 -0.918 0.225 1

5000 10000 15000 20000

Energy in eV

101

102

103ct
s

ON

ON

LH fit

5000 10000 15000 20000

Energy in eV

100

101

102

ct
s

OFF

OFF

LH fit

5000 10000 15000 20000

Energy in eV

−20

−10

0

10

20

ct
s

Residuals

5000 10000 15000 20000

Energy in eV

−5

0

5

10ct
s

Residuals

Figure D.7.: Best-fit result of CONUS-1 in Run-4 for the H0 hypothesis assuming zero
millicharge. On the left side, the reactor ON spectrum (top) is shown with
respective residuals of (data - fit) (bottom), whereas the OFF spectrum is
shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium.
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Figure D.8.: Best-fit result of CONUS-1 in Run-4 for the H1 hypothesis with free mil-
licharge parameter. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from the
fit due to the activation lines of the germanium. For the best-fit case, no
additional events due to a non-zero millicharge are found.

Table D.3.: Correlation matrix of the likelihood parameters for CONUS-1 Run-4 for the
millicharge investigation. The color of the cells indicates the strength of the
correlation where red is positively correlated and blue is negatively correlated.

|qν | ϕreduced m dE ceff bmc p1 p2 p3
qν | 1 0 0 0 0 0.649 0.595 0.854 0.593
ϕreduced 0 1 0 0 0 0 0 0 0
m 0 0 1 0 0 0 0 0 0
dE 0 0 0 1 0 0 0 0 0
ceff 0 0 0 0 0 1 -0.250 0 0.072 0
bmc 0.649 0 0 0 -0.250 1 0.107 0.488 0.105
p1 0.595 0 0 0 0 0.107 1 0.747 0.534
p2 0.854 0 0 0 0.072 0.488 0.747 1 0.745
p3 0.593 0 0 0 0 0.105 0.534 0.745 1
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Figure D.9.: 1D profiles of all likelihood fit parameters for CONUS-1 in Run-4 for the
millicharge investigation. The respective parameter is scanned over the whole
parameter range, while all other parameters are minimized. The scanned
parameters are the NMC |qν | (a), the efficiency ceff (b), the energy scale
uncertainty dE (c), the fiducial mass m (d), the reduced flux ϕreduced (e), the
background normalization bmc (f) and the three parameters of the leakage
test component (g)-(i). On the y-axis, the likelihood value in a.u. is shown.
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Figure D.10.: Best-fit result of CONUS-2 in Run-4 for the H0 hypothesis assuming zero
millicharge. On the left side, the reactor ON spectrum (top) is shown with
respective residuals of (data - fit) (bottom), whereas the OFF spectrum is
shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from
the fit due to the activation lines of the germanium.
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Figure D.11.: Best-fit result of CONUS-2 in Run-4 for the H1 hypothesis with free mil-
licharge parameter. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from
the fit due to the activation lines of the germanium. For the best-fit case, a
small but not significant millicharge is found.
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Figure D.12.: 1D profiles of all likelihood fit parameters for CONUS-2 in Run-4 for the mil-
licharge investigation. The respective parameter is scanned over the whole
parameter range, while all other parameters are minimized. The scanned
parameters are the NMC |qν | (a), the efficiency ceff (b), the energy scale un-
certainty dE (c), the fiducial mass m (d), the reduced flux ϕreduced (e), the
background normalization bmc (f) and the three parameters of the leakage
test component (g)-(i). On the y-axis, the likelihood value in a.u. is shown.
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Table D.4.: Correlation matrix of the likelihood parameters for CONUS-2 Run-4 for the
millicharge investigation. The color of the cells indicates the strength of the
correlation, where red is positively correlated and blue is negatively correlated.

|qν | ϕreduced m dE ceff bmc p1 p2 p3
qν | 1 0 0 0 0 -0.236 -0.088 -0.347 -0.103
ϕreduced 0 1 0 0 0 0 0 0 0
m 0 0 1 0 0 0 0 0 0
dE 0 0 0 1 0 0 0 0 0
ceff 0 0 0 0 0 1 -0.161 0 0 0
bmc -0.236 0 0 0 -0.161 1 0 0.684 0
p1 -0.088 0 0 0 0 0 1 0.099 -0.960
p2 -0.347 0 0 0 0 0.684 0.099 1 0.117
p3 -0.103 0 0 0 0 0 -0.960 0.117 1
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Figure D.13.: Best-fit result of CONUS-4 in Run-4 for the H0 hypothesis assuming zero
millicharge. On the left side, the reactor ON spectrum (top) is shown with
respective residuals of (data - fit) (bottom), whereas the OFF spectrum is
shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from
the fit due to the activation lines of the germanium.
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Figure D.14.: Best-fit result of CONUS-4 in Run-4 for the H1 hypothesis with free mil-
licharge parameter. On the left side, the reactor ON spectrum (top) is shown
with respective residuals of (data - fit) (bottom), whereas the OFF spectrum
is shown on the right side. In both cases, the data (black) is shown with the
corresponding likelihood fit (red). The grey shaded area is excluded from
the fit due to the activation lines of the germanium. For the best-fit case, a
small but not significant millicharge is found.

Table D.5.: Correlation matrix of the likelihood parameters for CONUS-4 Run-4 for the
millicharge investigation. The color of the cells indicates the strength of the
correlation, where red is positively correlated and blue is negatively correlated.

|qν | ϕreduced m dE ceff bmc p1 p2 p3
qν | 1 0 0 0 0 -0.216 -0.061 -0.070 -0.080
ϕreduced 0 1 0 0 0 0 0 0 0
m 0 0 1 0 0 0 0 0 0
dE 0 0 0 1 0 0 0 0 0
ceff 0 0 0 0 0 1 -0.315 0 0 0
bmc -0.216 0 0 0 -0.315 1 0 0.525 0.067
p1 -0.061 0 0 0 0 0 1 0.126 -0.943
p2 -0.070 0 0 0 0 0.525 0.126 1 0.165
p3 -0.080 0 0 0 0 0.067 -0.943 0.165 1
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Figure D.15.: 1D profiles of all likelihood fit parameters for CONUS-4 in Run-4 for the mil-
licharge investigation. The respective parameter is scanned over the whole
parameter range, while all other parameters are minimized. The scanned
parameters are the NMC |qν | (a), the efficiency ceff (b), the energy scale un-
certainty dE (c), the fiducial mass m (d), the reduced flux ϕreduced (e), the
background normalization bmc (f) and the three parameters of the leakage
test component (g)-(i). On the y-axis, the likelihood value in a.u. is shown.
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E. Simulated Detector Potentials
In the following the simulated electric and weighting potentials of CONUS-2 to
CONUS-5 are shown. Due to different impurity concentrations and depletion volt-
ages, the formation of the electric field and the weighting potential are individual
for each detector.
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Figure E.1.: Simulated electric (a) and weighting (b) potentials for the CONUS-2 detector.
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Figure E.2.: Simulated electric (a) and weighting (b) potentials for the CONUS-3 detector.
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Figure E.3.: Simulated electric (a) and weighting (b) potentials for the CONUS-4 detector.
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Figure E.4.: Simulated electric (a) and weighting (b) potentials for the CONUS-5 detector.
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F. Calibration for the Detector Simulation
For the calibration of the simulation from arbitrary units to ADC channels calibra-
tion coefficients are needed. They are obtained by the following calibration lines
for CONUS-2 to CONUS-5. Here, the maximum amplitude of background FP is
plotted against the energy.
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Figure F.1.: Simulation calibration lines for the CONUS-2 (a) and CONUS-3 (b) detectors.
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Figure F.2.: Simulation calibration lines for the CONUS-4 (a) and CONUS-5 (b) detectors.
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G. Noise Templates

G. Noise Templates
Noise templates generated by the ’Noise Generator’ for the CONUS-2 to CONUS-5
detectors. Measured noise samples are processed and the mean frequencies and the
standard deviation are calculated. The calculated frequencies are varied around the
standard deviation and individual noise templates are generated.
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Figure G.1.: Generated noise template for the CONUS-2 (a) and CONUS-3 (b) detectors.
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Figure G.2.: Generated noise template for the CONUS-4 and CONUS-5 detectors.
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APPENDIX

H. Simulated and Measured Pulses
In the following, the simulated pulses of CONUS-2 to CONUS-5 are compared to
the measured ones. The comparison is conducted for events of 500 eV, 1 keV, 10 keV
and 25 keV. Furthermore, the parameters of the pulses fitted by Equation 4.10 are
summarized for simulation and measurement.
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Figure H.1.: Comparison between simulated and measured pulses for the CONUS-2 detec-
tor at 500 eV (a), 1 keV (b), 10 keV (c) and 25 keV (d). The simulated pulse
(dashed) is shifted in time to match the rise of the measured pulse (solid).

Table H.1.: Fit parameters of measured and simulated pulses for the CONUS-2 detector.
The constant of the exponential decay τc is fixed in the fit to 0.000131 ns for
measurement and simulation as well.

Energy in keV A0 in ADC channels t0 in ns τ in ns τc in ns P0 in ADC channels

0.5 measurement
simulation

72.48 ± 1.57
72.52 ± 1.22

4074.17 ± 32.82
3749.32 ± 17.93

368.02 ± 68.51
261.73 ± 31.44

0.000131
0.000131

929.82 ± 1.67
946.40 ± 1.31

1 measurement
simulation

147.82 ± 1.14
148.69 ± 0.81

3654.48 ± 5.96
3629.94 ± 3.33

181.58 ± 11.78
113.06 ± 5.44

0.000131
0.000131

947.96 ± 1.25
934.48 ± 0.90

10 measurement
simulation

1429.93 ± 1.30
1429.75 ± 1.56

3660.08 ± 0.68
3639.97 ± 0.84

166.49 ± 1.23
174.42 ± 1.54

0.000131
0.000131

926.24 ± 1.43
922.87 ± 1.72

25 measurement
simulation

3507.77 ± 3.75
3534.15 ± 2.88

3655.66 ± 0.83
3642.16 ± 0.62

183.04 ± 1.58
171.99 ± 1.14

0.000131
0.000131

1003.5 ± 4.12
964.69 ± 3.17
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Figure H.2.: Comparison between simulated and measured pulses for the CONUS-3 detec-
tor at 500 eV (a), 1 keV (b), 10 keV (c) and 25 keV (d). The simulated pulse
(dashed) is shifted in time to match the rise of the measured pulse (solid).

Table H.2.: Fit parameters of measured and simulated pulses for the CONUS-3 detector.
The constant of the exponential decay τc is fixed in the fit to 0.000125 ns for
measurement and simulation as well.

Energy in keV A0 in ADC channels t0 in ns τ in ns τc in ns P0 in ADC channels

0.5 measurement
simulation

81.47 ± 1.11
89.52 ± 2.07

3439.44 ± 12.72
4009.87 ± 36.22

287.68 ± 29.20
1011.76 ± 78.92

0.000125
0.000125

789.28 ± 1.21
784.25 ± 1.92

1 measurement
simulation

151.59 ± 0.85
141.53 ± 1.17

3712.49 ± 3.83
3715.57 ± 8.08

124.25 ± 6.34
285.16 ± 13.64

0.000125
0.000125

785.73 ± 0.96
793.89 ± 1.29

10 measurement
simulation

1355.48 ± 1.29
1418.87 ± 1.23

3655.53 ± 0.76
3699.62 ± 0.72

192.44 ± 1.25
205.06 ± 1.35

0.000125
0.000125

804.78 ± 1.44
796.81 ± 1.36

25 measurement
simulation

3399.7 ± 1.87
3542.89 ± 2.04

3650.81 ± 0.45
3700.49 ± 0.47

194.92 ± 0.83
192.98 ± 0.86

0.000125
0.000125

800.56 ± 2.08
811.40 ± 2.27

Table H.3.: Fit parameters of measured and simulated pulses for the CONUS-4 detector.
The constant of the exponential decay τc is fixed in the fit to 0.000132 ns for
measurement and simulation as well.

Energy in keV A0 in ADC channels t0 in ns τ in ns τc in ns P0 in ADC channels

0.5 measurement
simulation

78.39 ± 1.17
71.85 ± 0.99

3149.62 ± 10.63
3729.11 ± 11.08

144.66 ± 16.36
190.86 ± 19.93

0.000132
0.000132

900.76 ± 1.32
899.62 ± 1.08

1 measurement
simulation

176.95 ± 1.23
143.65 ± 0.83

3675.82 ± 4.86
3761.53 ± 3.67

138.76 ± 8.08
107.01 ± 5.16

0.000132
0.000132

887.25 ± 1.37
899.14 ± 0.92

10 measurement
simulation

1451.21 ± 2.22
1417.98 ± 1.95

3667.65 ± 1.12
3737.97 ± 1.04

153.09 ± 1.82
164.31 ± 1.71

0.000132
0.000132

905.18 ± 2.45
901.42 ± 2.14

25 measurement
simulation

3621.91 ± 5.05
3549.14 ± 4.46

3673.10 ± 1.00
3734.80 ± 0.94

148.53 ± 1.61
162.82 ± 1.58

0.000132
0.000132

901.41 ± 5.58
904.79 ± 4.89
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Figure H.3.: Comparison between simulated and measured pulses for the CONUS-4 detec-
tor at 500 eV (a), 1 keV (b), 10 keV (c) and 25 keV (d). The simulated pulse
(dashed) is shifted in time to match the rise of the measured pulse (solid).
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I. Ambient Temperature Correlation for CONUS+
Detectors

In the following, the detector rate, cryocooler power, and room temperature for the
second and third temperature test are shown. In test 2, the chiller temperature was
set to 10◦C and the temperature in the tent was heated up to 40◦C. In test 3 the
chiller temperature was set to 18◦C. Furthermore, the correlation plots for test 2 and
test 3 are shown and the corresponding correlation coefficients and fit parameters
are given. Additionally, the rate, cryocooler power, and room temperature during
the cooling test with a chiller temperature of 18◦C is shown in Figure I.7.

Figure I.2.: Normalized detector rate (black) and normalized cryocooler power (red) plot-
ted over time for the second test with a chiller temperature of 10 ◦C. The time
of start and stop of the heating is also marked.
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(a)

(b)

Figure I.1.: Rate, cryocooler properties and room temperature for the second test with a
chiller temperature of 10 ◦C. The temperature in the tent was heated up to
40 ◦C and the detector rate (top), cryocooler power (middle), and temperature
(bottom) were recorded over time (a). Additionally, the cryocooler properties
such as the coldtip temperature (red), the coldhead temperature (green), the
compressor temperature (blue), and the controller temperature (yellow) are
also recorded over time (b). The time of start and stop of the heating is also
marked.
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Figure I.3.: Correlation between detector rate and cryocooler power (a), detector rate and
temperature (b), and cryocooler power and temperature (c) for the second test.
Here, the chiller temperature was set to 10 ◦C, and the room temperature was
heated to 40 ◦C. The correlation coefficients are cor(R, P ) = 0.84, cor(R, T ) =
0.24 and cor(P, T ) = 0.67. A linear fit is indicated by the red lines.

Table I.1.: Correlation coefficients of rate and cryocooler power or temperature and of
cryocooler power and temperature for the second test. The parameters of a
linear fit for the correlation of rate, cryocooler power, and temperature are
additionally given. The values were fitted by the function f(x) = m · x + c.

Parameters cor(X, Y ) m c
Rate - Cryocooler power 0.84 13.68 ± 0.90 Hz

W −576.01 ± 75.51 Hz
Rate - Temperature 0.24 2.69 ± 0.99 Hz

◦C 494.08 ± 27.48 Hz
Cryocooler power - Temperature 0.67 0.40 ± 0.05 W

◦C 72.69 ± 1.41 W
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(a)

(b)

Figure I.4.: Rate, cryocooler properties and room temperature for the third test with a
chiller temperature of 18 ◦C. The temperature in the tent was heated up to
40 ◦C, and the detector rate (top), cryocooler power (middle), and temperature
(bottom) were recorded over time (a). Additionally, the cryocooler properties
such as the coldtip temperature (red), the coldhead temperature (green), the
compressor temperature (blue), and the controller temperature (yellow) are
also recorded over time (b). The time of start and stop of the heating is
marked also.
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Figure I.5.: Normalized detector rate (black) and normalized cryocooler power (red) plot-
ted over time for the third test with a chiller temperature of 18 ◦C. The time
of start and stop of the heating is also marked.
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Figure I.6.: Correlation between detector rate and cryocooler power (a), detector rate and
temperature (b), and cryocooler power and temperature (c) for the third test.
Here, the chiller temperature was set to 18 ◦C, and the room temperature was
heated to 40 ◦C. The correlation coefficients are cor(R, P ) = 0.81, cor(R, T ) =
0.52 and cor(P, T ) = 0.67. A linear fit is indicated by the red lines.
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Table I.2.: Correlation coefficients of rate and cryocooler power or temperature and of
cryocooler power and temperature for the third test. The parameters of a
linear fit for the correlation of rate, cryocooler power, and temperature are
additionally given. The values were fitted by the function f(x) = m · x + c.

Parameters cor(X, Y ) m c
Rate - Cryocooler power 0.81 18.35 ± 0.82 Hz

W −1104.89 ± 71.23 Hz
Rate - Temperature 0.52 7.88 ± 1.00 Hz

◦C 311.78 ± 22.55 Hz
Cryocooler power - Temperature 0.67 0.44 ± 0.05 W

◦C 76.99 ± 1.16 W

Figure I.7.: Detector rate (black), cryocooler power (red) and air temperature (blue) dur-
ing the cooling test with chiller temperature 18 ◦C. The steps of increasing
the AC temperature are marked in green.
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J. List of Additional Tools

J. List of Additional Tools
In the following, additional tools used for the analysis conducted in this thesis, as
well as tools used for the preparation of this document are listed.

• The main part of the analysis, including work described in Chapters 4 and 5,
is done in C++ with ROOT [75].

• The remaining part of the analysis, i.e. Chapter 3, is done in Python3.10.

• The analysis regarding neutrino electromagnetic properties is done with the
analysis framework of the CONUS collaboration developed by T. Rink and T.
Hugle, which is described in [43, 34].

• Additionally, the MPIK cluster was used for computing results of this work.

• Final language revision of this document was done using Grammarly.
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