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Zusammenfassung: Zeit- und Energie-Aufgelöste Elektronen-Dynamik in

Atomen und Molekülen mit Intensiven Kurzwelligem Licht

In dieser Arbeit wird die Wechselwirkung von ultrakurzen, extrem ultravioletten

(XUV) und weichen Röntgen-Laserpulsen mit Atomen und Molekülen in der Gasphase

untersucht. Insgesamt wird das Thema aus vier verschiedenen Blickwinkeln erforscht,

die alle auf den kurzlebig-kohärenten elektonischen Reaktionen auf die Laserpulse

basieren, sowie mit transienter Absorptionsspektroskopie gemessen werden. Erstens

zeigt eine theoretische Studie, wie transiente Energieverschiebungen elektronischer

Dressed-States in Atomen, die durch einen intensiven XUV-Freie-Elektronen-Laser

(FEL) erzeugt werden, zu zeitlichen Dipolphasenverschiebungen und Absorptions-

linienänderungen führen. Zweitens werden in einer Folgestudie die Rabi-Zyklen der

elektronischen Populationen untersucht, die den Absorptionslinienänderungen der

ersten Studie entsprechen. Ein faltendes neuronales Netzwerk wird eingesetzt, um die

zeitliche Populationsdynamik aus den simulierten spektralen Absorptionsänderungen

zu rekonstruieren. Die Inversion von einer Absorptions- zu einer Emissionslinie wird

beschrieben und ein möglicher experimenteller Nachweis in Helium wird diskutiert.

Drittens ermöglichen dichte Gase die Verstärkung des ansonsten unwahrscheinlichen,

und nichtlinearen Prozesses der stimulierten resonanten inelastischen Röntgenstreuung

(engl.: RIXS), sowie eine auf Propagationseffekte basierende räumlich-spektrale Umfor-

mung der FEL Pulse. Zu diesem Zweck ist ein neuer Versuchsapparat aufgebaut worden,

welcher in einem Röntgen-FEL RIXS-Experiment in dichtem Neongas eingesetzt wur-

de. Viertens wird ein neuartiges Experiment zur Kombination von XUV-Pulsen aus

der Erzeugung von hohen Harmonischen und XUV-FEL-Pulsen demonstriert, bei dem

eine photochemische Reaktion in molekularem Sauerstoff zeitlich aufgelöst wird. Ein

FEL Puls initiiert Dissoziationsprozesse mit der gekoppelten Kern- und Elektronenbe-

wegung der molekularen Sauerstoffionen, die auf Femto- und Pikosekunden-Zeitskalen

aufgelöst werden, indem die Reaktionsprodukte in den Absorptionsspektren der zeit-

lich verzögerten hohen Harmonischen identifiziert werden. Eine FEL-Photonenenergie

aufgelöste Studie der Fragmente wird durchgeführt, um die Ergebnisse der Absorp-

tionsspektroskopie mit kinetischen Energiespektren zu vergleichen, die parallel mit

einem Reaktionsmikroskop aufgenommen wurden.



Abstract: Time-and-Energy–Resolved Electron Dynamics in Atoms and

Molecules with Intense Short-Wavelength Light

This thesis investigates the interaction of ultrashort, extreme-ultraviolet (XUV) and

soft x-ray laser pulses with atoms and molecules in the gas phase. In total, the

subject is explored from four different perspectives, which are all based on the short-

lived–coherent electronic responses to the laser pulses, and measured with transient

absorption spectroscopy. First, a theoretical study reveals how transient energy shifts

of electronic dressed states in atoms driven by an intense XUV Free-Electron Laser

(FEL) lead to temporal dipole phase shifts and absorption-line changes. Second,

a follow-up study investigates the electronic-population Rabi-cycles corresponding

to the absorption-line changes of the first study. A convolutional neural network

is employed to reconstruct the temporal population dynamics from the simulated

spectral absorption modifications. The inversion from an absorption to an emission

line is described and a potential experimental demonstration in helium is discussed.

Third, dense gas targets enable amplification of the otherwise improbable, non-linear

process of stimulated resonant inelastic x-ray scattering (RIXS), as well as x-ray FEL

propagation-based spatial-spectral reshaping. To this end, a new experimental setup is

built and utilized in an x-ray FEL driven RIXS experiment in dense neon gas. Fourth,

a novel experiment combining XUV pulses from high-order harmonic generation

(HHG) and XUV-FEL pulses is demonstrated by time-resolving a photochemical

reaction in molecular oxygen. An FEL pulse initiates coupled nuclear-electronic

dissociation pathways from molecular oxygen ions, which are time-resolved on femto-

and picosecond time scales by identifying the reaction products in the time-delayed

HHG absorption spectra. A FEL-photon-energy–resolved study of the fragments

is performed to compare findings from absorption spectroscopy with kinetic energy

release spectra recorded in parallel with a reaction microscope.
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1. Conceptual Background: Scientific

Introduction into Four Questions

The interaction of light with matter can be found in natural process often and is frequently

used in technological devices as well. These processes can be understood quite well, if one

looks into the details: The light interacts with the constituents of matter—molecules or solids

made of atoms which in turn are made of electrons and nuclei. The fundamental questions to

ask for understanding these processes and break them down in a top-down manner are quite

intuitive: What light is interacting—i.e. which photon energies does it contain? What atoms or

molecules are interacting—i.e. how are they structured? And which parts of the atom/molecule

are interacting with which spectral parts of the light?

Examples of the many natural light-driven processes on Earth range from chemical cycles in the

atmosphere to photosynthesis allowing biology—and thus life—to harvest energy from sunlight,

drawing a blueprint for human-made solar cells. Most of them are based on infrared (IR), visible

(VIS) or ultraviolet (UV) light, whereas other radiation types are either not produced by our Sun

in large quantities, or do not penetrate Earth’s atmosphere significantly—or both. Studying the

interaction of extreme-ultraviolet (XUV) or x-ray radiation with atoms or molecules is, thus, often

only possible when looking towards extraterrestrial processes or, alternatively, in laboratory-based

experiments. Yet, it allows for novel insights into the structure and dynamics of atoms and

molecules and might, ultimately, be utilized for novel technologies in a bottom-up approach. It is

the large photon energies of the XUV/x-ray light—translating to short wavelengths with respect

to visible light—which enables it to address inner-shell and core-state electrons. While outer

valence-electrons are involved in the formation of delocalized molecular bonds, inner-shell/core

electrons stay localized at their parent atom within the molecule. Furthermore, electron states

in different atomic species have different ionization and excitation energies, thus the interaction

with inner-shell/core-electrons in hetero-nuclear molecules—consisting of at least two different

atomic species, e.g. water [H2O] molecules—also allows for so-called site- or element-specificity.

The electronic states and corresponding orbitals govern the chemical binding within molecules,

but also their chemical properties with regards to their environment. This microscopic world

of electrons, atoms and molecules is governed by the rules of quantum mechanics, where the

properties of all quantum particles are non-deterministic and instead guided by probabilistic wave

functions. An electron, for example, can thus be in the superposition of two (or even more) states

at the same time. This quantum behavior can be initiated by using laser light and further utilized
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Chapter 1: Conceptual Background: Scientific Introduction into Four Questions

in technologies, and thus brought to the everyday world—most notably qubits and hence quantum

computers are based on probabilistic properties. But this behavior also appears in atoms and

molecules naturally, and can lead to a variety of processes: an electron leaving the atom/molecule,

or an electron/atom tunneling through an energetically-forbidden area, or a molecule having

several pathways of breaking up into smaller molecules or atoms—and many more.

This further implies that the initial reaction of quantum particles when interacting with light,

leads to further processes both within the atom/molecule and with its environment. This kind

of photochemical reaction is not instantaneous, but has to be understood as dynamical, i.e.

time-dependent, process with a finite duration. Yet, such reactions can be extremely fast—on

the order of picoseconds [ps = 10−12 s], femtoseconds [fs = 10−15 s] or even attoseconds [as =

10−18 s]—and are, thus, often neither measured in a time-resolved manner nor well understood,

yet. The emergence of ultrashort XUV and x-ray laser pulse sources by means of high-order

harmonics generation (HHG) [17–19] has enabled investigating such fast electronic, atomic or

molecular processes and has lead to the new research field of attosecond science. Furthermore,

the advent of XUV/x-ray Free-Electron Lasers (FELs) has widened the scientific applications due

to higher pulse energies and peak intensities while retaining femtosecond [20] or even attosecond

[21, 22] temporal resolution.

Since then, many different measurement schemes and experiments have been developed, where

two main parallel routes can be identified: Driving (or pumping) an atom/molecule with a visible,

IR or UV pulse while detecting (or probing) with an XUV pulse, most often an HHG pulse, allows

to unravel dynamics, which can in principle be used to study processes happening on Earth.

Alternatively, using all–XUV FEL–pump and FEL–probe schemes allows for a complementary

kind of quantum behavior to be studied, where the XUV excitation is expected to lead to

novel dynamical processes. Further, the type of detection of these processes determines which

information can be extracted. Since XUV/x-ray light ionizes any atomic or molecular species,

the measurement of photo-electrons and ionic fragments as a function of their kinetic energies is

a widespread investigation method. Yet, processes in an intact molecule or in neutral fragments

cannot be detected by this measurement technique. In contrast, looking at the spectra of the

laser pulses, for example by means of absorption spectroscopy, allows to identify neutral and ionic

atomic/molecular species due to their unique spectral absorption imprints, as with the Fraunhofer

Lines in the solar spectrum [23, 24].

This also demonstrates, not only interact lasers with matter, but the back-direction is also

taking place: matter can be used to manipulate laser pulses. While the absorption features in

the pulse spectrum are insightful to investigate the properties of independent atoms and mo-

lecules, many more processes need to be considered when a laser pulse travels through a dense gas

cloud—where propagation effects determine the spectral, temporal or spatial reshaping of the pulse.
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In view of the above presented scientific background, this thesis addresses the following questions:

(I) How are absorption changes in an XUV pulse spectrum related to the perturbation of the

electronic structure of the interacting atom?

(II) How can temporal electron dynamics in atoms be reconstructed from spectral absorption

measurements?

(III) How can high gas-density experiments be performed to include propagation effects during

the interaction of XUV/x-ray pulses with atoms and molecules?

(IV) How can a novel combination of XUV laser pulses be used to investigate and time-resolve a

photochemical reaction?

All four questions are related to the quantum-dynamics of atoms or molecules, which are governed

by their electronic responses to the interaction with ultrafast XUV and x-ray pulses. While the

dynamical processes evolve in time, their measurements are spectrally, i.e. energy-resolved. The

answers to question (I), (II) and (IV) are given within the three publications in Chapter 4, whereas

the answer to question (III) and a detailed discussion of how these topics are interconnected is

provided in Chapter 5, including further theoretical and experimental results. To this end, a

more detailed theoretical introduction to explain the common background of the four topics is

given in Chapter 2. This theory background is especially important to the two simulation-based

studies in the first two publications related to questions (I) and (II). The two experimental setups

related to questions (III) and (IV) are presented in Chapter 3. The first setup is based on the

combination of FEL and HHG pulses to time-resolve molecular dissociation dynamics, whereas

the second setup is used for studying non-linear electron-excitations and propagation effects in

dense target-gases. In the following, a detailed scientific context for the different questions is

given, while comprehensive answers will be provided in Chapter 6.

The first publication (Section 4.1) discusses well-known electron-state couplings and population

oscillations in atoms, but modified for ultrafast driving XUV pulses. Nandi et al. [25] have shown

that so-called Rabi population oscillations can be brought to the XUV regime with femtosecond

FEL pulses. But for the direct detection of this XUV-induced Rabi oscillations, the atom is

further ionized, which breaks the electronic-state superposition. Instead, measuring the absorption

spectrum of the driving XUV pulse, Ott et al. [4] have shown experimentally, but indirect, that

a significant population transfer in a Rabi-coupling scheme leads to the modification of the

corresponding absorption line. The theoretical study of this XUV-induced absorption-line changes

presented in the first publication of this thesis leads to the intuitive picture of ultrafast, tran-

sient energy shifts as the mechanism leading to the observed absorption changes in the experiments.

Yet, in the work above the absorption profile is only altered within a confined driving-pulse

intensity range. In the second publication (Section 4.2), increasing the peak intensity of the driving

3



Chapter 1: Conceptual Background: Scientific Introduction into Four Questions

XUV pulse further, the absorption line can be inverted to an emission line. A first experimental

demonstration of this effect is provided in the discussion (Section 5.1). The absorption-to-

emission–line inversion is directly connected to the Rabi-cycles of the electronic population,

but, interestingly, not with population inversion. This also illustrates, that the temporal Rabi

cycles are necessary to understand the spectral absorption changes. Reconstructing underlying

quantum dynamics from spectral measurements is an often encountered challenge. To achieve

such a reconstruction, a convolutional neural network (CNN) is used and presented in the second

publication. As the field of machine learning—to which CNNs belong—is in general growing, also

first applications to the ultrafast scientific field have been recently demonstrated. The second pub-

lication can therefore be regarded as extension of these efforts. Further, the spectral bandwidths

of FEL pulses can be broad enough to excite several states simultaneously—thus launching an

electronic wave packet with non-trivial temporal behavior. This scheme can also be reconstructed

with the CNN and might allow for intensity-dependent control of electron-population transfer.

The back-action of electrons or atoms on the XUV/x-ray pulses they interact with is a crucial

aspect of the research field. In fact, the existence of both ultrafast XUV/x-ray sources builds on

this back-action: FEL pulses are generated by relativistic electrons interacting with their own

emitted radiation, while high-harmonics are generated in gas clouds, where their phase matching

while propagating though the could is an important aspect. Both processes will be explained

further in Section 2.1. While high gas pressures (≥1 atmospheric pressure) for the HHG process

are utilized successfully for example in [26], the recent research of employing FEL or HHG pulses

in dense gas clouds to further investigate their propagation behavior is often limited to moderate

gas pressures (≤1 atmospheric pressure). To this end, an experimental setup achieving high

target pressures is presented in Section 3.2, and first results of a stimulated scattering process

amplified via propagation through the dense cloud are presented in Section 5.1.

While the first two publications consider electron dynamics in atoms, in a molecule additional

nuclear degrees of freedom as vibrations or dissociation exist. The initial photo-excitation

of a molecular electron leads to responses of both nuclear and electronic degrees of freedom.

Often the electron dynamics precede the nuclear motions, but for fast enough nuclear responses,

they can become coupled. The investigation of such photochemical reactions thus demands a

time-resolved experimental pump–probe scheme. For XUV/x-ray initiated molecular dynamics,

FEL-pump–FEL-probe schemes have been demonstrated [12, 13], but lacking the important

aspect of covering several atomic sites or fragments within the probing FEL spectrum. The third

publication (Section 4.3) demonstrates, how a combination of FEL-pump and HHG-probe pulses is

implemented for the first time and is used for a benchmark study of the state-specific dissociation

of molecular oxygen. The coupled dissociation pathways via nuclear-tunneling dissociation and

electronic pre-dissociation are resolved on picosecond time scales. Further, femtosecond time-scale

and excitation-energy–dependent dissociations are discussed in Section 5.2.

4



2. Theoretical Background: XUV/X-Ray

Lasers, Quantum Dynamics, Machine

Learning

The previous chapter is meant to give an overview of the scientific questions this thesis is

addressing and their relevance within a broader context. Yet, for a precise understanding of the

results of this thesis, a more detailed introduction into the following topics is expected to be

helpful to the reader. The structure of this chapter is chosen to match and help guide through

the results presented in Chapters 4 and 5:

Since the interaction of ultrashort XUV laser pulses with atoms or molecules is the central aspect

of this thesis, the two complimentary methods of producing such pulses, the Free-Electron Laser

(FEL) and High-order Harmonic Generation (HHG), are discussed first (Section 2.1). The basic

concepts of the electronic structure in atoms, especially in helium and oxygen atoms, is presented

in Section 2.2. Furthermore, the dipole interaction of a laser with an electron within an atom is

introduced for weak and strong fields, respectively. The induced dipole of an excited atom leads

to light emission interfering with the incoming light and thereby creates absorption features in

the spectrum, as discussed in Section 2.3. This three sections provide the basis for the results

discussed in the first publication in Section 4.1. To reconstruct and eventually predict the induced

electron dynamics from modified absorption spectra, a convolutional neural network (CNN) is

used in the second publication (Section 4.2)—for which the working principle of neural networks

is provided in Section 2.4. The final theory Section 2.5 shows how the electronic structure in

atoms can be utilized to understand the formation of molecular bonds. This section includes

how molecular electrons, in particular in O2, behave in interplay with the nuclei when being

photo-excited and, ultimately, how the molecule can break up and the electronic states regain

atomic character again. This lays the foundation for the dissociation of molecular oxygen studied

in the third publication (Section 4.3).

2.1. Ultrafast Extreme-Ultraviolet and X-Ray Laser Sources

While in Chapter 1 the wavelength (or photon energy) of light was emphasized to motivate the

use of XUV/x-ray laser sources, it is equally important to consider its intensity (related to the

amount of photons) to describe the interaction with atoms and molecules properly. For the
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Chapter 2: Theoretical Background: XUV/X-Ray Lasers, Quantum Dynamics, Machine Learning

scope of this thesis, three cases will be considered. (i) For very low intensities, the quantum

nature of the electromagnetic field, manifesting in photons, needs to be treated with quantum

field theory (QFT)—which for the general description of the laser sources below is practically

never the case. Yet, while interacting with an atom or molecule, often only a single (or few)

photons are absorbed or emitted, thus the photon-picture is commonly used there—but classical

perturbation theory is sufficient to describe this process without QFT. This will be described

in more detail in Section 2.2.3. In general, the laser pulses contain large numbers of photons

and can be described classically as electromagnetic waves obeying Maxwell’s equations. The

interaction of this electromagnetic waves with atoms can be considered linear for low intensities—

(ii) the weak-field regime (Section 2.2.2)—or non-linear for high intensities in the (iii) strong-field

regime (Section 2.2.3). The two complimentary methods of producing ultrafast XUV/x-ray

pulses presented in the following are ideal examples for weak-fields in the case of HHG pulses

(Section 2.1.1) and strong-fields in the case of FEL pulses (Section 2.1.2).

2.1.1. High-Order Harmonic Generation

For the purpose of this thesis, the usage of infrared (IR) pulsed lasers for time-resolving chemical

reactions on femtosecond timescales is chosen as an introductory point about pulsed laser source

development. It lays the foundation for the field of ultrafast science and won the Nobel Prize in

Chemistry 1999 in [27]. In similar spirit, the advent of XUV attosecond pulses by generating

high-order harmonics of IR pulses winning the Nobel Price in Physics recently in 2023, allows

to resolve electronic motions within atoms and molecules [17–19]. The key factor to enable

this process is the peak electric-field strength of the driving IR pulse being sufficiently high (∼
109 V/m), so it becomes comparable with the strength of the electric-field between an electron

and the nucleus it is bound to. In that case, the semi-classical ”three-step model” [28] allows

to explain this highly non-linear and non-perturbative HHG process—which is illustrated in

Figure 1. A single cycle of the driving pulse is sufficient to cover all three steps (Figure 1a).

Around the peak field strength, the laser bends the Coulomb potential of the atom linearly—since

the driving IR wavelength (typically ≃ 1 µm) is much larger than the size of the atom (typically

∼ 1 Å)—such that the valence electron can tunnel-ionize through the remaining potential barrier

(Figure 1b). A more formal foundation of this interaction will be presented in Section 2.2. Half

an IR-cycle after the ionization, the electric field of the IR pulse changes its sign, hence it bends

the potential into the other direction and thereby accelerates the electron back towards the

parent ion (Figure 1c). During that time, the electron is considered quasi-free and gains kinetic

energy by being accelerated in the ponderomotive potential of the IR pulse. Another quarter IR

cycle later, the electric field of the laser is close to zero and the atomic potential is unperturbed.

With a small probability (typical conversion factors are 10−5 to 10−6 [29, 30]), the electron

can recombine with the parent ion and give away its excess energy in form of a single XUV or

x-ray photon γ (Figure 1d). Since the complete HHG process is initiated at every electric-field

peak, driving pulses with a duration of several cycles generate a pulse train, whereas in the

6



2.1.1 High-Order Harmonic Generation

limit of a single-cycle pulse, an isolated attosecond pulse is generated [17] (Figure 1e), where

pulse durations down to 43 as have been demonstrated [31]. Further, in isotropic media such as

commonly used noble gases, the process is periodic in each half IR cycle, thus only odd harmonics

of the driving pulse frequency ωd are generated. The less attosecond pulses are generated in time,

the broader the individual harmonic peaks are in spectral domain (Equation (3)), down to the

isolated-pulse limit, where individual harmonics can be spectrally distinguished only barely, and

the spectrum rather resembles a broadband source. The maximum photon energy of the HHG

pulses is determined by the properties of the involved atom, in particular its ionization potential

IP , and the interaction of the laser pulse with the quasi-free electron due to its ponderomotive

potential, which is governed by the driving-pulse peak intensity I0 and its wavelength λd. With

help of the full quantum-mechanical treatment [18] the maximal ’cutoff’ energy of the HHG

spectrum can be estimated to be:

Ecutoff [eV] = IP [eV] + 3 · 10−13 · I0
[︃
W

cm2

]︃
· λ2d [µm] (1)

An estimate of the cut-off energy for a typical pulse with λd = 0.8 µm, reaching a peak intensity

of I0 = 1014 W/cm2, and focused into a krypton cloud (IP = 14 eV) leads to Ecutoff ∼ 34 eV.

Thus, the HHG spectrum spans into the extreme-ultraviolet (XUV) regime (EXUV
ph > 12.4 eV).

Utilizing longer-wavelength driving pulses (λd = 3.9 µm in [32]) allows to upscale the cutoff energy

into the soft x-ray regime (Ex−ray
ph > 124 eV), with, for example, spectra up to 1.6 keV reported

in [32]. The exact border between XUV and x-ray radiation is not always consistent throughout

scientific literature. The terms are used within this thesis with respect to the numbers above.

Also, the usage of ’x-ray’ in this thesis refers to the energetically lower half of the regime, often

called soft x-ray, excluding nuclear transitions available to the hard x-ray regime.

The HHG process is an illustrative example of how the feedback of the IR-generated plasma

Figure 1.: Scheme of high-order harmonic generation. (a) Single cycle of the HHG-driving IR
pulse in time. (b)-(d) Atomic potentials in the HHG three-step model in space, as
discussed in the main text. (e) Resulting isolated XUV or x-ray HHG pulse in time.
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manipulates the driving pulse. The generated XUV radiation is so different in nature from the

driving IR pulse, it is commonly regarded as a new pulse instead of a spectral reshaping of the

IR pulse (which technically is also correct). Furthermore, a single-atom response, as used in the

three-step model, only includes a part of the complete interaction, since the XUV radiation needs

to propagate through the gas cloud—typically some millimeters of length—after its generation.

Although HHG intensities are typically low due to the low conversion factors, they are large

enough to consider the HHG pulses as classical waves and, hence, apply classical propagation

consideration: The individual harmonics ω2n+1 propagate differently throughout the medium,

thus the pressure and dispersion n(ω) of the gas (Section 2.3), as well as the focusing geometry

[33] are crucial factors for the phase-matching and propagation of the harmonics.

In total, the large bandwidth of the HHG pulses spanning into the XUV or soft x-ray regime,

attosecond pulse durations, and weak peak-intensities make the HHG pulses ideal probing tools

for time-resolved XUV/x-ray absorption spectroscopy as utilized in the results (Section 4.3).

2.1.2. Free-Electron Lasers

While the HHG process only takes place when the quasi-free IR-accelerated electrons recombine

with their parent ions, accelerated electrons also emit radiation, in general, without (re-)combining

with other particles. The emitted radiation can be brought to re-interact with the electrons, if

the electrons co-propagate in a sinusoidal motion with the radiation and with comparable speed.

In this case, the initially spontaneous emission can be amplified to generate forward-directed

and coherent emission—as a laser does, but without the stimulated emission in a gain medium.

What started in the 1940s and 50s as a theoretical consideration [34, 35], developed rapidly to be

the main working principle for Free-Electron Lasers (FEL), first for IR and microwave [36], and

later for XUV and x-ray FELs [20]. The scheme of self-amplified spontaneous emission (SASE)

used in most modern-day FELs, in particular at the Free-Electron Laser in Hamburg (FLASH)

at the Deutsches Elektronen-Synchrotron (DESY) and at the European X-ray Free-Electron

Laser (EuXFEL), is illustrated in Figure 2: An electron source consisting of a photo-cathode

illuminated with ultraviolet (UV) radiation provides electron bunches, which are captured by

radio-frequency (RF) pulses and guided to a linear acceleration stage (Figure 2a). Due to the

acceleration, the electrons reach relativistic velocities ve with GeV levels of kinetic energy. After

the electron bunches are compressed in a magnetic chicane, a chain of periodic and oppositely-poled

magnets—called undulator—leads to the sinusoidal motion of the electron bunches perpendicular

to both the propagation direction and magnetic field direction, while radiation is emitted in the

forward direction of the electron propagation in a confined cone (Figure 2b). Under the right

conditions (see Equation (2)), the ponderomotive force of the radiation back-acts on the initially

randomly assembled electrons (Figure 2c) leading to microbunching of the electrons within the

pulse (Figure 2d) [37]. The microbunches emit radiation more coherently and lead to the self-

amplification of the resulting partially-coherent laser pulses (Figure 2e). This amplification only

occurs for the correct wavelength λ of the emitted light (within a window of ∆λ/λ ≈1%) [38]:
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2.1.2 Free-Electron Lasers

Figure 2.: Scheme of an Free-Electron Laser. (a) Electron pulses are accelerated close to the speed
of light. (b) Within the undulator, the electrons start emitting incoherent radiation
(c), which back-acts on the electrons to forms microbunches (d). As a result, a short,
intense and partially-coherent XUV or x-ray pulse is produced (e).

λ =
λu
2γ2

(︄
1 +

e2B2
0λ

2
u

8π2m2
ec

2

)︄
, (2)

where λu is the undulator period, γ = 1/
(︁
1− v2e/c

2
)︁1/2

is the Lorentz factor, B0 is the undulator

magnetic field, c is the speed of light and e and me are the charge and mass of the electron,

respectively. As motivated in Chapter 1, the (central) wavelength of an FEL pulse is crucial

for determining which processes can be initiated when interacting with an atom or molecule.

Equation (2) shows that three parameters can be used to change that wavelength: the electron

kinetic energy, the magnetic field strength and the undulator period. Changing the electron kinetic

energy with the linear accelerator settings is often employed, but cannot be performed fast (as for

example at FLASH1). In contrast, tuning the magnetic field strength allows for fast and precise

scans of the FEL wavelength, with steps on the order of the FEL bandwidth within large ranges.

This is achieved by changing the vertical gap size between the magnets with µm-precision as

employed at the FLASH2 and SASE3-EuXFEL undulators. Such wavelength control is therefore

available for the experiments presented in Chapters 4 and 5, which are performed at the FL26

beamline at FLASH and the Small Quantum System (SQS) endstation at EuXFEL. The most

important FEL-pulse parameters are summarized in Table 2.1.

Table 2.1.: FEL pulse parameters at FLASH [39] and EUXFEL [40].

Parameter FLASH2 EuXFEL SASE3
wavelength [nm] 4–60 0.4–3
average bandwidth [%] 0.7–2.0 ∼1
pulse duration [fs] ≤50–200 1–30
average single-pulse energy [µJ] 10–500 ≤10,000
pulses per second 10–7,500 27,000
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The given single-pulse energies in Table 2.1 imply high peak intensities (as discussed in Sec-

tion 2.2.3), whereas the wavelength ranges imply that FLASH2 operates from the XUV to soft

x-ray region, whereas EuXFEL provides higher-energy soft x-ray radiation. The average band-

width of ∼1% is rather narrow compared to the HHG pulses presented in the previous section.

Yet, single FEL spectra fluctuate on a shot-to-shot basis due to the only partially-coherent SASE

process [41]. Typically, SASE FEL spectra contain several nearly-coherent spikes of comparable

width, which determine the overall temporal pulse duration due to the Fourier uncertainty

principle:

∆E ·∆t ≥ ℏ
2
. (3)

Here, coherence implies a fixed phase-relation between all relevant spectral components. In a

similar way, the temporal sub-pulses (see Figure 2e) determine the coherence time and spectral

bandwidth of the FEL pulses. In case a laser pulse is fully coherent and all spectral components

have the same phase (or the phase is given as a linear function), the pulses are called Fourier-

transform limited and can minimize the uncertainty in Equation (3). So-called seeded FELs

utilizing an external, coherent laser to initiate the electron emission can deliver fully-coherent

FEL pulses [42]. Further, in Section 2.2.2 it will be used, that coherent pulses lead to coherent

excitations in atoms, where the same principle of fixed phase relations applies to electronic states

in an atom.

For SASE-FEL pulses, averaging over many spectrally-fluctuating pulse spectra leads to a more

smooth, Gaussian-like shape [41, 43]. The simulation models utilized in the first two publications

(Sections 4.1 and 4.2) employ this averaged Gaussian-like spectra, and hence, effectively simulate

fully-coherent temporal (sub-)spikes. Thinking of the whole FEL pulse as a train of such spikes

with slightly randomly varying properties as peak intensities and central photon energies, justifies

this approximation. Therefore, coherence is mostly assumed within this thesis, if not state

otherwise. The partial coherence of the SASE-FEL pulses might practically reduce the coherent

effects discussed in this thesis, but as demonstrated by experiments with SASE-FEL pulses [4, 6,

7], such effects remain evident nevertheless.

Overall, the capability to tune the central wavelength in the XUV and x-ray regime while having

narrow bandwidths, femtosecond pulse durations and high pulse energies make the FEL pulses an

ideal tool for state-selective and non-linear pump pulses of ultrafast electron dynamics in atoms

and molecules, as utilized throughout the different results presented in Chapters 4 and 5.
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2.2 Electrons in Atoms

2.2. Electrons in Atoms

In contrast to the light sources above, the structure and behavior of electrons, atoms and

molecules could historically not be explained with classical mechanics, and therefore gave rise to

the formalism of quantum-mechanics. Quantum particles are postulated to (i) be described by

probabilistic wavefunctions |ψ⟩, and (ii) obey the Schrödinger equation in the non-relativistic

regime—besides further postulates [44]. This section does not seek to explore this quantum nature

itself, but rather uses it to introduce the electronic structure of atoms. This will further allow to

describe and understand the interaction of atoms and laser, as well as molecular structures.

2.2.1. Unperturbed Atoms

As already illustrated for the HHG process in Section 2.1.1, an electron can be bound to an atomic

nucleus within its Coulomb potential due to their electrostatic interaction. For its quantum-

mechanical and non-relativistic treatment–which follows closely [45]—the Coulomb potential V̂ is

included in the Hamiltonian Ĥ:

Ĥ = V̂ + T̂ , (4)

where T̂ is the total kinetic energy of the electron and the nucleus. The Hamiltonian is used to

formulate the time-dependent Schrödinger equation (TDSE):

iℏ
∂ψ(r⃗, t)

∂t
= Ĥψ(r⃗, t), (5)

where ψ(r⃗, t) is the electronic wavefunction. In the following, the reader is guided through the

most important aspects of solving the TDSE following [45]. Only for single-electron, hydrogen-like

atoms, the TDSE is analytically solvable leading to the eigenstates ψnlm(r⃗, t) and eigenenergies

En as functions of the discrete quantum numbers n (main), l (orbital angular momentum), ml

(magnetic). The time dependence of the eigenstates is a trivial phase evolution and the states

can be rewritten in time- and space-decoupled manner: ψnlm(r⃗, t) = e−iEnt/ℏψnlm(r⃗). Since the

hydrogen atom is spherically symmetric, the angular part of the wavefunctions can be expressed

with help of the spherical harmonics Y m
l (ν, θ)—which will be used later for both multi-electron

systems and for the molecular electronic structure in Section 2.5. Using the eigenstates and

-energies, the TDSE can be rewritten in a time-independent form:

Ĥ |ψnlm⟩ = En |ψnlm⟩ . (6)

For the eigenenergies, the spin of an electron |s⃗| = 1
2 needs also to be taken into account. This

leads to the coupling of the spin s⃗ and orbital angular momentum l⃗ vectors and results in a

splitting of the eigenenergies into Enls. This fine structure splitting is small—e.g. <10meV for

the O+: 2p → 3d transition—compared to the spectral resolution of the experimental setup,

∼30meV (Chapter 3)—and will therefore not be discussed further.
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For all other atoms containing (at least) a second electron, like helium, the electron-electron in-

teraction makes the SEQ analytically unsolvable. This interaction contains the Coulomb potential

between the electrons, but also the Pauli’s exchange principle has to be considered—stating that

the two-electron wavefunction has to be anti-symmetric under the parity operator P : r⃗ → −r⃗.
Thus, when the total spatial wavefunction is symmetric, the total spin wavefunction has to

be anti-symmetric and vice versa. For this consideration, the total orbital angular momentum

L⃗ =
∑︁

i li⃗ and total spin S⃗ =
∑︁

i si⃗ are defined, where i = {1, 2} denotes the individual electrons.

The electronic states are typically labeled as 2S+1L, where L is given in spectroscopic notation:

L = {0, 1, 2, 3, ...} → {S, P,D, F, ...}. To solve the SEQ including the Coulomb interaction

between the two electrons, that term can be treated as perturbation [45]. Alternatively, leading

to even more precise energies, a variational method [46] can be used for the helium ground

state—1s2 (1S)—and its singly-excited states, e.g. the 1snp (1P) Rydberg series, converging to

the ionization threshold of 24.6 eV. Although electron interaction is necessary to estimate the

correct energy values, the states are typically labeled in the single-electron notation n1l1n2l2,

which will be used throughout the thesis. Notably, the doubly-excited states of helium, e.g.

the sp2,n+ (1P) series converging to the ionization threshold at 65.4 eV, lays above the first

ionization threshold and, hence, can undergo the radiationless process of autoionization. As it

will be presented in Section 2.3, this leads to asymmetric Fano absorption profiles [47]. The

notation sp2,n+ arises from the superposition of the 2snp and 2pns configurations [48]. The

eigenenergies of the doubly-excited states can be determined with an R-matrix approach [49] and

are shown—together with the singly excited states—in Figure 3a. With energies around 20 eV

and 60 eV, respectively, they are ideal candidates to study XUV-excitation of correlated electrons.

Figure 3.: Electronic states in (a) helium and (b) oxygen atoms. As discussed in Section 2.2.2,
only states (green) which can be excited from the ground state are presented. The
ionization thresholds are given in blue and orange, respectively. Relevant states and
energies for the results in Chapters 4 and 5 are highlighted in red.
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For atoms like oxygen with more than two electrons, the sum of all electron-electron Coulomb

interactions between any two electrons can become significant and cannot be treated as per-

turbation anymore. Instead, the central-field approximation can be employed, where for every

single electron the Coulomb interaction with all other electrons is treated as a mean field. As

a benefit of doing so, the effective potential becomes spherically symmetric, and the spherical

harmonics can be utilized for solving the angular part again. To solve the residual radial part, one

typically starts with (hydrogen-like) single-electron states, and calculates new states and basis

sets: For example, the Slater determinant allows to mix-up single electron orbitals and determine

the minimum energy while ensuring Pauli’s exchange principle. This than can be used in the

Hartree-Fock variational method to estimate the eigenenergies of electronic states with reasonable

precision. Regarding the spin-orbit coupling in many-electron systems, it has to be considered

that the individual spins si⃗ and angular momenta li⃗ may couple to the total angular momenta

ji⃗ = li⃗ + si⃗ first, before coupling to the momenta of other electrons via: J⃗ =
∑︁N

i ji⃗ (known as

jj -coupling)—in contrast to the above described ls-coupling, where first the individual spins and

angular orbital momenta would couple to L⃗ and S⃗ before those couple to J⃗ = L⃗+ S⃗. This will

become relevant for understanding which transitions in an atom are allowed while interacting

with an electromagnetic wave in the next subsection. For that purpose, it is also important

to understand which of the states are actually populated in the electronic ground state of the

atom. This is given by filling up the states starting from the lowest energy state, often correctly

estimated by the Madelung rule: (i) filling states with increasing n + l, and (ii) for equal n+ l

values, lower n states are filled first [50]. For a light enough element (Z ≤ 18), these rules match

the ordering of the hydrogen states: (i) the lowest n has the lowest energy, and for a given value

of n, the lower l, the lower the state energy. For the oxygen atom, this leads to a ground state

configuration of O(3P): 1s2 2s2 2p4, where Hund’s rules [45] are used to determine the 3P total

configuration. Eventually, there are many so called Post-Hartree-Fock methods, further increasing

the precision of the electronic-state energies. For example using another variational method, the

Hartree-Fock states can be linearly combined and the resulting state is optimized through the

combination coefficients. This often employed procedure is known as Configuration Interaction

(CI). Turning to the oxygen atom, CI can be used to calculate the Rydberg series shown in

Figure 3b, where an n = 2, l = p (short: 2p) electron of the O(3P) ground state is excited to an

ns (3S) or nd (3D) state (with n ≥ 3) [51], which converges to the first ionization threshold, the

L-edge, at 13.6 eV. Alternatively, a 2s electron can be excited to an np (3P) autoionizing state

(with n ≥ 3) converging to the ionization limit at 28.5 eV. For these states, the R-matrix method

can be utilized again [52, 53] in good agreement with experimental results [54, 55]. Lastly, a 1s

electron can be excited to an np (3P) state [56, 57] close to the K-edge ionization threshold at

545 eV [58]. These states can autoionize, but in addition the n ≥ 3 states can also decay via the

radiationless Auger-Meitner process, where an inner electron drops to the 1s state transferring

its energy to ionize the outer-most electron. While many more electronic states exist in both

helium and oxygen, only a small subset is presented to illustrate the different excitation and
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decay mechanisms. To understand how electron excitations can take place and which transitions

are allowed, the interaction with an electromagnetic field is considered in the following section.

2.2.2. Atoms in Weak Fields

After looking at XUV laser sources and electronic structure of atoms individually, this section

will introduce the interaction of (weak) electromagnetic fields with bound electrons. For that

purpose, the change of electron momentum (p⃗) due to the electron charge (−e) interacting with

the vector potential of the electromagnetic field A⃗ needs to be considered: p⃗2 → (p⃗+ eA⃗)2. For

a weak field, the resulting A⃗
2
-term can be neglected. Further, the dipole approximation can be

utilized—stating that the electronic orbital size (r ∼ 10−10 m to 10−11 m) is typically smaller

than the wavelength of the light (λV IS/XUV ∼ 10−7 m to 10−8 m), and thus, the spatial part of

the electric field can be neglected by approximating: eik⃗r⃗ ≈ 1. This leads to the interaction term

Ĥ1 = d̂ · E(t) in the Hamiltonian, in addition to the unperturbed Hamiltonian (Ĥ0):

Ĥ = Ĥ0 + d̂ · E(t). (7)

Here, E(t) is the electric field of the laser and d̂ is the dipole operator between two unperturbed—or

bare—electronic states |ψa⟩ and |ψb⟩ with the expectation value:

dab = ⟨d̂⟩ab = e

∫︂
ψa(r⃗) r⃗ ψ

∗
b (r⃗) dr⃗ (8)

The separation of the spatial and temporal parts of the wavefunctions, as introduced earlier, has

been utilized to only consider the spatial part in Equation (8). For the time-dependent part, one

can write the general state:

|ψ(t)⟩ = ca(t) |ψa⟩+ cb(t) |ψb⟩ (9)

as superposition of the two bare states, where the probability to be in one of the states is given

by Pi(t) = |ci(t)|2. Thus, if the electronic states and the dipole moments between them are given,

one can use numerical methods to solve the time evolution under any given interaction with a

laser (pulse). This is the approach utilized in the two publications in Sections 4.1 and 4.2. Yet,

for an electromagnetic field with a frequency ω matching the transition frequency between the

two states ωba and a weak, constant electric-field strength E0, the small probability (P ≪ 1) at

time T to excite from the initial state, |ψa⟩, into the initially unpopulated and non-degenerate

|ψb⟩ state is given by first-order perturbation theory as Pba =Wba ·T , where Wba is the transition

rate known as Fermi’s golden rule:

Wba =
2π

ℏ
|dbaE0(ω = ωba)|2. (10)

In general, this also implies that an excitation laser (pulse) needs to have non-vanishing spectral

intensity at the corresponding transition energy to initiate this absorption process, where the
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energy of a single photon is transferred to the excited electron. A broad pulse can therefore excite

several states simultaneously in a coherent superposition, which is also referred to as electronic

wavepacket. Respectively, stimulated photo-emission occurs as well at discrete transition energies

between two states. Furthermore, the emission can also take place spontaneously leading to a

finite lifetime τb of the excited state, which translates into the spectral width Γb = ℏ
τb

of the

excited state. When several decaying mechanism compete, for example via spontaneous decays

into several lower lying states, or in parallel to autoionization or Auger-Meitner decay, the total

lifetime is equal to the sum of all individual lifetimes. Since XUV or x-ray photon energies

typically excite into short-lived autoionizing or Auger-Meitner-decaying states (as– or fs–scales),

the corresponding line widths are rather broad (meV– or eV–scales). In total, under the above

given circumstances, the electronic structure within the atom is not perturbed and only a small

amount of the electron wavefunction is transitioned to another state. This defines the use of the

term weak with regards to the electromagnetic field within the scope of this thesis.

It should be noted, that this formalism can be used in general for any single- or multi-electronic

system. While for a single electron (at position r⃗) the dipole moment is given as d⃗ = er⃗, the

sum of all individual electrons (at positions ri⃗) needs to be taken into account to define the

dipole moment D⃗ =
∑︁

i eri⃗ in a multi-electron atom. In any case, the probability to excite

from state |ψa⟩ to state |ψb⟩ vanishes, when the dipole moment between the two states equals

zero. To this end, the integral in Equation (8) needs to be evaluated, which depends on the

spatial properties of the pair of wavefunctions and thus on their quantum numbers. For the

hydrogen-like single-electron wavefunctions, the following set of selection rules can be derived

from this evaluation:

∆l = ±1, ∆m = 0,±1, change of parity, (11)

where the rule for ∆m depends on the polarization direction of the electric field. In contrast, the

general selection rules for multi-electron transitions depend on the J instead of the L quantum

number:

∆J = 0,±1 (J = 0 → J ′ = 0 forbidden), ∆MJ = 0,±1, change of parity. (12)

If the multi-electron system is in the LS-coupling regime, as given in helium and oxygen atoms,

the following conditions need to be fulfilled as well:

∆L = 0,±1 (L = 0 → L′ = 0 forbidden), ∆ML = 0,±1, ∆S = 0. (13)

Since all of these selection rules are derived in the dipole approximation, the allowed transitions

are called electric dipole or E1 transitions—inducing a oscillating dipole moment within the atom.

Throughout this thesis, dipole-allowed single-electron excitations in a multi-electron system are

considered, if not explicitly stated otherwise. For other types of transitions, like M1 and E2

transitions, when the dipole approximation is omitted, the reader is referred to [45] for more

15



Chapter 2: Theoretical Background: XUV/X-Ray Lasers, Quantum Dynamics, Machine Learning

details. Also, instead of using first-order perturbation theory as for Equation (10), higher orders

can be used to derive multi-photon transitions, in case the electric-field strength is high enough.

The two-photon excitation of an electron is a relevant example of such a process, which will be

discussed in Section 5.2. A derivation of corresponding transition rules can be found in textbooks

like [45, 59]. Further, inelastic processes as the scattering of a photon with different output than

input energy can be described in second order perturbation theory [60]. This lays the foundation

of resonant inelastic x-ray scattering (RIXS) investigated at the EuXFEL facility with help of

the high gas-density setup presented in Section 3.2 and discussed in Section 5.1. The HHG

process presented in Section 2.1.1 can be regarded as even more drastic, as it is non-perturbative

and the whole Coulomb potential is modified. Where literature often refers to these regimes

of laser intensities as strong-field, these term is used in this thesis with regards to the—also

non-perturbative—strong-coupling of a two-state system presented in the next section.

2.2.3. Atoms in Strong Fields

In the previous section the electronic structure of an atom, i.e. the energy levels and state

populations, did not change significantly through the interaction with a weak electromagnetic

field. Yet, there are several cases where the electronic energy levels and populations can be

modified, if the interacting fields become strong enough [45]. For monochromatic oscillating

fields with a constant amplitude [45], examples are known as (perturbative) AC-Stark energy

shifts—often used for non-resonant fields—or Autler Townes (energy) splitting [61] in case of a

near-resonant and non-perturbative excitation. The later can be connected to temporal oscillations

of the electronic-state populations known as Rabi -oscillations [62]. The Autler-Townes splitting

can be regarded as the low-intensity limit of the dressed states picture, which accounts for the

interaction of a (classical) electromagnetic wave with an atom in a non-perturbative way, for

example when Floquet theory is used [63]. With the help of a full quantum field theory (QFT)

treatment, the dressed states can be understood as combination of bare atomic states and Fock

photon-number-states |n⟩ of the electromagnetic field [64]. For the case of a moderately intense

and near-resonant XUV pulse coupling the ground state to an excited state, as considered in

the first two publications, the description based on the lowest-order coupling in the Floquet

formalism (including only single-photon exchanges) leading to the Autler-Townes splitting [63] is

sufficient—but needs to be adapted to account for a pulsed, instead of a continuous, driving laser.

Considering a two-level system with electronic states |ψa⟩, |ψb⟩ with energies Ea, Eb, infinite

lifetimes, a (real) dipole transition moment dab and an electric field E(t) as in the previous section,

the corresponding Hamiltonian (Equation (7)) can be expressed as matrix:

H2-lvl =

(︄
Ea dab · E (t)

dab · E (t) Eb

)︄
. (14)
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By reducing the system to two energy levels, the Schrödinger Equation (6) becomes a pair of

linear coupled differential equations for the time-dependent state coefficients ca,b(t). In general,

these equations can be solved numerically—as in the publications in Sections 4.1 and 4.2. For a

monochromatic, continuous wave: E(t) = E0 cos(ω0t), with a field strength E0 and a frequency

ω0 close to the transition frequency ωab = (Eb − Ea)/ℏ—such that the detuning ∆ = ω0 − ωab

becomes small—the differential equations can be solved analytically by applying the rotating-wave

approximation (RWA). First, the phases of the state coefficients are rotated:

ca(t) = c̃a(t) · e−i(ωa+∆/2)t, cb(t) = c̃b(t) · e−i(ωb−∆/2)t. (15)

Then, neglecting the fast oscillation terms (ωab + ω0), Equation (14) can be re-written as:

HRWA
2-lvl =

ℏ
2

(︄
−∆ ΩR

ΩR ∆

)︄
. (16)

Here, the Rabi frequency ΩR is used, which is defined as ΩR = dabE0/ℏ. As it will become

apparent in the following, it is helpful to define the generalized Rabi frequency Ω̃R for ∆ ̸= 0 as:

Ω̃R =
√︁

∆2 + |ΩR|2. (17)

With help of the eigenvalues of the RWA-matrix in Equation (16), the eigenenergies of the new

eigenstates— the laser-dressed states—can be written as:

E±
a = Ea −

∆

2
± ℏΩ̃R

2
, E±

b = Eb +
∆

2
± ℏΩ̃R

2
. (18)

Figure 4.: Energy levels of laser-dressed states. (b) Two bare electronic states are coupled with a
single laser creating four dressed states. (a) If the laser is red detuned, the energies
of the dressed states differ from the blue detuned case in (c), but in both cases, they
depend on the electric-field strength of the laser. The energy shifts of the bare states
used in Section 4.1 and discussed in Section 5.1 are shaded in green.
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Since the generalized Rabi frequency increases with the peak electric-field strength, the eigenener-

gies in Equation (18) are field-strength dependent as well. Figure 4 illustrates how the bare atomic

states (Figure 4b) transition into the dressed states for red detuning (∆ < 0) in Figure 4a, and

for blue detuning (∆ > 0) of the driving laser in Figure 4c. These energy shifts and splittings can

be measured from a third, unperturbed state [61] or in the fluorescence spectrum [65]. For short

and intense driving pulses, the transient energy shifts within the interaction lead to line-shape

asymmetry changes instead, as discussed in the first publication in Section 4.1. But for high

intensities, the energy-shift-based argumentation comes to its limit, and it will be discussed in

Chapter 5, that considering the dressed-state populations leads to a more precise description. To

this end, the bare atomic states |ψa,b⟩ are not eigenstates in the presence of the electromagnetic

field anymore, thus the time-dependent coefficients ca,b(t) have to be calculated. In the case of

only the |ψa⟩ state being initially populated, following solutions can be derived for a continuous

driving laser in the RWA [62]:

c̃a(t) = cos

(︄
Ω̃Rt

2

)︄
+ i

∆

Ω̃R

· sin
(︄
Ω̃Rt

2

)︄
, (19)

c̃b(t) = −iΩR

Ω̃R

· sin
(︄
Ω̃Rt

2

)︄
. (20)

This allows to interpret the generalized Rabi-frequency as the oscillation frequency of the state

populations (see Figure 5). In contrast to classical rate-equation models, this allows for a maximal

population of the upper state |ψb⟩. The coupling or superposition of states can be used in several

scientific applications, for example it forms the basis for atomic qubits in quantum computers.

Figure 5.: Rabi oscillations of electronic-state populations in c.w. and rectangular-pulsed laser
fields. (a) For a resonant c.w. laser, the two populations oscillate between 0 and 1
out-of-phase. At the population minima, phase jumps of π occurs. (b) Doubling the
field strength of the driving pulse with respect to (a) leads to twice the Rabi frequency
and the population oscillations and phase jumps occur twice as fast. (c) A detuning
matching the Rabi-frequency in (a) leads to an increase of

√
2 for the generalized Rabi

frequency and a decrease of
√
2 for the maximum population. The ground state phase

ϕa increases continuously (besides periodic 2π-jumps), whereas the excited state phase
ϕb still exhibit a π-jump. Using a rectangular-pulsed laser with the same duration TP
(pink area) in all three cases instead, leaves the populations and phases at different final
values: e.g. (a) Pa = 0 vs. (b) Pa=1, which will be further discussed in Section 5.1
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In such experiments, a resonant rectangular pulse can be utilized with duration (Tp) much

longer than a laser cycle T0 = 2π
ω0
, such that the monochromatic description above can still

be used. Further, it becomes helpful to consider the final populations at the end of the pulse,

which do not change afterwards without further influences. They depend on the laser pulse area

Θ =
∫︁
dt E(t) = E0 · Tp, which can be chosen to excite the system to Pe(t = Tp) = 1, what is

known as π-pulse (Figure 5a). Introducing a detuning ∆ ̸= 0, a full population transfer is not

possible anymore (Figure 5c). Alternatively, doubling the pulse duration or doubling the peak

field strength, a 2π-pulse can be achieved, which leaves the system unchanged in population with

regards to the initial state Pg(t = Tp) = Pg(t = 0) = 1—but with phase jumps of π for both

states (Figure 5b). Typically, this is achieved by a lower intensity to avoid effects like strong-field

ionization, but long enough pulse durations. Yet, transferring this concept to investigate and

control ultrafast coherences and dynamics, one needs high peak intensities, because the state

lifetime becomes very short. This defines the usage of the term strong-fields in the sense of

strong-coupling of states with ultrashort laser pulses. A generalized Rabi-formalism for pulsed

lasers of arbitrary temporal envelope can be introduced with a time-dependent Rabi-frequency

ΩR(t) = dabE(t)/ℏ [5, 63], but the differential equations for the state coefficients need to be

solved numerically (for non-vanishing ∆). Alternatively, the Hamiltonian in Equation (14) can be

diagonalized numerically for every time step—which is the approach chosen in the publications in

Sections 4.1 and 4.2.
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2.3. Absorption Spectroscopy

Microscopic Dipoles and Macroscopic Polarizations

While the previous sections have introduced how a laser interacts with atoms depending on the

electronic structure and the laser properties, it still needs to be considered how these interactions

can be detected. For example, if ions and electrons are generated, or alternatively, photons

are scattered, detecting those charged particles or the light diffracted away from the initial

propagation direction are powerful tools to gain insights into the light-matter interaction and

routinely employed in HHG or FEL experiments [66, 67]. Yet, they depend on the formation

of such ions, electrons or scattered photons. In contrast, the transmitted light nearly always

contains information about the interaction if a spectrally sufficient broad light source is used. As

introduced in Sections 2.1 and 2.2, the here employed laser sources contain many photons, but

only a few or single photons are involved in the absorption processes. Thus, a cloud of atoms needs

to be excited to measure macroscopic changes in the laser spectrum. Here, clouds are considered,

as this thesis studies light-matter–interactions solely in the gaseous phase. The photo-excitation

of an atomic electron creates a dipole d(t) in the individual atoms, which oscillates with a π
2 -shift

with respect to the driving electric field Ein(t). If the number of atoms per volume is given as

particle density η, their dipoles lead to a macroscopic polarization P (t) of the gas cloud:

P (t) = η d(t). (21)

In general, there are many effects to be considered to understand how the polarization of a

medium can be generated and expressed as a function of the input electric field, which is typically

expressed as a Taylor-expansion:

P (t) = ϵ0

[︂
χ(1)Ein(t) + χ(n)En

in(t)
]︂
, (22)

where ϵ0 is the vacuum permittivity, χ(1) is the linear electric susceptibility and χ(2≤n∈N) are the

nth-order nonlinear susceptibilities. The linear term is connected to the refractive index of the

medium n(ω) =
√︁
1 + χ(ω), which, in turn, is connected to the dispersion, Re(n), and linear

absorption, α = Im(n). The non-linear terms are connected to n-photon processes. In case of

non-perturbative processes as the HHG or Rabi oscillations, the series in Equation (22) does not

converge. To understand the back-action of the induced polarization on the driving field, Maxwell’s

equation can be employed and a wave equation for the total electric field can be derived [59],

including the source-term ∂2P
∂t2 for a newly-generated electric field Egen(t). Classically, this can be

interpreted as the Lamor theorem: accelerated charges—the oscillating dipole moment—emit

light: Egen(t).
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Absorption Line-Shape Changes in Low Gas Densities

For a sufficiently low gas density, the generated electric field is negligible compared to the original

field and does not interact with the atoms in the gas cloud again [68]. Therefore, the whole

(macroscopic) interaction can be simplified to a single-particle response in form of the induced

dipole, linearly scaling with the number of atoms. In the case of a weak, thus linear-driving

laser, exciting an atomic electron resonantly, the emitted light has the same frequency as the

driving frequency, but is in total phase-shifted by π. This arises from a second π
2 shift between

the generated electric field with respect to the dipole. The emitted light can be measured as

fluorescence in any given direction but the forward propagation direction of the laser. There,

the driving and induced electric field interfere destructively. Either scanning the wavelength of

the laser across the resonance or, alternatively, using a pulsed laser with a bandwidth broader

than the resonance width, this destructive interference can be measured as a minimum in the

transmitted laser spectrum. To disentangle the contributions of the initial driving spectrum from

the atomic absorption features, it is helpful to measure the spectrum before, |Ein(ω)|2, and after

the interaction, |Etot(ω) = Ein(ω) + Egen(ω)|2, and calculate the optical density (OD):

OD(ω) = −log
(︄
|Etot(ω)|2
|Ein(ω)|2

)︄
= −log

(︄
|Ein(ω) + i ηd(ω)|2

|Ein(ω)|2

)︄
, (23)

where Equation (21) and e
π
2 = i are used to express the generated electric field as Egen(ω) = iηd(ω).

For the weak and linear interaction of the incoming field with the atoms, the OD is directly

proportional to the linear absorption coefficient α(ω) of the medium and thereby also proportional

to the single-atom absorption cross section σ(ω) = α(ω)
η . While the later is a commonly used

quantity to describe and evaluate (linear) absorption experiments, in the case of intense driving

lasers and hence non-linear interactions (in the spirit of the non-linear terms in Equation (22)), it

is not a useful concept anymore. In contrast, the OD can always be defined and measured, and is

therefore used within this thesis instead.

The connection of temporal dipole moment and spectral absorption as well as the changes in the

OD due to ultrashort and intense driving pulses are illustrated in Figure 6 for a two electronic-level

system. In Figure 6a, the temporal profile of a rectangular pulse (violet) and the induced temporal

dipole (blue) are shown. The pulse duration TP is much shorter than the exponential lifetime 1
Γ of

the excited state, which is referred to as the impulsive limit. A spectral measurement of the OD

(Equation (23)) can be performed (in principle) with a single pulse because the spectral bandwidth

of the pulse is much broader than the resonance width Γ. The resulting OD in Figure 6b is a

Lorentzian line:

ODLorentzian(ω) ∼
1

1− ϵ2
, with ϵ =

ℏω − Er

Γ/2
(24)

which is typical for an excited electron state decaying via spontaneous emission. If instead an

autoionizing resonance is excited, as the doubly excited sp2,n+ (1P) states in helium (Section 2.2.2),

the interference of the direct ionization pathway and autoionization via the doubly-excited state
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Figure 6.: Spectral absorption of an electronic resonance (b),(d),(f) for three different cases of
induced dipole moments (a),(c),(e). (a) A weak pulse of duration TP (light violet)
induces a dipole (light blue) in a two-level system, which decays exponentially with
the excited-state lifetime ℏ

Γ . (b) Resulting absorption in the OD spectrum has a
Lorentzian line shape. (c) A weak pulse (as in (a), not shown) excites an autoionizing
state, inducing a dipole with phase shift ∆φD (orange) with respect to the dipole in
(a). (d) The resulting absorption has an asymmetric Fano-shape. (e) If an intense
pulse drives the two-level system, a phase shift in the dipole moment (dark blue) can
be induced with respect to the weak case (light blue). (f) As in (d), this leads to a
Fano-like line shape for the two-level system.

leads to an asymmetric line shape in the OD (Figure 6d):

ODFano(ω) ∼
(ϵ+ q)2

1 + ϵ2
, (25)

which is called after U. Fano, who first introduced a full mathematical description of the

autoionization process [47]. Here, q is the asymmetry parameter, which is proportional to the

probability ratio of the two ionization pathways. In addition, the q-parameter can be connected

to a temporal phase shift of the dipole moment, ∆φD [69] (Figure 6c):

q(∆φD) = −cot(
∆φD

2
). (26)

It has been shown [69], that an intense IR laser pulse can additionally induce energy-shifts of the

weakly XUV-excited electronic states in helium and therefore phase-shift the dipole moment in

time, such that the Fano lines can be modified in their asymmetry and made Lorentzian-like—or

the other way around in case of the singly excited states. The same mechanism can be used

with an intense XUV pulse to couple two states and thereby shift the dipole phase (Figure 6e)
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and modify the absorption line shape symmetry (Figure 6f). While this was shown for the 2s2p

autoionizing state in helium [4], the state-coupling mechanism is general and can be used in any

two-level system. This is investigated in detail in the two publications in Sections 4.1 and 4.2.

In total, this concept illustrates how absorption spectroscopy can be used to measure the underlying

light-matter-interaction. For the weak and linear regime, the OD(ω) is independent of the laser

peak intensity I0, because both |Ein|2 and |Egen|2 (see Equations (10) and (23)) scale linearly with

I0. The absorption features, especially the resonance position ωR, are determined by the electronic

structure of the excited atom under study and can be used as spectral absorption fingerprints to

identify atomic or ionic species. This will be used in the identification of oxygen fragments in the

experiment presented in Section 4.3. The modifications of the electronic structure can also be

detected in absorption spectroscopy for intense enough pulses by means of absorption changes,

allowing to reconstruct the temporal dipole response [70], but the underlying state-population

dynamics cannot be resolved. For the case of a single pulse, a convolutional neural network can be

employed for the population reconstruction, which will be introduced in Section 2.4 and discussed

in the publication in Section 4.2. Alternatively, a combination of two pulses in a pump-probe

scheme with controllable time delay between the pulses can be used in time-resolved absorption

spectroscopy. This is used in the third publication in Section 4.3.

Propagation Effects in High Gas Densities

The discussion above relies on the assumption of a sufficiently low gas density, such that the

generated light does not interact again with the medium. This assumption is well justified in

many typical XUV/x-ray absorption experiments, because of two reasons:

(i) From a scientific perspective, the investigated XUV/x-ray-interaction is meant to be studied

without propagation effects to investigate quantum dynamics of independent atoms.

(ii) From a technical perspective, XUV/x-ray-based experiments require (ultra-high-)vacuum

setups to prevent the XUV/x-ray light to be absorbed by air, and high target-gas densities

are challenging under these conditions. Yet, the propagation of XUV and x-ray pulses in

high gas densities is a promising field of research [63, 68, 71–79].

To investigate the XUV/x-ray propagation in dense gas clouds theoretically, the coupled Schrödinger-

and Maxwell-equations need to be solved numerically, which is out of the scope for this thesis. The

reader is referred to [63, 76–79] for more information. First experiments in dense gaseous media

have been performed, utilizing target pressures of tens to hundreds of mbar and propagation

distances of several mm up to 1 cm [68, 71–75]. To further increase the capabilities of XUV and

x-ray propagation in high-density gases, an experimental setup was build as part of this thesis

project (Section 3.2) allowing for absorption measurements with target pressures up to 6 bar and

variable propagation lengths ranging from 2mm to 8mm. First results are discussed in Chapter 5.

23



Chapter 2: Theoretical Background: XUV/X-Ray Lasers, Quantum Dynamics, Machine Learning

2.4. Convolutional Neural Networks

With the theoretical background presented up to this point, the electronic excitations within

an atom and the resulting absorption profiles can be calculated—setting the foundation for the

publication in Section 4.1. Yet, the electron dynamics, especially in the case of Rabi oscillations,

cannot be directly reconstructed from the absorption spectra. If the underlying equations are

tried to be inverted, one finds that spectral phases are lost in absorption measurements, combined

with the problem that at least two complex coefficients need to be determined from the dipole

moment. This does not necessarily mean, that a correlation between OD and populations does not

exist nor that an arbitrary function could not approximate an inversion. Finding such inversion

approximation motivates the usage of sophisticated problem-solving numerical methods, known

as artificial intelligence (AI). A short introduction of the field is given in the following:

The AI sub-field of machine learning aims to construct a function by iterative optimization of its

parameters. This ’learning’ procedure is called deep, if many layers of nested functions are utilized

to express a preferably arbitrary function. This process goes hand-in-hand with a large amount

of training data to find the optimal values for the many parameters involved. If the learned

function can also be used on previously unseen test data, the machine learning algorithm is able

to generalize efficiently and would be an ideal tool for the above introduced task of predicting

electron populations from absorption spectra. One of the most used archetype of machine learning

are neural networks. They are build in a layered way from many (linear) units, the neurons, and

(non-linear) activations to create a network. Absorption spectra are highly-correlated along the

spectral axis, i.e. spectral intensities depend on their neighboring intensities. This is conceptually

similar to images of objects, which are spatially correlated to create the features of a given object.

In such cases, convolutional neural networks (CNNs) have proven to be highly effective to learn

and classify images of objects, such as animals or handwritten digits. Hence, a CNN for the

reconstruction of electron populations from absorption spectra is used in the second publication

in Section 4.2.

In the following, some of the key machine learning concepts, on which the CNN in Section 4.2 is

based on, will be explained briefly following [80]. The complete structure of this particular CNN

is shown in Figure 7a. A general introduction into the broad field of deep learning and neural

networks can be found in [80, 81]. It should be noted anyway, that neural networks are typically

so complex and the field is developing rapidly, such that there is rarely a single, precise ML

solution to any given task. Instead, a lot of detailed engineering as well as empirical and heuristic

approaches are involved for finding a state-of-the-art optimal—or simply appropriate—network.

2.4.1. Single Neuron

The main building block of every neural network are single computational units, so called neurons,

which are modeled after their biological equivalent. They take a pair of input (X) and output (Y )

variables (which can be scalar, vectors or matrices) to learn a function f to predict Ŷ = f(X), by
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minimizing the loss L between predicted Ŷ and target Y . The loss is utilized to perform the actual

learning of the network—as shown later on. The function f is typically a linear combination of

input elements xi ∈ X with weights wi—which can be expressed as vector multiplication—followed

up by a non-linear activation function Φ:

Ŷ = Φ

⎛
⎝∑︂

i

wi · xi + b

⎞
⎠ . (27)

Here, b is the bias, which is added as an offset to the weighted input sum, before the activation. It

is necessary, because any neural network or machine learning program makes implicit assumptions

about the functions it tries to model due to its own structure. These assumptions can be regarded

as bias (as for human behavior). It represents an additional learnable parameter of the network

and can be added to the vectors or matrices of weights, and thus will not be further mentioned

explicitly. A scheme of a single neuron is shown in Figure 7b. The choice of the activation function

will be discussed below. Since a single neuron is not sufficient to model complex functions, larger

networks are necessary.

2.4.2. Architecture of a Convolutional Neural Network

For a neural network, the individual neurons are ordered within layers, which in turn can be

stacked one after another. Within a layer, the functionality stays the same, while different layers

can have different purposes. In the case of a one-dimensional input array X (layer r) of length dr

and one-dimensional output vector Y (layer r + 1) of length dr+1, the weights of the layer r + 1

can be ordered in an dr × dr+1 matrix W with elements wij . Further, the vector-multiplication in

Equation (27) needs to be replaced by the multiplication of matrix W with vector X to calculate

the output array Y . It is important to note, that a non-linear activation is necessary to achieve

benefits from the multi-layering, because several sequential linear-only layers can be reduced

to a single linear layer [80, 81]. Here, only the Rectified Linear Unit (ReLU) function will be

considered as activation, which is defined as:

ReLU (x) =

{︃
x, x ≥ 0

0, x < 0
. (28)

For non-scalar variables, the function is applied element-wise. While other activation functions

exist and have been used in the past, the ReLU function is utilized in almost all state-of-the-art

convolutional networks, if the input data does not demand otherwise, and hence in the publication

in Section 4.2 as well. This choice of the activation function is mainly governed by how efficient the

whole network can learn, while it does not change its overall capability significantly. In contrast,

the choice of the weights w (defining the function f), allows to define the specific functionality of

an individual layer, which determines what overall task the whole network is capable of achieving.

For example, a convolutional layer is defined through the usage of filters, which have a certain
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Figure 7.: Overview of different elements within a convolutional neural network. (a) Structure of
the CNN used in Section 4.2. (b) Illustration how a single neuron calculates its output.
(c) Illustration of convolutional layers. The first convolutional layer of the network
(containing several filters) operates on the one-dimensional input layer, while the second
(and all subsequent) layers operate on two-dimensional inputs, for which the different
input filters are summed up. (d) Example of how the first two layers of another CNN
can identify edges and corners in an image of the digit ’2’. (e) Analogue, features of an
absorption line can be identified with convolutional filters in the here shown network.
(f) Illustration of a max-pooling layer. (g) Lastly, the CNN reconstructs or predicts
electron-state populations.
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size K (kernel) and their filter shape is given by their weights wi (1 ≤ i ≤ K). The single output

of a convolutional filter applied at a fixed position within an input array is calculated as for the

neuron (see Equation (27)). In addition, the filter is then moved across the input layer with

step size S (stride). Within this thesis, only the case S=1 is used, resulting in an output array

with size n-K-1 (n is the input array size). The same filter weights are used while moving the

filter across the whole input array. While optimizing the weights (as discussed later), the neural

network learns which relevant structures the input data contains. Output elements with large

values indicate positions, where the input data is structured in a similar way as the filter shape.

Further, different filters can be defined within a single convolutional layer by different sets of

weights. If df filters are used in a single layer, the output will be of shape df × (n−K + 1). The

expressive power of a convolutional network, i.e. the capability to recognize complex input shapes

and model arbitrary functions, comes from applying several convolutional filters sequentially. For

example, a second convolutional layer (with the same kernel as the one above) is able to identify

larger structures of size 2K-1 (known as receptive field) by combining the filters of the previous

layer. It therefore sums over the df -dimensional axis of the previous layer output. More formally,

if the p-th filter in the q-th layer of a network has the weights: w
(p,q)
ik (1 ≤ i ≤ n; 1 ≤ k ≤ d

(q)
f )

and the input: h
(q)
ik , the convolution will have the output:

h
(q+1)
ip =

K∑︂

r=1

d
(q)
f∑︂

k=1

w
(p,q)
rk h

(q)
i+r−(K/2−1), ∀ i, p. (29)

This convolutional operation is visualized in Figure 7c for the first two convolutional layers of the

network utilizing filters with K = 3, S = 1, df = d.

A well-known example for the task of a convolutional network is the classification of hand-written

digits as illustrated in Figure 7d. The mathematical framework would need to be extended for

the two-dimensional inputs, which is out of the scope of this thesis. The reader is referred to [80,

81] for more information about multi-dimensional convolutions. Here, only the functionality is

illustrated for visualization purposes. In the first layer, the convolutional filters learn to detect

horizontal and vertical edges such that the second layer learns to identify corner -like features.

In an similar manner, a convolutional network can learn the spectral features of a resonant

absorption profile, as shown in Figure 7e.

For later layers, more filters are used in parallel per layer, because the structures become larger

and more complex. Further, to cover both small and large spatial/spectral features with the

neural network, filters of small kernel sizes (here = 3) and many subsequent layers are used. To

accelerate the growth of the receptive field, i.e. enabling the network to recognize larger input

structures faster, max-pooling layers are used after each couple of convolutional layers. They

take an input of size K and give out its maximum element. With a stride greater than one, this

allows for the above mentioned faster reduction of the receptive field. The max-pooling operation

is illustrated for K=2 and S=2 in Figure 7f. It also introduces further non-linearity into the
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network, which is helpful with its overall prediction capability. All convolutional, ReLU and

max-pooling layers together can be regarded as input preparation, or feature extraction, allowing

the CNN to recognize certain patterns. The extracted features are passed to a dense layer in

the final step to predict the desired quantities, like a digit label or electron populations. For

that purpose, all inputs of the dense-layer are connected to all neurons in the dense layer, and

in turn, all of theses dense neurons are fully-connected to all the elements of the output layer.

This introduces a large amount of parameters within the prediction step to allow for a highly

non-linear and arbitrary function to be approximated. In case of the digit classification, the

output layer contains a logistic regression as activation function, returning the digit label with the

highest probability. In the case of the CNN with absorption spectra as input, a linear activation

is used to reconstruct the time-dependent populations of the electronic states (Figure 7g).

2.4.3. Learning via Back-Propagation

While the CNN structure is typically chosen by the user to aim for specific pattern detection, only

the autonomous learning, or training, process enables correct CNN predictions. This is achieved

via optimization of the network’s parameters: The loss L of a training data set is minimized by

variation of the network’s parameters. To quantify the loss, for regression problems the often

implemented mean square error (MSE) of the prediction Ŷ of data point o with regards to the

actual output Y is utilized throughout this thesis:

Lo =
1

N

N∑︂

j=1

|Yĵ − Yj |2 (30)

The loss of the whole training data set is defined as the sum over all losses of its data points:

L =
∑︁

o Lo. The CNN is trained optimally (in theory) when the following procedure is used until

convergence of the loss function:

(i) parameters (weights) are randomly initialized,

(ii) predictions and loss are calculated for the given set of parameters,

(iii) weights are changed along the negative gradient of the loss function ∇L (gradient descent):

w
(p,q)
ik − α∇L→ w

(p,q)
ik , ∀ i, k, p, q, (31)

where α is the learning rate which will be discussed later,

(iv) steps (ii) and (iii) are repeated until convergence.

Yet, calculating the gradient of the highly complex, nested functions of a deep CNN is analytically

unfeasible. The key idea is therefore to approximate the actual loss piece-wise, which makes
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the training task practically implementable. To this end, the total element-wise derivatives of

the gradient ∇L can be expressed with help of the chain rule of differential calculus utilizing

the layered structure of the CNN: The derivative of a function f(g1(x), ..., gN (x)) depending on

multiple input functions gi(x) is hereby given by:

∂f(g1(x), ..., gN (x))

∂x
=

N∑︂

i

∂f(g1(x),...,gN (x))
∂gi(x)⏞ ⏟⏟ ⏞

outer derivative

∂gi(x)
∂x⏞ ⏟⏟ ⏞

inner derivative

. (32)

Equation (32) can be utilized iteratively on the inner derivatives, because the functions gi(hj(x))

will depend on a own set of function hj of the previous layer, unless the input layer is reached. In

this manner, the loss can be calculated as a function of all layers and corresponding weights starting

from the output layer—which is therefore called back-propagation. In general, the analytical

forms of all inner and outer derivatives at any layer can be derived from the layer structure.

Importantly, while performing the back-propagation, the outer derivatives ∂f
∂gi

can immediately

be evaluated and stored numerically, because all input functions gi have already been evaluated

during the forward-propagation phase (step (ii) above). Hence, the analytical closed form of the

total loss function does not need to be known and computations are significantly reduced to a

subset of parameters by only evaluating the outer derivatives per layer. In the case of the CNN,

this means the partial derivatives of convolutional operations, ReLU activations, max-pooling

and dense layers need to be known. For the convolutional and dense layers, multi-dimensional

arrays are reshaped into one-dimensional vector inputs xi and outputs yj . The weights of the

corresponding layer are given in form of a matrix with elements wij and the derivative ∂y
∂x is

given through the transposed matrix:

∂yj
∂xi

=
[︂
wT
]︂
ij
. (33)

Further, the vector version of the chain rule hereby replaces scalar multiplications with matrix

multiplications. The reader is referred to [80] for more details. For the (element-wise) ReLU

activation the derivative is zero for non-negative input and 1 otherwise. The derivative of a

max-pooling layer is zero in all cases, but for the maximal input, where it returns that maximum

value.

While the previous concepts describe how individual iterations over the complete data set (epochs)

of the weights optimization are carried out, the complete gradient descent over all iterations

comes with its own convergence and calculation time problems. First, the computation of the

loss over thousands or millions of input data points still takes too much time and resources.

For practical reasons, the procedure above is calculated for small randomly-chosen sub-parts,

or mini-batches, of the input data allowing for a good trade-off between speed and stability in

minimizing the overall loss. Since the gradients resulting from the random mini-batches introduce

a stochastic deviation from the actual gradient of the whole data set, this procedure is called
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stochastic gradient descent. Furthermore, frequent problems in (stochastic) gradient descent are

local minima or saddle points of the loss and too fast, slow or oscillating parameter updates. Many

of them are connected to the choice of the learning rate α in Equation (31), which determines

how fast one moves within the multi-dimensional loss landscape. Therefore, the learning rate

is typically updated for (i) different iterations and (ii) for different direction components of the

gradient:

(i) A common approach for iteration-based updates is momentum-based learning, which

memorizes previous update steps to create an analogue to a classical-mechanical momentum

and allows to avoid local minima among other benefits. It effectively changes the amplitude

of the gradient step. For example, the Nesterov Momentum replaces the parameter updates

in Equation (31) with a two-fold update step:

βv − α∇L(w + βv) → v, w + v → w, (34)

where β ∈ (0, 1) is the momentum parameter, which needs to be chosen together with α

before training.

(ii) In deep networks, the locally steepest gradient update does not necessary point into the

direction of the global minimum. Further, not all parameter directions have equal partial

derivative magnitudes—in fact, they can be order of magnitudes different. In such a scenario,

the gradient descent could oscillate within several dimensions with each iteration, but barely

make progress in other directions. Therefore, parameter-specific learning rates can be used,

which effectively changes the direction of the gradient for an overall more consistent update

progress. For example, RMSProp applies an exponentially-decaying averaging over the

history of each (squared) gradient component (n), which is used as damping factor of the

individual parameter update:

ρAn + (1− ρ)
(︂

∂L
∂wn

)︂2
→ An, wn − α√

An

∂L

∂wn

→ wn, (35)

with ρ ∈ (0, 1).

Furthermore, the two approaches of momentum and parameter-specific learning can be combined.

A frequently used gradient-descent optimizer, which does so, is the ADAM algorithm. While it

utilizes the RMSProp exactly as defined in Equation (35), it in addition also uses a exponentially-

smoothed momentum update. For more (mathematical) details, the reader is referred to [80, 82].

The Adam optimizer is used within the CNN of the publication in Section 4.2.

The loss should decrease with the iteration count for a successful training of the CNN. In that

case, a validation sub-set of the input data can be used to verify, the CNN predicts the output of

previously unseen data reasonably well with respect to the training phase. This helps ensuring

that the CNN does not overfit the training data, i.e. optimizing its weights too narrowly on the

given input such that the predictions for the validation set are not accurate. In that case, the
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validation learning curve—loss as function of iteration/epoch—would start increasing for later

iterations, whereas the training learning curve does not. This would mean the network looses

its ability to generalize in favor of memorizing training data. Adapting the CNN structure and

amount of parameters can help solving the issue. Such behavior was not found for the CNN used

in the publication in Section 4.2 and will thus not be discussed further.

Eventually, if the CNN is setup, trained and validated properly, it can be used on any unseen test

data of the same type as the training data. In case for simulated electron population dynamics

and corresponding absorption lines, the results are presented in Section 4.2. To use the CNN

on experimental data as well, the training data would need to be changed to a mixture of the

simulation and experimental data, for which the populations can be estimated without the

CNN—for example in the weak-field limit using perturbation theory as in Equation (10) (see

Section 2.2.2). This approach will be elaborated in more detail in the discussion in Chapter 5.
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2.5. Electrons in Molecules

After the excursion into neural networks in the previous section, here the quantum-mechanical

basis of molecules is revisited. Thematically, it can be seen as extension of Section 2.2—the

electronic structure of atoms—yet it further leads to the foundation of chemical properties and

reactions. To understand how atoms are bound within molecules and how molecular electronic

structure looks like, the following introduction summarizes the main concepts, which can be found

elaborated in more depth in text books like [45, 83].

As for atoms, the kinetic energy of all electrons T̂ e and—now all—nuclei as well as the sum

of all Coulomb potentials V̂ C between each two particles, V̂ tot, need to be considered for the

Hamiltonian:

Ĥ = T̂N + T̂ e + V̂ tot (36)

While the Coulomb force FC = −∇VC is equal for both nuclei and electrons, the electron mass

me is much smaller than the nuclear mass mN , thus the resulting momenta are much lower for

nuclei than for electrons. As a result, the nuclear (kinetic) energy is expected to be smaller than

the electronic one, hence the nuclei move slower than the electrons. This can be quantified with

following considerations: Estimating the electron kinetic energy from the atomic size and using

the uncertainty principle and the Viral theorem [45] leads to an order of ≤10 eV, which translates

to photon energies in the VIS and UV spectral regime. Considering harmonic vibrations for the

nuclei leads to a factor of
√︂

me

MN
∼ 10−2 for the vibrational energies ∼0.1 eV (near-IR regime).

Assuming a rigid rotator for the nuclear angular momentum leads to a factor of me

MN
∼ 10−3 to

10−5 for the rotational energies ≤ meV (far-IR to microwave regime). Energies translating to the

XUV or x-ray regime often lead to ionization followed up by dissociation, since too much energy

is deposited into the molecular system to remain neutral or stable. This illustrates, why the

following discussion will mainly be focused on the electronic structure to, ultimately, understand

the interaction of XUV light with the oxygen molecule.

2.5.1. Born Oppenheimer Approximation

To translate the considerations above into equations, typically center-of-(nuclear) mass (COM)

coordinates are introduced for the individual electrons r⃗i and nuclei R⃗i, where for convenience r⃗

and R⃗ are taken to represent the entity of all electronic and nuclear coordinates, respectively.

The spatial part of the total molecular wavefunction Ψ(R, r) can then be expressed in the basis

of nuclear, F (R⃗), and electronic wavefunctions ϕ(r⃗):

Ψ(R, r) =
∑︂

q

Fq(R)ϕq(r) (37)

This leads to coupled differential equations when the Hamiltonian in Equation (36) is inserted

in the SEQ (Equation (6)). As introduced above, the central idea is to separate electronic and
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nuclear motion by treating the nuclei as fixed in space, while solving for the electronic motion.

This is known as adiabatic or Born Oppenheimer (BO) approximation. Formally, this applies

assuming:

(i) |ϕq⟩ does not depend on the nuclear coordinate,
∂ϕq(R)

∂R ≈ 0, and

(ii) no coupling between electronic states due to nuclear orbital angular momentum N̂ exists.

The BO approximation leads to the decoupling of the differential equations of the TDSE. For that

purpose, first the electronic TDSE for a given R needs to be solved, resulting in the electronic

wavefunctions and energies Eq(R), before the electronic energies can be used as R-dependent

potential for the nuclear motion.

2.5.2. Symmetry Properties

Besides the BO approximation, the symmetry of the molecule is crucial to describe its properties,

especially the total electronic wavefunction, which needs to be determined first in the BO

approximation. In general, group theory can be employed to describe molecular symmetries [84].

Here, only homonuclear diatomic molecules with cylindrical symmetry (in group theory denoted as:

D∞h) will be considered, because the O2 molecule is the target of interest. Because homonuclear

diatomic molecules as O2 have cylindrical instead of spherical symmetry, the electronic Hamiltonian

Ĥe = T̂ e + V̂ tot does not have common eigenstates with the total electronic angular momentum

L̂
2
. Yet, L̂z has common eigenstates with Ĥe, where z is the direction of the inter-nuclear

axis. Therefore, the angular momentum projection: Λ = |ML| (with ML eigenvalues of L̂z) are

considered to describe molecular eigenstates instead of the total angular momentum L for atoms.

They are labeled: Λ = {0, 1, 2, ...} → {Σ,Π,∆...} for the total (multi-)electronic states and with

respective lowercase letters for single-electron orbitals. Further, two symmetry transformations

are relevant for homonuclear diatomic molecules:

(I) The reflection of all electronic coordinates with respect to the origin O⃗ in the COM-system.

The parity operator, P̂ : r⃗ → −r⃗, does exactly so, as in the atomic case, and in addition has

common eigenstates with Lz. If the wavefunctions do not flip sign under P̂ , they are labeled

as gerade (g) states, whereas the ones which do flip sign are called ungerade (u) states.

(II) The reflections in all planes containing the internuclear axis z⃗, e.g. Ây: y → −y, have
always common eigenfunctions with Ĥe, and also with L̂z for Λ = 0 (i.e. Σ-states). As for

the parity operator, applying Â
2

y twice, leads to identity and only eigenvalues of ±1 exist

for Ây. The states symmetric under Ây (with positive eigenvalue) are labeled Σ+
g,u and

distinguishable in energy from the ones anti-symmetric under Ây, labeled Σ−
g,u.

In general, the total electronic configuration in molecules is labeled as 2S+1Λ±
g,u, where the ±

label is omitted for Λ ̸= 0 states, which are doubly degenerate in energy with respect to the

Ây operator. Here, the term 2S + 1 is the spin multiplicity (neglecting spin-orbit coupling),
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where S = |Ŝ| is the total electronic spin defined as for multi-electron atoms (Section 2.2.1). The

total electronic wavefunction must be anti-symmetric, such that symmetric spin wavefunctions

can only be paired with anti-symmetric spatial wavefunctions and vice versa. In the following,

the multi-electron states are constructed as linear combinations from different (spatial) basis

functions, but always such that they obey the here presented symmetry properties.

2.5.3. Multi-Electron Molecular Orbitals

It is remarkable, how much of the total molecular structure can already be understood just con-

sidering symmetry properties and the large mass ratio between electrons and nuclei. To actually

solve the TDSE (in the BO approximation), one needs to construct molecular many-electronic

orbitals, similar as for multi-electron atoms, but in addition also taking into account several

nuclei. For doing so, it is helpful to first consider the simplest molecule, H2
+, and the simplest

multi-electron molecule, H2. The single-electron molecular orbitals (MOs) are build by a linear

combination of atomic orbitals (LCAO) and employing the variational method. Multi-electron

MOs for H2 are constructed on the basis of the single-electron MOs again with the variational

method. This approach gives straightforward insight into the covalent part (electron(s) shared

between nuclei) and ionic part (electron(s) exchanged between nuclei) of molecular bonds. While

heteronuclear molecules can form ionic bonds because of different atomic elctronegativities, homo-

nuclear molecules are typically convalently bound. Alternatively, one can consider multi-electron

atomic orbitals (AOs) as in Section 2.2.1 first, and build multi-electron MOs from there. Breaking

down the TDSE, naturally leads to solving the so-called Coulomb integral, i.e. the spatial charge

density overlap between the nuclei. Comparing the charge density overlap of a MO to the charge

densities of the individual AOs it is made of, leads to an intuitive understanding of molecular

bonding. The MO is bonding, i.e. keeping the molecule together, when its internuclear charge

density is higher than of the individual AOs. If the MO charge density is lower than of the

two AOs, the MO leads to dissociation of the molecule, and the electronic configuration called

anti-bonding.

In general, and especially for the O2 molecule, the first approach, known as Hund-Mulliken method

of constructing multi-electron MOs, is used. The idea of charge density overlap and bonding can

be applied anyhow and one finds, that only the outer-most valence electron wavefunctions have

enough spatial overlap between each other, such that the charge density can significantly change

when forming a MO. Therefore, typically only valence electrons contribute to the formation of

molecular bonds. In the case of the O2 molecule, mainly the outer-most atomic 2p orbitals are

involved in the formation of molecular bonds, while the inner-shell 2s and even more so the 1s

core orbitals keep atomic character [85] and thus are localized within the molecule. Especially, the

2s and 2p energy spacing is large enough, that no hybridization takes place. As in the atomic case,

the Hartree-Fock method followed up by the Configuration Interaction method can be employed

to determine the molecular orbitals and energies more precisely [86].
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Figure 8.: Electronic Molecular Orbitals and Energy Levels of the O2 ground state. (a) Atomic
electron orbitals of two oxygen atoms involved the molecular formation. The COM
coordinates system as well as the two transformation operators Ây(yi) = −yi and

P̂ (r⃗i) = −r⃗i are shown. (b) Molecular orbitals formed in the O2 molecule. The lower
three orbitals formed from the 1s and 2s atomic orbitals stay rather localized, whereas
the upper three formed from the 2p atomic states lead to the delocalized molecular
orbitals. (c) The energy level scheme shows which atomic oxygen orbitals transform
into which molecular O2 orbitals.

These approaches can also be applied to hetero-nuclear and larger molecules, where the localization

of the inner-shell- and core-electrons leads to the site-specificity mentioned in Chapter 1. Figure 8

illustrates how MOs are formed in O2. The atomic oxygen orbitals are shown for both nuclei in

Figure 8a. Utilizing the shape of the atomic orbitals by means of the spherical harmonics, one

can construct the molecular orbitals as shown in Figure 8b. A detailed explanation of this orbital

construction can be found in [84]. The formation of MO energy levels from the AO and their

energy order is shown in Figure 8c. Notably, all binding orbitals, which are gerade for σ orbitals

and ungerade for π orbitals are energetically lower lying than the respective anti-bonding orbitals.

Typically, the lowest lying λ orbital is numbered as n = 1 and n is successively increased for

higher lying orbitals of the same λ family. Yet, the energy order between different λ orbitals

is not always the same. It can be determined empirically [84], that O2 is the lightest molecule

with 1πu higher lying than 3σg. Filling the orbitals of O2 starting from the bottom, leads to all

nσg,u with n = {1, 2, 3} and the 1πu subshell being completely filled. Since for filled subshells

S = 0 and Λ = 0 holds, only the two outer-most anti-bonding 1πg electrons contribute to the

total configuration. This leads to a triplet ground state configuration, O2 (X3Σ−
g ), with both

valence 1πg electron spins aligned. As a result, the O2 ground state is paramagnetic. Here, the

ground state is labeled as X and most exciting states with same multiplicity are usually labeled

A,B,C, ..., whereas the states with different multiplicity are labeled a, b, c, ..., and historically

later identified states are labeled with numbers.
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2.5.4. Nuclear Motion

With the above method, the electronic energies Eq(R) can be determined as a function of R, which

are used as potentials to describe the nuclear motion. The resulting nuclear TDSE can be divided

into an angular part, depending on the two rotational angles only, and a radial part depending only

on the internuclear distance R. For bound states, the first part leads to angular wavefunctions and

rotational eigenenergies, and the second one to radial wavefunctions and vibrational eigenenergies

with quantum number v. The respective equations are typically solved under the assumption

of a rigid rotator and harmonic vibrations, respectively, and further corrections can be applied.

The reader is referred to textbooks like [45, 83, 84] for more information. If the electronic energy

potentials do not support bound states, the molecule dissociates. As in the atomic case, coupling

of angular momenta, including couplings to the nuclear angular momentum, cannot be resolved

in the presented experiments (Chapter 4) and will not be considered further. For oxygen, as for

all homonuclear diatomic molecules, no rotational or vibrational transitions are allowed within

the same electronic state because of their symmetry. In total, molecular energy states are mainly

governed by the electronic energies with ∼eV energy spacing, which are split due to vibrational

levels on the order of ∼0.1 eV, which are further split in rotational states on the order of ∼meV.

The last splitting is also neglectable small and therefore rotational states will not be considered

further. The full quantum-mechanical treatment leads to very similar results about these three

energy scales as the very first estimations at the beginning of the section.

2.5.5. Potential-Energy Curves and XUV-Excitation/Ionization

The XUV photon energies used in the experiment in Chapter 4 lead mainly to the ionization of the

O2 molecule. The calculation of the energy states in O2
+ follows exactly what has been discussed

for neutral O2 and can be found in [86–88]. The relevant potential-energy curves (PECs), Eq(R),

are shown in Figure 9. As for atoms, electronically-excited states in the neutral molecule (e.g.

the 2σu → (4Σ−
u ) n sσg/dπg Rydberg series [89] shown in Figure 9) need to be excited resonantly

and obey molecular dipole transition rules [45, 83, 84]. In contrast, all photon energies above

an ionization threshold can lead to ionization. With increasing energy, more ionic states can be

excited in parallel with different probabilities. These probabilities can be estimated with the

Franck-Condon principle: The overlap of the wavefunctions between which a transition takes

place is evaluated at the equilibrium distance of the initially lower-lying state while assuming the

dipole operator D̂ is independent of R. In general, symmetry properties can help determine which

transitions are allowed [90]. In the case of the oxygen molecule, the lowest-lying, dipole-allowed

states of the singly-ionized molecule have also been measured experimentally [91]. These states:

1) X 2Πg, 2) a
4Πu, 3) A

2Πu, 4) b
4Σ−

g , 5) B
2Σ−

g , 6) 3
2Πu, 7) c

4Σ−
u

result from ionization of the the:

1) 1πg, 2,3,6) 1πu , 4,5) 3σg, 7) 2σu
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orbital of the neutral molecule, respectively [87]. From this list, only the ionic c 4Σ−
u state

results from ionizing a localized inner-shell electron, while the others arise from valence-electron

ionization. Several of these states lead to the dissociation of the molecule via different mechanisms,

but the most significant contributions to O+ fragment yields have been determined in [92] to come

from the B 2Σ−
g , 3

2Πu and c 4Σ−
u state. In all dissociation cases, the electronic configurations of

the fragments must match the atomic configurations, thus only several dissociation limits exist to

which the excited molecular states dissociate into. They are summarized in Table 2.2.

Table 2.2.: First five dissociation limits of O2
+ as reported in [92]

Dissociation Limit Atomic Fragments Potential Energy

(I) O(3P) + O+(4So) 18.7 eV
(II) O(1D) + O+(4So) 20.7 eV
(III) O(3P) + O+(2Do) 22.1 eV
(IV) O(1S) + O+(4So) 22.9 eV
(V) O(3P) + O+(2Po) 23.8 eV

The ionic ground state and most ionic excited states have energy minima around the Franck-

Condon region, supporting bound vibrational states. The vibrational levels are below the

respective dissociation limit, and therefore cannot dissociate into their own adiabatic limit, but

only via coupling to other electronic states. Alternatively, for the 3 2Πu state and photon energies

larger than the respective dissociation limit, excitation into a repulsive curve leads to a direct

dissociation. The difference between the potential energy in the FC region and the energy of the

dissociation limit is translated into the kinetic energy release (KER) of the fragments, which

splits equally between the two fragments. For the O2
+ (c 4Σ−

u ) state, the two vibrational levels,

v = 0, 1, are also above the dissociation limit, which thus can tunnel-dissociate through the

potential-energy well into the O+(4S)+O(1D) limit. The involved quantum-tunneling process is

based on a non-vanishing probability of the nuclear wavefunction outside of the electronic potential

barrier. The formation of this potential-barrier arises due to nearby electronic states of the same
4Σ−

u symmetry [88]. These states are not allowed to cross, which is known as Neumann-Wigner

non-crossing rule, and their avoided crossings leads to the potential barrier of the c 4Σ−
u state.

This illustrates, that the diabatic states (green dashes in Figure 9) under the BO approximation,

need correction do obtain the actual adiabatic states (pink lines in Figure 9). Furthermore, the
2,4,6Σ+

g states [93, 94] overlap with the c 4Σ−
u state, which can undergo the non-adiabatic process

of internal conversion due to spin-orbit couplings and change into a 2,4,6Σ+
g state. Conceptually,

this process is similar to autoionization, as the electronic configuration changes without emission

of a photon. The molecule than follows the repulsive PECs of the 2,4,6Σ+
g states and thereby

pre-dissociates into the O+(4S)+O(3P) limit.
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Figure 9.: Potential-energy curves (PECs) selection of molecular oxygen [88, 89, 92–95]. The
neutral ground state (X 3Σ−

g , orange) supports tens of vibrational states (red), of which
mainly the lowest, v=0, is occupied at room temperature [96]. The Frack-Condon
region is shaded in gray. Lowest PECs of O2

+ are shown in pink, up to the c 4Σ−
u

state—which supports two vibrational levels (black: v=0,1) [88], because the family
of diabatic 4Σ−

u states (green dashes) avoids curve-crossing resulting in the adiabatic
curves (pink) [88]. The c 4Σ−

u state can tunnel-dissociate though the resulting barrier,
or alternatively pre-dissociate via the 2,4,6Σ+

u states (blue dots) [93, 94]. Relevant
dissociation limits are labeled at R → ∞ and given in Table 2.2. A relevant subset
of the (4Σ−

u ) n sσg/dπg O2 Rydberg series (orange) [89] is shown around 24 eV. The
O2

2+ ground state, X 1Σ+
g , is given in violet [95].
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In total, the O2
+ (c 4Σ−

u , v = 0) state can dissociate via two coupled pathways, of which one is

governed by nuclear tunneling and the other by electronic couplings—representing an interesting

candidate to investigate coupled electronic-nuclear dissociations. The dissociation time of the

O2
+ (c 4Σ−

u , v = 0) state has been measured for the first time within the third publication

(Section 4.3). Further results are discussed is Section 5.2.
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3. Technical Background: Experimental

Setups

The previous two chapters have introduced the conceptual, scientific and theoretical background of

this thesis. As a result, the probabilistic quantum nature of atoms and molecules in combination

with the high photon energies of XUV and x-ray light leading to simultaneous reaction pathways,

often demands a multidimensional data recording to reconstruct (and eventually control) the

underlying processes from a scientific perspective. Yet, the interaction of XUV/x-ray light with

atoms and molecules also represents its own technical challenge. The most important technical

details of the following two setups will be introduced within this chapter:

(3.1) The FL26 beamline at FLASH combines both FEL and HHG laser pulses as well as

an absorption spectroscopy setup and a reaction microscope to measure complimentary

and multidimensional data sets for the dissociation of oxygen molecules (see Section 4.3,

Chapter 5). While most of the various components of this beamline have been constructed

previously and are reported in [8, 97–101], the data acquisition of the HHG spectra is a

central contribution of this thesis project and will be explained in more detail.

(3.2) This setup is streamlined to achieve high target-gas pressures for stimulated resonant

inelastic x-ray scattering in neon atoms in an absorption spectroscopy measurement at

the SQS endstation of EuXFEL (see Chapter 5). The design and construction of the

target-delivery and differential-pressure setup is a major contribution of this thesis project.

In general, an experimental setup for the measurement of XUV-/x-ray-induced dynamics in

matter typically consists of various components, which need to work in interplay with each

other. Because of the XUV and x-ray pulse sources, such experiments need to take place under

high vacuum conditions (i.e. gas pressures ≤ 10−7 mbar) for the XUV/x-ray light not to be

absorbed due to photo-ionization of the air molecules. This also implies, that the target-gas

supply, electronics—detectors and controllers—and optics among others need to be designed

accordingly. For example, target gases cannot be encapsulated, since the XUV pulses are absorbed

by any material or, alternatively, the intense x-ray pulses drill through any wall, see Section 3.2.

Experiments are therefore performed in ’cells’ with transmission holes for the laser pulses and

hence under constant input and output gas flow. Due to the technical and scientific complexity,

experimental setups typically tend to start small aiming for a specific task (as in Section 3.2) and

then often grow over time to enable further investigations (as in Section 3.1).
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3.1. Absorption Beamline for FEL–Pump—HHG–Probe

Experiments at FLASH

The experimental data for the dissociation of oxygen molecules (Section 4.3) and absorption line

modifications in helium atoms (see Chapter 5) were obtained at the experimental setup, the FL26

beamline, at FLASH2. This beamline evolved over time, which will be briefly summarized below

with focus on the latest updates relevant for the experiments in the publication in Section 4.3. A

scheme of the current configuration used in these experiments is shown in Figure 10.

The FEL is the central tool for the XUV-driven experiments. Its working principle and pulse

parameters are introduced in Section 2.1.2. For the data acquisition discussed below, the burst-

mode operation of the FEL needs to be considered: Pulse trains, or bunches, are produced with

the 10Hz repetition rate of the RF pulses and individual pulses within such a bunch have a

10 µs spacing due to the repetition rate of the UV pulses. A fast shutter at the beginning of the

beamline allows to block every second FEL bunch, which is used for static HHG references of the

target O2 absorption spectrum. Further, two filter wheels allow for different attenuation settings

and hence FEL pulse energies. For the oxygen measurements (Section 4.3) only the the full FEL

pulse energies of ∼10.7 µJ (∼8.4 µJ) at 27.7 eV (24 eV) of photon energy are used, whereas for

the measurement in helium, the 100 nm and 400 nm thick aluminum filters transmit roughly 80%

and 40% of the ∼15 µJ FEL pulse energy at 21.1 eV photon energy.

The OPCPA (optical parametric chirped-pulse amplification) IR laser system with the IR pulse

pattern being synchronized in time with the FEL pulse pattern is reported in [97]. An optical

time-delay stage allows to delay the IR pulses with respect to the FEL pulses. The µm step size

and tens of cm travel range translates to femtosecond precision on a nanosecond range. While in

principle the central wavelength and pulse duration of the IR pulses can be tuned, a set value of

λIR = 800 nm and τIR ≈15 fs was used for the experiment in Section 4.3. The IR laser pulses are

focused into a target cell for HHG, where 100mbar of Krypton are used for the experiment in

Section 4.3. A 100 nm aluminum filter allows to block the driving IR afterwards while letting

through 80% of the XUV light, but can also be omitted to include the driving IR pulse within

the experiment. The HHG pulses are intrinsically synchronized with the IR pulses and of shorter

duration. More details about HHG setup and the incoupling of the HHG into the FEL beampath

can be found in [98, 99].

The first detector part of the FL26 beamline is based on a reaction microscope (REMI), which

allows to measure individual ions and electrons in coincidence [100]. In short, electromagnetic

fields guide the charged particles to microchannel plate (MCP) detectors, where their spatial

distribution and time-of-flight (TOF) is recorded, which can be converted to the 3D momentum

vector and thereby also the kinetic energy. The general working principle of a REMI and the

particular FL26 REMI are explained in detail in [66, 100, 102], and will not be elaborated in

more detail here. In case only FEL pulses are used, a split-and-delay unit (SDU) allows for FEL

pump–probe experiments. Instead using the FEL in combination with the HHG pulses, the two
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Chapter 3: Technical Background: Experimental Setups

Figure 10.: Scheme of FEL–pump—HHG-probe experimental setup at the FL26 beamline at
FLASH2 as discussed in the text. FM = focusing mirror; IM = incoupling mirror.

flat mirrors of the SDU are used for separately steering the two pulses. In general, all optics

need to be used under grazing incidence angles, typically ≤8◦, to reflect the XUV/x-ray pulses.

Both FEL and HHG pulses are focused into the REMI with an ellipsoidal mirror. The supersonic

target jet produces very low target densities in the interaction region, such that the pulses are

nearly unaltered after passing through the jet. Ion or electron detection counts depend strongly

on the utilized photon number per pulse. Since the FEL pulses have orders of magnitude larger

pulse energies and hence amount of photons than the HHG pulses, nearly all counts in the REMI

come from the FEL pulses, when both pulses are used in parallel. Yet, for HHG only pulses, the

REMI can be adjusted to measure photo-ions as well, as shown in [99].

The second detection part is an absorption spectroscopy beamline with an XUV spectrometer

behind the REMI, which was initially setup to measure single-shot FEL spectra as diagnostic

tool for the two-photon ionization of helium in the REMI [8]. The details about the absorption

beamline are reported in [8, 101]. Besides the FEL spectral characterization, it has already

been designed for parallel absorption measurements utilizing a toroidal mirror to refocus FEL

(and HHG) pulses into a second interaction region. There, a target cell with two 200 µm holes

along the beam axis for transmission of the XUV pulses and 2mm length allows for sufficient

target-gas pressures for absorption measurements. The continuous and constant gas inlet (at

the bottom of the cell) compensates the leakage flow through the 200µm holes and allows for

constant target pressures during the entire measurement. The pressures are chosen to optimize

the signal-to-noise ratio (SNR) as trade-off between resonant signal and off-resonant absorption,

which lowers the overall measured XUV flux. In the experiments, p(O2) ≈ 9mbar and p(He) ≈
30mbar are chosen (Section 4.3, Chapter 5). The cell is connected to a manipulator, enabling

three-dimensional placement and rotation around the vertical axis of the cell for alignment to the

XUV beams. In particular, the vertical movement perpendicular to the beam propagation allows
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3.1 Absorption Beamline for FEL–Pump—HHG–Probe Experiments at FLASH

for the usage of a phosphor screen, or a fast photo-diode in the focus region. The spatial overlap

in the interaction region can be adjusted with the phosphor screen—converting the XUV light

into visible light—filmed by a long-distance microscope camera (Navitar 6000, Imaging Source).

The HHG beam is first aligned onto the spectrometer, and the FEL beam is than steered to

match the focus position. Lastly, the target cell is moved back into the common focus. For the

first experiments, both FEL and HHG pulses are focused at the same propagation distance, which

leads to an average HHG focus diameter (∼50 µm) an order of magnitude larger than the average

FEL focus (∼5 µm). This implies, that most of the HHG probes the static target gas (without

the FEL pumping), such that the resulting absorption features are relatively small in intensity.

This is compensated partly by the large FEL pulse energies and thereby peak intensities, which

also leads to non-vanishing probabilities of two-photon absorption or the formation of plasma in

the target gas cloud—which will be discussed further in Chapter 5. To avoid such effects in the

future, a configuration with the FEL beam being slightly out of focus in the target region and

preferably of same size as the HHG focus could be employed. Also, with the given focal sizes,

the average time for an oxygen atom or molecule to leave the focus—due to thermal motion at

room temperature—can be estimated to be on the order of 100 ns. Thus, a pair of FEL and HHG

pulses have the (desired) high probability to interact with the same atoms or molecules within

the focus on femto- to picosecond time scales. In contrast, the subsequent pulses of an FEL

bunch—arriving 10 µs later—interact with a refreshed gas cloud and hence initiate independent

experiments.

Further, the temporal overlap between the FEL and HHG pulses is found step-wise. While the

rough timing between the pulses is on a few millisecond scale due to the RF-based synchronization

system, the REMI can be used to detect the time-of-flight of ions generated by the FEL and

(unfiltered) IR pulses, respectively. Thereby, the timing between two pulses can be determined

with a nanosecond uncertainty. This procedure worked for the first experiments (Section 4.3), but

is tedious to be employed, because it strongly depends on the IR REMI-focus intensity, which is

otherwise irrelevant for all-XUV absorption experiments. Instead, a fast photo-diode can be used

in the second interaction region instead of the target cell and read-out with a fast oscilloscope.

The common IR and HHG focus is already optimized with the toroidal mirror. This procedure

has been implemented in a more recent experiment and worked comparably faster and more

robust than using the REMI. Again, this leads to a nanosecond scale for the estimation of the

timing between FEL and IR (and thereby HHG) pulses. Eventually, the optical stage of the IR

can be used within a ∼4 nanosecond range and with a few femtoseconds step size to find the

temporal overlap between FEL and HHG pulses in the second interaction focus by measuring

time-resolved absorption spectra of an even faster ionization event. For the experiment in the

publication in Section 4.3, the ionization of argon atoms and the formation of Ar+ Rydberg

resonances at ∼28 eV [103] are measured with the XUV spectrometer described below.

Behind the absorption cell, two arrays of filters and slits can be utilized to separate pump

and probe pulses and, in case of HHG measurements, minimize the stray light of the orders-
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of-magnitude more intense FEL pulses. A variable line space (VLS) concave grating (Hitachi

001-0639) utilizing the interaction region as entrance point can be used for both XUV pulses. For

a high repetition-rate read-out of individual FEL spectra a fluorescence screen and a gotthard

detector [104] are used [8]. For the measurement of the HHG spectra, a slower but XUV-sensitive

charge-coupled device (CCD) camera (PIXIS 400B) is used. It enables the measurement of the

lower HHG intensities but needs longer integration times (at least a millisecond). Thus, a ’single’

HHG spectrum always needs to be measured as an average over the HHG bunch arriving every

100ms. In case of the oxygen experiments in Section 4.3, the FEL and HHG bunches contain 38

pulses each and hence, a HHG spectral measurement averages over 38 individual pulses. Yet, for

both FEL and HHG bunches the amounts of pulses per bunch can be tuned, such that single pulse

per bunch setups and measurements are possible. As discussed in Chapter 5, the experimental

time resolution is limited by the temporal jitter (and drifts) between the two pulse sources.

The jitter can be minimized by using single pulses per bunch in trade-off for a lower repetition

rate—translating to lower SNR when the recording time is constant. The spectral resolution is

dominated by the grating properties and is around 30meV for photon energies of 30 eV. Hence,

the following effects cannot be resolved properly—and do not need to be considered in detail for

cases (i) and (iii):

(i) the fine-structure splitting of < 10meV in O+—as introduced in Section 2.2.1,

(ii) the long-lived absorption lines decaying via spontaneous emission, e.g. the He 1snp series

(Section 2.2.2), where the 1 ns to 100 ns [105] lifetimes translate to 1 µeV to 100 µeV spectral

linewidths, and

(iii) the macroscopic Doppler-broadening, δE, of absorption lines. For example for oxygen atoms,

due to thermal motion at room temperature: δE ≈ 0.1meV to 1meV, or with a few eV

kinetic energy after dissociation (see Section 2.5): δE ≈ 1meV to 10meV.

The limitations of (ii) are discussed with corresponding experimental findings in Chapter 5. The

spectrometer is calibrated with additional measurements of helium and argon resonance lines

and respective literature values [46, 103]. Further, the PIXIS CCD-camera allows for spatially

resolved measurements (with 20 µm pixels and 8mm size) perpendicular to the spectral dispersion

axis, which will also be further discussed in Chapter 5.

Data Acquisition

The data acquisition runs in parallel from several sites: While the spectrometer and REMI

have own computers, software and memory for the absorption and fragment data, the FEL and

IR/HHG pulse parameters are recorded from DESY site. The complete data set thus consists of

all the different recordings, which need to be brought together. While the later data analysis can

in principle access the different data banks, this is not recommended during the experiment—as

data is not always written or accessible in real time, yet the running of the experiment demands
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3.1 Absorption Beamline for FEL–Pump—HHG–Probe Experiments at FLASH

control over certain parameters inbetween recordings. For the first FEL and HHG combined

experiments (Section 4.3), this is achieved by centralizing some major parts of the experimental

control at the spectrometer computer. This was achieved within this thesis project by utilizing

LabView-based software, adapted from previous setups [106]. The key concepts used in the data

acquisition are summarized in the following and may help guide future users:

(I) The bunch ID tags every FEL bunch with a 10-digit identifier and all data and metadata

are stored with a bunch ID. Hence, it is essential for combining the different data banks.

Yet a covariance analysis of correlated parameters of different recordings might need to be

employed (e.g. FEL pulse energy and integrated FEL spectrum), because systematic shifts,

often of ±1 or ±2, can appear.

(II) The PIXIS control program goes through the following steps, once all experimental

parameters—especially time delay, FEL pulse and photon energy—are set:

(i) waiting for external trigger, which is synchronized with the 10 Hz repetition rate of

the FEL bunches, but slightly early.

(ii) reading (previous) bunch ID.

(iii) measuring HHG spectrum with 10 ms integration time, which is sufficient to ensure that

the complete bunch is within the recording time. The averaged spectrum is typically

read by using a two-dimensional region of interest (ROI) of the camera chip, which is

employed during the hardware readout and immediate binning into an one-dimensional

spectrum to enable fast enough readouts.

(iv) reading a subset of relevant pulse parameters to be stored with the absorption spectra.

See step (III).

(v) reading (actual) bunch ID. If the difference to the previous bunch ID in step (ii) is

more than one, a (communication) problem must have occurred and several bunches

could have been in measured within the same file. Since actual spectra and references

are measured back to back, these shots are sorted out in post analysis.

(vi) repeating steps (i)-(v) according to number of frames chosen, in most cases 100 frames.

(vii) saving data into files.

(III) Doocs is the DESY/FLASH-internal software for communication and readout. A doocs

Labview program handles the live communication for the parameters to be set at the FEL

and optical laser system—see step (IV)—while reading relevant parameters like the time

delay or the FEL pulse and photon energy. The parameters are directly stored with the

recorded absorption data from step (II).

(IV) The experimental control LabView program takes care of the overall sequencing of tasks

and is used to record step-wise scans of time delays between the FEL and HHG pulses (or

alternatively: scans of FEL photon energies) while recording HHG spectra at each step.
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In contrast, the REMI only takes data of the fragments produced by the FEL pulses, and hence

is not effected by the time delay between FEL and HHG, nor by the FEL fast shutter—it simply

measures low background noise instead of fragment counts every other shot when the FEL shutter

is closed. Hence, the REMI is operated independent of the spectrometer and collects continuously

data while saving Bunch IDs on its own for later data analysis.

In the future, a centralized experimental control and data acquisition could be considered beneficial.

Further, it should be highlighted that the goal of the experiment was to combine FEL and HHG

pulses for time-resolved absorption measurements, and hence live analysis was mainly carried

out on the absorption spectra. As discussed in Chapter 5, the post-analysis of oxygen ions

measured with the REMI is helpful for understanding and validating the results of the publication

in Section 4.3. This will also illustrate, how a combined approach of REMI and absorption

measurements could enable even more diverse scientific opportunities.

3.2. High Target-Pressure Experimental Setup at EuXFEL

For non-linear absorption processes and spatial or spectral reshaping of XUV/x-ray pulses, high

densities of the interacting gas are considered beneficial, if not necessary, as the reshaping is

connected to propagation effects within the target gas cloud. For example, the turning of an

absorption line into an emission line—as discussed in Section 4.2, Chapter 5—can be regarded

as spectral reshaping. Alternatively, the process of resonant inelastic x-ray scattering (RIXS)

(introduced in Section 2.2.2) generates a new spectral feature and can be used as non-linear

(and background-free) x-ray probe of atoms or molecules. Stimulated RIXS in neon atoms has

been first measured in transient absorption at incoming photon energies of 870 eV and target-gas

pressures of ∼0.67 bar in [75]. The process has a low interaction probability—given by the

Kramers–Heisenberg formula [60]—and hence demands high photon numbers, which are provided

by the XFEL pulses, as well as high target densities. The later also enables a stimulated RIXS

signal, which is initially generated by spontaneous emission at the beginning of the gas cloud

to be amplified via stimulated emission while propagating through the target. Therefore, the

RIXS in neon atoms is re-investigated at an order of magnitude higher target pressure ([107] and

discussion Chapter 5) with the setup presented in the following. The target-delivery setup was

designed and constructed as a part of this thesis project and installed at the SQS endstation of

the EuXFEL facility in combination with a soft x-ray spectrometer provided by the group of

Prof. Jan-Erik Rubensson (Uppsala University). A scheme of the complete experiment is shown

in Figure 11a and an overview of the target-delivery setup is given in Figure 11b. The project

and collaboration has been initiated and lead by Prof. Linda Young (Argonne National Lab) and

the RIXS results in neon atoms are discussed in detail in the doctoral thesis of Dr. Kai Li [107].

46



3.2 High Target-Pressure Experimental Setup at EuXFEL

Figure 11.: (a) Scheme of the RIXS in neon (red) measured in transient-absorption geometry at
the SQS endstation of the EuXFEL facility. XFEL pulses (violet) propagate from right
to left. CP = connection port; KBMs = Kirkpatrick–Baez mirrors. (b) Overview of
the high target-pressure delivery and differential-pumping setup. Chamber pressures
for 6 bar of neon backing pressure are shown in white and blue. (c) Exchangeable
target cells with variable length. Neon gas (red) is supplied via an inlet at the bottom
and flows out via the XFEL-drilled holes. (d) Beside the target cells, a phosphor
screen, or the center of two high-voltage (HV) plates for ion TOF measurements can
be moved into the XFEL focus. (e) Differential-pressure stages within the vacuum
chambers allow for an reduction of pressure by orders of magnitude along the setup.
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The target-delivery setup has been build with the following properties of the EuXFEL facility and

SQS endstation in mind: The x-ray FEL (XFEL) pulses are focused with a pair of Kirkpatrick–Baez

(KB) mirrors [108] down to focal diameters of 1 µm to 2 µm. The focal distance from the connection

port (a CF63 flange) is 860mm, hence the target-delivery and differential-pressure setup needs to

be compact to meet this constrain. Further, a SQS Newport stand is used for three-dimensional

translational movement of the target chamber with µm precision. In contrast to the FL26 beamline

in the previous section, the whole target chamber is moved with a fixed target-cell position to

place the target in the XFEL focus. The setup does not contain any filters before the target,

because the XFEL pulse energy can be controlled by a gas attenuator.

The key idea of the target-delivery setup is a steep pressure gradient between the interaction region—

with high target pressures inside the cells to enable propagation effects—and the surrounding

chamber—with high vacuum conditions to not absorb or attenuation the XFEL pulses. To this

end, a target-cell design similar as presented in the previous section is used, but without pre-drilled

holes (Figure 11b). Instead, the XFEL pulses are used to drill through the 200µm thick steel

cell walls and hence create their own holes. In principle, this allows for hole sizes as small as the

focal diameter of 1 µm to 2 µm. Yet, due to XFEL pointing jitters and potential plasma effects,

these holes grow over time. After one week of experiment, the hole size is roughly estimated

under a microscope to be on the order of 20µm to 50 µm. This hole size is crucial, because it

determines the gas flow out of the target cell and thereby the pressure in the surrounding vacuum

chamber—the reader is referred to [109] for more details. The maximum pressure inside the target

cell is limited by the maximal pressure within the surrounding chamber which still can be pumped

out by the turbo-molecular pump (Pfeiffer HiPace 2300). During the test phase, this maximal

chamber pressure was estimated to be 5 · 10−3 mbar for a neon gas backing pressure of 2 bar when

cells with the smallest possible mechanically pre-drilled holes with a 100 µm diameter are used

[110]. The target-gas backing pressure is controlled by a pressure regulator (Festo VPPM) in the

range of 1 bar to 10 bar, which can be further reduced with a needle valve to a few tens of mbar.

During the experiment, backing pressures up to 6 bar are utilized leading to a chamber pressure

of 2.6 · 10−3 mbar. The chamber pressure pch can be estimated under the assumption of viscous

flow through thin apertures (the holes in each side of the cell) [109, 110]:

pch = C · d2 · ptar, (38)

where ptar is the pressure within the target cell, and d is the diameter of the cell holes. C is

a constant depending on the pump capacity and the (assumed linear) ratio between backing

and target-cell pressure. With help of Equation (38), the results of the test measurement with

100 µm holes, and the pressures recorded during the experiment, the XFEL-drilled hole size can

be determined as ∼40 µm—agreeing with the microscope estimation given above. For initial

alignment at the EuXFEL, a cell with pre-drilled holes with 200µm diameters is used. Further,

the cells can be exchanged and different cell lengths of 2mm, 4mm and 8mm can be utilized

for investigating propagation-length-dependent effects as shown in (Figure 11b). In the first
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experiments discussed in [107] and Chapter 5, a fixed cell with a length of 2mm is used.

For initially finding and optimizing the XFEL focus, the two following options are implemented

in the target chamber as shown in Figure 11c: (i) A horizontal movement of the target chamber

by 7.5mm brings a phosphor screen in the (therefore highly attenuated) XFEL focus, which

is recorded with a long-distance microscope and CCD camera—as in the FLASH setup in

Section 3.1—allowing for visual feedback. (ii) Instead, moving the target chamber down by 1.5 cm

brings the center of two high-voltage (HV) plates into the XFEL focus. The HV plates provide

an ion-extraction field for a TOF measurement of the XFEL-generated neon ions. The upper

HV plate has an ion-extraction hole with a 5mm diameter aligned to the TOF detector entrance.

The ion TOF detector further accelerates the ions before measuring their mass-to-charge ratio.

The detector is provided from and operated by the SQS beamline team. The target chamber has

a second gas inlet, which fills the complete chamber with neon gas at a pressure of 8 · 10−8 mbar

for the ion TOF measurement. Minimizing the XFEL focus size with the KB mirrors leads to the

highest XFEL peak intensities, which is found by maximizing the count rate of the highest ion

charge, Ne8+, detected with the TOF measurement.

The residual setup is used for differential pumping enabling high-vacuum conditions towards

the XFEL connection port and the x-ray spectrometer. It consists of four vacuum chambers

each with a turbo-molecular pump, where Pfeiffer HiPace 700 pumps are used for the two inner

chambers—next to the target chamber—and HiPace 300 pumps for the outer chambers. The

pressures in all chambers are monitored with separate Pfeiffer PBR 260 gauges in the range

of 1 · 10−9 mbar to 1000mbar. Each chamber entrance contains a differential-pumping stage as

shown in Figure 11d. The stages are made of 10 cm long tubes with an inner diameters of 1 cm.

As a result, the pressures within the two inner chambers are reduced by two orders of magnitude

(≤ 1 · 10−5 mbar) and the outer-chamber pressures are reduced by another order of magnitude

(10−7 mbar to 10−6 mbar). More detailed theoretical considerations about gas flow and pressure

reduction can be found in [109], while a first experimental characterization of the setup is reported

in [110]. The vacuum chambers are connected to each other—and the first chamber to the

EuXFEL connection port—via bendable bellows, which allows for (i) the initial alignment of the

differential-pumping chambers with respect to the XFEL beam, and (ii) movement of the target

chamber (on the Newport stages) with respect to the residual setup.

The x-ray spectrometer is placed ∼1.9m behind the XFEL focus to reduce the XFEL peak

intensity and hence avoid damaging the entrance slit. The spectrometer is made of a commercial

Scienta XES 350, which provides an adjustable entrance slit and a spherical grating under grazing

incidence [111], filter arrays and a x-ray-sensitive CCD camera (Andor Newton). The EuXFEL

can be operated in a similar burst mode as FLASH, but here single pulses (per bunch) are used

to record two-dimensional images of individual FEL spectra with a 10Hz repetition rate. This

setup allows for spectral measurements with a high resolution of 200meV at 850 eV for the RIXS

experiments in neon [107]. The data acquisition as well as the overall experimental-setup control

is integrated into the centralized EuXFEL software system and operated by the SQS team.
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4. Main Results: Publications

The several backgrounds introduced within the previous chapters lay the foundation of the

scientific results—the here presented three publications—of this cumulative dissertation. Their

common ground is understanding ultrafast quantum-dynamics of atoms and molecules based on

XUV-electron interaction by connecting time-and-energy–domain perspectives. Therefore, they

employ energy-resolved absorption spectroscopy to identify underlying processes in combination

with a variable excitation energy. The first publication (Section 4.1) simulates the temporal

electron dynamics by numerically solving the Schrödinger equation, but then shifts to the

spectral domain to understand their absorption imprint. In contrast, the goal of the second

publication (Section 4.2) is to directly reconstruct the temporal population dynamics of coupled

electronic states in atoms with help of a convolutional neural network. Ultimately, the third

publication (Section 4.3) explicitly time-resolves a molecular dissociation processes by using a

pair of time-delayed XUV pulses. The three publications are thereby ordered simultaneously by

an increasing degree of quantum-dynamical complexity and capability to investigate temporal

quantum processes. Their central massages and connections to other parts of this thesis can be

summarized as follows:

4.1 Explaining simulated state-couplings and absorption changes with energy/phase-shifts.

Background: Sections 2.1 to 2.3. Further results: Sections 4.2 and 5.1.

4.2 Demonstrating a CNN can reconstruct electron populations from absorption changes.

Background: Sections 2.1 to 2.4. Further results: Sections 4.1 and 5.1.

4.3 Demonstrating a FEL-pump–HHG-probe experiment resolving molecular dissociation.

Background: Sections 2.1, 2.3, 2.5 and 3.1. Further results: Section 5.2.

The publications are presented separately in this chapter, while the connections between them

illustrated with further results are discussed in detail in Chapter 5. In particular, the back-action

of the atoms and molecules on the driving XUV/x-ray pulses is a crucial aspect of light-matter–

interaction. In fact, it gives rise to the absorption signals used in all three publications, which

come from a single-particle perspective of the interaction. Yet, the propagation of XUV/x-ray

pulses through a dense gas cloud can result in further spectral, temporal and spatial reshaping of

the driving pulse. This represents a scientific field on its own, and has been a central part of this

thesis project. It is not mentioned in the publications, but several aspects concerning propagation

effects are summarized in Sections 2.3 and 3.2, and first results are discussed in Section 5.1.
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4.1. Bound-State Electron Dynamics Driven by Near-Resonantly

Detuned Intense and Ultrashort Pulsed XUV Fields

The theoretical background provided in Section 2.2.1 explains the intrinsic, i.e. unperturbed,

electronic structure of atoms and molecules. It lays the foundation for the identification of

elements due to their unique absorption fingerprints: Resonant electronic transitions between

two bound states (Section 2.2.2). The weak-field interaction of light with electrons in an atom is

thus photon-energy–dependent, which can be measured when spectrally resolving the interacting

light, e.g. with absorption spectroscopy (Section 2.3). But the electronic structure can also

be perturbed, e.g. by shifting or splitting the electronic energies [61] with coherent, (nearly)

monochromatic lasers with sufficient intensity (Section 2.2.3). Yet, the interaction with an intense

laser pulse in the impulsive limit, i.e. when the pulse is significantly shorter in time than the

excited-state lifetime, yields different results. First experiments with intense infrared laser pulses

have demonstrated, how this leads to changes of the absorption line-shapes [69]. The central

idea is that transient energy shifts—i.e. shifts during the pulse duration—lead to a phase-shift

of the corresponding dipole moment (Figure 6). Yet, this was not connected to bound-state

transitions, and was described as a pure phase shift for the involved electronic states disregarding

state-populations. In contrast, subsequent experiments with intense XUV FEL pulses have

demonstrated that the strong-coupling of electronic states includes significant population transfer

and leads to absorption line-shape changes as well [4].

The publication shown within this section is based on first ideas and theoretical framework [112,

113] utilized to explain the experimental findings in [4]: Combining the transient energy shifts with

dressed-state energies as in [61], and translating them to phase shifts of the state coefficients and

resulting dipole moment as in [69]. A simple analytical formulation allows to compare this idea

with full-simulation results for a two-level system. It can be regarded as the key conceptual aspect

of the work, although deviations between analytical and numerical treatment arise, which will be

discussed further in Section 5.1. However, these first results regarding XUV-driven line-shape

changes influenced further combined experimental and theoretical work on the subject [2, 5–7].

In particular, induced temporal dynamics of the electron populations are not discussed explicitly

in the first publication, but will be investigated in the follow-up work presented in the second

publication in the next section.
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Abstract: We report on numerical results revealing line-shape asymmetry changes of electronic
transitions in atoms near-resonantly driven by intense extreme-ultraviolet (XUV) electric fields by
monitoring their transient absorption spectrum after transmission through a moderately dense atomic
medium. Our numerical model utilizes ultrashort broadband XUV laser pulses varied in their intensity
(1014–1015 W/cm2) and detuning nearly out of resonance for a quantitative evaluation of the absorption
line-shape asymmetry. It will be shown how transient energy shifts of the bound electronic states
can be linked to these asymmetry changes in the case of an ultrashort XUV driving pulse temporally
shorter than the lifetime of the resonant excitation, and how the asymmetry can be controlled by the
near-resonant detuning of the XUV pulse. In the case of a two-level system, the numerical model is
compared to an analytical calculation, which helps to uncover the underlying mechanism for the
detuning- and intensity-induced line-shape modification and links it to the generalized Rabi frequency.
To further apply the numerical model to recent experimental results of the near-resonant dressing of
the 2s2p doubly excited state in helium by an ultrashort XUV free-electron laser pulse we extend the
two-level model with an ionization continuum, thereby enabling the description of transmission-type
(Fraunhofer-like) transient absorption of a strongly laser-coupled autoionizing state.

Keywords: atomic physics; ultrashort physics; bound-bound electronic transitions; strong-field
couplings; transient-absorption spectroscopy; line shape manipulation; free-electron-laser;
numerical calculations

1. Introduction

The manipulation of electronic states in atoms with intense electromagnetic fields has been studied
theoretically for several decades [1,2]. One of the many investigated cases has been the existence of an
excited state energetically embedded in an ionization continuum, nowadays known as an autoionizing
Fano state [3], for which resonant couplings with strong fields have been studied in detail [3,4]. Also,
transient-absorption spectroscopy experiments have been carried out more recently with sensitivity
to strong-coupling dynamics of Fano resonances in rare gas atoms [5–9]. These experiments employ
broadband extreme-ultraviolet (XUV) attosecond pulses in combination with time-delayed intense
femtosecond laser pulses in the near-infra red (NIR) spectral regime. Characteristic absorption lines
are observed in the XUV-pulse spectrum after transmission through a moderately dense cloud of
atoms or molecules. Hereby, measuring the transient absorption signal allows one to access the
real-time dynamics of the XUV-excited system when it is driven by the NIR laser pulse [10] while
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retaining state-specific spectroscopic resolution. With the advent of XUV and x-ray free-electron-lasers
(FELs) [11,12], new possibilities opened up for ultrafast nonlinear light-matter interaction at high photon
energy and intensity [13–15]. Regarding transient absorption spectroscopy with intense XUV-FEL
pulses, signatures of strongly driven XUV resonant transitions have been observed [16,17]. Hereby, the
intense XUV-FEL laser pulses may strongly couple the ground state directly to a highly excited state of
an atom. Predicting the ionization yield and photoelectron emission fur such a transition in helium,
XUV-FEL absorption spectroscopy at high intensity has been studied theoretically [18–20]. In this
work, we computationally model intense-field XUV absorption spectroscopy by directly observing the
intense XUV light after its transmission through a resonant medium and use it to explain and predict
line-shape asymmetry changes of resonant transitions strongly coupled by XUV light. To properly
account for the broad spectral bandwidth of the ultrashort pulses, we solve the underlying few-level
system of resonant couplings numerically and further compare it to an analytical approximation [1,2]
for monochromatic fields as a function of the detuning in terms of the generalized Rabi frequency.
Our numerical findings for the autoionizing 2s2p doubly excited state in helium further support recent
experimental results that have been obtained with intense XUV-FEL pulses [16].

2. Methods

First, we consider a two-level system for our numerical model, for which the Hamiltonian H2lvl

is described as a matrix with two states at energy Eg = 0 eV and Ee = 60.15 eV, for the ground
and the excited state, respectively, which are coupled in dipole approximation by the dipole matrix
element dge = deg = −0.035 a.u. (a.u. = atomic units; which are used throughout this work unless
stated otherwise). The parameters are chosen to match the relative energy separation and dipole
coupling strength between the 1s2 ground state and the 2s2p doubly excited state in helium [21].
Hereby at first, we explicitly neglect the configuration interaction with the ionization continuum of the
2s2p doubly excited state, but still take its finite autoionization lifetime into account by means of the
excited-state decay parameter hΓe = 37 meV. Going one step further, we consider a second model,
where we account for the configuration interaction between the excited state and the one-electron
ionization continuum by extending our first model to a three-level system with Hamiltonian H3lvl,
which additionally includes an energetically broad quasi-continuum state that serves as a short-lived
ionization-loss channel for the system. The parameters of this quasi-continuum state are set to energy
Ec = 32.654 eV, decay width hΓc = 39.728 eV, dipole matrix element dgc = dcg = 0.675298 a.u. for
its dipole coupling to the ground state and configuration interaction VCI = 0.0373209 a.u. for the
inter-channel coupling between the quasi-continuum state and the 2s2p state. In this three-level
system, the excited-state parameters are slightly altered to the excited-state energy Ee = 60.122 eV
and to the dipole matrix element dge = −0.0493158 a.u. for dipole coupling to the ground state, while
the previously introduced direct decay of the excited state can be omitted (hΓe = 0 eV), since its
autoionization is now explicitly taken into account through VCI. The numerical parameters of this
three-level system have been chosen such that the weak-field transient absorption profile of the 1s2–2s2p
transition agrees with the reported literature values [21], most importantly now also including its
asymmetric line shape. See also Figure 1b for a simplified energy-level scheme of the system. The XUV
laser pulse is treated as a classical electric field E(t) with a Gaussian envelope of duration TFWHM = 3 fs
(intensity full width at half maximum). To summarize, the Hamiltonian matrices H3lvl and H2lvl for
the three- and two-level system, respectively, are given by:

H3lvl =


Eg dge E(t) dgc E(t)

dge E(t) Ee VCI

dgc E(t) VCI Ec + i Γc/2

, and H2lvl =

(
Eg dge E(t)

dge E(t) Ee + i Γe/2

)
, (1)

with the numerical parameters as defined above. The time-dependent Schrödinger equation
i} ∂∂t

∣∣∣Ψ(t)〉 = H(t)
∣∣∣Ψ(t)〉 is solved on a discrete time grid (time steps ∆t = 0.1 a.u. = 2.42 as)

through numerical diagonalization of the Hamiltonian at each time step. The state vector of
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the system,
∣∣∣∣∣Ψ(t)〉(2lvl) =

[
cg(t), ce(t)

]T
or

∣∣∣∣∣Ψ(t)〉(3lvl) =
[
cg(t), ce(t), cc(t)

]T
, is expressed through

the complex-valued coefficients ci (i = g, e, c). For the initial state, only the ground
state is populated (cg(t = 0) = 1). The coefficients are propagated in time within the
diagonalized Hilbert space by multiplication with a pure phase factor, e−iEi∆t/}, containing the
eigenvalues Ei

[
i = 1, 2,

(
3only when cc is included

)]
of the diagonalized Hamiltonian. The complex

time-dependent dipole moment d+(t) of the system rotating with positive frequencies (containing
terms ∝ eiωt) is given by:

d+(t) = dge cg(t)c∗e(t) + dgc cg(t) c∗c(t), (2)

with the previously defined dipole matrix elements dge and dgc. The second term in Equation (2) does
not contribute for the two-level system. The optical density (OD) of transient absorption is calculated
with the frequency spectrum of the time-dependent dipole moment d(ω) = FT

{
d+(t)

}
obtained after

Fourier transformation and is given by taking the negative decadic logarithm of the ratio between
transmitted (numerator) and incoming (denominator) spectral intensity:

OD(ω) = − log10


∣∣∣E(ω) + i η·d(ω)

∣∣∣2∣∣∣E(ω)
∣∣∣2

. (3)

here, E(ω) is the frequency spectrum of the incoming laser pulse and η = 10−4 is a constant connected
to the macroscopic particle density of the target medium. Its numerical value is arbitrary and
here chosen small enough to avoid macroscopic propagation effects. Equation (3) contains the term∣∣∣E(ω) + i η·d(ω)

∣∣∣2, which is an interferometric superposition of the polarization response (P = η·d [22])
and the driving field following Maxwell’s equations, which is at the heart of transient absorption
spectroscopy (see Figure 1a). The resulting optical density (Figure 1d,e) is, thus, directly sensitive to
the relative phase between the driving field and the dipole response [8] manifesting in an absorption
profile, which can be parametrized by a generalized Fano line shape. To quantify the asymmetry of the
resonant absorption lines we hence fit the OD with a Fano profile:

OD(ω) = A
(ε(ω) + q)2

(1 + ε2(ω))
+ B, ε(ω) =

}ω− Er

Γr/2
, (4)

where q is the Fano asymmetry parameter, ε(ω) is the relative photon energy depending on the
resonance position Er, its spectral width Γr and the photon energy }ω. A and B are fitting parameters
for the amplitude and offset, respectively. In the case of the weak-field two-level system, the absorption
profile is unperturbed and assumes a Lorentzian shape (Figure 1d), which is the limiting case of a
Fano profile for q→ ±∞ . When the third quasi-continuum state for the 2s2p resonance in helium
is included in the weak-field case, the q parameter equals −2.75 [23]. With strong laser fields and
in the “impulsive limit” [8,24,25], i.e., when the pulse duration (here: 3 fs) is short compared to the
resonance lifetime (here: τ = 1/Γr = 17 fs), the absorption profile asymmetry, which is captured by
the q parameter, can be modified. For the transmission-geometry transient absorption, this change
is related to a phase shift ∆ϕD of the time-dependent dipole moment with respect to the weak-field
response of the system [8] and is given by:

q (∆ϕD) = − cot
(∆ϕD

2

)
⇔ ∆ϕD = 2 arg(q− i). (5)
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3. Results and Discussion 

3.1. Two-Level System 

In Figure 1f–h, modified absorption profiles of a two-level system driven by Gaussian laser 
pulses of 3 fs duration with high peak intensity I଴ = 4.7 · 10ଵହ W/cmଶ and with detunings Δ/Eୣ = 0 
(Figure 1f, resonant), Δ/Eୣ = −0.01 (Figure 1g, red detuned) and Δ/Eୣ = +0.01 (Figure 1h, blue 
detuned) are shown in comparison to the unperturbed absorption profile (grey). Hereby the detuning 
is defined as Δ = ℏωୡ − E୰, (6)

where ℏωୡ is the central photon energy of the XUV pulse. It should be noted that the corresponding 
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Figure 1. (a) the interaction of an ultrashort extreme-ultraviolet (XUV) pulse (violet) with an atom,
e.g., helium, leads to the emission of a dipole response (blue) interfering with the driving XUV
pulse. (b) simplified energy level scheme of helium. With a photon energy of 60.15 eV the helium
atom can be either singly ionized or excited into a doubly excited state, which autoionizes due to its
configuration interaction VCI with the ionization continuum. Corresponding absorption spectra are
shown in (d,e). If the configuration interaction is disregarded, the absorption profile is Lorentzian
(d), whereas the inclusion of the configuration interaction leads to a Fano absorption line shape (e).
(c) dressed states are generated in the presence of an intense XUV pulse. The states’ energy separation
increases with increasing XUV laser intensity and depends on the detuning [1,2], therefore their energy
shift follows the Gaussian pulse envelope in time (compare to a), here illustrated for a red-detuned case.
This leads to a temporal dipole phase shift ∆ϕD with respect to the weak-field response (grey in a) [8].
(f)–(h) manipulated absorption profiles of the two-level system (without configuration interaction)
initiated by the strong coupling with an XUV pulse of different detunings. (f) the peak intensity of a
resonant laser pulse is increased to 4.7× 1015 W/cm2 leading to a decreased amplitude of the resonance,
but leaving the line shape unchanged ( q→ ±∞ ). (g,h) the additional detuning of the laser pulse to
central photon energies }ωc of 59.55 eV or 60.75 eV, leads to modified now asymmetric absorption line
shapes with a positive or negative q -parameter, respectively.

3. Results and Discussion

3.1. Two-Level System

In Figure 1f–h, modified absorption profiles of a two-level system driven by Gaussian laser
pulses of 3 fs duration with high peak intensity I0 = 4.7× 1015 W/cm2 and with detunings ∆/Ee = 0
(Figure 1f, resonant), ∆/Ee = −0.01 (Figure 1g, red detuned) and ∆/Ee = +0.01 (Figure 1h, blue
detuned) are shown in comparison to the unperturbed absorption profile (grey). Hereby the detuning
is defined as

∆ = }ωc − Er, (6)

where }ωc is the central photon energy of the XUV pulse. It should be noted that the corresponding
spectral bandwidth of the XUV laser pulse amounts to ~0.6 eV (intensity full width at half maximum),
which corresponds to .1% of the central photon energy. The detuning is thus changed only within
the spectral bandwidth of the XUV pulse which leads to near-resonant couplings at all detunings.
To further investigate the mechanism behind the modified line shapes, we now systematically
vary the XUV intensity and detuning. In Figure 2c we plot the fit results of the q parameter for
the two-level resonance under the influence of an XUV pulse with peak intensities ranging from
I0 ≈ 0.1 × 1015 W/cm2 to I0 ≈ 4.7 × 1015 W/cm2 and detunings ranging from ∆ = −0.65 eV to
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∆ = +0.65 eV. For low intensities, the resonance is unperturbed and forms a Lorentzian shape,
where the fit yields q→ ±∞ . The divergence of q for a Lorentzian line shape is better quantified with
the corresponding dipole phase shift ∆ϕD (see Equation (5)), which is shown in Figure 2b. Instead of
the divergent q parameter, the phase shift is now smoothly changing around zero for low intensities.
The three horizontal lineouts for detunings of −0.6 eV (red), 0 eV (black) and +0.6 eV (blue) are
shown in Figure 2a and the three vertical lineouts for peak intensities of 0.1 × 1015 W/cm2 (violet),
2.4× 1015 W/cm2 (orange) and 4.7× 1015 W/cm2 (black) are depicted in Figure 2d.
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Figure 2. Results for the two-level system obtained by fitting a generalized Fano line shape (Equation (4))
to the simulated optical density. (b) dipole phase shift ∆ϕD obtained after applying Equation (5) to
the direct fit results of q shown in (c) as a function of detuning and intensity, with corresponding
(a) horizontal lineouts as a function of intensity for different detunings and (d) vertical lineouts as
a function of detuning for different intensities. (c) the fitted q -parameter as a function of detuning
and intensity.

We conclude from these results, that the dipole phase shift changes monotonically with the laser
intensity (decreasing for red detuning and increasing for blue detuning), is equal in amplitude but
flipped in sign if the detuning is flipped in sign and approximately vanishes for resonant driving pulses.

3.2. Analytical Approximation

In the following, we will relate these findings to the well-known description of a strongly coupled
two-level system in the generalized Rabi formalism [1,2]. To understand the connection between the
splitting and shifting of the involved energy levels to the modified absorption profile, we propose
the comparison to the following analytical approximation: In the presence of the intense XUV pulse,
the excited state of the system is split into two states E±, which are the eigenstates of the laser-dressed
two-level system, and which are energetically shifted with increasing field strength. For a temporally
Gaussian-shaped XUV pulse envelope, the dressed states also shift energetically along a Gaussian
curve in time (see Figure 1c). Hereby, one dressed state emerges directly from the atomic excited
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state, whereas the other one is created from the ground state with the absorption of an XUV photon.
It depends on the detuning ∆ of the XUV pulse, which of the two bare states transforms into the
energetically upshifted state E+, and which transforms into the downshifted state E− of the dressed
two-level system. For a red-detuned XUV pulse, i.e., when the central photon energy of the pulse
is smaller than the resonance transition energy, the excited state translates into E+, whereas for a
blue-detuned XUV pulse it translates into E−. After the interaction with the XUV pulse, both bare
states have collected a phase shift:

∆ϕg,e =

∫
∆Eg,e(t) dt, (7)

due to the energy difference between the laser- dressed and bare states with respect to the weak-field
coupling. The energy shifts are thus given by:

∆Eg(t) =
{

E−(t) − Eg+ω , ∆ < 0
E+(t) − Eg+ω , ∆ > 0

, ∆Ee(t) =
{

E+(t) − Ee , ∆ < 0
E−(t) − Ee , ∆ > 0

, (8)

where Eg+ω = Eg + }ωc stands for the ground state energy plus the XUV photon energy. With the
dipole phase ϕD = arg

(
cgc∗e

)
according to Equation (2), this directly translates into a phase shift of the

resulting dipole emission:
∆ϕD = ∆ϕg − ∆ϕe. (9)

For a monochromatic driving field of constant electric-field amplitude Eo, we can use the
generalized Rabi formulas and obtain

E± = Ee +
∆
2
±

1
2

√
∆2 + |}Ω|2 (10)

for the energies of the laser-dressed states with the Rabi frequency Ω = dgeEo/}. We assume a
rectangular pulse profile of duration T = 2.82 fs for the XUV pulse so that the dipole phase shift can
now be analytically written as:

∆ϕD =

(
∆Eg − ∆Ee

)
} T =

1
}


(
−∆ −

√
∆2 + |Ω|2

)
T , ∆ < 0(

−∆ +

√
∆2 + |Ω|2

)
T , ∆ > 0

. (11)

We note, that this approximation is only valid in the impulsive limit (T� 1/Γr). The choice of
T = 2.82 fs was made to match the integrated intensity –the fluence– of the rectangular pulse with the
one of the T = 3 fs Gaussian pulse used previously. This analytical calculation of the dipole phase
shift already explains some of the previously obtained trends (see Figure 3a): The dipole phase shift
increases monotonically with peak intensity and assumes opposite sign for positive/negative detuning.
However, we now observe a sharp jump from a maximal to a minimal phase shift across ∆ = 0 instead
of a smooth transition through ∆ϕD = 0 (compare with Figure 2b). This discontinuity in fact arises
from the initial assumption of monochromatic light fields and thus well-defined detunings. Note that
for zero detuning Equation (11) does not apply and thus the dipole phase shift is set to zero in this
illustration. For temporally short and, thus, spectrally broad pulses, all spectral components of the
pulse, i.e., photons with a detuning within the spectral pulse band width, contribute to this energy-
and phase-shifting mechanism at the same time. Therefore, the resulting dipole phase shift is expected
not to be determined by the central photon energy of the driving pulse alone, but rather by the average
over its spectrum. In Figure 3b, we convolute (result shown in violet) the analytical expectation (shown
in blue) of the detuning-dependent dipole phase shift for lowest intensities, I0 = 0.1× 1015 W/cm2,
with the spectrum of the 3 fs Gaussian driving pulse, which is also a Gaussian profile with an intensity
FWHM of 0.61 eV (shown in red) and compare it to the numerical results from Figure 2d (shown
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in black). Additionally, we scale the magnitude of the convoluted dipole phase shift with a factor
of ~0.53 for a better qualitative comparison to the numerical results. One possible interpretation for
this rescaling with a factor of approximately one half could be that the “effective” phase shift of the
dipole emission is mainly induced by the trailing edge of the pulse, while its leading edge is mainly
responsible for the excitation of the system. Since the dipole phase shift (see Equation (11)) is of equal
magnitude but changes sign for positive/negative detuning, it evaluates to zero after convolution for
a resonant driving pulse. In Figure 3c,d, we plot the detuning-dependent dipole phase shift from
Figure 3a in the same manner as in Figure 3b, but for higher peak intensities, I0 = 2.4× 1015 W/cm2

and I0 = 4.7× 1015 W/cm2, respectively. For the result of this convolution, we find excellent agreement
of the analytically calculated and convoluted phase shifts with the numerically obtained phase shifts,
when we set the FWHM of the Gaussian convolution function to 0.45 eV and 0.3 eV and rescale the
convoluted dipole phase shifts by ~0.64 and ~0.65, respectively. The finding of an intensity-dependent
FWHM of the convolution function indicates a nonlinear process, which needs further investigation.
Yet, this agreement shows how detuning-dependent line-shape asymmetry changes from impulsive
dressing at high intensity can be captured and approximated within an analytical framework of the
well-known Autler–Townes energy-level splitting of a strongly coupled two-level system using the
generalized Rabi formalism.
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Figure 3. (a) dipole phase shifts ∆ϕD calculated analytically with Equation (11). A jump from
positive to negative dipole phase shifts at zero detuning is clearly present as well as the monotonic
increase (decrease) of ∆ϕD for blue (red) detuned pulses. (b–d) lineouts of the dipole phase shift
(of Figure 3a), blue) are convoluted along the detuning axis (violet) with an intensity-dependent Gaussian
profile (depicted at the resonance position, red) and compared to the numerical results (Figure 2d),
black). (b) for the lowest intensity, I0 = 0.1 × 1015 W/cm2, the Gaussian convolution function with
a FWHM = 0.61 eV corresponds to the spectrum of the 3 fs Gaussian driving pulse. (c,d) for higher
intensities, I0 = 2.4× 1015 W/cm2 and I0 = 4.7× 1015 W/cm2, respectively, a decreasing FWHM of the
Gaussian convolution function provides the best fit of the convoluted analytically calculated dipole
phase shifts to the corresponding numerical results.
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3.3. Autoionizing 2s2p Resonance in Helium

Pertaining to previous experimental results obtained at the Free-Electron Laser in Hamburg
(FLASH) [16], we focus in the following on the impact of the detuning for the impulsive dressing of
the 2s2p doubly excited state in helium, where the excited state couples to an ionization continuum.
By repeating the numerical simulations for the autoionizing state (see H3lvl in Equation (1)) for the
same peak intensity and detuning values as used for the two-level system, the dipole phase shift and
q parameter are again obtained from the same Fano fitting procedure as in the two-level case and
are depicted in Figure 4. The literature asymmetry parameter q = −2.75 is reproduced for the lowest
pulse intensity (see Figure 4b) and corresponds to an intrinsic dipole phase shift of ϕ0 ≈ 0.7 rad. To
quantify only the field-induced dipole phase shift ∆ϕ′D, we subtract this offset phase: ∆ϕ′D = ∆ϕD −ϕ0

for Figure 4a. With increasing pulse intensity, we observe the three following features in the dipole
phase shifts: (i) there is no dipole phase shift and hence no modification of the absorption line shape
approximately for ∆ ≈ −0.2 eV, which weakly depends on the laser intensity (violet line in Figure 4a,
(ii) the dipole phase shift is negative for ∆ . −0.2 eV and positive for ∆ & −0.2 eV and (iii) the magnitude
of the dipole phase shift increases with the pulse peak intensity. Features (ii) and (iii) are very similar to
the previous results of the two-level system, indicating that similar energy and phase shifts take place
when the coupling to an ionization channel is explicitly included in contrast to the previous simple
decay of an isolated state. However, now we observe a significant offset detuning ∆ ≈ −0.2 eV for
which the measurable line-shape asymmetry is approximately unchanged for increasing laser intensity.
Furthermore, the magnitude of the positive and negative dipole phase shift around this offset are also
different in strength. We give a first qualitative explanation of these new observations through the
initial (i.e., weak-field) asymmetric Fano line shape by invoking a similar idea as for the analytical and
convoluted calculations of the two-level system: For the given q-parameter of −2.75, the weak-field
absorption cross section of the 2s2p resonance has a peak at photon energies smaller than the resonance
position and a minimum for higher photon energies (see Figure 1e). Hence, the spectral components of
a resonant driving XUV pulse with lower photon energies are more likely to be absorbed and, thus,
their contributions to the dipole phase shift are expected to be more pronounced than the contribution
of the higher photon energy components of the pulse. The dipole phase shift, thereby, is not cancelled
out for a resonantly tuned XUV pulse as is the case for a weak-field Lorentzian resonance, but rather it
is cancelled out for a slightly red detuned pulse, which is in qualitative agreement with the finding
of an unchanged line-shape asymmetry around ∆ ≈ −0.2 eV in Figure 4a. The observed trend, thus,
seems to be a direct consequence of the configuration interaction and channel interference of a Fano
resonance. We would like to note that the detuning offset (∆ ≈ −0.2 eV) for this specific case may
depend on the exact description of the internal configuration interaction between the excited state
and the ionization continuum. Since we utilize a quasi-continuum state here, we do not expect this
value to be quantitatively precise. Nevertheless, the exact model choice of the coupled configurations
is not expected to change our main finding of an asymmetric line-shape modification as a function of
detuning for the impulsive dressing of an autoionizing state.



Appl. Sci. 2020, 10, 6153 9 of 11

Appl. Sci. 2020, 10, x FOR PEER REVIEW 8 of 11 

By repeating the numerical simulations for the autoionizing state (see Hଷ୪୴୪ in Equation (1)) for the 
same peak intensity and detuning values as used for the two-level system, the dipole phase shift and q parameter are again obtained from the same Fano fitting procedure as in the two-level case and are 
depicted in Figure 4. The literature asymmetry parameter q = −2.75 is reproduced for the lowest 
pulse intensity (see Figure 4b) and corresponds to an intrinsic dipole phase shift of φ଴ ൎ 0.7 rad. To 
quantify only the field-induced dipole phase shift ∆φୈᇱ , we subtract this offset phase: ∆φୈᇱ = ∆φୈ −φ଴ for Figure 4a. With increasing pulse intensity, we observe the three following features in the 
dipole phase shifts: (i) there is no dipole phase shift and hence no modification of the absorption line 
shape approximately for ∆ ൎ −0.2 eV, which weakly depends on the laser intensity (violet line in 
Figure 4a, (ii) the dipole phase shift is negative for ∆ ≲ −0.2 eV and positive for ∆ ≳ −0.2 eV and (iii) 
the magnitude of the dipole phase shift increases with the pulse peak intensity. Features (ii) and (iii) 
are very similar to the previous results of the two-level system, indicating that similar energy and 
phase shifts take place when the coupling to an ionization channel is explicitly included in contrast 
to the previous simple decay of an isolated state. However, now we observe a significant offset 
detuning ∆ ൎ −0.2 eV for which the measurable line-shape asymmetry is approximately unchanged 
for increasing laser intensity. Furthermore, the magnitude of the positive and negative dipole phase 
shift around this offset are also different in strength. We give a first qualitative explanation of these 
new observations through the initial (i.e., weak-field) asymmetric Fano line shape by invoking a 
similar idea as for the analytical and convoluted calculations of the two-level system: For the given q-parameter of −2.75, the weak-field absorption cross section of the 2s2p resonance has a peak at 
photon energies smaller than the resonance position and a minimum for higher photon energies (see 
Figure 1e). Hence, the spectral components of a resonant driving XUV pulse with lower photon 
energies are more likely to be absorbed and, thus, their contributions to the dipole phase shift are 
expected to be more pronounced than the contribution of the higher photon energy components of 
the pulse. The dipole phase shift, thereby, is not cancelled out for a resonantly tuned XUV pulse as is 
the case for a weak-field Lorentzian resonance, but rather it is cancelled out for a slightly red detuned 
pulse, which is in qualitative agreement with the finding of an unchanged line-shape asymmetry 
around ∆ ൎ −0.2 eV in Figure 4a. The observed trend, thus, seems to be a direct consequence of the 
configuration interaction and channel interference of a Fano resonance. We would like to note that 
the detuning offset (∆ ൎ −0.2 eV) for this specific case may depend on the exact description of the 
internal configuration interaction between the excited state and the ionization continuum. Since we 
utilize a quasi-continuum state here, we do not expect this value to be quantitatively precise. 
Nevertheless, the exact model choice of the coupled configurations is not expected to change our 
main finding of an asymmetric line-shape modification as a function of detuning for the impulsive 
dressing of an autoionizing state. 

 
Figure 4. (a) dipole phase shift ∆φୈᇱ  and (b) q parameter of the autoionizing 2s2p resonance in 
helium under variation of the driving pulse peak intensity and detuning. The dipole phase shift of 
the autoionizing resonance is comparable to the case of the two-level system, but an asymmetry along 
the detuning axis arises from the weak-field asymmetric Fano absorption profile. More details are 
given in the text. In (a), the superimposed violet line indicates an unchanged dipole phase, ∆φୈᇱ ൎ0 rad, whereas in (b), the jump around q → ±∞, corresponding to a Lorentzian profile, is also marked 
in violet in the parameter region I଴ = (3 … 4.7) · 10ଵହ W/cmଶ and Δ = (−0.65 …− 0.2) eV. 

Figure 4. (a) dipole phase shift ∆ϕ′D and (b) q parameter of the autoionizing 2s2p resonance in helium
under variation of the driving pulse peak intensity and detuning. The dipole phase shift of the
autoionizing resonance is comparable to the case of the two-level system, but an asymmetry along the
detuning axis arises from the weak-field asymmetric Fano absorption profile. More details are given
in the text. In (a), the superimposed violet line indicates an unchanged dipole phase, ∆ϕ′D ≈ 0 rad,
whereas in (b), the jump around q→ ±∞ , corresponding to a Lorentzian profile, is also marked in
violet in the parameter region I0 = (3 . . . 4.7) × 1015 W/cm2 and ∆ = (−0.65 . . .− 0.2) eV.

Further, a jump from q→ −∞ to q→ +∞ is clearly visible at the borderline between black
and white colors in Figure 4b in the region of higher intensities between I0 > 3 × 1015 W/cm2 and
I0 = 4.7× 1015 W/cm2 and red detunings between ∆ = −0.65 eV and ∆ < −0.2 eV, which is highlighted
with another superimposed violet line. Thus, the weak-field Fano line shape can be turned into a
Lorentzian shape with the correct choice of XUV pulse intensity and detuning. This agrees qualitatively
with previous experimental findings for the modification of the helium 2s2p resonance at an XUV-FEL
facility [16]. There we regard the strong coupling by the FEL pulse to be mainly driven by a few
temporally short coherence spikes within the much longer average FEL pulse duration. The temporal
duration of these coherence spikes relates to the average FEL spectral bandwidth and amounts to a few
femtoseconds [17], which approximately corresponds to the Gaussian pulse duration (T = 3 fs) used
in this work. A more quantitative investigation of the impact of the average FEL pulse duration on the
observed line-shape asymmetry will be subject of a forthcoming work [26].

4. Conclusions

In summary, we have utilized a numerical two- and three-level system to investigate the influence
of the near-resonant detuning on the resonant absorption line shape for a strongly coupled XUV
transition to an excited or autoionizing state in the impulsive limit, respectively. We used the relation
between the Fano q asymmetry parameter and the dipole phase shift [8] and linked the observed phase
shift to energy level shifts of a strongly coupled resonant transition. We could therefore explain how the
near-resonant detuning of a strong XUV driving pulse can change and control the observed absorption
line shape. We verified this assumption with a comparison to an analytical approximation based on
the generalized Rabi formalism which yields a very good agreement. With the help of this analytical
approximation we concluded that the broadband spectrum of the XUV pulse cannot be neglected,
which is inherently connected to its ultrashort temporal duration in the limit of impulsive dressing
of resonant transitions. Spectrally averaging over the detuning-dependent shift of the analytical
approximation agrees well with the numerical results. Our numerical model also reveals line-shape
asymmetry changes for the autoionizing 2s2p resonance in helium driven directly from the 1s2 ground
state. Hereby, the line-shape modification and dipole phase shift induced by the intense XUV pulse
reveals different trends for different detunings in an asymmetric manner. This asymmetry can be
qualitatively explained by the weak-field limit of an initially asymmetric absorption profile. Notably,
for a detuning around −0.2 eV the resonance line shape approximately keeps its weak-field asymmetry.
We have shown in agreement with previous experimental results [16], that an intense and slightly
red detuned XUV pulse may modify the absorption line shape of the weak-field Fano resonance to



Appl. Sci. 2020, 10, 6153 10 of 11

a Lorentzian-like shape at high XUV intensity, with sensitivity to impulsively induced energy level
shifts. Since our approach can be straightforwardly extended to any core-excited electron resonances
in atomic targets, we expect these results to be of great interest for any spectroscopy and imaging
experiments that are based on intense and short XUV and x-ray pulses generated from FEL facilities,
where the average (X)FEL spectral bandwidth may become (much) broader than the natural spectral
bandwidth of the coupled transition.
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4.2. Electronic Population Reconstruction from

Strong-Field-Modified Absorption Spectra with a

Convolutional Neural Network

The previous publication has theoretically investigated XUV-driven absorption-line modifications

and connected them to strong-field couplings of the electronic states. The resulting energy shifts

of the electronic states are used to explain the simulated—and experimentally demonstrated

[4]—line-shape changes. While these spectral changes are connected to temporal dipole phase

shifts, and the dipole response can be reconstructed [70], the underlying time-dependent electron

state-population dynamics cannot be accessed. This inversion problem is addressed in the

publication shown in this section by utilizing a machine-learning–based approach: A convolutional

neural network (CNN). Although the foundations of CNNs (Section 2.4) are thematically (and

mathematically) the least-related theoretical topic with respect to the central quantum-dynamical

theme of this thesis, they are conceptually connected nevertheless: The energy-resolved, i.e.

spectral, absorption measurement allows to identify the highly-correlated spectral features of

a resonance line. The usage of a single XUV pulse shorter in time than the resonance life

time, which thereby is spectrally broader than the resonance width, allows to measure the

absorption line in one shot—capturing all of its potential modifications. The intrinsic relation

between time- and energy-dependent observables arises from the Fourier-transformation and

corresponding uncertainty principle (Equation (3)), which is fundamental to quantum dynamics.

As the coupling/superposition of states leads to both Rabi-oscillations in the time domain, as well

as energy shifts—and for short pulses to line-shape changes—in the spectral domain, the CNN

used in the publication is capable of learning such relations and a corresponding inversion function.

The publication utilizes a large data set based on varying the number of electronic states involved,

driving-pulse peak intensity/field strength and photon energy/detuning to train the CNN. By

utilizing an extended parameter range with respect to the previous publication (Section 4.1), it

also includes further physical phenomena, which will be briefly mentioned within the publication,

but the focus is on employing the CNN. In contrast, the findings of absorption-to-emission-line

inversion and intensity-dependent population control in electron wave-packets connect on a

(quantum-)physical base with further results of this thesis and will be discussed in Chapter 5.

As a CNN can reconstruct time-resolved quantities based on an energy-resolved measurement, it

could potentially be employed in several quantum-dynamical experiments, which often require

such an spectral analysis of data. In fact, an increasing number of experimental approaches, as

for example presented with the setup in Section 3.1, are based on collecting multidimensional

and complimentary (spectral) data sets to allow identification and understanding of underlying

(temporal) processes. In the publication, pure simulation-based data is considered. Ideas for

using CNNs on ultrafast quantum-dynamics experiments will be mentioned throughout Chapter 5.

Alternatively, the scheme of pump-probe experiments as used in the third publication (Section 4.3)

enables direct time-resolved measurements with ultrafast pulses.
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Abstract: We simulate ultrafast electronic transitions in an atom and corresponding absorption line
changes with a numerical, few-level model, similar to previous work. In addition, a convolutional
neural network (CNN) is employed for the first time to predict electronic state populations based on
the simulated modifications of the absorption lines. We utilize a two-level and four-level system, as
well as a variety of laser-pulse peak intensities and detunings, to account for different common scenar-
ios of light–matter interaction. As a first step towards the use of CNNs for experimental absorption
data in the future, we apply two different noise levels to the simulated input absorption data.

Keywords: atomic physics; ultrafast science; electronic population transfer; free-electron laser;
transient absorption spectroscopy; extreme ultraviolet light; convolutional neural network

1. Introduction

The development of attosecond laser sources [1–3] not only allows for capturing
electronic motion in atoms, molecules and solids on their natural time scales, but it
has also expanded the spectral regime of ultrafast pulses into the ultraviolet (UV) and
extreme-ultraviolet (XUV) ranges. Besides the pioneering work on high-order harmonic
generation (HHG) from near-infrared optical pulses [1–3], free-electron lasers can also
generate XUV laser pulses [4], which are, since recently, also available with attosecond
pulse durations [5,6]. One of the crucial benefits of FEL pulses is their high peak inten-
sity, which allows for all-XUV pump–probe experiments [7] and strong-field effects in the
XUV range on ultrashort time scales, such as Rabi cycling [8] or absorption line shape
modifications [9–12]. Although properties such as the temporal dipole moment can be
reconstructed under certain circumstances [13], the (intra-pulse) time-dependent state
populations have not yet been directly reconstructed. This kind of inversion problem is
common in a broad variety of quantum-based experiments, where phase information is
typically lost and inversions are non-trivial, if possible at all. Still, electronic state popula-
tions and coherences are crucial for understanding effects such as Rabi cycling [8] or X-ray
lasing [14] in atoms or charge transfer in molecules [15–17].

In contrast, machine learning (ML) in general and especially neural networks [18] as
a subtype of ML based on multilayers of interconnected ‘neurons’ are well-known meth-
ods for pattern recognition and solving inversion problems. While nowadays utilized in
broad areas and diverse applications, ML has recently also been used in ultrafast science,
for example, in laser pulse reconstructions [19–24], high-order harmonic generation [25],
noise reduction [26] and molecular- [27–30] or electronic-structure reconstruction meth-
ods [31–33]. In these applications, neural networks [19–23,25,27,28,30,33], and especially
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convolutional neural networks (CNNs) [23,27,28,30,33], based on convolutional operations
on spectral data, are utilized frequently. A common technique is to train the CNNs on simu-
lated or modeled datasets [21,23–25,27,28,30,33] and (potentially) use them on experimental
data afterwards. Besides large-scale quantum simulations and experimental approaches,
ML can provide new insights for data analysis and reconstruction problems, with the goal
of ultimately enhancing the understanding of the underlying quantum processes. Most
recently, the first steps towards reconstructing time-resolved molecular dynamics have
been demonstrated [28].

In this work, we simulate strong-field-induced line shape modifications with a numer-
ical, few-level system, similar to previous work [9–12]. Furthermore, we implement a CNN,
which reconstructs the electronic populations during the driving pulse from the simulated
strong-field-modified absorption spectra of a two-level system. To allow the CNN to predict
populations from experimental data in the future, we also introduce different noise levels
into the absorption spectra before training the CNN. To extend our model towards more
complex electron dynamics involving several states, we additionally apply the CNN to a
four-level system, where a coherent wavepacket of three excited states is initiated.

2. Materials and Methods
2.1. Few-Level Systems for Simulations of Absorption Line Shape Changes

To simulate strong-field light–matter interaction and the resulting absorption changes,
we consider a few-level system and solve the Schrödinger equation numerically, as de-
scribed in detail in our previous work [11]. First, we describe a generic two-electronic-state
system in an atom interacting with a laser pulse, cf. Figure 1a,b, with a Hamiltonian
as follows:

H2lvl =

(
Eg dgeε(t)

dgeε(t) Ee − ihΓe/2

)
(1)

The diagonal matrix elements contain the eigenstate energies of the ground (g) and
excited (e) state, Eg = 0 a.u and Ee = 0.2932 a.u., and the inverse lifetime of the excited state,
Γe = 0.002 a.u. (a.u. denotes atomic units). The i represents the imaginary unit, whereas the
h is the Planck constant. The off-diagonal matrix elements describe the dipole coupling
between the two states, where we choose dge = deg = 1 a.u. as the dipole constant and ε(t) is
the electric field of the laser pulse. We use a Gaussian pulse defined in the spectral domain
ε̃(ω), with a spectral width of σ = 0.02314 a.u., corresponding to a 2.5 fs pulse duration, and
centered at the resonance transition of the two states. To additionally produce a detuned
dataset, we shift the excited-state energy by 0.0568 a.u towards lower photon energies
without changing the laser pulse parameters. The time-dependent Schrödinger equation is
solved for each time step t between −2.5 fs and 2.5 fs relative to the pulse peak intensity
in steps of 0.025 fs. The two resulting time-dependent populations, Pg,e(t) = |cg,e(t)|2, of
the bare states are shown in Figure 1c,d for the resonant and detuned pulses, respectively.
cg,e are the coefficients of the general quantum state of the system, |Ψ(t) ⟩ =

[
cg(t), ce(t)

]T,
in the basis of the two bare states. With the help of the state coefficients, we can calculate
the dipole response of the two-level system, d(t) = dge·cg(t)ce × (t) + c.c., see Figure 1e,
and its Fourier transform, d̃(ω). In the case of strong coupling dynamics, the resulting
energy-level shifts lead to a phase shift of the temporal dipole response since the laser pulse
is (much) shorter than the lifetime of the excited state [34]. This leads to line shape changes
in the optical density, OD(ω), which we calculate from the in- and outgoing fields:

OD(ω) = −log10

(∣∣ε̃(ω) + iη·d̃(ω)
∣∣2

|ε̃(ω)|2

)
(2)
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Figure 1. Conceptual overview of the population reconstruction from absorption changes in a
two-level system. (a,b) A laser pulse (violet) excites a two-level system from its electronic ground
(blue) state to an excited state (green)—either resonantly (a) or with a small detuning (b). (c) Time-
dependent populations of the ground (blue) and excited state (green) for the resonant excitation are
simulated with the numerical model. (d) Same as (c) but for the detuned case. (e) The excitation of the
two-level system leads to a dipole response (blue) interfering with the incoming laser pulse (violet).
(f–h) A spectroscopic measurement of these signals leads to a resonance line in the optical density for
a weak (ε0 = 0.7 a.u.) and resonant pulse (f), a strongly coupling (ε0 = 6.1 a.u.) and resonant pulse (g)
or a strongly coupling (ε0 = 6.1 a.u.) and detuned pulse (h). The natural line shape (f) is modified due
to the strong driving fields (g,h), which we use to train the CNN (i) to predict the state populations of
the two states (c,d).

Here, η = 10−4 is a numerical constant, proportional to the particle density in an
absorption experiment. We illustrate the change in the resonance line shape in OD(ω) from
the weak-field case in Figure 1f to the strongly driven case for resonant and detuned pulses,
shown in Figure 1g,h, respectively. OD(ω) is the input for the CNN, see Figure 1i, which is
used to reconstruct the populations, as described in the next section.

Regarding the four-level system, we replace the Hamiltonian with a 4 × 4 matrix
containing the four eigen-energies of the ground state and the three excited states (e1, e2 e3):
Eg = 0 a.u, Ee1 = 0.2676 a.u., Ee2 = 0.2932 a.u. and Ee3 = 0.315 a.u. For all three excited states,
we use the same inverse lifetime and dipole constant as for the two-level system. No dipole
couplings are allowed between any two excited states by setting all other off-diagonal
matrix elements to zero. The laser pulse is defined as above and resonant with the second
excited state, thus also being equally red- and blue-detuned as the two other excited states.

2.2. Convolutional Neutral Network for State Population Reconstruction
2.2.1. Convolutional Neural Network Architecture

The inputs for the CNN are the OD spectra sampled with 300 data points symmet-
rically around the resonance position. The output variables of the CNN are the electron
populations, each sampled on a time grid centered around a pulse between −2.5 fs and
2.5 fs with 200 points. For the two-level system, this results in a prediction of 2 × 200 output
variables based on 300 input variables. To achieve such a high-dimensional output (relative
to the input), the CNN architecture is constructed with several layers, in total containing
279,932 trainable parameters. The CNN layer-by-layer structure, which is constructed
in a similar way as the methodologies in [30,33] describe, is depicted in Figure 2. The
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CNN architecture is characterized by five blocks, each comprising two convolutional layers
with a convolution window of size = 3 (kernel) and stride = 1, which is the step size by
which the convolutional window moves across the input data. After each convolutional
operation within the network, the convolutional layers are followed up by the Rectified
Linear Unit (ReLU) activation function, defined as ReLU(x) = max(0, x). The convolutional
operations are calculated without padding, resulting in an array size shrinkage of 2 after
each layer. In each block, the two convolutional layers are followed up by a max-pooling
layer with a kernel size = 2 and stride = 2. The inclusion of max-pooling layers segments the
arrays into pooling regions of size 2, resulting in a further reduction in array dimensions
by half after each block. To allow for more complex patterns to be captured by the CNN,
the number of filters in each convolutional layer is doubled between consecutive blocks,
ranging from 8 filters in the initial block to 128 filters in the last block. For the final block,
the max-pooling layer is replaced by a densely, i.e., fully connected layer (with ReLU
activation) consisting of 100 neurons. The final output layer is also a dense layer (with
linear activation) with an output size of 2 × 200—quantifying the two time-dependent
populations of the two-level system.
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2.2.2. Training Dataset Properties

For the training phase, we generated a comprehensive dataset consisting of 10,000 samples
through repeated simulations of the two-level model by randomly sampling the peak field
strength of the driving laser pulse, ε0, on a logarithmic scale, ranging from 0.1 a.u. to 10 a.u.
The random sampling improves consistency, promotes comparability and serves to minimize
randomness as a confounding factor during the training process. This dataset combines the
resonant and detuned cases introduced in Section 2.1. We allocate subsets of 6400 of these sam-
ples for training, 1600 for validation during training and 2000 for subsequent testing. Exactly
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one half of all (sub)sets are calculated with the resonant and detuned settings, respectively.
Furthermore, we generate two more datasets by introducing two Gaussian noise levels into the
OD spectra. The two noise levels, 1% and 3%, are given as the standard deviation of Gaussian
sampled noise. We chose these noise levels based on our experimental observations, for exam-
ple, detecting absorption changes at a 2% level clearly above a smaller noise level in [35]. For
the four-level system, as described in Section 2.1, we use nearly the same architecture as for the
two-level system. Since the output variables, i.e., the state populations, are twice as large as
before, 4 × 200, we also increase the resolution of the OD to 350 points to maintain comparable
predictive resolution. This results in a total network size of 358,732 trainable parameters for the
four-level system.

2.2.3. Training Process

To train the CNN, we utilize the Adam optimizer [36], a widely known optimization
algorithm used for training deep neural networks. Both the selection of the optimizer and
an initial learning rate of 10−3 are grounded in a heuristic approach, given that the Adam
optimizer inherently adapts the learning rate during training. For the established regression
task, the mean-squared error (MSE) is used as the loss function. This metric quantifies
the average squared difference between predicted and actual values, thereby providing
a measure of the CNN’s proficiency in capturing the deviations between simulated and
reconstructed populations.

MSE(y, ŷ) =
1

nsamples

nsamples

∑
i=1

(yi − ŷi)
2 (3)

Here, ŷi are the (simulated) input values and yi are the values predicted by the CNN.
The sample size, nsamples, sums over all data points, including all populations, time steps
and laser field strengths. By training the CNN on datasets of different sizes and quantifying
the losses with the MSE, as shown in Figure 3a, we observe the loss to be converged for the
scenarios with 1% and 3% noise when our utilized training size of 6400 is reached. The loss
function for the set without noise still decreases within the reported number of samples, as
expected for a noise-free scenario, since the machine precision was not reached. Our goal is
a CNN which, ultimately, can predict populations from (noisy) experimental data; thus,
we did not increase the data size for the noise-free scenario. Further, we also use the Mean
Absolute Error (MAE) as an additional metric, given as follows:

MAE(y, ŷ) =
1

nsamples

nsamples

∑
i=1

|yi − ŷi| (4)
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This choice is grounded in the constraint of our model outputs within the range of
zero to one for the populations. Consequently, interpreting the Mean Absolute Error allows
for an intuitive understanding of our CNN’s performance because it quantifies the average
error over all data points, which can also be read as a percentage, i.e., MAE = 0.01 can
be read as an average error of 1% over all data points. We train the two- and four-level
CNNs for 5000 epochs each, with early stopping after 1000 epochs if the loss function has
already converged. For each epoch, we randomly divide the training set into 100 batches of
size 64, on which the CNN is trained iteratively to circumvent the expansive full training
dataset size of 6400. After training, only the best-performing model is saved and selected
for subsequent testing. As for the two-level case, we evaluate our model with the MSE for
different training data sizes, as shown in Figure 3b. For the two cases containing noise,
the loss converges for our data size of 3200, whereas the noise-free case has not reached
convergence yet.

3. Results
3.1. Line Shape Changes and Population Reconstruction for the Two-Level System

In this section, we first show the results of the simulated absorption spectra (Figure 4)
and discuss them with respect to previous findings [11,12]. Afterwards, the results of our
novel approach to reconst the time-dependent electronic state populations from the absorp-
tion spectra are presented and discussed (Figures 5 and 6). In Figure 4a, the field-strength-
dependent absorption is changing continuously in amplitude while staying Lorentzian,
thus symmetric. As shown in our previous work [11,12], dipole phase shifts cancel out for
exactly resonant driving pulses, hence explaining the symmetric line shape. For electric
field strengths of 3.3 a.u. and 6.3 a.u., the resonant OD switches sign due to π-phase jumps
in the Rabi cycle of the population coefficients [12]. In contrast, the detuned pulses can
change the asymmetry of the resonance line by inducing dipole phase shifts [11,12], as
shown in Figure 4b, hence making it Fano-like shaped [37]. For electric field strengths
around 5 a.u. to 6 a.u., Fano-like line shapes emerge, which exhibit negative OD. A more
detailed discussion of these line shape changes and how they are connected to the electronic
state energies and coefficients can be found in [11,12].
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Figure 4. Field-strength-dependent OD(ω, ε0) for (a) resonant and (b) detuned driving pulses of the
two-level system. The field strength axis is logarithmic to cover the two orders of magnitude of field
strength changes. For the resonant case (a), the line shape stays symmetric. In contrast, the line shape
becomes asymmetric for the detuned case (b), as discussed in more detail in the text.
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Figure 5. Population reconstructions for different noise levels. The same absorption lineout for a
detuned driving pulse with a peak field strength of ε0 = 6.1 a.u. is shown for different noise levels:
(a) no noise, (b) 1% noise and (c) 3% noise. Simulated populations (black line) are compared to the
CNN reconstructions (blue for no noise, green for 1% noise and orange for 3% noise) of the excited
(d) and ground states (e).

In Figure 5, we illustrate that the CNN is capable of reconstructing the populations of
the ground (Figure 5d) and excited states (Figure 5e), including the three different noise
levels, for a single field strength of ε0 = 6.1 a.u. of a detuned driving pulse. The OD
spectrum is shown in Figure 5a without noise, with a 1% noise level in Figure 5b and
a 3% noise level in Figure 5c. For both states—the ground state in Figure 5d and the
excited state in Figure 5e—the reconstructed populations for the noise-free case (blue) are
in near-perfect agreement with the simulated populations (black). Even when introducing
1% noise into the OD, the CNN reconstructs the state populations excellently (shown in
green). In contrast, when the noise level is increased to 3%, only the slow overall shapes
of the reconstructed populations (orange) can be predicted reasonably well, whereas the
faster dynamics are not accurate anymore. To prove that the CNN can reconstruct the
electronic populations in general for the complete dataset, we compare the simulated
population (Figure 5a,b) of the excited state to the reconstructed population (Figure 5c,d)
as a function of the field strength of the driving pulse in Figure 6. We look at the excited
state population only because the sum of the ground state and excited state populations is
equal to one for all time steps without the presence of further loss channels. For the CNN
reconstruction, we chose the 1% noise level in the OD based on the results obtained for
a single electric field strength, as discussed in Figure 5. For the resonant driving pulse,
the population is reconstructed excellently for most field strengths in Figure 6c compared
to the simulated population in Figure 6a. Only for field strengths from 6.1 a.u. to 6.6 a.u.
does the reconstruction differ from the simulation, as discussed below. In the detuned case,
the population is reconstructed accurately for most field strengths in Figure 6d compared
to Figure 6b. For field strengths of 4.5 a.u. to 4.6 a.u., the reconstruction is significantly
different from the simulation. Looking at the corresponding input ODs in Figure 4a,b
reveals that for a field strength of 3.3 a.u. and 6.5 a.u. in the resonant case (a) and 4.5 a.u.
in the detuned case (b), the ODs are near flat and close to zero. Due to this ambiguity, the
CNN cannot distinguish between the three cases where the OD vanishes, which is why the
training and reconstruction with the CNN fail in these specific cases.
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(b) detuned driving pulses and respective CNN reconstructions (c,d) for the 1% noise level on the
ODs. In all panels, the populations are close to zero for low field strengths (ε0 ≤ 1). For higher field
strengths (1 a.u. < ε0), the population is first significantly increased and further begins to oscillate up
and down when 7 a.u. < ε0. As is well known from Rabi oscillations [38], the population transfer is
significantly reduced for detuned pulses; thus, the maximum excited state population for the detuned
case (b,d) of Pe

max ≈ 0.5 is smaller than for the resonant case (a,c), where Pe
max = 1. We do not use

the rotating wave approximation; thus, the populations oscillate with 2ωr [38] during the interaction
with the pulse, which is twice the frequency of the resonance transition.

For a quantitative comparison of the reconstructed with the simulated populations,
the MSEs (Equation (3)) and MAEs (Equation (4)) are presented in Table 1 for all three noise
levels. As expected from the above findings, the errors increase with the noise. All error
values are a few percent or less, thus confirming the excellent agreement between the recon-
structed and simulated populations for most field strengths, with the exceptions mentioned
above. This demonstrates that the CNN is capable of reconstructing the populations of two
electronic states based on absorption line changes in all cases where the absorption signal
is larger than the noise.

Table 1. MSE and MAE of the population reconstruction for the two-level system.

Error No Noise 1% Noise 3% Noise

MSE 5.7 × 10−7 3.4 × 10−3 5.5 × 10−3

MAE 4.1 × 10−4 1.5 × 10−2 3.3 × 10−2

3.2. Line Shape Changes and Population Reconstruction for the Four-Level System

To investigate how more complex electronic population dynamics can be reconstructed
with our CNN, we simulate a four-level system, as described in Section 2.1.

The driving pulse, resonant with the central excited state, excites a coherent wavepacket
across the three states, where the energy spacing between the excited states is smaller than
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the spectral bandwidth of the pulse. The resulting absorption spectra for three different
field strengths are shown in Figure 7. With an increasing field strength of the pulse, the
amplitudes of all three resonances are reduced because of a reduction in the ground state
population. As in the two-level system, the resonant excited state stays symmetric, whereas
the line shapes of the two other excited states become more asymmetric with increased
field strength. As shown in [11], for equal red and blue detuning of the driving pulse, their
line shapes become Fano-like with mirrored asymmetries. Small deviations from this asym-
metry come from numerical errors due to the discrete spectral grid. The corresponding
population dynamics of the four states are shown in Figure 8. The CNN can reconstruct
all four state populations for all three field strengths when no noise is added to the OD,
compared to the simulated populations (depicted with black markers; see Figure 8a,d,g).
Adding noise levels of 1% and 3%, the populations can be reconstructed as well, but only
for low and intermediate field strengths; see Figure 8b,c,e,f. For the highest field strength
and a 1% noise level, shown in Figure 8h, the reconstructed populations show similar
slower dynamics as the simulated populations, but the local minima and maxima of the
population transfer are decreased in amplitude when compared to the simulations. When
increasing the noise to 3% for the highest field strength, as shown in Figure 8i, many of the
predicted population dynamics are not correct with regard to the simulated populations:
the fast oscillations are missing, the number of Rabi cycles is reduced and after the pulse
is over (t > 1 fs), the populations of the detuned states, e1 (green) and e2 (red), are larger
than the resonant excited state population (orange), which is in contrast to the simulated
populations. Yet these deviations can only be found for the highest field strengths in the
3% noise case. Overall, the CNN reconstructs the four electronic state populations mostly
accurately, as quantified by the mean errors in Table 2. The mean errors are obtained by
averaging over the populations of all field strengths; thus, the deviations for the highest
field strengths contribute only marginally. As in the two-level system, the errors increase
by an order(s) of magnitude when the noise level is increased. Comparing the overall
performance to the two-level system and the error values in Table 1, the CNN reconstructs
the four-level populations slightly better than for the two-level system, which might be due
to the higher amount of information provided in the OD spectra.
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Figure 7. Absorption of the four-level system for different field strengths. The OD is shown for a
weak field strength, ε0 = 0.1 a.u. (grey), an intermediate field strength, ε0 = 1.2 a.u. (green) and a
high field-strength, ε0 = 9.1 a.u. (blue), of the driving pulse. For the high field strength, the OD is
multiplied by a factor of 4 for better visibility.
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Figure 8. CNN-reconstructed populations of the ground (blue), first excited (green), second ex-
cited (orange) and third excited states (red) in the four-level system for (a–c) low (ε0 = 0.14 a.u.),
(d–f) intermediate (ε0 = 1.23 a.u.) and (g–i) high field strengths (ε0 = 9.06 a.u.) of the pulse, as well as
for (a,d,g) no noise, (b,e,h) 1% and (c,f,i) 3% noise. In (a,d,g), the simulated populations are shown
with black markers. Similar to the two-level case, the populations stay nearly unchanged for low
field strengths but are significantly transferred for higher field strengths and undergo several Rabi
oscillations (and faster 2ωr oscillations) for the highest field strength. In all panels, the populations of
the two detuned excited states, e1 (green) and e2 (red), are nearly the same, whereas the population
of the resonant excited state, e2 (orange), shows clearly different temporal behavior.

Table 2. MSE and MAE of the population reconstruction for the four-level system.

Error No Noise 1% Noise 3% Noise

MSE 3.6 × 10−8 1.7 × 10−4 1.3 × 10−3

MAE 1.2 × 10−4 4.4 × 10−3 1.4 × 10−2

4. Conclusions and Outlook

In summary, we have shown that a CNN can be used to reconstruct time-dependent
electronic state populations from simulated OD spectra for two different scenarios of laser
pulse excitations: the excitation of an individual electronic state (in the two-level system)
as well as launching an electronic wave packet consisting of three excited states (in the
four-level system). We have demonstrated this for driving pulse electric-field strengths
spanning across two orders of magnitude—continuously tuning from the weak-field to the
strong-coupling case. For the two-level system, we have further shown that reconstruction
is possible for (two) different cases of pulse detunings. Furthermore, by including two dif-
ferent noise levels in the input spectra, we have found that a 1% noise level does not change
the CNN reconstructions significantly, whereas an increase to a 3% noise level leads to the
CNN predictions deviating more significantly from the input populations for the highest
driving pulse field strengths. With regards to the pulse intensities and dipole couplings
chosen here, we thus identify the 3% noise level as an upper limit. In the future, for utilizing
the CNN for experimental strong-field-driven absorption spectra, we suggest a dataset
combining theoretical simulations and experimental weak-field absorption measurements—
where the populations are nearly unchanged and could be calculated with perturbation
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theory—which is conceptually similar to previous works [21,23–25,27,28,30,33]. In the XUV
spectral regime, strong coupling experiments have been performed with self-amplified
spontaneous emission (SASE) [4]-based FEL pulses in an autoionizing state [9]. In these
cases, not only the peak intensity but also the spectral structure, central photon energy and
pulse duration vary from shot to shot. The models and datasets discussed here should thus
be expanded to higher dimensions by also training the CNN on this extended parameter
space. To that end, the measurements should account for these different input parameters
instead of averaging over them to provide large enough datasets. As a possible benefit of
this, the CNN might be capable of learning and predicting FEL pulse parameters in parallel
with the populations or could be combined with other neural networks (NNs) trained for
FEL pulses [20,24] to achieve this. Alternatively, using more stable and coherent seeded
FEL pulses [39], the simulation and CNN presented here could already be sufficient to
predict the electronic state populations, but such experiments have not been performed yet.
Furthermore, combinations with noise reduction NNs [26] might be helpful for even more
precise predictions. As an outlook, our simulated two-level dynamics reveal absorption
changes that in principle allow for a novel method of light amplification (when the OD
becomes negative), even without population inversion (cf. Figure 5). In previous work,
light amplification was achieved by population inversion [14], stimulated Raman scatter-
ing [40,41], phase shifts through mechanical displacement [42] or by including additional
states/ionization continua or light fields in the case of amplification without population
inversion [34,43–52]. In most cases, the electron populations play a key role. Thus, we
expect that our approach of a few-level-based simulation and CNN will also help in the
future to investigate different light amplification mechanisms. In addition, the population
dynamics of the coherent wavepacket excitation in the four-level system illustrate how
intra-pulse electronic population transfer leads to absorption changes when more than a
single resonance in an atom is involved. Going one step further by exciting or ionizing
(several) electronic states in molecules could ultimately lead to ultrafast charge transfer
dynamics [15,17,53], where we expect a CNN to provide predictions of electronic popula-
tions during the pulse duration—which might influence subsequent charge transfer and
even slower molecular structural dynamics—perhaps in combination with corresponding
CNNs [27–30]. Overall, strong-field-modified absorption spectra can be used to investi-
gate electronic dynamics in atoms and molecules, which—in turn—can also be used to
shape and modify the driving pulses themselves, such as their amplification in selected
spectral regions. In the future, we expect ML in general and CNNs in particular to provide
new insights into the ultrafast interplay of UV, XUV and X-ray laser pulses with atoms
or molecules.
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4.3 Time-Resolving State-Specific Molecular Dissociation with XUV Broadband Absorption
Spectroscopy

4.3. Time-Resolving State-Specific Molecular Dissociation with

XUV Broadband Absorption Spectroscopy

While the first two publications are thematically similar, the third and final results section

investigates a different aspect of XUV-induced quantum dynamics: Ultrafast photochemical

reactions. This implies studying molecular instead of atomic targets, for which the theoretical

foundation is provided in Section 2.5. Nuclear dynamics—in the sense of relative nuclear movement

in space—play an important role in chemical reactions, and are non-existent in atoms—although

processes inside the atomic nuclei exist. The interplay of electronic and nuclear dynamics of a

molecule is a central aspect of photochemical reactions. For example, photo-exciting a single

electron inside a molecule can lead to the subsequent dissociation of the whole molecule. This

also illustrates the dynamical, i.e. time-dependent, character of chemical reactions. The exact

type of reaction—i.e. which electronic state is excited inside the molecule, and which fragments

are formed—is energy-dependent as for atoms. On a coarse energy-scale, using XUV/x-ray pulses

allows to excite localized inner-shell- and core-electrons, and on a finer scale, state- and site-specific

excitation and resulting molecular dissociation is initiated by tuning the pulses to absorption

resonances. As the high XUV/x-ray photon energies are transferred to an excited molecule, the

dissociation typically takes place on ultrafast time scales, 10−15 s to 10−12 s. Eventually, the time

scale of nuclear dynamics can become as fast as electronic time scales, especially in combination

with low electronic correlations and slow internal electronic processes. Therefore, coupled electronic-

nuclear dynamics is an important aspect of XUV/x-ray-photochemical reactions.

The publication presented in the following makes explicit use of time-resolving dissociation

dynamics by utilizing a pair of ultrashort XUV pulses, instead of reconstructing time-dependent

properties, e.g. electron populations, from the absorption spectra of a single XUV pulse, as in the

previous section. The real-time evolution of a dynamical processes is unresolved by measuring

time-integrated spectra. Yet, the spectral measurements allow for high energy resolution. In

combination with broadband HHG probe pulses in a transient absorption experiment, it provides

high spectral resolution (< 100meV) in a large energy range (10 eV to 100 eV) enabling electronic-

state–sensitivity of several potential reaction products simultaneously. Further, tuning XUV-FEL

pump pulses with <1 eV precision over >10 eV ranges allows additionally for excitation-energy–

resolving molecular dissociation pathways. Repeating spectral measurements with a controlled

time-delay between FEL and HHG pulses leads to ultrafast time resolutions (∼100 fs) while

retaining both pump- and probe-energy–resolutions. The results presented in the publication

make use of the well-known FEL-pump energy and femtosecond resolution to measure a coupled

electronic-nuclear dissociation processes of a specific electronic state in O2
+ on picosecond time

scales by identifying electronic-states of neutral and ionic fragments with the HHG probe pulses.

Further results on femtosecond time scales with varying FEL photon energies and additionally

resolving the kinetic energy release of ionic fragments will be presented in Section 5.2.
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Time-resolving state-specific molecular dissociation
with XUV broadband absorption spectroscopy
Alexander Magunia1,2*, Marc Rebholz1, Elisa Appi3†, Christina C. Papadopoulou4,
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The electronic and nuclear dynamics inside molecules are essential for chemical reactions, where different path-
ways typically unfold on ultrafast timescales. Extreme ultraviolet (XUV) light pulses generated by free-electron
lasers (FELs) allow atomic-site and electronic-state selectivity, triggering specific molecular dynamics while pro-
viding femtosecond resolution. Yet, time-resolved experiments are either blind to neutral fragments or limited
by the spectral bandwidth of FEL pulses. Here, we combine a broadband XUV probe pulse from high-order har-
monic generation with an FEL pump pulse to observe dissociation pathways leading to fragments in different
quantum states. We temporally resolve the dissociation of a specific O2

+ state into two competing channels by
measuring the resonances of ionic and neutral fragments. This scheme can be applied to investigate convoluted
dynamics in larger molecules relevant to diverse science fields.
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INTRODUCTION
The measurement of (neutral) fragments and radicals, or chemical
shifts within intact molecules, allows us to track molecular dissoci-
ation or intramolecular excitation and charge flow (1, 2) on ultrafast
timescales (3). The understanding of processes in chemically reac-
tive environments, for example, atmospheric or biological processes
(4–11), is facilitated by their sensitivity to electronic structure and
atomic sites (5–7) and the capabilities of time-resolved experiments
(12). The oxygen molecule is a key component in such environ-
ments and its photodissociation is thus an active area of research
(13–16). Tunable extreme ultraviolet (XUV) free-electron lasers
(FELs) (17) provide a unique tool to trigger electronic or molecular
dynamics (18) by preparing specific initial states, but mostly lack the
spectral bandwidth to detect all relevant resonances and fragments
at the same time (14, 19). In contrast, high-order harmonic gener-
ation (HHG) pulses (20) can be used as XUV broadband probes in
transient absorption spectroscopy (21) to simultaneously detect
several neutral and ionic fragments and chemical shifts within a

molecule, but up to now have only been used in combination
with pump pulses at lower (optical) frequencies (22), and thereby
lose the benefit of a state- and/or site-specific excitation.
Here, we combine the benefits of the FEL pump and HHG probe

pulses in all-XUV transient absorption spectroscopy to specifically
address and clock the fragmentation of the Oþ2 ðc4Σ

�
u v ¼ 0Þ state by

fragment-tunneling through a nuclear potential energy well and
predissociation. Theoretical estimates for the timescale of this
process are unsettled (23–27) because of the high sensitivity of
the underlying tunneling process on the energy barrier, with no
direct time-resolved measurement so far. We thus perform this ex-
periment also as a benchmark to illustrate how our experimental
approach can be used to track tunneling and predissociation and,
in general, dissociation dynamics of ionic and neutral fragments,
including their final quantum state, on ultrafast timescales, which
can be straightforwardly applied to more complex molecules (28).
Understanding tunneling processes of charge carriers—on its own
or in competition with other charge flow dynamics—can be rele-
vant in many research areas and applications, from the production
of attosecond pulses via HHG (29–31), to properties of transistors
(32), semiconductors (33) or two-dimensional materials (34), as
well as in chemical reactions (4, 5, 7, 35) and charge transfer in
proteins.

RESULTS
In the experiment (illustrated in Fig. 1A), we use an FEL pulse at
27.7-eV central photon energy and ~0.3-eV bandwidth, which is
well above the resonance energy of 24.6 eV of the excited molecular
Oþ2 ðc4Σ

�
u v ¼ 0Þ state relative to the ground state of the neutral O2

molecule (for simplicity, we will refer to this specific state of Oþ2 as
“excited molecular state” below). This ensures that the whole FEL
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spectrum contributes to the molecular excitation process, where the
residual energy is taken away by the emitted electron. The excited
molecular state can predissociate via nonadiabatic couplings to
other states into the first dissociation channel of oxygen: O(3P) +
O+(4So) (36), or dissociate via tunneling into the second dissocia-
tion channel: O(1D) + O+(4So) (36) (Fig. 1B). The broadband (Δω
~ 20 eV) HHG probe pulse—after transmission through the sample
—allows to detect the difference in spectral absorption ΔOD caused
by emerging fragments in different states (more details can be found
in Materials and Methods). By scanning the time delay t between
the HHG and FEL pulses, first with 20-fs steps for delays <1.5 ps
and afterward with coarser 5-ps steps, we stepwise record a time-
dependent differential absorbance ΔOD(t, EHHG–ph.) (see Fig. 1C).
The spectrally sharp absorption features originate from resonant
transitions within the neutral and ionic fragments produced in
various excited atomic states after the dissociation of the excited
molecular state. We are able to identify resonances that are attrib-
uted to the first dissociation channel with O(3P) at 26.1 eV (37) (red
labeled) as well as to the second dissociation channel with O(1D) at
32.9 and 33.9 eV (38) (cyan), whereas O+(4So) at 28.8 and 31.6 eV
(39, 40) (black) appears in both channels. The rise in amplitude of
the resonances along the time-delay axis (Fig. 1C) is a measure of
the time-resolved abundance of the corresponding fragment.
In the following, we extract the dissociation times of the two

channels I and II by using a rate-equation model: The population
in the excited molecular state N0(t) dissociates into the first disso-
ciation channel with population NI(t) and rate RI or, alternatively,
into the second channel with population NII(t) and rate RII. Solving
the differential equations (see Materials and Methods) leads to the

following exponential solutions of the population dynamics of the
fragments

NOþð4SÞðtÞ ¼ NIðtÞ þ NIIðtÞ ¼ 1 � exp½� ðRI þ RIIÞt� ð1:1Þ

NOð1DÞðtÞ ¼ NIIðtÞ

¼ RII=ðRI þ RIIÞ f1 � exp½� ðRI þ RIIÞt�g ð1:2Þ

NOð3PÞðtÞ ¼ NIðtÞ

¼ RI=ðRI þ RIIÞ f1 � exp½� ðRI þ RIIÞt�g ð1:3Þ

As a result, all three fragments appear with the same exponential
time constant

τd ¼ 1=ðRI þ RIIÞ ð2Þ

through dissociation of the excited molecular state, which we
thereby define as the dissociation time. In contrast, the amplitudes
and hence probabilities of the three fragments in Eqs. 1.1 to 1.3 are
different. To verify whether this is the process that leads to the
observed experimental features, we fit lineouts of the measured
resonance lines r for a given fragment f at a specific HHG photon
energy interval centered at Er with exponential functions Af(Er)(1 −
exp[−t/τf )] (see Materials and Methods).
Figure 2 shows the lineouts of the ΔOD(t) for these resonances

along the time-delay axis, together with corresponding exponential
fits. Off-resonant backgrounds have been subtracted for each
lineout as discussed in Materials and Methods. The sharp rises in

Fig. 1. Overview of the measurement concept and absorption data. (A) Experimental scheme. The FEL pulse excites the oxygen molecule from its ground (1) to the
excited state in themolecular ion (2), fromwhere it dissociates. After a delay time t, the HHG pulse (train) probes the resulting fragments (3), allowing to identify fragments
resulting from the targeted c 4Σ�u state. (B) Scheme of relevant potential-energy curves of oxygen based on (36). The excited state can couple to another state (dashed
line) and thereby predissociate into the (I) dissociation channel (lower green arrow). In addition, being confined by a potential-energy barrier, tunneling through that
barrier into the (II) dissociation channel (upper green arrow) is possible. (C) Time-resolved differential absorbance ΔOD(t, EHHG–ph.) for 27.7 eV FEL photon energy. For
positive time delays, the FEL pulse arrives first. The data are compiled from a femtosecond and a picosecond scale measurement, the change of the time-delay axis is
indicated with the black horizontal line. The sharp absorption features, arising on a timescale of femtoseconds (lower half ) and changing their intensity over hundreds of
picoseconds (upper half ), are identified as different resonant electronic transitions in various fragments. The sharp resonances relevant to the dissociation process are
marked in red for O(3P), black for O+(4So), and cyan arrows for O(1D) fragments. Broader features are due to the residual HHG spectral structure (cf. Fig. 3). The area around
27.7 eV is overlaid with gray stripes because the residual FEL stray light is more intense than the harmonics and thus precludes ameaningful measurement of HHG spectra
in this spectral region. a.u., atomic units.

S C I ENCE ADVANCES | R E S EARCH ART I C L E

Magunia et al., Sci. Adv. 9, eadk1482 (2023) 22 November 2023 2 of 7

D
ow

nloaded from
 https://w

w
w

.science.org on February 07, 2024



ΔOD for all resonance lineouts around time zero is a combined
effect of all faster (femtosecond to single picosecond) dissociation
processes, which cannot be resolved on the coarser 5-ps delay step
scale in this measurement (cf. Materials andMethods). Notably, the
Oþ2 ðc

4Σ�u Þ state supports a second, higher-lying vibrational level, v =
1, which dissociates via tunneling much faster than the v = 0 level,
since it faces a lower potential-energy barrier. The v = 1 tunneling
dissociation is expected to take place on a femtosecond timescale
(24, 25), which is not resolved in the present experiment. In addi-
tion, these processes can be attributed to Oþ2 ðB

2Σ�g Þ dissociation
into the first dissociation channel (41), and two pump-photon pro-
cesses and respective O++O+ dissociation (14), which are all known
to dissociate faster than our 5-ps resolution. For all resonance lines,
we find this fitted timescale to be τfast ≲ 1 ps. In view of the orders-
of-magnitude slower dissociation process of the here-targeted
Oþ2 ðc

4Σ�u v ¼ 0Þ excited molecular state, the subpicosecond resolu-
tion is not required for its scrutiny. The resulting fit parameters, dis-
sociation times τf,slow and resonance amplitudes Ar, are shown
in Table 1.
The three independently fitted values of τf,slow agree well within

their error bars and support the model of the dissociation process
from a single reservoir, the excited molecular state, into two

channels, the two dissociation limits, with different probabilities
but the same time constant, as described with the rate-equation
model above. Averaging over the three individual τf,slow from
Table 1, we extract the tunneling and predissociation time of the
excited molecular state as τ ¼ 280+ 160 ps. This value lies
within the range of theoretical estimations, which span from a
few picoseconds to 10 ns (23–27). Furthermore, measurements of
the spectral linewidth of the Oþ2 ðc4Σ

�
u v ¼ 0Þ state (27, 42) have es-

timated a lower limit for the dissociation time of a few picoseconds,
but their spectral resolution would not have allowed to infer a life-
time of 280 ps, especially because potential rotational broadening
was not resolved. Thus, our time domain–based result is compared
with their spectral domain–based findings a more direct assignment
of the dissociation time. The ratio of the two rates RII/RI equals the
ratio of the probabilities PII/PI of the excited molecular state for dis-
sociation into the first or second dissociation channel, which is
known from previous studies (36) to be PII/PI = 1.5. With the
help of this ratio and the dissociation time τ, we determine the in-
dividual rates of dissociation into the two channels I and II: RI = 1.4
± 0.8 ns−1, RII = 2.1 ± 1.2 ns−1. More details are provided in Mate-
rials and Methods. To the best of our knowledge, this provides the
first direct time-resolved measurement of the dissociation time and
the individual rates. Comparable experiments (16, 43) are comple-
mentary to our results, studying the neutral Rydberg series converg-
ing to the Oþ2 ðc

4Σ�u Þ ionic state, which in parallel to predissociation
also autoionizes on a faster timescale, but not the Oþ2 ðc4Σ

�
u Þ

state itself.

DISCUSSION
These results illustrate how state-specific ultrafast molecular dy-
namics can be extracted with spectrally and temporally resolved
FEL pump–HHG probe transient absorption spectroscopy. In par-
ticular, the use of HHG probe pulses at an FEL facility with a spec-
tral bandwidth much (>10 times) broader than the average FEL
pulse bandwidths is essential to detect both neutral and ionized
fragments. Thereby, we gain insight into the state-specific molecu-
lar breakup including experimentally distinguishing both

Fig. 2. Time-resolved, background-corrected resonant ΔOD(t) lineouts (dots with error bars) and corresponding fits (blue lines). Lineouts and fits are shown for
(A) O(3P), (B) O+(4So) and (C) O(1D) fragments. In (B) and (C), two resonances at different HHG photon energies (see legends) are presented with different colors. These are
fitted with a global fit to extract a single dissociation time constant per fragment, but with different amplitudes, due to different cross sections. The resonances shown in
fainter colors are shifted upward by 0.15 along the ΔOD axis for better. visibility. Error bars represent the SD of data points after averaging over 400 individually calculated
ΔODs for every time step and resonance lineout.

Table 1. Fit parameters quantifying the tunneling and predissociation
dynamics of the O+

2 (c4Σ-
u v = 0) state. Ar is the amplitude of the relative

optical density ΔOD of resonance r of a given fragment f at large time
delays. τf,slow designates the exponential rise time at which fragment f
appears via tunneling [O(1D) and O+(4So)] and predissociation [O(3P) and
O+(4So)]. arb.u., arbitrary units.

Fragment f O(3P) O+(4So) O(1D)

τf,slow (ps) 280 ± 120 290 ± 170 280 ± 200

Ar (arb.u.) A26.1eV = 0.097 ± 0.022 A28.8eV =
0.119 ± 0.037

A31.6eV =
0.067 ± 0.022

A32.9eV =
0.067 ± 0.028

A33.9eV =
0.138 ± 0.052
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competing dissociation channels and determine its dissociation
time, which is strongly influenced by the interplay of the parallel
tunneling and predissociation channel. In the future, this scheme
can be applied to molecular systems, allowing both precision tests
of state-of-the-art quantum dynamics theory in small molecules
(44–46) as well as time-resolving state-specific molecular dynamics
in more complex systems with a broad dynamic range from nano-
seconds to femtoseconds. It will be possible to experimentally
address questions about intermediate states or electronic changes
faster than or in interplay with structural dynamics (47). Further-
more, electronic charge transfer within intact neutral molecules
can be investigated, extending previous studies (2, 48, 49) to a
higher (XUV) photon energy or to neutral and more complex
systems covering several atomic sites, respectively. Our approach
provides a complementary method to charged-particle–based de-
tection schemes, which, in addition, can be operated in parallel in
the same experimental setup using a reaction microscope (REMI)
(50). It suggests further avenues for unraveling and manipulating
element-selective ultrafast molecular dynamics and the coherent
control of atoms and molecules (51) with XUV/x-ray multipulse se-
quences, involving the unique combination of tunable and intense
(52, 53) FEL pump pulses and spectrally broad HHG-based probe
pulses. Extensions of the here-demonstrated technique hold
promise to promote diverse fields of science. For example, in radi-
ation chemistry, where chemically active fragments and radicals in-
teract with the environment, precise knowledge of the involved
electronic configurations of all product states is relevant for under-
standing complex interactions and chemical cycles. Similarly, bio-
chemical reactions with charged and neutral fragments are research
areas that may benefit from the transient-absorption technique that
we examined and benchmarked here for a prototypical small
molecule.

MATERIALS AND METHODS
Experimental setup
This experiment was performed at the FL26 beamline of the free-
electron laser FLASH, DESY, Hamburg. The REMI permanent
end station, described in more detail in (50, 54, 55), has recently
been upgraded by adding an absorption setup with an XUV spec-
trometer, which allows us to detect XUV spectra with a resolution of
~30 meV (56). In addition, a beamline for HHG driven by the
output of the FLASH2 pump-probe OPCPA (optical parametric
chirped-pulse amplification) laser system has been integrated into
the FL26 beamline (57–59). By using the master timing system of
the FLASH facility, the OPCPA system is synchronized with the
FEL and produces the same pulse pattern. The optical delay stage
of the driving laser system can introduce up to 4 ns of time delay
between the HHG and FEL pulses with femtosecond precision, al-
lowing to study the dynamics of processes over a wide time range.
After suppression of the remaining driving radiation by a 100-nm-
thick Al filter, the HHG pulses are coupled into the FLASH2 beam-
line by means of a motorized hyperboloidal mirror, described in
more detail in (57, 58). From this point, the HHG beam propagates
parallel to the FEL beam, shifted upward by around 7.5 mm. We
focus the FEL and HHG beams with an ellipsoidal mirror into
the REMI (50) and further downstream we refocus both beams
with a toroidal mirror into the interaction region. There, we spa-
tially overlap them by adjusting the HHG in-coupling mirror with

the help of a phosphorus screen imaged by a charge-coupled device
(CCD) camera.
For the here presented experiment, the FEL pulses are spectrally

centered at 27.7 eV and have a time duration of 100 fs (full width at
half maximum, FWHM), as estimated by an electron-bunch dura-
tion measurement before the beamtime. The pulse energy of the
FEL pulses was measured to be 37.3 ± 4.1 μJ before the FL26 beam-
line. Taking the beamline transmission of 29% into account, we es-
timate an FEL pulse energy of 10.7 ± 1.2 μJ at the oxygen target. The
HHG pulses are generated by focusing the OPCPA driving pulses
with ~15-fs duration (FWHM) and 780-nm central wavelength
into a gas cell filled with 100 mbar of Kr. The pulse duration of
the HHG pulses was not measured directly but is expected to be
shorter than the driving pulse duration due to the nonlinear
nature of HHG production. The HHG pulse energy was estimated
at ~100 pJ at the generation point. Taking into account the com-
bined transmission of a 100-nm-thick aluminum filter and the in-
coupling mirror, as well as the residual beamline transmission, we
estimate 18 pJ at the oxygen target. Figure 3 shows averaged refer-
ence spectra of the HHG pulses and FEL pulses (as stray light) re-
corded during the time-delay scan shown in Results. In the
interaction region of the transient-absorption setup, a cell of 3-
mm length with 200-μm holes on both sides along the beam axis
is filled with oxygen at 8 mbar backing pressure and placed in the
overlapping focus of both beams. The focal diameter of the FEL
beam at the target interaction was not directly measured in this ex-
periment, but previous measurements at this beamline resulted in a
focal diameter of 5 to 10 μm (56). Behind the interaction region, the
FEL beam is spatially separated from the HHG beam allowing it to
block the FEL beam with an aluminum plate. We minimize the re-
maining FEL stray light with an additional 100-nm-thick aluminum
filter to avoid saturation of the CCD detector, simultaneously atten-
uating the measured HHG beam only by ~80%. However, this still
leaves us with a spectral region around the central FEL photon
energy of 27.7 eV, where we cannot record HHG spectra (see
Fig. 1C). We disperse the HHG pulses with a Hitachi variable
line-space grating and record the resulting XUV spectra with a
PIXIS XUV-sensitive CCD camera. Both HHG and FEL are pro-
duced in the FLASH pulse train mode consisting of pulse trains
with a 10-Hz repetition rate, which contain 38 pulses with a
spacing of 10 μs. We find the temporal overlap between FEL and
HHG pulses by measuring the transient absorption spectra of
argon, where the ionization and thereby creation of ionic resonanc-
es in the HHG spectra takes place orders of magnitude faster (in
subfemtoseconds) than the experimental temporal jitter (tens of
femtoseconds). We record the HHG spectra with 10-Hz and 10-
ms exposure time, thereby integrating over the pulse train of 38
HHG spectra.

Recording of ΔOD and extraction of resonance lineouts
Using the FL26 beamline fast shutter, we can block every second
FEL pulse train, thereby alternating between measuring absorption
spectra I(EHHG–ph.) and static (unpumped) molecular oxygen refer-
ence spectra I0(EHHG–ph.) at 5 Hz. We average over all I(EHHG–ph.)
and I0(EHHG–ph.) for a given time delay, respectively, and calculate
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the ΔOD(EHHG−ph.) via

ΔODðEHHG� ph:Þ ¼ � log10
IðEHHG� ph:Þ
I0ðEHHG� ph:Þ

" #

ð3Þ

By using the delay stage for the HHG-driving IR pulse, we scan
the time delay t between the HHG and FEL pulses from −200 to
1400 fs in steps of 20 fs and additionally from −46.5 to 323.5 ps
in steps of 5 ps. In this way, we record the time-dependent ΔOD
(t, EHHG-ph.) with the two time-delay scales in Fig. 1C). We
record 1000 frames at a given time-delay position for the scan
with femtosecond resolution and with 400 frames for the picosec-
ond scan. By comparing ΔOD spectra of late time delays with early
delays, we identify spectral regions of resonant transitions in the
fragments and define all other spectral regions as off-resonant back-
grounds. For every resonance, we average over 1 to 4 pixels, both for
the resonance itself as well as for a nearby off-resonant spectral
region, spanning ~10 to 40 meV. By subtracting the nearby off-res-
onant lineout from the resonant one, we ensure to account for the
resonant effects of the fragments without off-resonant residual ab-
sorption changes. These lineouts along the time-delay axis (of the
picosecond-resolution scan) are shown in Fig. 2. Fitting two off-res-
onant lineouts with a complementary error function, erfc[(t-t0)/σ],
we find the temporal resolution to be around 300 fs [cf. the “Fitting
procedure of resonant lineouts ΔOD(t, Er)” section], which gives an
estimate of the combined effects of (i) both individual FEL and
HHG pulse durations and (ii) the temporal jitter and drifts
between the pulses. Potential electronic configuration changes
during fragmentation, which would lead to shifts in the measured
resonance positions, are expected to be on the same order of mag-
nitude or faster (14) and thus cannot be resolved in this experiment.
In addition, the position t0 of the complementary error function
allows for an in situ determination of the temporal overlap of FEL
and HHG pulses.

Differential rate–equation model
The dissociation process of the excited molecular state given in
Results is governed by the following set of differential rate equations

dN0ðtÞ
dt

¼ � RIN0ðtÞ � RIIN0ðtÞ;
dNIðtÞ
dt

¼ R1N0ðtÞ;

dNIIðtÞ
dt

¼ RIIN0ðtÞ;N0ðt ¼ 0Þ ¼ 1
ð4Þ

Their exponential solutions and the resulting exponential dy-
namics of the individual fragments are given in Results.

Fitting procedure of resonant lineouts ΔOD(t, Er)
For all three fragments f, all resonances r are fitted simultaneously
with the following equation

ΔODðt; ErÞ ¼ exp �
ðt � t0Þ2

2σ2

" #

�
h
θðt; t0Þ

�
Af ;slowðErÞ

n

1 � exp �
ðt � t0Þ
τf ;slow

� �o
þ Af ;fastðErÞ

n

1 � exp �
ðt � t0Þ
τf ;fast

� �o�i
þ bðErÞ

ð5Þ

where the two amplitudes Af,d (d = slow, fast) are energy-dependent
contributions of the different dynamics d leading to the same frag-
ment and the two τf,d are the time constants of the corresponding
dynamics; b(Er) is a time-independent offset; t0 is the temporal
overlap position; θ(t, t0) is a Heaviside function, and exp �

ðt� t0Þ2

2σ2

h i
�

ð. . .Þ represents the convolution of the molecular dynamics with the
temporal instrument response function, here chosen to be a Gauss-
ian function with SD σ. The t0 and σ parameters are determined by
independent fits to off-resonant regions of the ΔOD, as described in
the “Recording of ΔOD and extraction of resonance lineouts”
section. The second exponential function indexed with “fast” is nec-
essary to describe the sharp rises in ΔOD for all resonance lineouts

Fig. 3. HHG and FEL reference spectra. (A) Average of all HHG reference spectra of static molecular oxygen absorption recorded during the time-delay scan without the
FEL pump pulse. (B) Average of all FEL reference spectra recorded during the time-delay scan as stray light. The staticmolecular oxygen absorption is nonresonant and flat
in this confined spectral regime, thus mainly decreasing the overall FEL intensity without major spectral changes.
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around time zero as described in Results. For all resonance lines, we
find this timescale to be τfast ≲ 1 ps, which can be extracted by a
similar fitting procedure from the femtosecond-scale measurement
more precisely as τfast ≲ 300 ± 100 fs. It is negligible for the much
slower dissociation of the Oþ2 ðc4Σ

�
u v ¼ 0Þ state.

Extracting the dissociation rates RI and RII
With the help of the dissociation time τ of the Oþ2 ðc4Σ

�
u v ¼ 0Þ

state, the ratio of the rates (36) RII/RI = 1.5, and Eq. 2, the individual
rates RI and RII can be estimated as follows

RI ¼ 1=τ � RII ¼ 1:4+ 0:8 ns� 1 ð6Þ

RII ¼ 1=τ � RI ¼ 2:1+ 1:2 ns� 1 ð7Þ
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5. Discussion: Interconnecting Publications

and Further Results

In the previous parts of this thesis a broad conceptual, theoretical and technical overview is

provided as foundation for the various, partly independent results in the three publications of

Chapter 4. Here, these results will be re-elaborated to highlight the connections between the

different publications, which is supported by additional results and discussion of potential next

scientific steps to combine their approaches. For that purpose, the overall scientific goal—as laid

out in Chapter 1—should be kept in mind and hence will be restated: Investigating interaction of

XUV and x-ray pulses with atoms and molecules within (dense) gases in a bottom-up approach,

where absorption spectroscopy can be utilized to study neutral and ionic species, and intermediate

states or superposition of electronic states. Following this bottom-up approach, the simplest

system, atomic electron dynamics in a two-level system, has been investigated in the first two

publications, in combination with studying an autoionizing state (Section 4.1) and a four-level

system (Section 4.2). This sets the basis for considering the following extensions: (I) combining

atoms within a dense gas to shift the understanding of light-matter interaction from a single-

particle response towards macroscopic propagation effects, and (II) combining atoms within a

molecule to investigate the electronic-state-dependent and coupled electronic-nuclear dynamics of

molecules. For both cases, first the key aspects from the atomic simulations will be highlighted

as potential goals, which is followed by a discussion of additional experimental results supporting

the theoretical considerations. The central ideas for both topics are summarized briefly below

and will be discussed in more detail in the respective sections:

(I) The first two publications theoretically investigate the detection and control of electron

population transfer in atoms by means of absorption spectroscopy. The second publication

builds on the numerical framework of the first one, but includes further physical phenomena

such as generating resonant emission features, and the population reconstruction with a

convolutional neural network. The generation of emission features has only been discussed

briefly within the second publication, and will be further investigated within this chapter.

The generation of an emission line within the driving pulse spectrum can be regarded as

spectral reshaping of the driving pulse, for which typically a macroscopic propagation-based

description is necessary. First experimental results for changing an absorption line to an

emission line (in helium) with a single intense FEL pulse will be presented. The diffraction

direction of this signal raises questions about the propagation dynamics through the gas
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cloud—which are not included in the single-atom–response theoretical framework of the

two publications. Thus, these findings connect to the technical achievement of enabling

high target-density experiments presented in Section 3.2. As an outlook, first results of

the high target-density experiments with high peak-intensity pulses allowing for non-linear

excitation processes and spatial-spectral reshaping of the x-ray pulses via stimulated RIXS

in neon atoms near the K-edge will be presented. A detailed discussion of this recent results

of stimulated RIXS in neon can be found in [107].

(II) The second publication investigates—among other aspects—the electron populations dy-

namics on ultrafast times scales in a coherent electronic superposition of a four-level system.

While changing the XUV photon energy to initiate different excitation processes is a well-

established concept, the idea of tuning the XUV driving-pulse intensity to manipulate the

electron populations in an atomic electron-wavepacket has also been introduced in the

publication. This potential population-control concept will be discussed in more detail. If

the excitation pulse and hence the electron-population transfer is faster than the nuclear dy-

namics in a molecule, the concept should be transferable to molecular electron-excitations as

well. The (un-)coupling of electronic and nuclear dynamics is therefore a crucial aspect when

considering ultrafast photochemical reactions, even more so for a potential coherent control

of such reactions. The third publication (Section 4.3) investigates and time-resolves such

coupled electronic-nuclear dissociation pathways of ionic molecular oxygen in a benchmark

experiment. Further investigations of neutral O2 and ionic O2
+ dissociation pathways need

both femtosecond time scales as well as variation of the excitation energy. Corresponding

results will be presented and discussed in detail.

5.1. From Electron Populations in Atoms towards Spectral

Reshaping and Propagation Effects

Theoretical Study Connecting Rabi-Cycles to Absorption-Line Changes

The experimental work of Ott et al [4] motivated the investigation of XUV-driven line-shape

changes in connection with a significant population transfer. This study has been carried out at

FLASH on an autoionizing—thus initially Fano-shaped—doubly-excited state in helium. The

first publication of this thesis (Section 4.1) is motivated by these results and explores line shape-

changes for strongly-coupled two-level systems and autoionizing states. It lays the foundation for

everything that follows within this section, and therefore details and limitations not explained

in the publication will be explained first before discussing the connections to the second pub-

lication and related experimental results. For both, a two-level system and an autoionizing

state, absorption line-shape changes can be modeled numerically, illustrating that the underlying

mechanism does not rely on the quantum-interference within the autoionizing state. In fact,

for the autoionizing state it is more difficult to understand precisely the quantitative nature of
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the absorption-line changes. This is connected with the modeling of the ionization-continuum

and not with the state-couplings and dipole-phase shifts—which are the relevant effects behind

these line-shape changes—and thus autoionizing states will not be further investigated. Instead,

for a two-level system the absorption changes can also be approximated with a combination

of a dipole-phase shift, analytical expressions for the dressed-state energies, and a convolution

of the dipole-phase shifts with the pulse spectrum (cf figure 3 in the first publication). As a

result, the publication in Section 4.1 first predicted line-shape changes of XUV-coupled states,

which are initially Lorentzian-shaped. The line-shape changes are explained qualitatively with

pure state-coefficient phase-changes, ∆φg,e =
∫︁
∆E dt, due to shifts of the dressed-state energies,

∆E (see Figure 4)—as in the benchmark work of strong IR-field-induced line-shape changes

[69]. The state-phase shifts lead to a dipole-phase shift, ∆φD = ∆φg - ∆φe as the states shift

into opposite directions, resulting in a corresponding change of absorption line shape. But for

increased driving-pulse peak intensities, two deviations from this description can be found:

(I) For moderate peak intensities and small detunings of the pulse with respect to the resonance

energy, the analytical approximation in the first publication (Section 4.1) differs from the

results of the full numerical calculations. In the publication this is compensated by reducing

the width of the Gaussian pulse spectrum in the convolution with the dipole-phase shifts

calculated for a monochromatic laser. In the analytical treatment it is implicitly assumed,

that there is a one-to-one correspondence between the bare-atomic states and two dressed

states. But as introduced in Section 2.2.3, the strong XUV field generates four dressed states

in total. Previous studies with intense near-infrared (NIR) pulses have demonstrated, that

the relative population of dressed states during transient state-couplings depends on the

driving pulse properties [114–118], and all dressed states need to be considered for describing

the evolution of the bare states. Similar findings can be derived from the photo-electron

spectra of XUV-driven Rabi cycles in helium [25, 119]. Expressing the bare-atomic states of

an XUV strong-coupled two-level system with all four dressed-state energies, a quantitative

agreement of an analytical expression with the full numerical treatment of the absorption

line-shape changes is demonstrated in [5].

(II) For sufficiently high intensities of resonant driving pulses, full transient population transfer

within a Rabi cycle (Figure 5) can be achieved. This has been reported for XUV-excited

states in helium [25] by employing seeded FEL pulses [42], and measuring photo-electron

spectra. It motivates a detailed investigation of the absorption changes at (i) high peak

intensities, and (ii) in connection with population transfer Rabi-cycles. Such a study is

performed within the second publication (Section 4.2), building on the numerical framework

of the first publication. It incorporates high driving intensities, which lead to the inversion

from an absorption to an emission line. It will be shown, how this arises from full Rabi

population cycles, which can be reconstructed with a convolutional neural network (CNN).

The usage of the CNN and further applications are discussed at the end of this section.
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Figure 12.: (a) Resonant OD amplitude, ground- (blue) and excited-state (green) (b) populations,
and (c) phases—all as function of the driving-pulse electric-field strength. The OD
zero-crossings at field strengths of 3.3 a.u., 6.3 a.u. and 9.5 a.u. indicate inversion from
absorption to emission or vice versa and correspond to the state-population minima,
and π-jumps of the state-coefficient phases. In (c), the 2π-jump of the ground-state
phase at a field strength of ∼8.4 a.u. comes from the 2π-phase periodicity and does
not contain physical meaning.

In the following, the connection between the absorption line (OD > 0) turning into an emission

line (OD < 0) and the corresponding Rabi-cycles of the state populations will be elaborated in

more detail. As shown in figure 4a of the second publication (Section 4.2), the OD of a resonance

line oscillates between positive and negative values with increasing field-strength of the resonant

driving pulse. A lineout of the OD amplitude at the resonance energy is shown in Figure 12a

as function of the driving-pulse field strength. For field strengths between 0.1 a.u. and 3.3 a.u.,

and in the range from 6.3 a.u. to 9.5 a.u., the OD is positive and hence corresponding to an

absorption line. For field strengths between 3.3 a.u. and 6.3 a.u., and higher than 9.5 a.u., the

OD is negative, which corresponds to an emission line. The zero-crossings of the OD at 3.3 a.u.,

6.3 a.u. and 9.5 a.u. in Figure 12a can be explained with the electronic-state populations at late

times, i.e. after the interaction with the driving pulse. The simulated excited-state population as

function of time and field-strength is shown in figure 6a of the second publication (Section 4.2).

Here, lineouts of the simulated ground- and excited-state populations at the latest time step,

t = 2.5 fs, are shown as function of the driving-pulse field strength in Figure 12b. For field

strengths of 3.3 a.u. and 9.5 a.u., the ground-state population exhibits a minimum with Pg = 0,

and the excited-state population has a maximum, and vice versa for a field strength of 6.3 a.u.. The

zero-crossings of the OD are thus directly correlated to the maxima/minima of the populations.

The populations Pg,e become zero, whenever the corresponding state coefficients cg,e change their

sign, which is equivalent to a π-phase jump. This can be verified by looking at the phases of

the state coefficients—as shown in Figure 12c as a function of the driving-pulse field strength.

For field strengths of 3.3 a.u. and 9.5 a.u., only the ground-state phase makes a π-phase jump,

whereas in the case of a field strength of 6.3 a.u., the phase jump occurs only for the excited

state. When one of the coefficients makes a π-phase jump, the phase of the resulting (complex)
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dipole dge = cg · c∗e does the same. In that case, the dipole moment changes from destructive to

constructive interference with the incoming field (or vice versa), and the OD changes its sign,

too. The connection between dipole phases and absorption lines is illustrated in Figure 6 in

Section 2.3 as well as in both publications in Sections 4.1 and 4.2. Thus, whenever an n · π
(n ∈ N) driving pulse is utilized, which has an integrated field strength—or pulse area as defined

in Section 2.2.3, Θ =
∫︁
dt E(t)—leading to n-times full population transfers, the state coefficients

alternately exhibit in total nπ-phase jumps. For odd n, the ground-state phase undergoes the

last phase jump, whereas the excited-state phase jumps (an additional time) whenever an even

n is reached. Hence, crossing 3.3 a.u. corresponding to n=1, the ground-state phase jumps by

π, changing the OD from an absorption to an emission line for higher field-strengths. For field

strengths > 6.3 a.u., where n=2 is reached, both states undergo a π-phase jump, changing the

OD back to an absorption line, and for > 9.5 a.u. (n=3), the OD is changed to an emission line

again, as the ground-state phase makes its second jump.

Although the zero-crossings of the OD correspond to full population transfers, the field-strength

range for which the OD is negative, e.g. 3.3 a.u. to 6.3 a.u. (see Figure 12a), is not related to

population inversion, as the populations are inverted for a field strength range from 3.3 a.u. to

4.5 a.u., but not so for 4.5 a.u. to 6.3 a.u. (cf. Figure 12b). This does not contradict expectations

from classical, rate-equation-based considerations about stimulated emission in classical lasing,

because classically the coherent state-coupling and corresponding Rabi oscillations are not taken

into account.

Experimental Absorption-to-Emission-Line Inversion in Helium Atoms

Such an effect has not been observed previously in case of a coupled two-level system driven by a

single pulse. A conceptually related idea is the work of [120], where a hard x-ray FEL pulse is

used to excite the nuclear transition of the the Mössbauer-isotope 57Fe at 14.4 keV. A mechanical

displacement of the target induces a π-phase shift of the re-emitted light, thereby increasing the

resonant spectral intensity of the driving pulse. This idea is based on classical wave interference

of the incoming and re-emitted hard x-ray light. In contrast, the findings discussed above and in

the publications, induce a π-phase shift on a quantum level by XUV-induced strongly-coupled

states, yet also leading to wave interference and an inversion from an absorption to an emission

resonance line. Further similar studies on quantum-level induced light amplification in the field

of x-ray quantum optics utilize either three electronic states or two laser pulses, or work with

autoionizing states [69, 121–130].

These theoretical predictions lead to the question, whether the strong-coupling-based absorption

to emission-line inversion can be measured experimentally. As the first evidence of XUV-induced

Rabi oscillations has been reported in singly-excited helium, an experiment was performed in

helium at FLASH with the absorption setup presented in Section 3.1. To this end, FEL pulses

centered at 21.1 eV, near-resonant to the 1s2p (1P) resonance, are used with two aluminum filter

thicknesses, 100 nm and 400 nm, transmitting 80% and 40% of the ∼15 µJ FEL pulse energy.
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Figure 13.: (a) Spatially-resolved FEL transmission spectrum at the singly-excited 1s2p helium
line. A pixel corresponds to 20µm. The FEL is centered beneath Pixel 0. (b) In
the spatially-integrated spectrum the 1s2p resonance changes from a local absorption
minimum to an (emission) peak with increasing FEL intensity. The light-red spectrum
corresponds to lower FEL intensities (40% transmission), whereas the dark-red
spectrum corresponds to higher FEL intensities (80% transmission).

The data was recorded during a combined FEL-HHG experiment, and the XUV-sensitive CCD

camera was aligned to the center of the HHG spectra. Therefore, only the lower spatial half

of the camera is illuminated with FEL (stray) light. This issue will be further discussed below.

In Figure 13a, the spectrally- and spatially-resolved FEL transmission spectrum (highlighted

with a violet arrow) for the 80% filter-transmission setting is shown. The data is recorded with

a 10 s exposure time, and with a single pulse per bunch arriving every 0.1 s, which is repeated

17 times and hence the resulting spectrum is averaged over 1700 FEL pulses. A peak is visible

in the spectrum at the 1s2p (1P) resonance position, which is marked with a gray arrow in

Figure 13a. The spatially-integrated spectrum is shown in Figure 13b in dark red and compared

to the spatially-averaged spectrum for the 40% filter-transmission setting (light red). Again,

the 1s2p resonance position is given in gray. At this resonance energy, for the higher FEL pulse

energy (80% transmission), a potential emission peak is apparent, whereas for the lower FEL

pulse energy (40% transmission), a small absorption dip is visible. As discussed in Section 3.1,

the spectral linewidth of the 1s2p 1P resonance, Γ ≈ 7.5 µeV [105], is much smaller than the

spectral resolution of ∼30meV, yet due to the high peak cross section of the resonance, a residual

but broader absorption feature remains evident in the transmitted spectrum.

This measurement supports the initial idea of changing an absorption into an emission line

with increasing pulse energy/peak intensity of the pulses. It demonstrates the spectral reshaping

character, as more spectral intensity on resonance is generated in the transmitted spectrum. In the

future, reusing such reshaped pulses at a secondary target could be beneficial for allowing higher

resonant excitation probabilities of the same XUV-excited electronic state, while off-resonant

spectral pulse components and the overall pulse energy become (slightly) smaller, thus suppressing

for example competing two-photon ionization channels or valence ionization in case of core-excited
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states. It is conceptually similar to the spectral-narrowing of hard x-ray pulses enabling high

probabilities of nuclear transitions [120] discussed above. Yet, the practical feasibility of this

ideas need to be evaluated more carefully in the future. Further, from an experimental/technical

point of view, repeating the measurement with higher target-gas pressures could allow for an

amplification of the emission feature—at least linearly scaling with atom number density. As

evident in Figure 13a, the emission feature seems to extent vertically towards higher pixel than the

residual FEL spectrum, indicating a larger diffraction angle. Assuming diffraction in the target

gas, the 20µm pixel size at the camera distance of 820mm from the target position corresponds to

a diffraction angle of 0.0014◦. Measuring the FEL spectra in the FEL-beam propagation direction

could therefore be helpful to disentangle light coming from the direct forward propagation, from

diffuse stray light, and from diffracted light due to the interaction with the helium gas. Such

measurements should also be combined with a theoretical framework of coupling the Schrödinger

and Maxwell equations [63, 76–79] for a full propagation treatment as introduced in Section 2.3.

Experimental X-ray Propagation in Dense Neon Gas

Going one step further, it is possible to achieve propagation-based (initially-)exponential light

amplification along the propagation distance (before gain saturation). In fact, this is the central

principle of most lasers, and in particular has been used for the first demonstration of an x-ray

atomic laser in neon gas pumped by an XFEL [74]. While x-ray lasing occurs in Ne+ ions and

produces narrow-band radiation limited by the core-hole lifetime, a similar process can take

place within neutral neon atoms by the excitation of a 1s electron into the 3p state with 867 eV

photon energy, and decay from a 2p electron into the 1s hole emitting a photon at 849 eV, as

first demonstrated in [75]. This leads to the non-sequential two-photon process introduced as

resonant inelastic x-ray scattering (RIXS) in Section 2.2.2. The RIXS signal is generated by

the complete XFEL spectrum, which is much broader (∼5 eV to 10 eV) than the excited-state

spectral width (∼0.3 eV) as discussed in [107]. Since a core-electron excitation is necessary to

allow another electron to decay into this core hole, RIXS in only possible for x-ray photon energies

and allows for novel studies of atoms and molecules [131]. As the RIXS probability is small, the

propagation through a dense gas cloud allows for amplification of the RIXS signal in the XFEL

propagation direction. This stimulated amplified RIXS is also referred to as ’stimulated resonant

electronic x-ray Raman scattering’ (SRXRS) and has been measured in transient-absorption

geometry. To this end, the experimental setup introduced in Section 3.2 is utilized to measure

the stimulated RIXS with an order-of-magnitude higher gas pressures (6 bar) and XFEL pulse

energies (6mJ) than the original work (0.7 bar and 0.3mJ) [75]. An extensive analysis of the

(saturated) amplification of the RIXS signal with variable input parameters as target-gas pressure,

XFEL pulse energy and XFEL photon energy among others are provided in [107]. For illustration

purposes, a measured RIXS spectrum at 6 bar of neon gas pressure, 6mJ of XFEL pulse energy and

867 eV photon energy is provided in Figure 14 demonstrating the capabilities of the experimental

setup in Section 3.2. Figure 14a shows a spatially- and spectrally-resolved spectrum.
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Figure 14.: (a) Spatially-resolved EuXFEL transmission spectrum near the neon K-edge (870 eV)
with RIXS and Ne+-lasing signals at 850 eV. (b) Spatially-averaged spectra for central
on-axis (red), and off-axis regions (green). Results are elaborated in depth in [107].

The XFEL spectrum is only visible below 867 eV, because higher photon energies are absorbed

by the 1s → np Rydberg series and due to 1s-photoionization above the K-edge of the dense

neon cloud. The XFEL is aligned directly towards to the camera, and the center of the spatial

axis, which is marked with red lines around pixel = 30 as ’on-axis’ region. There, the center

of the XFEL spatial intensity distribution is determined from reference measurements without

neon gas. Yet, the XFEL spectrum is nearly vanishing in this spatial region in Figure 14a.

However, at ∼850 eV the RIXS and x-ray lasing signals are clearly visible in the ’on-axis’ spatial

region and decrease towards the spatial edges of the detector. This is further illustrated with

spectrally-averaged lineouts for the ’on-axis’ and ’off-axis’ region, respectively, shown in Figure 14b.

While the ’off-axis’ RIXS signal is nearly an order of magnitude smaller than the transmitted

XFEL spectrum, the on-axis RIXS signal is around three times larger than the transmitted XFEL

spectrum. This does not imply that the RIXS signal is larger than the incoming XFEL spectrum,

as a lot of the XFEL pulse is absorbed or scattered during the propagation through the neon gas.

Figure 14a also demonstrates the combined spectral-spatial reshaping of the incoming XFEL

pulse by means of an amplified stimulated RIXS signal. In the future, spatially separating the

amplified RIXS signal from the residual transmitted XFEL spectrum could provide a way to

generate a two-color pump-probe scheme.

Further Opportunities Using Convolutional Neural Networks

In total, this illustrates that understanding the electronic-state populations in non-linear XUV

and x-ray excitations as Rabi oscillations in coupled states or two-photon transitions in RIXS is a

crucial aspect for investigating absorption spectra and potential reshaping or propagation effects.

While the electron transfer and state populations can be simulated to predict the XUV/x-ray

spectra, the reverse, i.e. reconstructing electronic-state populations from spectra, is in general

not possible. Yet, in case of the strongly-coupled states and modified absorption lines, the
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convolutional neural network (CNN) presented in the second publication (Section 4.2) is capable

of reconstructing the simulated populations. The important aspect here is, that the unperturbed

electronic structure gives rise to the static absorption lines, but the population transfer has to be

connected to absorption changes, which can be learned by the CNN. As most non-linear excitations

are intensity-dependent and lead to absorption features unavailable to the linear weak-field regime,

the CNN could—in principle—be modified to predict electron-state populations in several different

XUV/x-ray interaction cases, for example the RIXS in neon as well. To this end, the simulated

training data needs to be adapted accordingly. To further use the CNN on experimental data, the

combination of simulated training data over the full parameter range and measured training data

for a subset, where the target population is known, is necessary. Therefore, measurements with

sufficiently weak pulse intensities will lead to the static absorption, for which the populations are

nearly unchanged and can be calculated with perturbation theory—as introduced in Equation (10)

in Section 2.2.2.

The propagation of the XUV/r-ray pulses through a dense gas cloud can be modeled with a

coupled Schrödinger- and Maxwell-equation approach as mentioned above, which thereby leads

to different electronic-state populations along the propagation distance. At the same time, the

driving pulse becomes increasingly more modified in spectral and temporal domain, which is

theoretically predicted for the resonant x-ray propagation in dense neon gas in [79]. A first

measurement campaign in dense neon clouds using angular laser-streaking [132, 133] to measure

temporally-reshaped XFEL pulses has been performed at the Linac Coherent Light Source (LCLS)

at Stanford University with attosecond XLEAP pulses [21] and data is evaluated by the group

of Dr. James Cryan (LCLS). In the future, it could be tested whether a CNN can be used for

predicting propagation-length-dependent populations or temporal pulse reshaping as well.

Furthermore, still ongoing analysis of potential absorption line-shape changes of the 3p resonance

in neon during the same experiment has been part of this thesis project, and could clarify the

feasibility of attosecond-scale x-ray-driven state-coupling of core-excited states in competition with

valence ionization. Related to this subject are Rabi-cycles in helium ions with XUV-FEL pulses

energetically above the ionization threshold of neutral helium [134]. There, the initial ionization

is not a competitive process, but rather used to generate an entanglement between photo-electron

and Rabi-cycles in the parent ion [134]. Applying the above discussion of absorption-to-emission-

line inversion to this case, tuning the intensity of a Rabi-cycle-driving pulse to the point, where

the corresponding absorption line vanishes, could be utilized as in-situ characterization of a

full electron-population transfer regardless of additional ionization or propagation effects. In

the future, a CNN could be utilized for analyzing such processes and perhaps predicting the

ion-electron-entanglement by analyzing the ionic resonance in absorption spectra, complementary

to investigating the photo-electrons as in [134].
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5.2. From Electron Wavepackets in Atoms towards

Disentangling and Manipulating Molecular Dynamics

The discussion in the previous section is focused on non-linear electronic excitations with ultrashort

XUV/x-ray pulses in atoms and resulting propagation effects in dense gas clouds. Extending such

excitations to electrons in molecules, would allow to transition towards probing and, eventually,

controlling ultrafast photochemical reactions. Some of the key aspects and open question of this

research field are summarized in a recent review about the topic [135]:

(I) coupling of electronic to nuclear dynamics,

(II) importance of electronic and vibronic coherences,

(III) quantum-state control for influencing the photochemical reaction outcome.

To this end, this section will first discuss the coherent excitation of electron wavepackets in con-

nection with state-population control using the driving-pulse intensity as adjustment parameter—

which is theoretically predicted in an atom in the second publication (Section 4.2). Transferring

this concept to molecules would connect to the open questions in (II) and (III) above and requires

driving-pulse durations shorter than the nuclear dynamics. Otherwise, electronic and nuclear

dynamics can become coupled, for example breaking electronic superposition due to vibronic

motions or dissociation. The photoinduced molecular dissociation dynamics governed by the

intermediate electronically-excited molecular state connects to the ideas (I) and (III) above—and

is addressed with the molecular-oxygen dissociation measurements presented in the third publica-

tion (Section 4.3). Hence, the second part of this section will present photon-energy–dependent

molecular excitations and coupled electronic-nuclear dissociation dynamics. Further results

expanding the findings in the third publication to femtosecond-scale dissociation times and differ-

ent FEL photon energies will be discussed together with their implications and technical challenges.

Theoretical Study of Population Transfer in Atomic Electron Wavepackets

A coherent excitation of an electronic wavepacket in an atom from the ground state into three

excited states is investigated in the second part—section 3.2—of the second publication (Sec-

tion 4.2). In figure 7 of the publication, intensity-dependent examples of the OD for this four-level

system are shown, whereas the time-dependent populations of the four states are given in figure

8. An intensity-dependent population transfer is already visible there, but will be elaborated here

in more detail.

The model describing this system contains equal dipole moments of d = 1a.u. between the ground

state and all three excited states, which are equally spaced in energy. An energy scheme of the four-

level system is shown in Figure 15a. The Gaussian driving-pulse duration of 2.5 fs enables transient

energy and phase shifts as well as population transfers significantly faster than the life times
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of the excited states (Γ = 0.002 a.u. = 54.4meV translating to τ =76 fs). The pulse is centered

spectrally at the second excited state, and therefore has an equal amount of spectral intensity at

the energy positions of the first and third excited state, which is significantly smaller than the

spectral intensity at the second excited-state resonance. For weak driving-pulse field-strengths,

the second excited state is therefore always higher populated than the two neighboring excited

states (cf. Equation (10)). For higher pulse field strengths, a coherent, non-trivial state-coupling

and transient population transfer takes place, which is presented in the publication (Section 4.2).

The final electronic-state populations for the complete data set utilized in the simulations of the

publication are shown in Figure 15b as function of the peak driving-pulse field strength. As for

Figure 12b in Section 5.1 of this discussion chapter, the final populations are evaluated at the last

simulation time step, t = 2.5 fs, and therefore include the complete, time-integrated interaction

with the driving pulse of fixed duration. As expected for the lowest field strengths, 0.1 a.u. to

2 a.u., the ground-state population is strictly decreasing, the three excited-state populations are

monotonically increasing, while the second excited state is always higher populated than the

other two excited states in Figure 15b. At a field strength of 2.3 a.u., a case is reached, which

is conceptually similar to a π-pulse as discussed for the two-level system in Section 2.2.3 and

Section 5.1: The ground-state population goes to zero, and the population is fully transferred

to the three excited-states. The sum of all excited-state populations, Pe = Pe1 + Pe2 + Pe3

= 81%, with Pe1,e3 = 24%, Pe2 = 33%, does not reach 100% because coherent population is

inherently lost due to the spontaneous lifetimes used in the model. For higher field strengths, the

population transfer becomes more complicated and cannot be compared nor described with the

Rabi-oscillations of the two-level system. In a mechanical analogy, the field-strength-dependent

populations might be thought of as the spatial displacements (the populations) of a four-mass

chain or pendulum (the four states) connected via a central mass (the ground state) and different

spring constants (dge · E0) exhibiting chaotic oscillatory motion.

Figure 15.: (a) Four-level energy scheme as used in the second publication (Section 4.2). Colors
match the choices of the publication. (b) Populations of the four levels as function of
driving-pulse electric-field strength. The case of a 5 a.u. field strength discussed in
the text is highlighted with a vertical gray line.
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Yet, certain insights can be gained by looking into the details: For a field strength of 5 a.u., a case

is reached where both the ground-state and second excited-state populations are close to zero

and the other two excited states are maximally populated with Pe1,e3 = 40%. This illustrates,

how the two off-resonant excited states (e1, e3) can be elected to be solely populated within the

coherent superposition of an electronic-wavepacket excitation, although they are less favorable to

be excited with respect to the resonant excited state (e2) in the weak-field regime. In contrast,

choosing a field strength of 9.1 a.u., an electronic-state superposition can be achieved, where

the resonant excited-state has the largest relative population, Pe2 = 53%, with respect to the

off-resonant excited-state populations, Pe1,e3 = 12%, while the ground-state population remains

close to zero. The relative contrast between Pe2 and Pe1,e3 is even larger than for the case at

2.3 a.u. discussed above.

The symmetry of the electronic system and the pulse spectrum does not allow to separate the

populations of the first and third excited state (small deviations in Figure 15 come from numerical

uncertainties). If the driving pulse would be spectrally centered detuned with respect to the

second excited state, such that its spectral intensity is different at all three resonance positions, a

single state could be elected to be maximally—or potentially even solely—populated. Further, in

more realistic scenarios, where (i) the energy spacing between the excited states is not symmetric,

(ii) the dipole moments between the ground and excited states are not all equal, or (iii) the pulse

spectrum is not perfectly symmetric, achieving a high contrast of a single excited-state population

with respect to all other states excited by the same pulse should be even more likely.

This theoretical idea of preparing initial (with respect to subsequent dynamics) state populations

in a coherent superposition of electronic states (at the end of the pulse) could be beneficial for

time-resolved and state-selective pump-probe experiments, when the pump-pulse spectrum is

too broad to only overlap with individual resonances, but cannot be chosen more narrow ro

retain ultrafast temporal resolution due to the Fourier-transformation limit. While this field-

strength–dependent population-preparation mechanism has not been explicitly shown within the

second publication (Section 4.2), it is nevertheless contained within the population simulations

and thereby inherently utilized for the training and correct predictions of the CNN. Therefore,

the absorption line-shape changes in the four-level system are sufficient to also reconstruct this

population-preparation mechanism. Experimental feasibility strongly depends on competing

(ionization) channels, which need to be evaluated for particular atomic targets of interest in the

future. Here, the general possibility is demonstrated in a generic model.

Towards Manipulating Electron-Population Transfer in Molecules

When transferring this idea to electronic-wavepacket excitations in molecules, a coherent electronic

superposition can only be maintained before nuclear motion starts taking place and couples to

the electronic dynamics. This aspect is both, a central feature of, as well as a challenge for

investigating molecular dynamics. In the following, possibilities of enabling non-linear electronic

excitations will be discussed first, before coupled electronic-nuclear dynamics are investigated.
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As the population-selective mechanism above is based on the integrated electronic population

transfer over the complete duration of the driving pulse, the driving pulse has to contain three

characteristics in parallel: (i) The pulse duration has to be shorter than the time scales of the

nuclear dynamics, while (ii) maintaining sufficient pulse areas, and (iii) coherence to enable

Rabi-cycling. (i) The usage of the shortest available XFEL pulses with sub-femtosecond durations

with tens to hundreds µeV of pulse energy produced at LCLS [21] could be employed for molecular

systems with fast nuclear dynamics (10 fs). Recently, such pulses have been utilized to excite

electronic superpositions in NO molecules in an impulsive RIXS scheme [136], i.e. enabling non-

linear population transfer faster than the electronic-state lifetimes. This also further illustrates

novel possibilities with the RIXS process discussed in the previous section. However, even larger

pulse energies are likely to be necessary for full Rabi-population transfers. (ii) Alternately for

slower nuclear dynamics, EuXFEL pulses with 1 fs to 30 fs durations and mJ-level pulse energies,

as introduced in Sections 2.1.2 and 3.2 as well as used in the previous section, are more likely

to deliver sufficient integrated pulse areas, but could only be employed for specific targets with

slow nuclear motion. (iii) In case these SASE-based FEL sources are not sufficiently coherent,

seeded-FEL sources have already demonstrated Rabi-cycling in atomic helium, but only with

pulse durations ≥ 50 fs [25, 134].

In total, the experimental demonstration of the intensity-dependent population preparation in

an molecular electronic wavepacket could be technically challenging, but not impossible with

state-of-the-art XFEL pulse parameters. In contrast, a different concept to the same subject

of selective electron-wavepacket excitations in molecules—but with valence electrons—utilizing

intense and spectrally-modulated IR pulses is presented in [118]. There, instead of avoiding

nuclear dynamics by sufficiently short pulses, the IR pulses are shaped to match and compensate

the effects of the vibrational motion on the electronic dipole on single femtosecond times scales.

It thereby enables population control of laser-dressed states and charge oscillations in potassium

dimers. This experiment exemplifies the benefits of ultrafast pulse shaping and the necessity

of understanding coupled electronic-nuclear dynamics at the same time. Further, it illustrates

the intriguing aspect of electronic-charge transfer, which can only take place in molecules, and

here is coupled to its vibrational motions. Coming back to the XUV and x-ray regime, arbitrary

pulse shapers as used in the NIR-pulse experiment above are not (yet) available, but first ideas of

pulse reshaping through non-linear interactions and dense gas clouds are discussed in Section 5.1.

Further, the photo-ionization of localized electrons utilizing the x-ray site-selectivity in poly-

atomic molecules can lead to electron-correlation–driven charge transfer much faster than nuclear

motion [137]. In contrast, the coupling of electronic and nuclear dynamics can take place in

specific cases of ionic molecular states, for example when low electron correlations lead to slower

electronic processes. Further, excitations to (high) Rydberg-states in a neutral molecule can lead

to rather slow electron dynamics as well, as the Rydberg-electrons have a larger orbit size and

smaller overlap with the electrons of the ionic core. In this case, the coupling of electronic and

nuclear dynamics becomes likely.
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Experiments: Femtosecond-Scale Coupled Electronic-Nuclear Dynamics in O2

This connects directly to the experiments in molecular oxygen shown in the third publication

in Section 4.3. There, the dissociation of a specific electronic state in the molecular ion, O2
+

(c 4Σ−
u ), is investigated. The two parallel dissociation pathways of this state, based on nuclear

tunneling and electronic non-adiabatic spin-orbit coupling leading to pre-dissociation, are found

to take place with the same 280 ps time scale. The nuclear-tunneling-dissociation pathway (II) is

more favorable than the electronic pre-dissociation (I), as the corresponding rate RII = 2.1 ns−1

is larger than RI = 1.4 ns−1 as determined in the publication. As the spin-orbit coupling rate

is proportional to the overlap of the two wavefunctions of the two interacting electronic states

involved in the pre-dissociation [94], assuming a low overlap of the two electronic states can

explain the low pre-dissociation rate RI and slow electronic internal conversion dynamics.

Further, two corresponding and energetically-overlapping Rydberg series, (4Σ−
u ) n sσg/dπg, exist

in the energy range 20.9 eV to 24.6 eV (see Section 2.5). Their dissociation dynamics are different

from the dissociation of the ionic state, because the Rydberg states can also autoionize into the

B 2Σ−
g state of the molecular ion, which then dissociates [138]. The autoionization time mainly

depends on the principal quantum number n of the electronic Rydberg state: τn ∼ n3 [139], whereas

the competing pathway of tunneling dissociation depends on the vibrational quantum number v

as for the ionic state. Coupling between vibrational and electronic states for the autoionization

were suggested in [138]. This coupled electronic-nuclear dissociation mechanism in a neutral

XUV-excited molecule is a promising candidate for corresponding benchmark measurements, but

only time-resolved measurements for the 3sσg state in [138] and near-overlapping 5sσg/4dπg,

6sσg/5dπg states in [139] are reported. The ∼5 fs autoionization time of the 3sσg state in [138]

is expected to be too fast to be measured with combined FEL-HHG measurements, but the

autoionization lifetime of 90 fs and 180 fs for the 5sσg/4dπg and 6sσg/5dπg states reported in

[139] could in principle be resolvable. In addition, the tunneling-dissociation time of the lower

vibrational state, v=0, of all Rydberg states is expected to be the same as for the v=0 state of

the ionic c 4Σ−
u state, but [139] reported 1.1 ps for the v=0 dissociation time of the Rydberg

states in contrast to the 280 ps found in the third publication (Section 4.3) for the ionic state. To

further investigate these coupled electronic-nuclear dynamics of the molecular Rydberg states

and compare them to the ionic state, the experimental scheme of FEL-pump and HHG-probe

transient-absorption spectroscopy as introduced in Sections 3.1 and 4.3 can be used by tuning

the FEL from 27.7 eV to 24 eV and repeating the measurements on femtosecond time scales.

First results of such a measurement are shown in Figure 16. An illustration of the relevant

potential-energy curves (PECs) close to the Frack-Condon (FC) region (see Figure 9) is presented

in Figure 16a for two cases:

(I) With a FEL photon energy of 27.7 eV as in the third publication (Section 4.3), three ionic

states and all their vibrational levels v: B 2Σ−
g (v=0–9) [92], 3 2Πu (v=0–29) [91], and c 4Σ−

u

(v=0,1) can be reached, which lead to significant fragment yields as introduced in Section 2.5.

This will be discussed further below. The neutral Rydberg states, (4Σ−
u ) n sσg/dπg, cannot
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be excited as the FEL photon energy is not resonant. Probing the same three fragments,

O(3P), O+(4So) and O(1D), with a time-delayed HHG pulse as in Section 4.3, leads to the

resonant ∆OD lineouts shown in Figure 16b-d, which are extracted and colored in the same

manner as in figure 2 of the third publication. Yet, they are recorded on the shorter time

scale of −0.2 ps to 1.4 ps with 20 fs steps, which corresponds to the time-delay scan of the

∆OD(t, EHHG-ph.) shown in the lower half of figure 1C in the publication in Section 4.3.

(II) Alternatively, tuning the FEL photon energy to 24.0 eV, the FEL is resonant to the 5sσg

(v=1), 6sσg (v=0) and 5dπg (v=0) Rydberg states, respectively. The tails of the spectrum

might excite further lower- and higher-lying Rydberg states with a small probability as

well. In addition, the ionic B 2Σ−
g and 3 2Πu states can be excited, but not the c 4Σ−

u ionic

state, as the FEL photon energy is tuned below the two vibrational energies of this state.

Repeating the same time-delay measurement with the HHG probe pulses as for the FEL

photon energy of 27.7 eV, the ∆OD resonance lineouts for the same three fragments as

above can be extracted and are presented in Figure 16e-g.

For analyzing the (background-corrected) data, first two averaged off-resonant regions of the time-

dependent spectra, ∆OD(t, EHHG-ph.): 22.8 eV to 22.9 eV, and 25.1 eV to 25.2 eV, are fitted with

a complementary error function, erfc
[︁
(t− t0)/σ

]︁
, as describe in the third publication (Section 4.3).

The decrease in ∆OD in these off-resonant regions is independent of the fragment formation—it

does not further decrease after the initial step around t0, whereas the resonant lineouts for the

fragments do increase at later times—it is connected to the decrease of ground-state population

of the neutral molecule, and hence depends only on the temporal overlap between the FEL and

HHG pulses and corresponding temporal resolution. The FWHM of the error function therefore

gives an in-situ estimation of the temporal resolution of the measurement independent of the

dissociation time scales. In a second step, the temporal overlap and resolution are used while

fitting the resonant (increasing) ∆OD lineouts shown in Figure 16 with exponentially rising

functions, such that one time constant per fragment is extracted. This fitting procedure is

shown in detail in equation 5 of the third publication (Section 4.3). The here presented fits

are the precise estimation of the ’fast’-times-scale exponential fits used in the publication. The

exponentially-fitted dissociation times for all three fragments and for both FEL photon energies

as well as the two temporal resolutions for the two measurements are summarized in Table 5.1.

Table 5.1.: Fit results for FEL pulses at 27.7 eV and 24.0 eV: Resonance-fitted exponential
dissociation times for the three oxygen fragments and off-resonant-fitted temporal
resolutions.

FEL photon Energy O(3P) O+(4So) O(1D) time resolution
27.7 eV (200 ± 30) fs (60 ± 20) fs (300 ± 50) fs (320 ± 130) fs
24.0 eV (80 ± 30) fs (110 ± 20) fs (210 ± 50) fs (170 ± 80) fs

99



Chapter 5: Discussion: Interconnecting Publications and Further Results

Figure 16.: (a) Relevant PECs in the FC region for the femtosecond-scale dissociation of O2 for
two FEL photon energies. Energy scales and positions are not accurate for better
visibility. a.i. = autoionization. (b)-(d) Resonant ∆OD lineouts for O(3P) (red),
O+(4So) (black) and O(1D) (green) fragments as a function of FEL-HHG time delay
for EFEL-ph. = 27.7 eV. (e)-(g) Same time-dependent ∆OD lineouts as in (b)-(d) for
EFEL-ph. = 24.0 eV

The temporal resolutions of the two time-resolved measurements, 170 fs to 320 fs, are on the

order of the dissociation times, 60 fs to 300 fs, if not larger. Thus, a critical evaluation of the

measurement needs to be cautious with regards to scientific implications. Several results can be

extracted from the measurement nevertheless:

� All dissociation times are fitted with relative errors of 40% or less, although the time

resolutions are on the order of 80% to 530%. This can be explained by the fact, that the

time resolution enters the fitting procedure as a fixed input, such that a residual increase

for positive time delays can be fitted with a precision higher than the time resolution.

� However, several molecular states dissociate into the three different fragments via several

pathways as introduced above. The fitted time scales therefore do not correspond to any

concrete dissociation mechanisms and should rather be taken as a combined upper limit of

the dissociation times of the different pathways. While fitting multiple exponential functions

to the same ∆OD lineout is technically possible, the expected dissociation times are on the

same order of magnitude, and the relative amplitudes are unknown, which would lead to a

large cross-talk during the fitting, large relative errors and no meaningful results either.
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� The O(1D) fragment is only generated within the second dissociation limit at 20.7 eV,

together with a O+(4So) fragment. The ionic B 2Σ−
g state has just a small probability

of <10% for two (v=4,5) out of its ten vibrational levels to pre-dissociate into this limit,

while the rest dissociates into the first limit, O(3P), O+(4So) at 18.7 eV, as found in [92].

Hence, only a negligible contribution of this state is expected for the O(1D) fragment in

case of EFEL-ph. = 27.7 eV. The 3 2Πu state dissociation does not produce O(1D) fragments

[92]. Under this assumption, tunneling dissociation of the O2
+ (c 4Σ−

u ) v=1 state would

be the only pathway leading to this fragment. As the v=1 state does not couple to the

electronic states leading to the non-adiabatic pre-dissociation of the v=0 state [92, 94], the

nuclear-tunneling is the only dissociation mechanism of the v=1 state. Its dissociation time

could therefore be directly estimated with an upper limit of 300 fs as given in Table 5.1.

Estimations for this dissociation time by measuring the spectral linewidth as in [140, 141]

are ∼70 fs, and theoretical considerations give similar values of 50 fs to 100 fs [88, 142–144].

� Hence, for a correct evaluation and assignment of the underlying dynamics, the different

dissociation times of all fragments need to be determined at the same time. As introduced in

Section 3.1, the temporal resolution of the measurement can be significantly increased, when

(i) shorter FEL pulse durations are used, e.g. 10 fs instead of here: 100 fs, (ii) respective

arrival monitors for the FEL and IR/HHG pulses are applied, and (iii) post-analysis of

single-pulse-per-bunch spectra are utilized. A detailed discussion of this approach based

on the same FL26 beamline at FLASH2 and IR laser setup as used for the here presented

experiment can be found in [145]. There, a reduction of temporal resolution from 130 fs

down to 50 fs is reported, which could be sufficient to resolve the here investigated processes.

XUV-Photon-Energy–Resolved Measurements of O2-Dissociation Products

The discussion above regarding the coupled electronic-nuclear dissociation dynamics of XUV-

excited molecular oxygen is based on several previous theoretical and experimental results reported

in publications such as [85–89, 91–95, 138–144]—but the list is far from complete for O2/O2
+

alone, and does not include other molecules. While this indicates a broad scientific interest in the

topic of coupled electronic-nuclear dynamics over the course of several decades, it simultaneously

illustrates its intrinsic complexity. In particular, identifying dissociation pathways for a given XUV

photon energy by means of measuring kinetic energy release (KER) spectra of O+ fragments is a

central contribution for disentangling and, ultimately, understanding of the molecular dissociation

pathways. The discussion above relies heavily on the findings for O+-KER spectra reported in

[92], where weak and tuneable XUV synchrotron radiation in combination with a photo-electron–

photo-ion time-of-flight (TOF) coincidence method have been used. Such a detection scheme

is also available via the reaction microscope (REMI) at the FL26 beamline, where the oxygen

measurements are performed (see Section 3.1). In addition, the usage of XUV-FEL pulses instead

of synchrotron radiation enables non-linear electronic excitations of the oxygen molecules, which
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is both: (i) a challenge for interpreting the results for the linear excitation pathways, and (ii)

a new avenue to investigate non-linear XUV photo-dissociation of molecules at the same time.

Notably, the double-ionization of molecular oxygen can be reached with two-photon processes for

the two FEL photon energies of 24 eV and 27.7 eV utilized above. Therefore, a comprehensive

study of O+-KER spectra measured with the FL26-REMI in parallel to the transient-absorption

spectroscopy (TAS) measurements will be presented in the following.

The REMI collects data independent of the absorption spectra, which effectively is only generated

by the FEL pulses, as the HHG pulses are orders of magnitude lower in pulse energy (see

Section 3.1). Therefore and although the REMI measures oxygen fragments, it allows to understand

the FEL-pumping step of the combined FEL-HHG measurements in more detail, while the time-

dependent dissociation dynamics are probed with the delayed HHG pulses measured in the

absorption setup. REMI data collection, processing, calibration and analysis was performed by

colleagues in the group of PD Dr. Robert Moshammer, and in particular analysis for the O+

fragments was performed with the help of Dr. Severin Meister and Dr. Hannes Lindenblatt. As

part of this thesis project, evaluation of the corresponding REMI data in combination with the

absorption spectra was carried out. A scan of the O+-KER spectra as function of the FEL photon

energy in the range from 20 eV to 30 eV is shown in Figure 17a. Lineouts of the KER spectra

for the two FEL photon energies discussed above, 24.0 eV and 27.7 eV—averaged over a ±0.3 eV

range of the FEL photon energy (EFEL-ph.) covering the total FEL spectrum—are presented in

Figure 17b and several features in the KER spectra can be identified. The following discussion

of these findings is based on information provided in Figure 9 and Table 2.2, which come from

previous results in [92].

� For EFEL-ph. ≥ 20.3 eV, a KER peak at ∼0.8 eV—which equals (20.3 eV−18.7 eV)/2—is

clearly visible. It is attributed to the pre-dissociation of the B 2Σ−
g state into O+(4So)

fragments belonging to the first dissociation limit at 18.7 eV [92]. The substructure arises

from the vibrational levels of the B 2Σ−
g state.

� For EFEL-ph. ≥ 20.8 eV, maybe a small KER peak near ∼0 eV is visible, which would be

expected from pre-dissociation of the B 2Σ−
g (v ≥ 4) states into the second dissociation

limit, O(1D) + O+(4So), at 20.7 eV [92]. This supports the assumption above, that the

contribution of the B 2Σ−
g state to the O(1D)-fragment formation is negligible.

� For EFEL-ph. ≥ 24.6 eV, two KER peaks at ∼2 eV and ∼3 eV appear. As only the v=0

c 4Σ−
u state pre-dissociates into O+(4So) fragments belonging to the first dissociation limit

(18.7 eV) [92], only a single corresponding KER peak at 3 eV is visible. In contrast, both

v=0,1 c 4Σ−
u states tunnel-dissociate into O+(4So) fragments of the second dissociation limit

(20.7 eV) [92], such that the corresponding KER peak at 2 eV is split. This supports the

findings of the third publication (Section 4.3) and the assignment of the 300 fs dissociation

time of the O(1D) fragment (Table 5.1) to the tunnel-dissociation of the v=1 c 4Σ−
u state.
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Figure 17.: Combined FEL-photon-energy–dependent REMI ((a)-(c)) and TAS ((d)-(e)) meas-
urements. (a) KER spectra of O+ fragments as function of FEL photon energy.
Molecular ionc-state thresholds are given in gray and black. (b) Same KER spectra
as in (a), but for O++O+–coincidences only. (c) KER lineouts for FEL photon
energies of 27.7 eV and 24 eV. Peaks are labeled with molecular states from which the
dissociation takes place. (d) ∆OD as function of FEL and HHG photon energies, whit
a fixed time delay of ∼1 ps (e) ∆OD lineouts for the same FEL photon energies as in
(c). Absorption resonances of neutral and ionic atomic fragments and the molecular
ground state are highlighted with different colors.

� For 22 eV ≤ EFEL-ph. ≤ 24.5 eV, the KER features are not straightforward to identify:

(i) A small KER peak at ∼0 eV is barely visible, which is attributed to the dissociation of

the 3 2Πu state into the third dissociation limit, O(3P) + O+(2Do), at 22.1 eV [92], where

the residual photon energy is carried away by the photo-ionized electron.

(ii) Broad and weak KER diagonals from 0 eV to 2 eV could arise from the excitation into

the higher-lying repulsive curve of the 3 2Πu state, where nearly no energy is shared with

the photo-electron. The state can again dissociate directly into the third dissociation limit

as above [92], or alternatively, undergo a diabatic transition into another 2Πu state and
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dissociation into the fifth limit, O(3P) + O+(2Po), at 23.8 eV [92]. Resulting KERs of

these two processes are not sharp in both energies and could match the weak experimental

diagonals.

Further, excitation into the (4Σ−
u ) n sσg/dπg Rydberg series, subsequent autoionization

into the B 2Σ−
g state and dissociation, should produce O+ fragments with a few eV as

well—which could overlap with the features from the 2Πu state or lead to the observed

broad KER signals around 2 eV to 3 eV. It is unclear, how their signatures would appear in

Figure 17a, as they have not been reported in [92]. Further evaluation is therefore necessary.

� Residual features in the KER-spectra cannot be explained with one-FEL-photon excitations

and corresponding dissociation pathways. The most prominent of these features are:

(i) KER peaks at 3.7 eV, 4.3 eV and 5.6 eV for FEL photon energies (roughly) larger than

25 eV, and (ii) broad KER diagonals linearly increasing from 2 eV to 4 eV with the FEL

photon energy in the range from 20 eV to 25 eV.

As two-FEL-photon-transitions would lead to excitations of O2
2+ states, which dissociate

into O++O+ limits, they could be detected by measuring O++O+–coincidences. This can

be achieved with the REMI by filtering the O+ momenta, as discussed in [100]. Applying

these filters to the data in Figure 17a, results in the FEL-dependent KER spectra for the

O++O+–coincidences are shown in Figure 17b. The unexplained KER features in (i) and

(ii) are also evident in these coincidence spectra, and it is therefore concluded that they

arise from the assumed two-FEL-photon transitions.

Overall, most of the features in the O+ KER spectra measured with the REMI agree with

previous results utilizing synchrotron radiation [92]. Additional findings can be attributed to

two-photon transitions initiated by the FEL pulses, which cannot be initiated with synchrotrons.

Yet, some open questions remain about the dissociation fragments of the Rydberg series, (4Σ−
u ) n

sσg/dπg, as no clear fragment identification and dissociation assignment can be made with the

present data. Some of the complications for analyzing the dissociation of the Rydberg series with

the O+ KER spectra are partly attributed to the tunneling dissociation of the ns/d Rydberg

states yielding two neutral fragments, O∗(ns/d)+O(1D), which cannot be detected with the

REMI. Detecting neutral fragment yields as function of the FEL-pump photon energy would be

necessary for further insights. Such a measurement can be achieved by utilizing the HHG probe

pulses at fixed, late time delays in transient absorption measurements, while varying the FEL

photon energy. This novel type of experiment was implemented at the FL26 beamline for the

first time. Preliminary results for the same FEL photon energy range from 20 eV to 30 eV as for

the REMI measurement, and with HHG pulses arriving at a fixed time delay of 0.9 ps after the

FEL pulses, are presented in Figure 17d. ∆OD lineouts as function of the HHG photon energy

for the two FEL photon energies of 24.0 eV and 27.7 eV—corresponding to the two time-resolved

measurements in Figure 16—are shown in Figure 17e. A detail discussion of the preliminary

results is challenging, because of the reasons given below. As for the time-resolved measurements,
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5.2 From Electron Wavepackets in Atoms towards Disentangling and Manipulating Molecular
Dynamics

several partly scientific, partly technical aspects can be extracted and will be discussed in the

following to enable improvements to this novel technique in the future:

� The FEL stray light overlays significant parts of the HHG spectra, appearing as large

negative values in the ∆OD (dark blue). As the FEL spectrum moves diagonally across

the ∆OD plot with a slope ≈ 1, it is straightforward to identify. Further, a similar feature

appears at HHG photon energies equal 1.5-times the FEL photon energies, which arises

from the third harmonic of the FEL measured in the second-order diffraction of the grating.

� The FEL stray light further significantly affects the residual parts of the ∆OD spectra as it

prevents a proper background correction of the HHG spectra before calculation of the ∆OD.

� The FEL pulse energy estimated with an upstream gas-monitor detector (GMD), varies

from 21.5 µJ to 37.5 µJ for the FEL photon energy range from 20 eV to 30 eV. More pulse

energy implies higher interaction probabilities with the oxygen molecules (microscopically)

leading ultimately to more fragments (macroscopically) and higher signals in the ∆OD.

Without a correct background subtraction, it is difficult to account for these effects in the

given data set.

� A small FEL focus and hence large FEL peak intensity leading to two-photon-excitations

reduces the abundance of neutral fragments. Further, the combination of most linewidths

of the neutral fragments being narrow (1–2 pixel) with respect to the larger spectrometer

resolution, 30meV, leads to a reduced absorption dip in the transmitted spectrum and

small ∆OD signal—as discussed for the helium resonance in Section 5.1.

� Overall, a quantitative evaluation of FEL-photon-energy–dependent neutral oxygen frag-

ments is challenging with the present data. Minimizing the FEL stray light and adjusting

the FEL focus could help to improve the relevant ∆OD signals in the future. Nevertheless,

the novel concept of this measurement is demonstrated with the parallel identification of

several neutral and ionic fragments. In addition to previous assignments, O+(2Po)/O+(2Do)

ions are also detected due to their absorption lines at EHHG-ph. ≈ 26.5 eV/28 eV. This

supports related observations made with the REMI: the direct and electronically-coupled 3
2Πu state dissociation pathways.

� Further, absorption lines of the neutral oxygen molecule are visible due to excitations into

the (4Σ−
u ) n sσg/dπg Rydberg series with HHG photon energies around 23 eV. Nevertheless,

no new resonance lines arising from dissociation of the molecular Rydberg states into atomic

Rydberg atoms are evident—which should only appear at certain FEL photon energies in

the range from 20.9 eV to 24.6 eV. As no literature on XUV-excited oxygen Rydberg atoms

has been found, the spectral position of such absorption lines is therefore not clear. XUV-

excitation of an electron within the ionic O+(4So) core of the neutral O∗(ns/d) Rydberg

atom could have similar transition energies—within the spectrometer resolution—as the

O+(4So) ion itself, and hence could be spectrally not distinguishable.
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Chapter 5: Discussion: Interconnecting Publications and Further Results

Concluding Remarks on Time-and-Photon-Energy–Resolved Molecular

Dissociations

This section has illustrated how the combined FEL+HHG and sequential REMI+TAS experi-

mental setup can be used for complimentary and multidimensional measurements of ultrafast

XUV-photochemical reactions. The capability of the FEL to be tuned to different photon energies

with high precision (∼0.3 eV) allows for pumping various combinations and superpositions of

molecular states, while an independent, broadband HHG pulse probes several dissociation frag-

ments simultaneously. The combination of KER spectra and femto- to picosecond-scale resolved

absorption spectra allows for unique insights into the dissociation mechanisms of XUV-excited

molecules. Despite technical challenges during the proof-of-principle demonstration of this novel

measurement technique, first results for coupled electronic-nuclear dynamics in molecular oxygen

are obtained:

� The dissociation time and corresponding rates for the inner-shell-excited O2
+(c 4Σ−

u )

v = 0 state are measured for the first time in the third publication (Section 4.3). The

coupled dissociation mechanism leading to a single dissociation time of (280± 160) ps has

been predicted and used in similar previous work [138, 139], but is here demonstrated

experimentally by measuring all relevant fragments and pathways simultaneously.

� Am estimation for the dissociation time of the O2
+(c 4Σ−

u ) v = 1 state, based on combined

REMI and TAS results, is given. Further femtosecond-scale dissociation times indicating

electronic-state–dependent parallel pathways can be extracted, but need further validation.

This illustrates electronic- and vibrational-state dependent ultrafast photo-dissociation.

� Identification and assignment ionic dissociation pathways by means of O+ KER spectra

in an excitation range from 20 eV to 30 eV can be made verifying previous findings [92].

Novel two-photon-excitations into O2
2+ and resulting ionic fragments can be identified with

O++O+–coincidence measurements, which are further investigated as in [146].

� Identification of several neutral fragments for the 20 eV to 30 eV molecular-excitation range

is achieved for the first time, but relative contributions from the different dissociation

pathways cannot be extracted yet.

In the future, this experimental scheme could be extended by various means, connecting with

ideas and concepts presented within the previous parts of this thesis:

Investigating poly-atomic molecules would enable the usage of the XUV/x-ray-element selectivity

by exciting and probing inner-shell/core electrons localized at a specific atomic site of the molecule.

This has been demonstrated with FEL-pump–FEL-probe experiments, for example in [13], but

the novel scheme demonstrated here could potentially cover several atomic sites or fragments

simultaneously by probing with the broadband HHG pulses instead.
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5.2 From Electron Wavepackets in Atoms towards Disentangling and Manipulating Molecular
Dynamics

In addition, the high pulse energies and peak intensities of the FEL pulses could enable fur-

ther non-linear excitations, as two-photon-transitions have been already presented above. The

XUV-induced line-shape changes in helium based on state-couplings and electron-population

transfer have been measured at FLASH as well. Although the dissociation times for the O2(ns/d)

Rydberg series could not be identified in this work, the autoionization times for the 6s/5d states

are reported in [139]. In combination with our findings for the dissociation times of the vibrational

states of the corresponding ionic c 4Σ−
u state—assuming similar time scales for the Rydberg states

as in [138, 139]—the coupled electronic-nuclear dynamics are expected to be ≥ 100 fs. FEL pulses

can be shorter in duration while retaining most of their pulse energy for this dissociation-time

estimate. Therefore, the intensity-dependent population scheme introduced at the beginning of

this section could potentially be tested experimentally with the O2(ns/d) Rydberg series, which

could help disentangle dissociation pathways of the individual Rydberg states, e.g. differentiate

between the nearly-overlapping 6s and 5d states. Absorption-line changes of this Rydberg series

with short and intense IR pulses have been reported in [89].

Further lending ideas from the IR regime, impulsive Raman excitations of a vibrational mode in

SF6 molecules probed by modifications of x-ray inner-shell electronic transitions with HHG pulses

has been demonstrated in [15]. Conceptually similar for electrons, the stimulated RIXS process

discussed in the previous section, in particular the impulse stimulated RIXS process demonstrated

in [136], can be used to excite electronic wavepackets in molecules, and their subsequent temporal

evolution could be probed with another pulse. Yet it is likely that attosecond, x-ray instead of

femtosecond, XUV FEL pulses are mandatory for such a scheme.

High-density experiments with molecular targets could enable new scientific avenues. The high

neon-density RIXS-propagation experiments presented in Section 5.1 are based on the re-emitted

or scattered photons re-interacting with the gas cloud, e.g. driving a stimulated amplification

of the RIXS processes. Although far from the current state-of-art research, high molecular-gas

densities should increase the probability of photo-electrons and fragments to re-interact with the

molecular gas as well, enabling further investigations of chemical reactions.

In general, the less is know about a chemical reaction or dynamical process, the more helpful

controllable parameters (FEL photon and pulse energy) and independent collection of as many

information as possible (combined KER- and broadband-absorption-spectra) are expected to

be. This is conceptually at the heart of machine learning : producing large data sets to extract

underlying patters. Thus, as ultrafast and non-linear electronic excitations in molecules can

produce modified absorption, photo-ion or photo-electron signals as in the case of atoms, the

usage of a CNN to reconstruct and predict the underlying electronic populations and molecular

structure and dynamics is expected to be possible as well. For example, reconstructing molecular

structures from laser-induced electron diffraction imaging with a CNN is reported in [147].
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6. Summary: Providing Four Answers

Overall, this doctoral thesis covers the subject of

’Time-and-Energy–Resolved Electron Dynamics in Atoms

and Molecules with Intense Short-Wavelength Light’ .

As the interaction of short-wavelength, i.e. XUV and x-ray, laser pulses with atoms and molecules

is a rather recent and fundamental research field, it is approached in this thesis from a bottom-up

perspective including four main avenues. They have been introduced in Chapter 1 by asking the

following, rather-generally and openly phrased questions:

(I) How are absorption changes in an XUV pulse spectrum related to the perturbation of the

electronic structure of the interacting atom?

(II) How can temporal electron dynamics in atoms be reconstructed from spectral absorption

measurements?

(III) How can high gas-density experiments be performed to include propagation effects during

the interaction of XUV/x-ray pulses with atoms and molecules?

(IV) How can a novel combination of XUV laser pulses be used to investigate and time-resolve a

photochemical reaction?

As the questions are generally phrased, there is not a single comprehensive answer with respects

to the multitude of on-going research activities. To combine the different theoretical, technical

and scientific aspects and results of this thesis, the answers to these question will be given guided

by the general underlying theme as laid out by the title, without disregarding different approaches

to the same subject.

In this last chapter, all four questions will be answered with a comprehensive one-sentence

statement about the research presented in this thesis, before further details are summarized for

each topic, respectively.
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How are absorption changes in an XUV pulse spectrum related to the

perturbation of the electronic structure of the interacting atom?

The changes of an absorption line shape coherently driven by an intense XUV-FEL pulse arises

from both the electronic population transfer and modification of the resulting dipole moment in

time, as well as transient shifting and splitting of the electronic states in energy.

Combining (i) transient dressed-state energy shifts—as described for monochromatic lasers—with

(ii) the relation between dipole-phase shifts and line-shape changes in the impulsive limit—as

demonstrated with IR laser pulses—explains most of the induced absorption changes. This explan-

ation is made in an energy-domain picture: Spectrally resolving the XUV light enables measuring

line-shape changes in the first place. Further, variation of the central FEL photon energy leads to

different line-shape changes. The interaction is therefore excitation-energy–resolved as well, but

is convoluted with the spectrum of the driving pulse. Notably, scanning the FEL photon energy

across the resonance, inverts the asymmetry of the line shape. This is connected to how the

two bare electronic states translate into the dressed states during the interaction with the XUV

pulse. The simplest explanation holds true for lower pulse intensities: Both bare states can be

linked to a single dressed state, respectively, while the other two dressed states can be neglected.

Whether the two relevant dressed-state energies are shifted closer to, or further away from each

other during the pulse duration, depends on the spectral detuning of the pulse. As a result, the

dipole phase at the end of the pulse shifts into opposite directions for opposite detunings, and

the line-shape asymmetry is inverted when the detuning changes sign.

This also illustrates, that the time-integrated electric-field strength of the pulse determines the

resulting absorption line changes. As many XUV-excited states decay rapidly via autoionization

or Auger-Meitner decay, the durations of the driving pulses must be shorter than these decay

times, which are on femto- to attosecond times scales. Achieving sufficiently large pulse areas

therefore demands high peak intensities. However, high peak intensities can also lead to competing

non-linear excitations or ionization with two-photon processes. In addition, autoionization and

Auger-Meitner decay also imply the presence of competing (valence-)ionization processes. The

study within this thesis focuses mainly on demonstrating and explaining XUV-driven line-shape

changes in a two-level system without such competition, and with fixed pulse durations. An

autoionizing resonance is also shown to undergo line-shape changes in agreement with previous

experimental results [4]. Furthermore, for high pulse intensities not only external competing

processes complicate the picture above, but the existence of the other two dressed states within

the laser-dressed atom need to be considered as well. In that case, the two bare states split into

two dressed states, respectively. Their relative populations depend on the driving pulse properties

such as the detuning. Furthermore, the pulse intensity changes along the temporal profile, which

effects the relative populations as well, and the resulting phase changes cannot be calculated

analytically. However, these effects on the coherent electron dynamics are captured by numerical

solutions of the employed few-level models, where limiting cases can be discussed analytically.
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Chapter 6: Summary: Providing Four Answers

How can temporal electron dynamics in atoms be reconstructed from

spectral absorption measurements?

While the quantum dynamics underlying measurement observables can often only be inferred

indirectly, a convolutional neural network is capable of directly reconstructing the electronic

population cycling from a modified absorption spectrum.

As the probabilistic nature of quantum particles is wave-like in space and time, the Fourier-

transformation connects their time-and-energy–dependent behavior and observables. When

both spectral amplitudes and phases are given, the time-dependent observable can be directly

calculated from the spectral one, and vice versa. Yet, the spectrally measured optical density

is not directly connected to a single electronic-state population. However, an absorption line is

spectrally-correlated allowing a CNN to identify its shape, which is correlated with the temporal

dipole moment and electronic-population transfer—as discussed by answering the first question.

The full numerical simulations include all the time-dependent interactions such as the time-

dependent pulse envelope, and the generation and the population of dressed states. As a result,

the bare-state coefficients, dipole moment and absorption line can be accurately calculated,

and the CNN is trained on these simulation results. However, this thesis only employs the

CNN to predict from unseen, but nevertheless simulated absorption data. A demonstration of

predicting electron populations from experimentally-measured absorption spectra has not been

performed yet. Combining training sets of simulated data over a broad input-parameter range and

experimental data for weak-field pulses and hence unchanged absorption lines is expected to yield

prediction results for the experimental cases of high pulse intensities and modified absorption

lines. An intriguing example is the theoretically-predicted, and in helium experimentally-observed

absorption-to-emission–line inversion. In the simulations, the Rabi cycles of the populations are

directly connected to the line inversion. In the future, the helium measurements can be further

investigated in combination with simulations and a CNN.

However, the scrutiny of the CNN predictions is nevertheless difficult. It illustrates, that a major

part of the CNN capabilities and limitations are given by the underlying theoretical framework.

While a CNN prediction does not have to be the correct reconstruction of the underlying processes,

in certain cases it might be the only option. The simulation and reconstruction of an electronic

wavepacket consisting of four coupled states is an example, where an analytical expression cannot

be provided. Their temporal populations dependent heavily on the input pulse parameters,

resulting in complex, possibly chaotic dynamics, which needs further investigation. In such cases,

the interaction with spectrally-fluctuating SASE-FEL pulses could perhaps only be reconstructed

with a CNN. Nevertheless, for coherent pulses such as seeded FELs, the theoretical concept of

intensity-dependent population-preparation of electronic wavepackets in atoms is demonstrated

in this thesis, which is aimed to be tested with molecules in the future as well.
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How can high gas-density experiments be performed to include propagation

effects during the interaction of XUV/x-ray pulses with atoms and molecules?

The combination of a steep pressure gradient between a dense target-gas cloud and the surrounding

vacuum environment, with high x-ray pulses energies, such that the pulses are not immediately

absorbed entering the dense cloud, enables propagation-based studies.

This topic differs slightly from the other three, as mainly its technical aspect is considered in

this thesis, which is the central contribution of this thesis project to the respective experiment.

While most of the setup is designed as previous setups, looking into the details—as for the

quantum-dynamical investigations—unravels its secrets: the replaceable target-gas cells, through

which the XFEL pulses drills its own small holes. Since few-micrometer-sized entrance and exit

holes cannot be mechanically drilled, the scientific experiment in dense neon gas was accompanied

by an initial technical experiment during the beamtime, proving the self-drilling-hole approach is

working well. For future experiments, the variability of cell lengths enabling different propagation

lengths could be additionally employed. Further, optimizations of cell-wall thickness or material,

as well as XFEL pointing stability may allow for even higher target-gas pressures. As alternative

or in combination, a nested target-cell design with two-fold differential-pumping—similar to what

is utilized for high-pressure high-order harmonic generation [26]—could be used.

The setup enables the measurement of stimulated resonant inelastic x-ray scattering (RIXS)

in dense neon gas amplified along the propagation axis. While such a measurement has been

demonstrated previously [75], here an order of magnitude higher target-gas pressure and XFEL

pulse energy allowed to improve the stimulated RIXS amplification. To this end, the transient-

absorption geometry is crucial to measure the stimulated RIXS in forward detection, and spectrally

resolving the difference between absorbed and emitted/scattered photons. Further, the energy-

resolved RIXS signal can be differentiated from the energetically-overlapping x-ray atomic lasing

signal emitted by core-ionized Ne+, as its spectral width is determined by the average XFEL

spectral bandwidth, whereas the Ne+ lasing is governed by the more narrow lasing-transition

line-width. The measurement demonstrates spectral and spatial reshaping of the XFEL pulses,

and additional temporal reshaping is expected from the theory work [79] by the project’s main

investigators. More recent measurements are currently under evaluation to experimentally

demonstrate the attosecond temporal reshaping as well. While RIXS in atomic neon is based on

single intermediate- and final-state transitions, the experiment work of [136] in NO molecules

demonstrates impulsive stimulated RIXS employing superpositions of several intermediate and

final electronic states. Thereby the RIXS allows for time-dependent electronic excitations in

molecules, connecting the RIXS scheme to the theoretical considerations in the previous topic, as

well as experimental findings regarding the next question.
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How can a novel combination of XUV laser pulses be used to investigate and

time-resolve a photochemical reaction?

An FEL laser pulse allows to photo-excite or -ionize electrons in molecules with a well-defined

excitation energy, initiating electronic and nuclear dynamics, whereas a time-delayed broadband

HHG pulse identifies most relevant reaction products by means of their absorption signatures.

Photo-excited molecules can dissociate via different pathways, which can vary drastically depending

on the intermediate electronic excited-state—or even across vibrational states belonging to the

same electronic state. While the nuclear degrees of freedom of a molecule are often responding to

the initial electronic rearrangement after photo-excitation, a combination of fast nuclear, and

slower electronic processes can lead to coupled nuclear-electronic dynamics. Time-resolving such

ultrafast dissociations requires a pair of short pulses, which was first introduced in the XUV and

x-ray regime by utilizing two FEL pulses. The only other—and historically preceding—ultrafast

XUV/x-ray source of HHG pulses typically does not possess sufficiently high pulse energies for

an HHG-pump–HHG-probe experiment, and therefore is often combined with IR laser pulses.

The novel combination of FEL-pump–HHG probe pulses demonstrated within this thesis, enables

to tune the excitation energy of the FEL pulses across different excited states in a neutral or

ionic molecule, independent of the broadband HHG pulses detecting neutral and ionic fragments

with sensitivity to their electronic states. This scheme is demonstrated with the coupled nuclear-

electronic dissociation pathways of ionic oxygen molecules. The nuclear-tunneling in parallel

to electronic coupling and pre-dissociation of the vibrational ground state (v=0) of a specific

electronic state is verified by measuring the same dissociation time for all three fragments—of

which two are neutral fragments of different electronic configurations—with the time-delayed HHG

probe pulses. Further, the FEL photon-energy is scanned across multiple molecular electronic

states while the HHG pulses are probing the resulting fragments at a fixed time delay of ∼1 ps.

The investigation of the many absorption lines attributed to several neutral and ionic fragments

is still ongoing. In addition, a complementary measurement is performed in parallel, by resolving

the kinetic energy release of O+ fragments. This measurement agrees well with previous findings,

verifying that two vibrational states of the same electronic state can undergo different dissociation

pathways, where only one vibrational state couples to other electronic states. In addition, first

findings of two-FEL-photon–initiated dissociation into ionic-oxygen coincidences are presented,

which will be further investigated [146]. Overall, the novel combination of time-resolved absorption

spectra and kinetic-energy-release spectra suggests new avenues for studying non-linear XUV

interactions with atoms and molecules. Further, the here presented results demonstrate the

capability of XUV light to excite inner-shell electrons localized within the oxygen molecules. In

the future, the XUV/x-ray element-specificity can be utilized by investigating poly-atomic and

more complex molecules. The here-presented results are merely a subset of what can be learned

about XUV-photochemistry, illustrating the richness and complexity of the subject, and the

necessity of the related research, to which this doctoral thesis seeks to make a contribution.
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[41] Stefan Düsterer et al.
”
Study of temporal, spectral, arrival time and energy fluctuations of

SASE FEL pulses“. In: Optics Express 29.7 (Mar. 2021), pp. 10491–10508. doi: 10.1364/
OE.419977 (cit. on p. 10).

[42] E. Allaria et al.
”
Highly coherent and stable pulses from the FERMI seeded free-electron

laser in the extreme ultraviolet“. In: Nature Photonics 6.10 (Sept. 2012), pp. 699–704. doi:
10.1038/nphoton.2012.233 (cit. on pp. 10, 87).

[43] Thomas Pfeifer, Yuhai Jiang, Stefan Düsterer, Robert Moshammer and Joachim Ullrich.

”
Partial-coherence method to model experimental free-electron laser pulse statistics“. In:
Opt. Lett. 35.20 (2010), pp. 3441–3443. doi: 10.1364/OL.35.003441 (cit. on p. 10).

116

https://doi.org/10.1103/PhysRevLett.71.1994
https://doi.org/10.1103/PhysRevLett.82.1668
https://doi.org/10.1103/PhysRevLett.82.1668
https://doi.org/10.1103/RevModPhys.81.163
https://doi.org/10.1364/OE.25.027506
https://doi.org/10.1126/science.1218497
https://doi.org/10.1103/PhysRevA.55.3204
https://doi.org/10.1070/PU2007v050n04ABEH006237
https://doi.org/10.1063/1.1700002
https://doi.org/10.1063/1.1721389
https://doi.org/10.1063/1.1721389
https://doi.org/10.1038/nphoton.2010.239
https://doi.org/10.1017/CBO9781107477629
https://doi.org/10.1017/CBO9781107477629
https://doi.org/10.1017/hpl.2015.16
https://doi.org/10.3390/APP7060592
https://doi.org/10.1364/OE.419977
https://doi.org/10.1364/OE.419977
https://doi.org/10.1038/nphoton.2012.233
https://doi.org/10.1364/OL.35.003441


[44] Dipankar Bhattacharyya and Jyotirmoy Guha.Quantum Optics and Quantum Computation.
2053-2563. IOP Publishing, 2022. doi: 10.1088/978-0-7503-2715-2 (cit. on p. 11).

[45] B. H. Bransden and C. J. Joachain. Physics of Atoms Molecules. Pearson, Apr. 2002
(cit. on pp. 11–13, 15, 16, 32, 36).

[46] Gordon Drake.
”
High Precision Calculations for Helium“. In: Springer Handbooks (2006),

pp. 199–219. doi: 10.1007/978-0-387-26308-3_11 (cit. on pp. 12, 44).

[47] U. Fano.
”
Effects of Configuration Interaction on Intensities and Phase Shifts“. In: Phys.

Rev. 124.6 (1961), pp. 1866–1878. doi: 10.1103/PhysRev.124.1866 (cit. on pp. 12, 22).

[48] R. P. Madden and K. Codling.
”
New Autoionizing Atomic Energy Levels in He, Ne, and Ar“.

In: Phys. Rev. Lett. 10.12 (June 1963), pp. 516–518. doi: 10.1103/PhysRevLett.10.516
(cit. on p. 12).

[49] Jan M. Rost, K. Schulz, M. Domke and G. Kaindl.
”
Resonance parameters of photo doubly

excited helium“. In: Journal of Physics B: Atomic, Molecular and Optical Physics 30.21
(1997), p. 4663. doi: 10.1088/0953-4075/30/21/010 (cit. on p. 12).

[50] Erwin Madelung, Karl Boehle and Siegfried Flügge.
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