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Untersuchung des unimolekularen Zerfalls hoch-angeregter anionischer
Kohlenstoffdimere

Die vorliegende Arbeit umfasst zwei Forschungsschwerpunkte. Im ersten Teil wird
der neu implementierte isochrone Betrieb des kryogenen Speicherrings (CSR)
in Heidelberg vorgestellt. Er ermöglicht die Identifizierung der im Ring gespe-
icherten Ionensorten. Dabei werden die Massen der verschiedenen Strahlkompo-
nenten mit Hilfe ihre Flugzeit gemessen. Mit dieser Methode kann man Ionen-
sorten mit relativen Massenunterschieden von ≳ 10−5 und relativen Strahlanteilen
von ≳ 10−3 auflösen. Außerdem werden erste Versuche zur Entfernung unerwün-
schter Strahlkontaminationen vorgestellt.
Der zweite Themenschwerpunkt der Arbeit beschäftigt sich mit dem Zerfall von
hoch-angeregten C−

2 Dimeren. Bei den zugrundeliegenden Messungen wurden die
Anionen in einer Sputter-Quelle erzeugt. Ein kleiner Teil der Dimere hatte so
hohe innere Energien, dass es zu spontaner Elektronenablöse (AD) oder Frag-
mentation (AF) kam. Signale, die von diesen beiden Prozessen herrühren, wur-
den am CSR gemessen. Detaillierte Berechnungen der Raten der destruktiven
Zerfallskanäle AD und AF sowie der radiativen Abregung durch Photonenemis-
sion wurden für eine große Anzahl von ro-vibronischen Zuständen durchgeführt.
Die gemessenen Signale konnten mit Hilfe eines Zerfallsmodells reproduziert wer-
den. Darüber hinaus konnte das Millisekunden-AD-Signal von C−

2 , das bereits
an mehreren anderen experimentellen Einrichtungen beobachtet wurde, zum er-
sten Mal durch einen neuen Mechanismus, der rotationsunterstützten Elektro-
nenablöse, erklärt werden.

Study of the unimolecular decay of highly-excited anionic carbon
dimers

The research focus of this thesis is two-fold. First, the newly implemented
isochronous operation of the Cryogenic Storage Ring (CSR) in Heidelberg is pre-
sented. It enables the identification of the stored ion species, including molecular
isobars. Here, the masses of the different beam components are measured through
their flight time. The method is sufficient to resolve species with relative mass
differences of ≳ 10−5 and relative beam fractions ≳ 10−3. Furthermore, first
attempts to remove unwanted beam-contaminants are presented.
The second research focus of this thesis is on the decay of highly-excited C−

2
dimers. In the underlying measurements, the anions were produced in a sput-
ter source. Consequentially, a small fraction of the dimers had sufficiently
high internal excitation to undergo spontaneous auto-detachment (AD) or auto-
fragmentation (AF). Signals stemming from both of these processes were recorded
at the CSR. Detailed rate calculations for the destructive decay channels, AD
and AF, as well as radiative relaxation were carried out for a wide range of ro-
vibronic states. The measured signals could be reproduced employing a decay
model. Furthermore, the millisecond AD signal of C−

2 already observed at mul-
tiple other facilities could be explained for the first time by a new mechanism of
rotationally assisted auto-detachment.





Contents

1 Introduction 1

2 The Cryogenic Storage Ring (CSR) 4
2.1 A short introduction into Storage Ring Physics . . . . . . . . . . . . 4

2.1.1 Three-dimensional confinement of charged particles . . . . . . 4
2.1.2 Storage ring basics . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.3 Relevant storage ring parameters . . . . . . . . . . . . . . . . 7

2.2 The Cryogenic Storage Ring facility . . . . . . . . . . . . . . . . . . . 9
2.2.1 Ion production and injection into CSR . . . . . . . . . . . . . 9
2.2.2 Optical lattice and diagnostics of CSR . . . . . . . . . . . . . 11
2.2.3 Experimental stations of CSR . . . . . . . . . . . . . . . . . . 13

3 Mass measurements and beam purification at the CSR 15
3.1 Introduction to isochronous mass measurements . . . . . . . . . . . . 16

3.1.1 Comparison of isochronous operation in different devices . . . 19
3.2 Description of the isochronous mode in the CSR . . . . . . . . . . . . 21
3.3 Mass measurements at the CSR . . . . . . . . . . . . . . . . . . . . . 23

3.3.1 Frequency measurements . . . . . . . . . . . . . . . . . . . . . 23
3.3.2 Time-of-Flight (ToF) measurement . . . . . . . . . . . . . . . 26
3.3.3 Discussion and comparison of the two methods . . . . . . . . . 28

3.4 First tests to clean the beam of contaminants inside the CSR . . . . . 29
3.4.1 Beam time parameters . . . . . . . . . . . . . . . . . . . . . . 30
3.4.2 rf excitation in the isochronous mode . . . . . . . . . . . . . . 31
3.4.3 Deflector kick in the isochronous mode . . . . . . . . . . . . . 33
3.4.4 Contaminant removal in non-isochronous operation . . . . . . 34

3.5 Discussion and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . 36

4 Modelling the decay of highly-excited anionic carbon dimers 38
4.1 Auto-decay measurements at the CSR . . . . . . . . . . . . . . . . . 41
4.2 Electronic potentials and ro-vibronic states . . . . . . . . . . . . . . . 44

4.2.1 Notation of electronic states in homo-nuclear dimers . . . . . . 44
4.2.2 Ab initio potentials of the neutral and anionic carbon dimer . 46
4.2.3 Rotationally excited potential curves . . . . . . . . . . . . . . 49

4.3 Radiative decay rates . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.1 Previous studies on the radiative decay of C−

2 . . . . . . . . . 53

ix



Contents

4.3.2 Radiative relaxation of doublet states X2Σ+
g and A2Πu . . . . 55

4.3.3 Radiative relaxation of the C4Σ+
u quartet state . . . . . . . . . 64

4.4 Auto-fragmentation rates . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4.1 Results for AF rates of states X2Σ+

g , A2Πu, and C4Σ+
u . . . . . 72

4.5 Auto-detachment rates . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.5.1 Previous studies on the auto-detachment of C−

2 . . . . . . . . 78
4.5.2 Auto-detachment from high vibrations of the X2Σ+

g state . . . 79
4.5.3 Rotationally assisted auto-detachment from the C4Σ+

u state . . 83
4.6 Comparing the measurement to a decay model . . . . . . . . . . . . . 89

4.6.1 AD and AF yields . . . . . . . . . . . . . . . . . . . . . . . . 91
4.6.2 Internal population of the ions . . . . . . . . . . . . . . . . . . 93
4.6.3 Comparison between experiment and model . . . . . . . . . . 100

4.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5 Summary and Outlook 107

List of publications 109

Bibliography 110

I Appendix 121

A Lists 122
A.1 List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
A.2 List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

x



1 Introduction

It was Amedeo Avogadro in the year 1811, who first discussed the possible exis-
tence of molecular systems [1]. In his work he considered different gases and the
components they consist of, which he all called "molecules". Here, he distinguished
between "single molecules" (which one would call "atoms" today) and "compound
molecules" (today’s molecules). In this study he came to the conclusion that the
"molecules" which make up pure oxygen or nitrogen gases must each consist of two
"half-molecules". This observation presents the first published description not only
of a molecule but also of a homo-nuclear diatomic system.

Since Avogadro’s postulation of their existence, molecules have become an es-
tablished field of research in both physics and chemistry. Next to a wide range
of diatomic molecules [2], also a vast number of more complex systems have been
discovered [3] not only on earth but even in space [4]. These were additionally
found to exist in different charge configurations (neutral or singly/multiply posi-
tively/negatively charged). In contrast to the inquiries in 1811, the atomic compo-
sition of these species is now well understood. The focus of the study of molecules
has therefore shifted over the centuries.

The large success of the theory of quantum dynamics in the 1920s facilitated the
rise of a new area of research, molecular quantum dynamics (also known as "quantum
chemistry"). Molecules were now considered as complex quantum systems with
discrete states described through wave functions. Advances both in experimental
techniques as well as theoretical (computational) models over the following decades
enabled an increasingly detailed understanding of these systems.

In these studies, the investigation of the internal states available within a molecule
proved to be particularly interesting. The states were found to exhibit different
properties. These were, for example, the energy available in the system, the motion
of the constituent particles (atoms and electrons), timescales on which the system
occupies these states, chemical reaction rates with other species and even the prob-
ability of the molecule’s destruction through the break-away of one or multiple of
its constituent particles. The ability of the molecule to go from one state to another
was found to be governed by the rules of quantum mechanics. Depending on the
initial state of the molecule and its environment, different types of state changes,
"transitions", are possible.

One type of such transitions is the radiative decay of excited molecules. Here, the
system is initially in a state with internal energy Ei and goes to a lower state with
internal energy Ef < Ei. This process happens via the emission of one or multiple
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1 Introduction

photons, through which the excess energy Ei − Ef is radiated away. The molecule
itself stays intact during the transition and merely changes its internal state. How-
ever, if the amount of energy in the system is sufficiently large, the molecule can
break apart instead. This can for example happen through fragmentation, where
one or multiple atoms break away from the system. Another process is the ejection
of one or multiple electrons. This mechanism is especially interesting for negatively
charged species, which consist of more electrons than protons. Here, the excess
electrons are typically only weakly bound. Depending on the internal state of the
molecule, multiple different decay mechanisms might be available at once and in
competition with each other. The likelihood that the system will decay through
one of the channels can then be estimated by comparing the probabilities for the
different mechanisms. If this probability is significantly larger for one mechanism
than the others, the molecule will predominantly decay through this channel.

A method which proved successful in studying different decay channels is the
experimental investigation of the unimolecular decay of highly-excited, negatively
charged molecules [5, 6, 7, 8, 9, 10, 11]. Here, the species are either produced with
large internal energies or excited, e.g., by the radiation with photons. Afterwards,
their decay is monitored over a prolonged period of time, even seconds and beyond.
An ideal molecular system to study different decay processes and their competition
is the negatively charged carbon dimer C−

2 . It offers a large number of internal
excitations with vastly varying decay probabilities and mechanisms [12, 13, 14, 15].
Furthermore, while it is known for more than two decades that the system can eject
its excess electron on millisecond timescales, the underlying mechanism has long
been a mystery [16, 17, 18, 19].

To study the properties of molecular ions experimental set-ups, which enable the
storage of charged particles through electrostatic and/or magnetic fields, are typi-
cally employed [20, 21, 22, 23, 24, 25]. One such device is the electrostatic Cryogenic
Storage Ring (CSR) [20], located at the Max-Planck-Institut für Kernphysik in Hei-
delberg. It can be used for a number of different experiments to investigate the
properties of charged atomic and molecular systems [26, 27, 28]. For these studies,
it is important that the correct species, and ideally only this selected molecular or
atomic species, is stored inside the device. To this end, efficient methods have to be
implemented to detect the different constituents of the stored ion beam and remove
the unwanted contaminants.

The rest of this thesis is structured as follows: First, the experimental facility,
the Cryogenic Storage Ring (CSR) at the Max-Planck-Institut für Kernphysik in
Heidelberg, is described in Chapter 2. Afterwards, the implementation of a new
method to identify the different species stored inside the CSR is presented in Chap-
ter 3. The approach applied here is the isochronous operation of the ring, which is
demonstrated for the first time in an electrostatic storage ring. It enables the iden-
tification of different species according to their masses. The chapter furthermore
outlines first attempts to remove unwanted species stored inside the ring.
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Following these two technical chapters, Chapter 4 then focuses on the decay of
highly-excited C−

2 anions. Here, theoretical calculations are preformed to model and
compare the expected auto-detachment and auto-fragmentation rates to experimen-
tal results obtained at the CSR. To this end, a variety of decay channels available in
the system are investigated. The results include a likely explanation of the millisec-
ond auto-detachment signal, which has so far been unknown. The corresponding
mechanism, rotationally assisted auto-detachment, is described for the first time in
the course of this project. In the end, a summary of the work presented in this thesis
and an outlook are given in Chapter 5.
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2 The Cryogenic Storage Ring (CSR)
This chapter provides a brief introduction into storage ring physics and important
parameters (Sec. 2.1) before presenting a summary of the main features of the Cryo-
genic Storage Ring facility in Sec. 2.2.

2.1 A short introduction into Storage Ring Physics
2.1.1 Three-dimensional confinement of charged particles
As Samuel Earnshaw already remarked in 1842, it is impossible to confine one (or
multiple) charged particle(s) in a stable static equilibrium using electromagnetic
potentials (Earnshaw’s theorem). This apparent dilemma for physicists with the
desire to study charged particles under well-defined storage conditions has been
circumvented with a multitude of different experimental set-ups over the years. All
rely on the Lorentz force, which describes the influence of electric E⃗ and magnetic
B⃗ fields on the trajectory of a charged particle:

F⃗L = qE⃗ + qv⃗ × B⃗. (2.1)

Here, m, q and v⃗ are the particle’s mass, charge and velocity, respectively.
Different configurations using static or dynamic electric and static magnetic poten-

tials, or combinations of those, can be used to achieve well-defined 3D-confinement
of charged particles. One set of such devices are ion traps, four notable examples will
be shortly listed here. In a Paul trap, a combination of a static and dynamic electric
field is used to confine the charged particles in two dimensions [29]. These devices
are often used as mass filters. The 22-pole trap can be seen as an extension of the
Paul trap. It features a larger field-free region in the trap center, creating good con-
ditions also for measurements focusing on, e.g., spectroscopy or buffer gas cooling.
A Penning trap uses both an electrostatic and a magnetic field to achieve trap-
ping and is predominantly used for high-precious experiments [30]. In an electron
ion beam trap (EIBT) or Zajfman trap, the ions oscillate between two electrostatic
mirrors, while ion optical elements provide the sufficient focusing to achieve 3D con-
finement [31]. The different devices offer varying advantages and disadvantages with
respect to mass/momentum acceptance, amount of particles stored simultaneously,
ability to probe the the stored particles and many more. The other set of devices
employed to study ions on well-defined trajectories are storage rings. These will be
discussed in more detail in the next Section 2.1.2.
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2.1 A short introduction into Storage Ring Physics

2.1.2 Storage ring basics
This sub-section introduces basic concepts of particle movements in storage rings.
Here, the focus is placed on devices which store ions at a constant energy. Other
types of storage rings, for example electron synchrotrons like DESY in Hamburg [32]
are not considered here.

Ions are generated in an ion source and accelerated to the desired kinetic energy.
The resulting ion beam is then guided towards a storage ring and injected into the
device. Here, the ions are stored on trajectories that in first approximation resemble
a circle. To this end, the strength of the Lorentz force is chosen such that it equals
the centrifugal force of the ions’ orbit with curvature ρ inside the ring,

|F⃗L| = mv2

ρ
. (2.2)

This can either be achieved through electrostatic or magnetic fields (see Eq. (2.1)),
which can be realized by two different types of storage rings: electrostatic storage
rings or magnetic storage rings. However, the principle of ion confinement employed
in both cases are the same.

Inside the device, the ions are guided by dipole fields resulting in the approx-
imately circular trajectory. Quadrupole fields and sometimes higher order fields
shape the ion beam. For describing the particles’ motion inside the ring, it is ad-
vantageous to define a central orbit on which an ideal ion, the synchronous particle,
flies. This path goes through the center of all ion optical elements. In practice,
particles predominantly do not propagate on the central orbit, but on closed orbits.
These paths also form an approximately circular motion inside the ring, but do not
go through the center of all optical elements. Particles on these trajectories are con-
stantly refocused on their closed orbits by the quadrupole (and sometimes higher
order) fields.

It is convenient to define a co-moving coordinate system for the ion’s trajectory,
where s is the path along the closed orbit and x and y are the displacement from
this ideal path in both dimensions, as is shown in Fig. 2.1. The particle’s motion
around the closed orbit is called betatron oscillation and is described by the betatron
functions βx,y for the two dimensions [33]. The number of betatron oscillations a
particle performs within one revolution is called the tune,

Qx,y = 1
2π

∮ ds

βx,y(s) . (2.3)

While the strength of the dipole fields is determined by the kinetic energy (momen-
tum) of the ions in an electrostatic (magnetic) ring, storage is possible for a number
of configurations for the focusing fields. These modes are characterized by different
storage ring parameters, which are introduced in Sec. 2.1.3.
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2 The Cryogenic Storage Ring (CSR)
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Figure 2.1: (a) Schematic drawing of an ion’s trajectory in a storage ring. The solid
black line represents a closed orbit, with the co-moving coordinate s and
perpendicular coordinates x and y. The dashed line shows a betatron
oscillation of an exemplary particle. (b) Space charge distribution Λ
as a function of the co-moving coordinate s. A dashed line indicates
the position of the synchronous particle. The upper panel shows the
position of an exemplary particle (red circle) inside the ion pulse. The
lower panel shows the position of this particle after one revolution for
slip factors η < 0, η = 0, and η > 0 marked with 1, 2, and 3, respectively.

Typically a large number of ions (> 104) are injected in a pulse called bunch
into the device. As a result, the ions’ motion is not only influenced by the electro-
static/magnetic fields of the ring’s optical elements but also by the space charge. The
stored ions have the same charge state and therefore experience Coloumb repulsion
from the other particles. Ions within a bunch will experience a position dependent
force, given by the space charge distribution Λ(s). The magnitude of this space
charge field in longitudinal direction E|| is directly proportional to the derivative of
Λ(s) [34]

E|| ∝ −δΛ(s)
δs

. (2.4)

This force points outwards of the bunch. As a result, particles positioned at the
front/back of the ion pulse will be accelerated/decelerated by the space charge field.
The behaviour of the bunch structure with storage time due to this effect will be
discussed for different modes in Sec. 2.1.3.

While the basic principles of electrostatic and magnetic storage rings are the
same, there are also notable differences between the two types. One is the mass
dependence of the necessary deflection field to achieve storage. Electrostatic fields
deflect according to the kinetic energy-to-charge ratio E/q of the ions, while in
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2.1 A short introduction into Storage Ring Physics

the case of magnetic storage rings there is an additional momentum (and therefore
mass) dependence for a given kinetic energy (see Eqs. (2.1) and (2.2)). As a result,
electrostatic storage rings offer an advantage for the study of heavy, e.g., molecular,
ions species in low charge states with large momentum. Due to the technological
limitation in electrostatic field strength, all electrostatic storage rings are operated
at non-relativistic kinetic energies of the particles, in contrast to most magnetic
devices. Furthermore, the electrostatic facilities are typically smaller in size and
cryogenic operation is possible [20, 21, 24]. The rest of this chapter concentrates
on electrostatic storage rings and their properties, although many features can be
transferred to magnetic devices as well.

2.1.3 Relevant storage ring parameters
In this section storage ring parameters relevant for this work are introduced. They
describe the performance of the mode the electrostatic device is operated in, which
is predominantly given by the settings of the focusing elements (see Sec. 2.2.2).

The acceptance is defined as the maximum phase-space area, which can be occu-
pied by the stored particles, divided by π. Its value influences the maximum value
of parameters like energy spread, number of ions and emittance of an ion bunch
stored in the ring.

The working point (Qx, Qy) is given by the two tunes (see Eq. 2.3). In order to
achieve stable storage, the working point cannot lie on a resonance, for which the
following condition applies

nxQx + nyQy = k with nx, ny, k ∈ Z. (2.5)

This is due to small impurities of the storage ring fields, which perturbate the ion’s
orbit. If the working point lies on a resonance, the ions will periodically fly on the
exact same path inside the ring within their betatron oscillations. Consequentially,
they will repeatedly see the same field. This generates periodic, resonance-like
enhancements of the trajectory perturbations due to the small field impurities. This
leads to a constant orbit distortion, which will eventually move the ions out of the
ring’s acceptance. Since the two tunes (Qx, Qy) can couple, the same condition also
applies for combinations of both.

The slip factor η describes the dependence of the revolution frequency f of a
particle on its momentum p,

η = ∆f/f
∆p/p . (2.6)

The relative momentum and frequency deviation of a particle, ∆p and ∆f , respec-
tively is always given with respect to the synchronous particle (see Sec. 2.1.2). The
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2 The Cryogenic Storage Ring (CSR)

relative revolution time difference of an ion with kinetic energy E, mass m and
charge Q with respect to the synchronous particle is given by

∆T
T

= 1
2

∆(m/Q)
m/Q

− η

2
∆(E/Q)
E/Q

(2.7)

in first order [34]. One can distinguish between three different operation modes,
which are defined by the slip factor:

η > 0 If the slip factor is larger than zero, the ring operates in a dispersive mode.
Here, the revolution time of the particles increase with increasing momen-
tum. Due to the momentum spread of the stored beam, the injected ion pulse
will increase with storage time until the particles are approximately equally
distributed in the ring. Furthermore, the ions will experience a change of mo-
mentum dependent on their position within the bunch. An ion situated at the
front of the pulse, for example, experiences an accelerating force. The momen-
tum increase and consequentially the revolution time decrease (see Eq. (2.6)
for η > 0) will move the particle further in front of the synchronous particle
in the next revolution. This is shown in case 3 in Fig. 2.1(b).

η = 0 In the case, where the particle’s revolution time inside the ring becomes in-
dependent of the kinetic energy (see Eq. (2.6) for η = 0), the isochronous
condition is reached. Here, the momentum deviation from the synchronous
particle will not change the position of the ion inside the bunch, as is shown
in case 2 in Fig. 2.1(b). Consequentially, the particles will always experience
the same space charge field and therefore a constant acceleration/deceleration.
The resulting energy increase/decrease will eventually result in the loss of the
particles as they leave the acceptance of the ring.

η < 0 For negative slip factors, the operation enters the self-bunching regime. Here,
e.g. for ions which experience an increase in momentum by the space charge,
the revolution time will decrease (see Eq. (2.6) for η < 0). This will cause
the particle to move closer to the synchronous particle in the next revolution,
as is shown by case 1 in Fig. 2.1(b). This trend will continue until the ion
moves behind the synchronous particle. At this point, it will start experiencing
a decelerating force, which induces an increase in revolution frequency. As
a result, the ions will oscillate inside the bunch around the position of the
synchronous particle.

The slip factor is determined by the dispersion function Dp(s) inside the stor-
age ring. The dispersion describes the horizontal displacement of particles with a
momentum deviating from the mean value with respect to the closed orbit.

8



2.2 The Cryogenic Storage Ring facility

In some cases the γtr parameter is used instead of the slip factor. The relation
between the two is given by

η = 1 − 1
γ2

tr

. (2.8)

Additionally, the momentum compaction factor αp describes the change of the closed
orbit length C with a change in the ion’s momentum p, which can also be expressed
via the slip factor [34]

αp = ∆C/C0

∆p/p0
= 1 − η

2 . (2.9)

Here, C0 is the length of the central orbit and p0 the momentum of the synchronous
particle.

2.2 The Cryogenic Storage Ring facility
The electrostatic Cryogenic Storage Ring (CSR) is located at the Max-Planck-
Institut für Kernphysik in Heidelberg, Germany. An overview of the facility is
shown in Fig. 2.2. The beam path of the ≈ 35 m circumference ring is housed in a
nested two-chamber system. The inner experimental chambers can be cooled down
to temperatures of about 4 K using a closed-cycle liquid helium system. As a re-
sult, very low effective radiation fields can be reached (see for example Meyer et
al. [26]). Furthermore, the cold experimental chambers act like a cryopump, en-
abling residual gas densities in the order of 1000 particles/cm3. The experimental
chambers are shielded from the 300 K radiation by two layers of shields to avoid di-
rect radiation, super-insulation, and a second isolation chamber system to minimize
convective heating. A detailed description of the facility can be found in [20].

This section shortly describes the main characteristics of the CSR facility, starting
with the ion production and selection in Sec. 2.2.1, followed by an outline of the
optical elements and diagnostics in the ring in Sec. 2.2.2, as well as an overview of
the different experimental stations in Sec. 2.2.3.

2.2.1 Ion production and injection into CSR
The ion species stored inside CSR are produced on one of two different high-voltage
platforms. For the measurements contributing to this thesis, only the high-voltage
platform labelled "1" in Fig. 2.2 was employed and only its beamline towards CSR
will be shortly discussed here. A description of the small high-voltage platform,
labelled "2" in Fig. 2.2, can for example be found in [28]. The potentials of the
high-voltage platform number 1, can be set to reach a total acceleration of the
particles up to ±300 keV per elementary charge. Ions produced on this potential

9



2 The Cryogenic Storage Ring (CSR)
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Figure 2.2: Overview picture of the CSR facility including the two high-voltage plat-
forms and injection and extraction beamlines, modified from [28]. A red
line marks the path of the ions from platform 1 into the CSR and inside
the ring. In the top left corner of the figure: The CSR logo designed in
the course of this thesis.

are accelerated to ground when leaving the platform. A fast electrostatic deflector,
called "chopper", is installed in the beginning of the injection beamline. It creates
short pulses for injection out of the continuous ion beam produced in the source.
Afterwards, two dipole magnets deflect the produced ions according to their mass-
to-charge ratio m/q. The magnets serve two functions, they are both acting as
a beam guide to direct the ions towards the storage ring and function as a mass
filter. This is crucial due to the electrostatic nature of the CSR, which stores ions
according to their kinetic energy-to-charge ratio Ekin/q. The mass resolution of the
dipole magnet pair alone is approximately ∆m/m = 130 for a beam with 200 keV
kinetic energy [35]. Quadrupole magnets placed before and after the dipole elements
are used to focus the beam.

The high-voltage platforms of the CSR can be equipped with a number of ion
sources to produce both positively and negatively charged ion beams. For the data
discussed in this thesis, a Middleton Ion Sputter Source (MISS) was used. Here,
caesium cations are accelerated towards a target. The impinging ions sputter ma-
terial from the surface. As a result, a range of molecules and clusters are produced.
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2.2 The Cryogenic Storage Ring facility

For the formation of negative species, neutral caesium present in the source can act
as an electron donor [36]. Due to the harsh creation process, the resulting particles
are typically highly internally excited with previous studies putting the vibrational
and rotational temperature in the range of a few thousand Kelvin [37, 38, 39, 40].
Possible population models stemming from this type of source will be discussed in
Sec. 4.6.2. Produced species can be made up both of atoms present in the target
material as well as any gasses present in the source. Due to the applied acceleration
voltage for Cs+, only negative species are extracted from the source which are pre-
dominantly singly charged. Further sources available at the facility are a Penning
source [41], an ECR source, a duoplasmatron source, Laser vaporisation source, etc..

2.2.2 Optical lattice and diagnostics of CSR
Fig. 2.3 shows a schematic drawing of the optical elements and diagnostic tools
of the CSR. The ions are kept on orbit by dipole deflectors and quadrupole
electrodes placed in identical configuration in each of the four corners. The 90◦

bend is achieved by two 39◦ deflectors and two 6◦ deflectors, which a framed by two
quadrupole doublets. Voltages applied to the deflectors are identical for all of the
corners, while the quadrupole setting can vary to run the ring in different modes
(see Sec. 2.1). Currently, the quadrupoles can be grouped together in up to four
families, which are sets of quadrupoles where the same absolute voltage is applied.

In order to measure the ion beam position inside the ring, Sections (A), (C) and
(D) have position pick-ups while Section (B) features wire scanners (see Fig. 2.3).
They were not relevant for the measurements discussed in this thesis. However, the
interested reader can find details about the functionality and performance of these
devices in reference [42].

The CSR is furthermore equipped with a Schottky pick-up in Section (C) (see
Fig. 2.3). The details of this diagnostic tool are given in [42] and will only briefly
be summarized here. This device is used to measure the revolution frequency of
coasting or bunched ion beams inside the ring. Ion bunches induce a mirror current
and thus an induced voltage each time they pass through the cylindrical pick-up
electrode. This periodic signal can be read out and turned into a frequency spectrum
by applying a Fourier transformation, which is done by a spectrum analyzer.

A drift tube, called the rf system, is available in Section (A) of the CSR (see
Fig. 2.3). It consists of two segments, an advantage for the ion-neutral experiments
performed in this section [28], however, for the measurements discussed in this thesis
one segment of the system was grounded. A sinus shape potential is applied on the
other segment, when the rf system is switched on. Depending on the phase, ions
passing the drift tube are either accelerated or decelerated by the changing potential.
When the frequency of the rf-system matches a harmonic of an ion species revolu-
tion frequency inside the CSR, the ions can either be bunched in non-isochronous
operation or excited out of the ring’s energy acceptance in isochronous operation,
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Figure 2.3: Overview of the optical elements and diagnostics inside the CSR, mod-
ified from [20]. Upper panel: (1) 39◦ deflectors, (2) 6◦ deflectors, (3)
quadrupole duplets, (4) position pick-up electrodes, (5) Schottky pick-
up, (6) RF-system, (7) wire-scanners, (8) COMPACT detector, (9) NICE
detector. The elements (1)-(3) are identical in all corners, while the
position-pick-up electrodes are present in all sections except in section
(B), where instead the wire-scanners are implemented. Lower panel:
Optical lattice of the CSR. Closed/open rectangles mark the deflec-
tors/quadrupoles. The dashed lines correspond to the positions of the
pick-up electrodes and the wire-scanners.

12



2.2 The Cryogenic Storage Ring facility

which will be further discussed in Sec. 3.4.4 and Sec. 3.4.2, respectively. A detailed
description of the CSR’s rf system is given in [42].

2.2.3 Experimental stations of CSR
The primary research aim of the CSR is the study of molecular ions. This includes
spontaneous destruction of highly-excited species as well as collision experiments
between internally cold molecules with a range of particles (photons, electrons, neu-
tral atoms and molecules) [43]. For latter, different interaction regions are build into
the straight sections of the ring. These feature a variety of single particle detectors
placed strategically to measure products from the interaction experiments. In Sec-
tion (A) the stored molecular ions can be merged with neutral atomic or molecular
beams to study reactions of astrochemical relevance [28]. In-ring detectors and an
extraction beamline in corner 2 measure the reaction products (see Fig. 2.2).

An electron cooler is situated in Section (B) of the CSR (see Fig. 2.3). It can cool
the ion beam through elastic collision and reduce the beam’s area in the phase space.
This feature, which is predominantly employed in magnetic storage ring facilities,
originally earned it the name of "cooler" [44]. Additionally, it can also cool the
molecular ions’ internal excitations through inelastic collisions. This process was first
experimentally verified for rotational deexcitation at the CSR [45]. Furthermore, the
electron beam can be used as a target for merged beam experiments with the stored
molecular and atomic ions, where the process of electron capture and possibly the
sub-sequential decay of the often highly-excited formed species is studied [27, 46, 47].
Different types of continuous-wave (cw) and pulsed lasers can be coupled into Section
(B) as well to carry out photo-detachment and photo-dissociation measurements
[48, 26, 49].

Two detectors placed in corner 3 of CSR are relevant for the measurements pre-
sented in this thesis and are marked in Fig. 2.3. One is the MCP-based COld
Movable PArticle CounTer (COMPACT) detector [50]. It is placed behind the
first 6◦ deflector in corner 3 and can be moved perpendicular to the ion beam. This
enables the detection of charged and neutral reaction products created in Section
(B). Additionally, it can destructively sample ions stored on large orbits inside the
ring, depending on the position of the detector. COMPACT has a darkcount rate
below 0.1 Hz and an efficiency close to unity [50]. The second detector in corner 3 is
the Neutral particle Imaging in Cold Environment (NICE) detector. It is employed
to detect neutral reaction products produced in the preceding straight section [51].
NICE is positioned in the neutral port of corner 3, which is located in the path of
neutral reaction products that are not deflected by the ion optical elements. It has
imaging capability not available for COMPACT. At about 50 Hz this detector’s dark
count rate is much higher though.

Section (C) does not facilitate any experimental set-up and is instead home to
the CSR’s beam monitoring tools [42], while Section (D) features a newly installed
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cryogenic reaction microscope [52], which however was not yet implemented when
the data presented in this thesis was taken.
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3 Mass measurements and beam
purification at the CSR

The primary research focus of the CSR is the detailed study of reaction processes
of astrophysical relevance involving molecular ions. Here, it is desirable to perform
measurements with only one species stored in the ring at a time. Otherwise, the
assignment of the measured rates to a specific molecule are often difficult to impos-
sible. However, commonly used ion sources produce a variety of different molecules
simultaneously and the selection of only a single specie of interest prior to the in-
jection into the CSR is not always possible. This problem can be addressed in a
two-step process. First, the molecular composition of the stored beam inside the
ring has to be determined. Afterwards, undesirable species (contaminations) have
to be removed from the beam.

At the CSR facility, the ions are produced at one of the high-voltage ion source
platforms and accelerated to the desired kinetic energy when leaving the platforms’
potentials (see Sec. 2.2.1). Bending magnets in the injection beamline act as a mass-
to-charge separator for the produced ions. Their resolving power (∆m/m ≈ 130 at
200 keV) enables the separation of species with different integer masses. However,
they are not sufficient to filter out all possible contaminants inside the ion beam.
The most critical of those are molecular isobars. These are species, which have
the same total number of nucleons, but different atomic compositions, for example
12C16

4 O− and 16O−
4 (m ≈ 64 u). They typically have a relative mass difference in the

range of 10−4 −10−5. All ions which pass the bending magnets and are injected into
the CSR will be stored in the device. This is due to the electrostatic nature of the
ring’s optical elements.

In principle, the slightly different masses of the stored species would enable their
separation with Time-of-Flight (ToF) methods. These rely on the difference in prop-
agation time of ions with the same kinetic energy but slightly different masses and
hence velocities. However, processes during ion production (location of ionization
in the source potential, charge distribution inside the source,...) result in a kinetic
energy spread of the ions. In order to ensure a large ion number inside the CSR,
both the injection beamline and the ring itself were optimized to have a large mo-
mentum acceptance of several 10−3 [20]. Therefore, ion beams stored inside the
ring typically exhibit a kinetic energy spread up to a range of a few 10−3. In the
case of large mass differences (∆m/m ≳ 0.01), the difference in revolution frequency
can be sufficient for the species to separate inside the ring despite the momentum
spread. However, for contaminants with small mass differences and therefore small
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revolution time differences compared to the kinetic energy spread, the separation in
normal (non-isochronous) operation is difficult to impossible. Here, the only option
for identification in non-isochronous operation is typically specific features in reac-
tion rates (photo-dissociation, electron recombination), which have to be previously
known.

The isochronous operation of the CSR, presented in this chapter, was motivated
by the need for an in-ring method to resolve all ion species in the stored beam.
The procedure must have a mass resolution sufficient to separate molecular isobars.
These have a relative mass difference ∆m/m of typically 10−4 or less. Furthermore,
the sensitivity of the method has to be sufficient to detect contaminants which
make up only very small fractions of the beam. The sensitivity required varies for
different reaction processes of interest, therefore it is not possible to put a hard lower
limit here. However, identification of beam fractions below 10−4 can be seen as a
appropriate goal. After the identification of contaminants in the CSR, the removal
of these species from the stored beam is the final step towards contaminant-free
measurements in the ring.

The rest of this chapter is structured as follows. First, a short introduction into
isochronous mass measurements is given in Sec. 3.1. Here, a primary focus is placed
on electrostatic storage rings before other types of devices are shortly discussed in
Sec. 3.1.1. Afterwards, the set-up of the CSR in the isochronous mode is summarized
in Sec. 3.2. The two methods employed for mass measurements, using the revolution
frequency or the revolution time of the ions in the ring, are presented in Sec. 3.3.
First attempts to clean the beam of contaminants during storage in the ring are
described in detail in Sec. 3.4. At the end, a discussion and outlook are given in
Sec. 3.5.

3.1 Introduction to isochronous mass measurements
The mass of a particle is a fundamental property. If measured with sufficient ac-
curacy, it can not only identify the particle unambiguously, but also act as a test
for theory from the standard model to new physics [30]. Penning-trap experiments
currently offer the highest precision mass measurements of charged particles, where
recently a relative mass uncertainty of 4 × 10−12 could be reached [53]. However,
these set-ups have their limitations. In cases where very short-lived species are under
investigation or the mass distribution of a large number of ions has to be determined,
isochronously operated storage rings and electrostatic ion beam traps (EIBT) are
typically employed [30, 54, 55, 56]. Latter are also referred to as Multi-Reflection
Time-of-Flight (MR-ToF) devices when used for mass measurements. Their func-
tionality will be explained below.

In storage ring or EIBT experiments, the masses of ions are determined by measur-
ing the periodic motion of the particles inside the devices. Here, either the revolution
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Figure 3.1: Schematic drawing of Time-of-Flight set-ups: (a) Single Pass experi-
ment, (b) Multiple-Pass (MR-ToF), (c) Storage Ring

frequency or its inverse, the revolution time, can be considered. For the latter case,
the Time-of-Flight (ToF) method is used. A schematic drawing of the simplest form
of a ToF experiment is shown in Fig. 3.1(a). Different species are accelerated by the
same electrostatic potential. An ion pulse is created, for example using a chopper, if
a continuous beam comes out of the source. The ion of interest with mass m can be
"weighted" against a reference with a known mass m0 by measuring the time both
ions take to travel a fixed distance l,

m

m0
=
(
T

T0

)2
. (3.1)

Here, T and T0 are the flight times of the ion of interest and the reference, respec-
tively. For the sake of simplicity non-relativistic kinetic energies are considered,
which are available in the CSR. In an experiment the arrival times on the detector
can only be measured to a certain precision. In order to enhance the mass reso-
lution it is therefore advantageous to increase the propagation length of the ions.
This can be achieved by sending the particles along the same path many times.
Fig. 3.1(b) shows a simplified drawing of a possible multi-pass set-up, in this case a
Multi-Reflection Time-of-Flight (MR-ToF) device [57, 56]. Here, the ions oscillate
between electrostatic mirrors. Particle detection can be carried out by a detector
placed behind one of the electrostatic mirrors. It collects either neutral fragments
produced in the trap, which were flying towards the detector during neutralization.
Or it can be used to measure ions trapped in the device directly. To this end, the
voltages of the mirror in front of the detector are lowered after a chosen number of
revolutions and the ions are are dumped for detection. Another option to recycle
the same path of the ions many times is a storage ring. A schematic drawing of
which is shown in Fig. 3.1(c). The concept of these devices has already been intro-
duced in Chapter 2. The rest of this section will introduce the principle of mass
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measurements based on electrostatic storage rings with non-relativistic energies. A
comparison to isochronous mass measurements in MR-ToF devices and magnetic
storage rings is given in Sec. 3.1.1.

The relation in Eq. (3.1) is valid in the ideal scenario, where the kinetic energy
spread is zero (∆E = 0) and the trajectory of the different species is identical. In
electrostatic devices, which are the focus of this thesis, the path of the ions are mass-
independent and therefore species independent trajectories are assumed below. A
short discussion of this effect in magnetic storage rings, where the paths of the ions
are mass-dependent, is given in Sec. 3.1.1. Independent of the fields employed for
storage (electrostatic or magnetic), the kinetic energy spread of the ions can only
be fixed within a certain precision ∆E in an experimental set-up. In the case of
identical trajectories the energy uncertainty propagates to the mass determination
for a particle of interest according to

∆m = ∆E
E

m. (3.2)

Two different approaches can be employed to reduce this uncertainty of the measured
mass. Either, the energy spread of the particles can be minimized, or the path of
the particles can be varied to compensate for the energy difference. In storage
ring experiments, both approaches have been explored. Electron cooling can be
employed [44] to reduce the energy spread within the same species. However, it
results in different kinetic energies for ions with different masses. This line of action
will not be discussed here any further. The other approach of varying the trajectories
of ions with different kinetic energies in order to compensate for the energy spread
is explained below.

As outlined in Sec. 2.1.3, the particles’ revolution time inside the storage ring be-
comes independent of their momentum when η = 0. This condition can be achieved
by the right settings of the quadrupole elements inside the device, which focus the
particles dependent on their kinetic energy. In the field free regions of the ring,
the ions’ velocity is dependent on the particles’ kinetic energy alone. The result-
ing difference in propagation time can be compensated in the deflector regions of
the device. A schematic drawing of this principle in an electrostatic deflector as-
suming the storage of anions is shown in Fig. 3.2. The energy dependent orbits
of the ions inside the deflector influence the particles’ flight time in this region
of the ring in two different ways. On the one hand, the trajectory length of the
particles increases with increasing kinetic energy. Additionally, apart from the syn-
chronous particle with ∆E/E = 0 all ions fly on trajectories which are displaced
from the center of the deflector. Consequentially, particles with larger/smaller ki-
netic energy are decelerated/accelerated upon entering the fringe field and pass the
detector with a smaller/larger velocity then the synchronous particle. They are
accelerated/decelerated to their original velocities upon exiting the field. Both ef-
fects cause particles with larger/smaller kinetic energy to spend more/less time in
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Figure 3.2: Schematic drawing of the trajectories of anions with different kinetic en-
ergies through a cylindrical deflector during isochronous operation. The
synchronous particle flies through the center of the deflector. Particles
with non-zero energy deviations propagate on displaced paths, experi-
encing an acceleration or deceleration force in the fringe fields of the
deflector. As a result, ions with larger/smaller kinetic energy than the
synchronous particle have a smaller/larger velocity inside the deflector.
Additionally, the different trajectories are also longer/shorter for ions
with ∆E > 0/∆E < 0. The figure is modified from [34].

the deflector then the synchronous particle. In the isochronous condition, this time
difference exactly compensates the one gained in the field-free regions of the ring,
which also include betatron oscillations, which will not be discussed here.

The mathematical derivation for the ions’ revolution time T and frequency f in
an electrostatic storage ring is given in [34] and will not be repeated here. The
exact relation between the revolution times/frequencies of a reference of mass m0
and charge Q0 compared to a particle with m and Q during isochronous operation
is given by

f0

f
= T

T0
=

√√√√ m/Q

m0/Q0
. (3.3)

3.1.1 Comparison of isochronous operation in different devices
Isochronous mass measurements (IMS) are also carried out in magnetic storage rings
and MR-ToFs. The underlying principle is the same as in the case of electrostatic
storage rings, which is the focus of Sec. 3.1. Optical elements are used to achieve the
isochronous conditions in which the revolution time of the ions inside the device be-
comes independent of their kinetic energy. The main differences to the performance
in electrostatic storage rings are outlined below.
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IMS was first carried out in magnetic storage rings. The main focus here are
radio-nuclei with short lifetimes [30, 54, 55, 58]. The practical implementation of
the isochronous mode in magnetic storage rings compared to their electrostatic coun-
terparts is very similar. In both cases, the focusing elements, in this case quadrupole
(and optionally also higher-order) magnets are used to define the particles’ orbits.
However, the two field types, electrostatic and magnetic, result in some differences.
In contrast to electrostatic devices, the measurements at magnetic storage rings are
predominantly carried out at relativistic energies. This is advantageous for the short
lifetimes of the species of interest. Due to the field limitations of optical elements,
these velocities cannot be reached in electrostatic devices. Another difference is the
acceleration and deceleration effect of the ions in the fringes of the electronic deflec-
tors (see Fig. 3.2). This effect is not present for magnetic storage rings. As a result,
larger orbit changes are necessary to compensate for the velocity differences. This
can also be seen in the relation between the momentum compaction factor αp with
respect to the slip factor η, which is given for electrostatic storage rings in Eq. (2.9).
For magnetic devices, the factor of 1/2 is omitted. Consequentially, the need arises
for larger values in the dispersion function compared to electrostatic rings. Addi-
tionally, while electrostatic fields deflect dependent on the kinetic-energy-to-charge
ratio, an additional momentum (and thus mass) dependence enters for magnetic
deflection. As a result, the ions’ trajectories are not only kinetic energy but also
mass and therefore species dependent. The length of a closed orbit of a particle with
mass m, charge q, and velocity v is dependent on the magnetic rigidity (Bρ)

Bρ = γmv/q, (3.4)

where γ is the relativistic Lorentz factor [58]. All magnetic storage rings have a
maximum rigidity above which storage is no longer possible. This results in an
upper mass limit for a given kinetic energy of the ions not present for electrostatic
devices. Additionally, for the simultaneous measurement of multiple species at any
setting a magnetic rigidity acceptance range applies, e.g., for the ESR at GSI in
isochronous operation this is about δ(Bρ)/(Bρ) = 2 × 10−3 [58]. Consequentially,
only species with similar mass-to-charge-ratios can be investigated at the same time.
Furthermore, precise mass measurements typically require the storage of multiple
references with known masses simultaneous to the ion species of interest. This is due
to the higher-order corrections of the revolution frequency caused by the magnetic
rigidity dependent orbit length differences [58]. This is not the case for IMS in
electrostatic storage rings, where the orbits are mass independent. Here, the simple
relation given by Eq. (3.3) is exact in the isochronous condition and the simultaneous
storage of a reference species is not required.

Isochronous operation is also available in MR-ToF devices, where the ions oscillate
between electrostatic mirrors (see Fig. 3.1(b)). The isochronous condition can here
be reached by manipulating the penetration depth of the particles inside the mirrors,
such that the oscillation frequency again becomes independent of the kinetic energy
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of the particles. In practice, the injection path length as well as the distance to
the detector, which is typically outside the trap, has to be taken into account.
Therefore, in the device itself, the isochronous condition is often not exactly met as
the time focusing is moved to the detection plain [59]. A detailed description of the
implementation of IMS in MR-ToF traps can for example be found in [56]. Due to the
electrostatic nature of the device, the paths are mass independent as is the case for
electrostatic storage rings. Therefore, the calibration difficulties outlined above for
magnetic storage rings do not apply. Additionally, this enables the study of species
with a much higher mass-to-charge ratio then typically available in magnetic storage
ring. As a result, the devices are also used for the study of cluster species [60]. The
kinetic energy in these devices is non-relativistic and typically in the range of a few
to a few tens of keV, compared to the up to 300 keV in the CSR. Furthermore, the
typical ion number that can be stored in the trap simultaneously is in the order of
102 − 103 and hence much lower than in storage rings. The ion-ion interactions also
differ in the MR-ToF devices. This is due to the oscillating motion of the particles
in the trap which results in ion bunches not only overtaking one another but also
passing through each other while travelling in opposite directions.

3.2 Description of the isochronous mode in the CSR
The first isochronous operation of the CSR was successfully tested in 2020. These
measurements were part of this thesis and are described in detail in [34] and are
only shortly summarized below.

Calculations were carried out by Dr. Manfred Grieser to find quadrupole settings
which allowed the isochronous operation of the CSR. It was only possible to find a
configuration with η ≈ 0 when grouping the 16 quadrupole electrodes of the ring
into more than two families. Here, a family describes a set of electrodes where the
same absolute voltage is applied. In the standard mode of CSR, which is described
in [20], only two families are used. The increase in the number of applied voltages
to the quadrupole electrodes reduced the periodicity of the CSR’s optical elements
from four to two, meaning that now the lattice functions of the ring repeat after
half of the circumference. In Fig. 3.3(a), the optical elements of the CSR are shown
and numbers mark the assignment of the quadrupole electrodes to the four families.
Multiple settings were calculated which met the conditions of isochronous operation.
Only the one discussed in [34] was thoroughly investigated and will be shown here.
In Fig. 3.3(b), the dispersion function for this isochronous mode is shown. The
maximum dispersion was kept below 4.5 m. An additional limiting factor is the
smaller vertical beam tube in the electron cooler section of the ring compared to
the other straight sections. Therefore, the vertical beta function in section (B), and
due to the periodicity of 2 in section (D) as well, is smaller than that in sections
(A) and (C) (see Fig. 3.3(b)).
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Figure 3.3: Description of the isochronous mode: (a) Optical elements of the CSR
(see Fig. 2.3) with the assignment of the quadrupole electrodes to the
four families (1-4) (b) Dispersion function Dp plotted versus the co-
moving coordinate s. Here, s = 0 m is the injection point into the CSR.
(c) Working diagram of the CSR, the red dot marks the working point of
the isochronous mode. The green dashed line is the coupling resonance
Qx −Qy = 3. The figure is modified from [34].

Figure 3.3(c) shows the working diagram. The working point (see Sec. 2.1.3)
is marked in red and is situated at (Qx, Qy) = (4.6, 1.56). For the choice of
the working point, the space charge field had to be taken into account. It causes
a defocusing of the ions in both vertical and horizontal direction, which is called
incoherent tune shift. This effect decreases both tunes, Qx and Qy, causing the
working point to shift within the diagram on a line parallel to the coupling resonance
Qx −Qy = 3 marked in green. The working point was therefore chosen in such a way
that a relatively large incoherent tune shift is possible without reaching a resonance.
These are drawn as black lines in the working diagram.

In order to experimentally deduce the slip factor, the momentum compaction
factor αp of the ring (see Sec. 2.1.3) was measured using the method described
in [61]. For the measurement, voltages of all ion optical elements were scaled by a
common factor χscal and the change in revolution frequency was measured with the
Schottky pick-up system (see Sec. 2.2.2) to get the momentum compaction factor

αp = ∆f/f
∆χscal

. (3.5)

The value was measured as αp = 0.502. Using the Eq. (2.9), this gives a slip factor
of η = −0.004. The slightly negative value was chosen to combat the space charge
effects for η = 0. As outlined in Sec. 2.1.3, the isochronous operation causes all
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particles to stay at their respective positions inside the bunch. Therefore, each
ion always experiences the same space charge. The constant, homogeneous energy
change causes the loss of the stored particles. Hence, it is advantageous for the ions
to change their position inside the bunch. At negative slip factors, the particles
start oscillating around the synchronous particle (see Sec. 2.1.3). For very small
deviations from the isochronous conditions (η ≲ 0), the oscillations are slow and
self-bunching is not dominant yet. However, the movement inside the bunch is
sufficient to counterbalance the large energy increase/decrease of the ions, therefore
allowing mass measurements for longer storage times.

3.3 Mass measurements at the CSR
The first isochronous mass measurement at the CSR was carried out using an ion
beam with different anionic carbon-containing molecules of mass ∼ 26 u. Here, it
was necessary to verify the presence of the vinylidene anion CCH−

2 in the stored
beam. The underlying experiment investigated the internal lifetime of this molecule
is discussed elsewhere [62]. The isochronous measurements during this campaign
were part of this thesis and have already been published in [34].

In this section, data from another CSR campaign in the winter of 2023 will be
used to discuss the mass measurement methods. Here, an ECR source was filled
with a mix of nitrogen and hydrogen gasses. For the data discussed below, a bottle
of 15N enriched nitrogen was used (purity: 90 − 95%). The underlying objective
of these mass measurements was to produce 15N2H+ for dissociative recombination
studies. To this end, a cation beam of mass m ≈ 31 u was produced on the large ion
source platform (see Sec. 2.2.1) and the ions accelerated to 150 keV. The chopper
in the injection beamline (see Sec. 2.2) was employed to produce a short ion pulse
of about 1 µs width, which was stored in the CSR. Below, the two approaches to
perform mass measurements at the CSR are discussed.

3.3.1 Frequency measurements
The Schottky pick-up electrode in section (C) of the CSR (see Sec. 2.2.2) was used
to measure the revolution frequency of the ion species stored inside the ring. To
this end, a frequency range was chosen, which includes the 11th harmonic of the
revolution frequencies of the ions inside the CSR (f ≈ 302.75 kHz). The resolution
of the spectrum analyser was set to 10 Hz. The measurement was conducted for the
first 189 ms after injection, no background subtraction was performed.

The spectrum is shown in Fig. 3.4. Four peaks are visible. Vertical lines mark
the maxima of those, defined here as the highest data point of each feature. The
resolution of the spectrum analyzer was set to 10 Hz in the measurement. This cor-
responds to a relative precision of ∼ 3×10−5 of the measured frequencies. Peak "4",
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Figure 3.4: Schottky spectrum for the 11th harmonic of a mass ≈ 31 u beam at
150 keV. Four distinct peaks are visible. Vertical lines are drawn through
the maxima of the peaks. A horizontal line indicates the average back-
ground signal. The measured masses and assignment to ion species is
given in Tab. 3.1.

which corresponds to 15N2H+, was used as a reference and the other masses deter-
mined using Eq. (3.3). The identification of the corresponding species is shown in
Tab. 3.1. For the third peak, two possible species could be found. The literature
value of the 13C containing ion (12C13CD2H+) is closer to the measured mass. How-
ever, the other species, 12C14NH+

5 , is the more likely candidate for this peak, due to
the low natural abundance of 13C (∼ 1% according to [63]). The relative deviations
between the measured mass and both literature values are below the resolution of
the measurement, which is in the 10−5 range. Overall, the relative precision between
measured mass and literature values is in the low 10−5 range or below.

This precision of the measurement can be improved by increasing the resolution
of the spectrum analyser. A value down to 1 Hz is possible for this device, however,
the chosen resolution of 10 Hz is sufficient for the example presented here. Further-
more, the mass resolution can be improved by measuring at higher harmonics of
the revolution frequency. However, this will decrease the intensity of the measured
peaks in the spectrum and therefore the sensitivity for low abundant contaminants.
An attempt to fit Gaussian distributions to the peaks was also undertaken. Here,
the fitted maxima deviated from the highest data points of the peaks by a relative
value in the range of 10−6. This uncertainty is smaller than the resolution of the
data points, which were recorded with 10 Hz steps (relative precision in the 10−5
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3.3 Mass measurements at the CSR

Table 3.1: Assignment of the peaks shown in Fig. 3.4. Theoretical masses were
calculated using the atomic mass values given in [63] and subtracting one
electron mass. For the determination of the experimental masses, peak 4
(15N2H+) was used as a reference. The relative mass differences between
the measured masses and the literature values are given. For peak 3, two
different species have literature values close to the measured mass. A
discussion of their likelihoods is given in the text.

# Peak Species mtheo (u) mex (u) ∆m/mex Irel

1 14N15NH+
2 31.018 284 31.018 629 1.11 × 10−5 0.16

2 12C15NH+
4 31.030 860 31.030 960 3.22 × 10−6 0.19

3 12C14NH+
5 31.041 651 31.041 959 9.92 × 10−6 0.02

(3) (12C13CD2H+) (31.042 190) (31.041 959) (7.44 × 10−6) (0.02)
4 15N2H+ 31.007 494 Ref. - 0.63
5 15N16O+ 30.994 475 - - -

range). During the fitting procedure it became apparent, that the recorded peaks
are not perfectly described by a Gaussian function. Furthermore, the background
signal in the data is not flat (see Fig. 3.4). The small deviation between the fitted
maximum and the highest measured value of each peak is therefore at least in parts
caused by the imperfect description of the measured features by the underlying fit
function. Therefore, a Gaussian fit was not used to identify the peak positions here.

Furthermore, relative intensities Irel of the four peaks visible in Fig. 3.4 are given
in Tab. 3.1. These were calculated by subtracting the average background, indi-
cated with a horizontal grey line in the figure, from the maximum values of the
peak. The obtained value for each mass was then divided by the sum over all cor-
rected intensities. Due to the non-constant background signal in the spectrum and
the asymmetric peak shape, Irel is only a rough estimation. From the measurement
discussed here, a sensitivity for this method can be estimated. The minimal rel-
ative beam fraction required to resolve a contaminant in the frequency spectrum
is roughly 1%. A dashed vertical line with the number "5" indicates the position
of 15N16O+, which could be detected with the Time-of-Flight method discussed in
the next Subsection 3.3.2. The sensitivity of the Schottky was not sufficient to
identify this species in the ring. In order to improve the sensitivity, it is possible
to separately measure the background signal and subtract this from the measured
spectrum, which was not done in the measurement presented here.
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3 Mass measurements and beam purification at the CSR

3.3.2 Time-of-Flight (ToF) measurement

Next to the revolution frequency, the revolution time of the ions inside the device
can also be used to calculate the masses. To this end, the movable single particle
detector COMPACT in corner 3 of the CSR is employed (see Sec. 2.2.3). The device
can be placed at different positions perpendicular to the stored ion beam’s trajec-
tory. To perform the Time-of-Flight (ToF) measurements, two detector positions
are commonly used. One is the neutral position. Here, the detector is placed on the
path of neutral reaction products created in section (B) of the ring. These particles
are continuously created by collisions of the stored ions with residual gas, but can
also be induced, e.g., by photo-detachment or -dissociation via a laser. The second
detector position is the so called "halo position". Here, COMPACT is placed very
closely to the stored ion beam’s trajectory and collects particles with very large
betatron oscillations. These ions form a halo-like structure in the beam profile in
the plane perpendicular to the orbit path.

The two positions come with different advantages and disadvantages. In the
neutral position only reaction products are collected. Therefore, when observing the
residual gas induced events at low pressure inside the CSR (e.g., during cryogenic
operation), the required measurement time can increase to hours in order to reach
the high number of counts required to identify low abundance species. Furthermore,
the abundances of the different species can not be directly inferred by the count
rate on the detector, since it is convoluted with the species specific cross-section of
the underlying reaction process. However, this can also be used as an advantage.
In some cases it is possible to enhance the detection efficiency of specific species by
selective destruction, e.g., via laser-dissociation or -detachment (see [34]). This is
not possible in the halo position, where stored ions are collected directly. Though
in this positions it is easier to estimate the abundances of the different species by
the detector count rate. Furthermore, the number of events is independent of the
residual gas pressure inside the ring. However, the method can only be employed
for beams which have a significant amount of ions in the halo. For low emittance
beams, this detector position cannot be used. In this case, the detector has to be
moved too far into the stored beam to collect particles. As a result, the count rate
on the detector is immediately very high causing saturation effects. Additionally,
the majority of ions are destroyed via detection at very short time scales insufficient
for mass measurements.

The measurement and data analysis for the ToF method is the same regardless of
detector position. When an ion pulse of a specific species passes section (B) of the
CSR, COMPACT can either collect neutral reaction products or ions in the halo of
the stored beam. This causes a periodic increase of the detector countrate, which
can be averaged over many injections to acquire good statistics. In order to read
out this signal, a 2D ToF histogram can be created. The corresponding figure for
the 15N2H+ beamtime with COMPACT on neutral position is shown in Fig. 3.5.
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Figure 3.5: ToF histogram for m ≈ 31 u cations with COMPACT at the neutral
position. 15N2H+ was chosen as reference. Lines for four contaminants
visible in the spectrum are indicated. The theoretical masses used to
calculate their slopes are given in Tab. 3.1. A description of how to
generate such a plot is given in the text.

Here, the arrival time T of the counts on the detector with respect to the injection
time modulo the revolution time of the reference ion T0 is plotted on the y-axis.
The storage time is plotted on the x-axis. By displaying the data like this, counts
that correspond to a species that has a revolution time which matches T0 appear
on a horizontal line in the plot. The y-axis position is given by the initial phase
between the start of the data acquisition and the first time the ions pass section (B)
of the ring. In Fig. 3.5, 15N2H+ was chosen as the reference. Counts corresponding
to species with different revolution times than the reference appear on slopes. Their
inclination is proportional to the revolution time difference between the species and
the reference and can be calculated using Eq. (3.3). A negative slope indicates a mass
lighter than the reference. Here, the ions get further in front of the reference with
each revolution. The opposite is the case for positive inclinations, which correspond
to heavier species.

The three heavier contaminants 15N14NH+
2 , 12C15NH+

4 and 12C14NH+
5 , which were

already observed in the frequency spectrum (see Fig. 3.4), are clearly visible in
Fig. 3.5. Coloured lines mark the calculated positions using the literature values
given in Tab. 3.1, which agree well with the measured count rates. An additional
line is barely visible and corresponds to the 15N16O+ cation. Here, the slope has an
opposite inclination, because this species is lighter than the reference. It is difficult
to estimate the relative abundances of the different molecular isobars from the figure.
First of all, the measured count rate is given by a convolution of the abundances
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3 Mass measurements and beam purification at the CSR

with the destruction cross-section of the species. Additionally, the mass lines cross
at different storage times, at which it is impossible to assign the individual counts
to a certain species. Therefore, the ToF measurements have so far been used for
qualitative identification of contaminants.

A slight bend of the reference signal downwards is visible in the last ∼ 20 ms of
storage time shown in Fig. 3.5. This can be explained by looking at the injection
process. In order to inject an ion bunch, the 6◦ degree deflector in Corner 1 in
front of Section (A) (see Fig. 2.3) is switched off. To ensure storage of the ions, this
deflector has to be put back on voltage before the injected particles reach it again
after one revolution. Therefore, a high-voltage (Behlke) switch is connected to this
electrode. It can restore the deflector to almost all of its intended voltage in less
than 100 ns. At this setting, the ions are already stored in the ring. The deflector
reaches its final voltage (up to ∼ 20 kV at 300 keV beam energy) after ∼ 100 ms. At
this point in time, the slightly stronger deflection causes the ions to fly on smaller
orbits than before, resulting in smaller revolution times. Therefore, the signal bends
downwards in the ToF figure.

3.3.3 Discussion and comparison of the two methods
The two different mass measurement methods employing the Schottky pick-up and
the detector can be viewed as complementary procedures. The high sensitivity
of the ToF method provides the opportunity to detect species that have very low
abundances. In the example of the m ≈ 31 u beamtime, this can be observed for
the 15N16O+ molecular isobar, which is only visible in the ToF plot. Using the
measurement discussed in [34], which has better statistics than the one shown in
Fig. 3.5, a sensitivity of 1 : 4600 could be reached. For the frequency measurement
this value is lower and the detection limit currently estimated at an abundance of
∼ 1%. This observation is also supported by the measurement discussed in Sec. 3.3.1.

Assuming a sufficient abundance of a contaminant in order to be visible for both
mass measurement methods, the frequency approach to determine the mass of the
species is more accurate and also more straight forward than the one using the
revolution time of the ions. The Schottky spectrum enables the determination of
masses via the peak positions, which has a relative accuracy in the low 10−5 to 10−6

region. This value could further be improved by measuring higher harmonics of the
revolution frequency of the ions. This will however reduce the sensitivity to low
abundant contaminants for this method. The determination of measured masses to
the features visible in the ToF spectra is less obvious and was recently the subject
of the Bachelor thesis of Tobias Orlemann [64]. Here, the uncertainty of the masses
extracted from the detector data was estimate to lie in the 10−4 range.

Next to the molecular composition, the relative abundances are also crucial in-
formation for the measurements performed in the CSR. This can entail the number
of ions of one species in relation to the total number of particles in the beam. For
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3.4 First tests to clean the beam of contaminants inside the CSR

sufficiently abundant species, this is best determined with the Schottky pick-up mea-
surement. For contaminants that make up less then ∼ 1% of the beam, the halo
position of the COMPACT detector can be employed to collect ions cross-section
independent and perform a rough abundance estimation. However, sometimes it
is necessary to understand the species relative contribution to the rate of a reac-
tion process. This was for example the case for the CCH−

2 measurement discussed
in [34, 62]. Here, the photo-detachment of the different beam components for a
certain wavelength had to be determined. This can only be accomplished with the
ToF method and the detector at neutral position, while the halo position and the
frequency measurement are not sensitive to reaction processes.

3.4 First tests to clean the beam of contaminants
inside the CSR

With the isochronous operation of CSR, described and characterized in Sec. 3.2 and
3.3, the identification of ion species in the stored beam is now possible even for
contaminants with small abundances or small relative mass deviations. In order
to carry out contaminant-free experiments in future measurements, it is not only
necessary to know the composition of the ion beam, but also to remove unwanted
species. In a first approach, the ion source settings can be adjusted. The beam
composition can then be measured in the CSR with the isochronous mode. However,
it is not always possible to remove all contaminants with this approach, necessitating
in-ring methods to remove species. Two different approaches to clean the stored
beam of contaminants during isochronous operation have been qualitatively tested
during four days in July 2021. Details of this measurement campaign are given in
Sec. 3.4.1. One method uses the rf system of the ring, while for the other a fast
switch was attached to one of the vertical deflectors. They will be presented in
Sec. 3.4.2 and 3.4.3, respectively.

Due to the short beam lifetime in the isochronous mode (see Sec. 3.2), reaction
studies, which typically require lifetimes in the order of hundreds of seconds or
above, are not feasible with these ring settings. Furthermore, a change of mode
from isochronous operation to one of the modes used for reaction studies cannot be
carried out while a beam is stored. On the one hand, the ring has very different
working points in these modes and several resonances have to be crossed when
switching between two of them, which would result in a loss of the stored beam
(see Sec. 2.1.2). On the other hand, the parities of the applied voltages on some of
the quadrupole electrodes are opposite for the isochronous operation compared to
the other modes. Switching the parity of the quadrupole electrodes will also lead
to a loss of the stored beam. Therefore, the isochronous mode can only be used as
a diagnostic tool to identify all species produced by the source. For contaminant-
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3 Mass measurements and beam purification at the CSR

Table 3.2: List of ion species visible in the ToF plots recorded during the beam
cleaning tests. For total nuclei numbers A, where more than one ion is
expected, the species with the higher natural abundance is listed first.
The molecular isobar, its mass as well as the relative mass difference of
the two are also given. Masses are derived using the atomic masses as
well as the electron mass taken from [63].

A (u) Species m1 (u) Isobars m2 (u) ∆m
m1

194 182W12C− 193.948 75 - - -
195 183W12C− 194.95077 182W13C− 194.952 11 6.85e-6
196 184W12C− 195.95148 183W13C− 195.954 13 1.35e-5
197 197Au− 196.967 01 - - -

free measurements, the beam has to be cleaned in non-isochronous operation, where
often the different species can no longer be distinguished. Sec. 3.4.4 will show the
very first attempts to remove contaminants from a beam stored in non-isochronous
operation.

3.4.1 Beam time parameters

For the beam cleaning tests, the tungsten carbin anion WC− was chosen as a sys-
tem and produced in a MISS (see Sec. 2.2.1). Both tungsten and carbon have
multiple stable isotopes, 182W, 183W, 184W, 186W for tungsten and 12C and 13C for
carbon. Consequentially, WC− has multiple isotopologues and two molecular isobars
at masses 195 u and 196 u. They are listed in table 3.2. A kinetic energy of 150 keV
was chosen for the ions, the maximum energy at which the voltage stabilization on
the high-voltage platform could have been used at the time.

At the time of the measurement, the CSR was operated at room-temperature.
Therefore, the residual gas pressure was in the order of 10−11 mbar (compared to
∼ 10−14 mbar at 4 K). This considerably increased the number of events induced by
residual gas collisions compared to cryogenic operation and limited the beam lifetime
inside the device. For the isochronous operation, however, the reduced storage time
was not a problem due to the short beam lifetime caused by space charge effects
(see Sec. 3.2).

An exemplary ToF spectrum of the ion beam composition for the beam cleaning
tests is shown in Fig. 3.6. It was not possible to resolve the molecular isobars in this
measurement, due to the unfavourable combination of small relative mass difference
and low abundance of the second species. However, this does not have an effect on
the beam cleaning tests discussed below.
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Figure 3.6: ToF plot for the beam used for the first in-ring contamination removal
tests. Coloured lines indicate the theoretical positions for different ion
species. The literature values of the masses are given in Tab. 3.2. For
species with 195 and 196 nucleons two molecular isobars of WC− exist.
While the theoretical lines are indicated for all species in the plot, the
isobars cannot be distinguished in the measurement.

3.4.2 rf excitation in the isochronous mode
In a first attempt to remove one ion specie from the stored beam without affecting
the others, the ring’s rf system was used. As already discussed in Sec. 2.2.2, a
sinus shaped signal can be applied to a drift inside the ring. Ions passing the tube
will experience either a gain or loss in kinetic energy, depending on the phase of
the potential’s oscillation. In isochronous operation where η = 0, this change in
momentum will have no influence on the particles’ revolution frequency inside the
device (see Sec. 2.1.3). If a harmonic of one of the species’ revolution frequencies
is applied to the rf system, these ions will reach the drift tube in the same phase
of the oscillation in their next revolution. Consequentially, they will experience the
same force, leading to a linear change in kinetic energy, either increase or decrease
depending on the phase. This process will continue until the particles reach the
energy acceptance of the ring and are lost. If an rf signal is applied that does
not match an ion’s revolution frequency, or harmonics thereof, the particle will
experience a different force each time it passes the drift tube. As a result, the ion’s
kinetic energy will perform a random walk, which will not result in a loss of the
particle on short timescales.

For the test measurement shown in Fig. 3.7, a signal corresponding to the 20th har-
monic of the revolution frequency of the dominant species in the beam (218 624 Hz
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Figure 3.7: Beam cleaning through rf excitation in the isochronous mode: ToF flight
plots (a) without rf excitation, (b) with rf excitation on the 20th har-
monic of the main (horizontal) component; (c) Fraction of counts with
and without rf excitation on the main component. The time windows
where the most abundant contaminant overlaps with the main compo-
nent is cut out of the data.

for m ≈ 195.95 u) was applied to the rf system. The high harmonic was neces-
sary, because the rf amplifier operates in a frequency range around 200 − 300 kHz.
Sub-figures (a) and (b) show the ToF plots without and with the signal applied,
respectively. In the latter, a decrease of the main component signal, marked with
a grey box in the plots, is visible. The fraction of the main component signal with
and without rf applied versus storage time is shown in panel (c) of Fig. 3.7. Here,
the time windows where the dominant contaminant crosses the main component is
not plotted to avoid a distortion of the fraction due to fluctuating relative popula-
tions of the different species. After ∼ 220 ms the main component is excited out
of the ring’s acceptance. The other beam components shown in Fig. 3.7 are not
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Figure 3.8: Beam cleaning by deflector kick during isochronous mode. Panels (a)

and (b) show the deflection of two contaminants (marked in green and
pink) and the main component of the beam, respectively.

significantly affected by the applied rf signal.

3.4.3 Deflector kick in the isochronous mode
Another method to selectively remove species tested in the July 2021 test beamtime
was the so called "deflector kick". For this purpose, a fast switch was connected to
one of the vertical deflectors in corner 3 of the CSR (see Fig. 2.3). With this device,
a short pulse can be applied to the deflector. Ions flying in the optical element
at that time are deflected off their closed orbit and lost. During the isochronous
operation, each ion specie stays together in a pulse on timescales long enough for
the different masses to separate completely in the ring. This enables the selective
deflection of only one or a subgroup of species.
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3 Mass measurements and beam purification at the CSR

In Fig. 3.8 two ToF flight plots are shown for measurements where a single deflec-
tor kick was employed. In both cases, the procedure is carried out at about 60 ms of
storage time. The electronic noise in the signal due to the deflector kick, marking
the beginning and the end of the applied pulse, is visible in the ToF plot. The
location of this noise in the plot cannot be directly used to infer which components
are kicked, since the deflector and the detector are not located exactly at the same
position inside the CSR. As a result, mass lines running in between the noise signals
are not necessary lost. In panel (a) the pulse on the deflector was timed in such a
way that two contaminants were kicked out of the ring’s acceptance. These corre-
spond to m ≈ 194.95 u (green line) and m ≈ 196.97 u (pink line). In panel (b) the
main component (m ≈ 195.95 u, black line) was removed. In both cases, the other
components are undisturbed by the kick. This method is much faster than the one
introduced in Sec. 3.4.2, however it requires the physical separation of the different
ion species in the CSR.

3.4.4 Contaminant removal in non-isochronous operation
In a first step towards cleaning molecular isobar contaminants from the stored beam
in non-isochronous operation, initial tests were performed with the WC− beam. Due
to the positive slip factor of the employed mode, the injected ion pulse disperses much
faster than in the isochronous mode, as can be seen in the ToF plot in Fig. 3.9(a).
Due to the relatively large mass difference of the beam components (∆m ≥ 1 u),
the separation between the different species is still faster than the increase of the
ion pulse width. However, at about 120 ms the different components are mostly
indistinguishable (compare to figures in the sections above).

The aim of this test was to remove all contaminants from the beam such that
only the main component (m ≈ 195.95 u) is stored. In a first step, the rf system
(see Sec. 2.2.2) was employed to only bunch the desired specie. In non-isochronous
operation, the kinetic energy change of the ions induced by the changing potential of
the drift tube leads to a change of the particles’ revolution time. If a harmonic of a
specie’s revolution frequency is applied to the rf system, these ions get trapped inside
a bucket. The number of buckets is given by the harmonic applied. Fig. 3.9(b) shows
the ToF plot for a measurement where the 20th harmonic of the main component’s
revolution frequency was applied to the rf system. Here, the rf system is ramped
up 2 ms after injection and the ion specie of interest is captured in two buckets out
of twenty. This is only possible due to the very narrow injection pulse of ∼ 2 µs
employed here. The contaminants are not trapped by the rf and propagate outside
the buckets in the ring.

After the successful spacial confinement of the desired ion specie by the rf system,
the deflector kick (see Sec. 3.4.3) can be used to remove all other components from
the stored beam. A first attempt to do so using one kick can be in Fig. 3.9(c).
The duration of the pulse on the deflector was chosen in such a way that only the
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Figure 3.9: ToF plots for non-isochronous operation: (a) No beam manipulation
applied, (b)-(d) rf bunching of the main component, (c) additional single
deflector kick to remove all contaminants, (d) 10 consecutive deflector
kicks to remove all contaminants. Grey ellipses in panels (c) and (d)
indicate the noise of the kicks.

two filled buckets were not deflected. When comparing the vertical width of the
ion species of interest in Sub-Fig. 3.9 (b) and (c), it becomes clear that one of the
filled buckets was at least partially deflected as well, reducing the number of desired
ions in the ring. Furthermore, residues of the main contaminant (m ≈ 194.95 u,
green line) are still visible after the deflector kick was performed. In order to tackle
these two issues, the timing of the kick was adjusted with respect to the buckets and
the kick was performed for 10 consecutive revolutions of the species of interest. The
resulting ToF plot is shown in Fig. 3.9(d). The structure of both filled buckets is now
visible again and no significant accumulation of counts on any of the contamination
mass lines can be observed.

The large mass separation of the ion species used for these initial tests is an ideal
scenario for the contaminant removal methods. The closer two beam components
are in mass, the more difficult it becomes to only manipulate one specie while leaving
the other undisturbed. Further tests are still ongoing on the minimum separation in
revolution frequencies of two types of particles before the rf system will trap not only
the ions of interest but also a significant fraction of the contaminant. Additionally,
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preliminary tests have been carried out for a different beam cleaning method using
the electron cooler.

3.5 Discussion and Outlook
This chapter discussed the implementation of the first isochronous mass measure-
ments in the CSR. Coincidentally, these were also the first isochronous mass mea-
surements in any electrostatic storage ring. They were motivated by the need to
reliably identify contaminants, predominantly molecular isobars, in the ion beams
stored inside the CSR. To this end, a relative mass precision of ∼ 10−5 as well as a
sensitivity to relative abundances well below 10−2 are necessary.

The set-up of the CSR in the isochronous condition was shortly summarized based
on the detailed description given in [34]. Afterwards, the two mass measurement
methods were discussed. One uses the Schottky pick-up as well as a spectrum
analyser to record a frequency spectrum of the stored ions. Here, a relative mass
precision of 10−5 and below was reached. However, the sensitivity for low abundant
contaminants is only about 1% of the total beam. The other method employed
the COMPACT detector to record a ToF spectrum. Here, two different detector
positions can be employed, the neutral and the halo position. Their advantages and
disadvantages were discussed. The overall method was found to have a much higher
sensitivity to low abundant species (below 10−3), but the masses of the ions could
be determined less precisely than with the frequency method. Furthermore, the ToF
procedure offers the possibility for reaction rate specific measurements, which is not
possible with the frequency spectrum approach. Therefore, the two measurement
procedures can be seen as complementary methods.

For the merged beam experiments at the CSR it is not always sufficient to only
know the molecular composition of the ion beam. This is especially true in the case
of reaction processes where the rate coefficients of the contaminants are unknown
or the rate of interest is much lower than those of the contaminations. First tests
for beam cleaning methods have been carried in the course of this thesis. For this
purpose both rf-excitation and a fast switch on one of the ring’s deflectors were
employed. The methods were very effective during the isochronous operation of the
CSR. Also first attempts of beam cleaning in non-isochronous operation have been
carried out.

The performance of the isochronous operation of the CSR is still being investigated
beyond this thesis. One focus is the debunching and rebunching effects at slightly
different slip factors around zero and varying numbers of ions in the ring. The
influence of this effect on the precision of the measured masses is not fully understood
so far. Furthermore, an extraction of a stored beam on a detector, for example in
the extraction section of the CSR (see Fig. 2.2 and [28]), is being considered. This
would enable measurements with only tens to hundreds of ions stored inside the
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ring, which is below the detection threshold of the frequency and ToF measurements
discussed in Sec. 3.3. At such densities in the beam, the space charge effects become
negligible and the mass precision can be improved. Additionally, investigations
into more effective beam cleaning techniques during non-isochronous operation are
still ongoing. Due to the large momentum acceptance of the ring, it is not always
possible to separate different species either in space or in the frequency domain
in non-isochronous modes. This makes beam cleaning efforts considerably more
complicated. Different options are currently being explored, which would enable the
manipulation of the ions’ momenta inside the ring. Here, the idea is to use either
the electron cooler or the ring’s rf system to change the ions’ kinetic energy in such
a way, that the contaminants’ momenta reach the acceptance of the ring. Ideally,
this would lead to a significant loss of these species while the ions of interest are still
predominantly stored in the CSR.
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4 Modelling the decay of highly-excited
anionic carbon dimers

Molecular systems offer a multitude of excited states through their different degrees
of freedom. The interplay of electronic, vibrational and rotation excitation can result
in a variety of coupling mechanisms which allow the decay of excited molecules. This
can either happen radiatively via the emittance of photons, through fragmentation,
or by the ejection of electrons. At sufficiently high internal excitation, multiple of
these channels might be available simultaneously and are in competition with each
other. The rates for the different mechanisms then define the decay process of the
system. If the rate of one channel is significantly larger than the ones of the other
processes, the molecule will predominantly decay through this channel. The pop-
ulation of this state is then depleted by this process and decays through the other
channels become negligent. Here, radiative relaxation of high internal excitations
stabilises the system and can result in internal excitation below the thresholds of
the two destructive mechanisms, fragmentation and electron detachment. On the
other hand, these two processes result in the loss of the molecule in its initial config-
uration. The detailed study of these mechanisms becomes increasingly difficult with
increasing complexity of the system, given predominantly by the number of nuclei
and electrons available in the molecule.

The anionic carbon dimer C−
2 is as an excellent model system to investigate a num-

ber of different decay channels. Its simplicity in structure, due to its diatomic nature,
enables the explicit calculation of a wide range of ro-vibronic states with reasonable
computational effort. Additionally, despite the low structural complexity, C−

2 is
known to have multiple bound states with dipole allowed transitions [12]. In fact, it
was the first negative molecule for which bound excited states were discovered [65].
This sets it apart from similar homonuclear anionic dimers, which typically only have
one bound electronic state [2]. This distinction is important for the study of radiative
de-excitation, which is strongly suppressed in the absence of dipole-allowed electronic
transitions due to the lack of a dipole moment in this type of symmetric systems.
Over the last decades, a large number of both experimental and theoretical studies
have been carried out on C−

2 [12, 13, 14, 15, 16, 17, 19, 65, 66, 67, 68, 69, 70, 71, 72],
investigating the different excitation and decay channels of the dimer. Despite their
detailed consideration of the system, open questions remain. Perhaps the most
prominent example of this is the auto-detachment (AD), the spontaneous emission
of the excess electron, of highly-excited anionic carbon dimers on a millisecond
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Figure 4.1: Millisecond auto-decay of C−
2 measured at different storage ring facili-

ties. (a) Neutral product yield measured at the ASTRID storage ring in
Aarhus, Denmark in 1998. The figure is modified from [16]. No y-scale
values were given in the publication. (b) Neutral counts stemming from
auto-decay measured at the RICE storage ring in Wako, Japan in 2020.
The plot is modified from [19]. (c) Neutral product rate stemming from
the auto-decay measured at the CSR in 2015.

timescale.(
C−

2

)∗
→ C2 + e− (AD) (4.1)

In experiments which observed this signal, C−
2 was produced in a sputter source and

injected into a storage ring or an electrostatic trap. A small fraction of the beam
decayed by spontaneous detachment without additional excitation, e.g., by laser. In
Fig. 4.1 the neutral signals for some of these experiments are shown. Here, the de-
cays were measured at different storage rings over the last three decades. Fig. 4.1(a)
shows a measurement from 1998 performed at the ASTRID facility, published in [16].
In sub-figure (b), the data from the RICE storage ring published in 2020 [19] is dis-
played. Both studies observed a strong signal with an approximately exponential
dependence over at least the first ∼ 20 ms of storage. After this time, the measured
signals level off into a horizontal background (see Fig. 4.1(a) and (b)), which is
mostly likely caused by collisions of the stored ions with residual gas particles. Fits
to the data yielded very similar lifetimes for the nearly-exponential component in
the range of 2.5 − 2.9 ms. Additional measurements at other facilities not shown
in Fig. 4.1 furthermore report lifetimes of 3 ms [18] or "a few milliseconds" [17]. As
will be discussed later in this chapter, the description of this AD signal by a single
exponent is a good approximation but does not fully reflect the underlying superpo-
sition of many states with very similar lifetimes causing the signal. Therefore, the
lifetime obtained by fitting only a single component is also dependent on parameters
like the height of the background signal and the time after injection at which the
measurement begins. Hence, the slightly varying lifetimes reported for the different
storage ring facilities are not necessarily indicative for different processes.

Measurements of the destructive auto-decay of C−
2 were furthermore carried out

at the CSR facility. Here, a sputter source was employed as well and the signal of the
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4 Modelling the decay of highly-excited anionic carbon dimers

neutral decay products was recorded. A zoom into the first ∼ 60 ms of this signal
is shown in Fig. 4.1(c). In this time range, the curve displays a nearly exponential
dependency with a lifetime of ∼ 2.7 ms. Due to the low residual gas density in the
CSR (see Sec. 2.2), the signal does not level off into a horizontal background as was
observed at other facilities. Instead, the curve displays a power-law dependency for
storage times ≳ 40 ms, which is not visible in the zoom presented in Fig. 4.1(c) and
will be discussed in Sec. 4.1. Next to the neutral reaction products, the measurement
at the CSR also included a separate data set for the charged fragment (C−) yield
from spontaneous decay of C−

2 . This signal displays the same power-law dependency
as was observed in the neutral curve for storage times ≳ 40 ms. The C− product is
created by auto-fragmentation (AF) of highly excited dimer anions.(

C−
2

)∗
→ C + C− (AF) (4.2)

A neutral carbon atom as well as the charged C− are produced during this process.
As a result, this reaction is also visible on the neutral count rate which includes
the AD signal. AF is found to be much weaker than AD at the first ∼ 40 ms
but dominants at later storage times. The power-law dependency displayed by the
signal has previously been observed for the AF of other anionic homo-nuclear dimer
systems [5]. These previous studies were carried out on homo-nuclear diatomic
molecules without bound electronically excited states (Cu−

2 and Ag−
2 ). In contrast

to C−
2 , radiative relaxation was therefore not available as a competing decay channel.

Furthermore, no signal AD was observed for these two species.
This chapter is structured as follows: First, the auto-decay measurements carried

out at the CSR facility are presented in Sec. 4.1. In the following Secs. 4.2 - 4.5, the
decay channels of ro-vibrational excitations in the different electronic states of C−

2
are investigated in order to identify the origin for the observed AF and AD signals.
To this end, potential curves for the lowest four anionic and lowest two neutral states
of the carbon dimer are presented and discussed in Sec. 4.2. Additionally, the effect
of rotational excitation on the potentials is investigated in this section.

Due to the large number of electronic states, radiative decay is possible in almost
all ro-vibronic excitations of the dimer. As a result, this channel acts as a competing,
stabilising process to the destructive auto-decay channels. For the system at hand,
both the dipole-allowed transitions between the three bound doublet states of the
system, as well as dipole-forbidden transitions from the fourth electronic state with
quartet symmetry to the doublet ground state are investigated in Sec. 4.3. Previous
studies discussed in Sec. 4.3.1 have found that levels in the second excited state of the
anion, B2Σ+

u , exhibit lifetimes of tens of nanoseconds and below for the radiative
decay (see Sec. 4.3.1). As a result, the levels are not populated long enough to
contribute to the signals measured in the experiment. Due to the path from the ion
source to the detector, only states with lifetimes larger than roughly 700 µs could be
recorded here (see Sec. 4.1). Hence, levels in the B2Σ+

u state will not be considered
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4.1 Auto-decay measurements at the CSR

as a possible origin of the measured signals. Therefore, the rate calculation for the
AD and AF channel will be limited to the other three anionic states X2Σ+

g , A2Πu

and C4Σ+
u . For these three electronic states internal excitations up to and beyond

the dissociation threshold of ∼ 8.4 eV are considered.
Calculations of the expected auto-fragmentation rates for ro-vibronic levels above

the dissociation threshold are presented in Sec. 4.4. The different coupling mecha-
nisms leading to auto-detachment available in C−

2 are described and the resulting
rates discussed in Sec. 4.5. Afterwards, the calculated rates of the different decay
channels are combined with a model describing the initial internal population of the
ions in Sec. 4.6. With this, expected rates on the detector for both destructive decay
processes (AF and AD) can be derived and compared to the measured signals. In
the end, the results are discussed in Sec. 4.7.

4.1 Auto-decay measurements at the CSR
For this thesis, the auto-decay measurements carried out in the commissioning cryo-
genic beamtime of the CSR in 2015 will be used to evaluate the agreement with
the calculations performed in this chapter. In contrast to the CSR facility status
described in Chap. 2, the ring did not yet include the electron cooler and extraction
beamline at that time. Then, the residual gas density within the ring was in the
order of 120 particles/cm3 [26]. As a result, the count rate due to collisions with
residual gas particles was so small, that it can be neglected for the study discussed
here. Furthermore, the fraction of photons from the 300 K room-temperature radia-
tion field was about 5×10−3 [26]. The data discussed here was previously considered
in two other theses. One was the PhD thesis of Jürgen Göck [73], which focused
on the AF signal after 100 ms storage time. In this work, only the ground state
of C−

2 was considered to explain the measured signal. The potential of this state
was approximated with a Morse potential and the AF rates calculated with the
LEVEL16 program [74]. Other decay channels and any excited states of the dimer
were neglected. The second work, in which this data is discussed, is my Master
thesis [75]. This included the raw-data analysis, which will not be repeated here.
Furthermore, first approximations on the radiative decay and AF rates of two the
lowest-lying doublet states, X2Σ+

g and A2Πu, were carried out in [75], as discussed
in Sec. 4.3.2 and Sec. 4.4.1, respectively.

For the measurement, a sputter source (MISS) was installed on the large high-
voltage ion source platform (called "Ion source platform 1" in Fig. 2.2). A carbon
target was used to produced highly-excited C−

2 dimers, which were accelerated to
60 keV. A 35 µs pulse was injected into the ring and roughly 4×107 ions were stored in
the CSR. Due to the low residual gas density and negligible photon-field, the dimers
could spontaneously de-excite or undergo auto-detachment or auto-fragmentation
undisturbed by external factors. Reaction products created by the destructive decay
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Figure 4.2: Auto-decay signals recorded at the CSR in 2015 with the COMPACT
detector. (a) Signal sc of the charged C− fragment, averaged over 742
injections. (b) Signal sn of the neutral fragments C and C2, averaged over
474 injections. The charged fragment signal, scaled by 0.75, is drawn in
black dots.

channels, AD and AF, produced in the straight section (B) which would later host
the electron cooler (see Fig. 2.3), were detected by the COMPACT detector (see
Sec. 2.2.3). Due to its location behind the first 6◦ deflector, the detector could be
placed to record fragments with two different mass-to-charge ratios. One was at a
position corresponding to the same charge but half the mass of the mother beam.
Here, the charged carbon atom C− produced during AF could be collected. At the
other position, neutral fragments were recorded. These can either correspond to
atomic carbon, produced during AF, or C2, produced during AD. Consequentially,
the signal rate recorded on the neutral position is the sum of both decay channels,
while only the AF is visible for the charged fragment position.

Fig. 4.2 shows the signals recorded for the two detector positions. Since COM-
PACT could only be placed at one position at a time, the two curves were recorded
in separate measurements on two consecutive days. Fig. 4.2(a) shows the signal sc

for the charged C− fragment averaged over 742 injections. It displays a power-law
behaviour, visible by the linear slope in the log-log plot. In Fig. 4.2(b), the neutral
signal sn on the detector is displayed in blue. Here, 474 injections were measured. In
order to compare the two signals, the charged fragment curve is additionally plotted
in this sub-figure with black dots. The signal is scaled by a factor of 0.75, such
that the two curves overlap for storage times ≳ 30 ms. The apparent discrepancy
between the amplitudes of the two signals is not surprising. The current output of
ion sputter sources fluctuates during operation due to changing parameters like the
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4.1 Auto-decay measurements at the CSR

amount of caesium present in the source. Since the measurements were performed
on two separate days, the number of ions within an injection pulse of the same
duration is not constant.

Both data sets shown in Fig. 4.2 display a gap at roughly 50 ms. This is due
to the data acquisition system, which employed two memory banks to record the
data. Here, one such memory bank acquired the counts, while simultaneously the
data previously recorded on the other was written away into a data file. The al-
ternation between the two banks happened every ∼ 25 ms. In the beginning of the
measurement, the count rate was so high, that the read-out time for the first bank
exceeded 25 ms. As a result, the acquisition was shortly interrupted to process the
data. The effect of this interruption on the measured rate and its uncertainty is
analysed in [75].

A second measurement of the auto-decay of C−
2 was carried out in 2017. Before

this beamtime, the CSR underwent two major upgrades. These were the imple-
mentation of the ring’s electron cooler and extraction beamline (see Fig. 2.2). Both
newly installed experimental stations include parts which are operated at room-
temperature. As a result, the fraction of 300 K radiation of the photon-field inside
the CSR increased between the two campaigns, which resulted in a higher residual
gas density. Consequentially, the background rate due to residual gas collisions of
the measurements performed in 2017 is almost two orders of magnitude higher than
the previous measurements from 2015 [75]. Nevertheless, apart from the higher
background signal in the later beamtime, the two data sets are compatible and dis-
play the same AD and AF curves [75]. However, due to the lower background signal
in the early measurement, only the 2015 data set will be used in the following.

By integrating over the average number of events collected at the two detector
positions, the fraction of the beam decaying through either AD or AF can be ap-
proximated. To this end, the detection efficiency of the produced fragments inside
the ring has to be taken into account. The CSR has a circumference of ∼ 35 m,
however, only products created in the ∼ 4.5 m linear section in front of the detector
can be collected by COMPACT (see Sec. 2.2.3). Additionally, the detector has a
finite horizontal and vertical width, which is smaller than the expansion of the ion
beam, resulting in a geometric detection efficiency of ∼ 0.3. Furthermore, the elec-
tronic detection efficiency of ∼ 0.5 [76] has to be taken into account. This yields a
value of

ϵdet ≈ 4.5/35 × 0.5 × 0.3 = 0.02 (4.3)

for the overall detection efficiency. The average number of counts per injection
for the two detector positions for the storage time window 0.8 ms ≥ t ≥ 1 s are
Nc = 29 and Nn = 1567 for the charged and neutral signal, respectively. These can
be employed together with the initial number of ions N0 ≈ 4 × 107 and ϵdet from
Eq. (4.3) to calculate the fraction of ions contributing to the two decay channels AF
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4 Modelling the decay of highly-excited anionic carbon dimers

and AD

Pf = Nc

N0 ϵdet
≈ 3.6 × 10−5,

Pd = Nd

N0 ϵdet
≈ 1.9 × 10−3.

(4.4)

The ions contributing to the AD signal were estimated by Nd = Nn − 0.75 ×Nf .
As visible in Fig. 4.2, the AF signal is weaker by almost two orders of magnitude
compared to the AD signal. Overall, about 2 per mill and therefore only a small
fraction of the stored ions contribute to either of the auto-decay signals.

4.2 Electronic potentials and ro-vibronic states
This section is structured as follows. First, a brief introduction of the nomenclature
of electronic states of homo-nuclear dimers is given in Sec. 4.2.1. Afterwards, the ab
initio potential curves for electronic states in the neutral C2 as well as the anionic
C−

2 calculated by Ass. Prof. Dr. Milan Ončák, Innsbruck University, are discussed
in Sec. 4.2.2. In the end, the influence of rotational excitation on the potentials are
investigated in Sec. 4.2.3.

4.2.1 Notation of electronic states in homo-nuclear dimers
In contrast to atomic systems, the spherical symmetry is broken in (di-atomic)
molecules. As a result, many atomic quantum numbers are no longer "good quan-
tum numbers". However, the projection of the various angular momenta onto the
internuclear axis can often be used to describe the system. The nomenclature of
electronic states used in this thesis follows the one employed by Bernath [77]. The
different relevant quantum numbers and symmetries are shortly listed below.

Spin The vector Ŝ describes the spin angular momentum of the electronic state.
The magnitude of Ŝ is given by the scalar S = |Ŝ| and is the spin quantum
number. The projection of Ŝ on the internuclear axis is given by the scalar Σ,
which comes in values of Σ = −S,−S − 1, ..., S.

Electronic orbitals The sum of the angular momenta of the electronic orbitals is
given by L̂. However, since the dimer does not have a spherical symmetry, L̂ is
no longer a conserved quantity and therefore not a good quantum number to
describe the system. The projection of L̂ onto the internuclear axis, Λ, is used
to describe the orbital angular momentum of an electronic state. States with
|Λ| > 0 are orbital degenerate with Λ = ±|Λ|. In contrast to atomic systems,
Greek letters are used to describe the different values of Λ, with |Λ| = 0, 1, ...
corresponding to a Σ, Π, .... state, respectively.
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4.2 Electronic potentials and ro-vibronic states

Vibration The vibrational excitation of the system is described by the quantum
number v.

Nuclear rotation The nuclear rotation is given by R̂. Since this vector describes
the rotation of the two nuclei, it is perpendicular to the internuclear axis.
Hence, a value describing the projection of R̂ onto the internuclear axis does
not make sense.

Angular momentum excluding spin The angular momentum excluding spin is
given by N̂ = R̂ + L̂. The corresponding scalar N can have values of
N = Λ,Λ + 1, ....

Total angular momentum The total angular momentum including spin, described
by Ĵ = R̂+ L̂+ Ŝ, is a conserved quantity. Its projection onto the internuclear
axis is given by Ω. Depending on the orientations of L̂ and Ŝ, it can have
values of Ω = (−S − Λ) , (−S − Λ + 1) , ..., (S + Λ). The scalar value of Ĵ is
given by J. Depending on the relative orientation between N̂ and Ŝ, it can
have values of J = (N − S) , (N − S + 1) , ..., (N + S). Therefore, for non-
singlet (S > 0) levels (N̂ , Ŝ), 2S + 1 fine-structure sublevels with different J
values exist.

Total parity The total parity describes the symmetry under the inversion of the
coordinates of all electrons and nuclei. The reference point for the inversion
is the center of mass, which is the middle of the internuclear separation for
homo-nuclear dimers. The effect of this inversion operation on the part of the
wavefunction describing the electronic orbital is equivalent to inverting the
coordinates of the electrons with respect to the molecular plane [77]. For Σ
states this application of the inversion operator E∗ only yields a single result
with

E∗ |Σ±⟩ = ± |Σ±⟩ , (4.5)

where a subscript of ± gives the corresponding parity with respect to this
inversion. For orbitals Λ > 0, a degenerate pair with ± parity exists.

Gerade/ungerade parity The parity of only the electronic orbitals of a given state
is denoted by g (symmetric) or u (antisymmetric).

Rotation(less) parity The total parity of the system is given by the product of its
partial parities. The factor due to rotational excitation is given by (−1)J .
Consequentially, the total parity of the system alternates for changing J . In
order to describe the parity of a state excluding rotational excitations, the
labels e and f are used. Here, e/f corresponds to a positive/negative parity
for the rotationless states.
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4 Modelling the decay of highly-excited anionic carbon dimers

Many parameters of the system can be directly read from the name of the occupied
electronic state, which is typically given as 2S+1Λ(+/−)

g/u for homo-nuclear di-atomic
molecules. As explained above, the "±" superscript only applies for Σ states here.
Additionally, a letter in the beginning of the name of each electronic state indicates
its energetic order with respect to the other states. Here, the ground state is labelled
as "X", while excited states are labelled with "A, B, C, ...".

4.2.2 Ab initio potentials of the neutral and anionic carbon
dimer

Ass. Prof. Dr. Milan Ončák from Innsbruck University carried out the ab initio
calculations required to calculate the rates of the different decay channels available in
the system. In this section, the potential curves will be presented. Further results
from these calculations on the electronic transition moment between the anionic
X2Σ+

g and A2Πu states as well as the mixing between the anionic C4Σ+
u and A2Πu

states will be discussed in Sec. 4.3. All calculations were carried out using the
state-averaged multi-configuration self-consistent field (MCSCF) approach and the
multi-reference configuration interaction (MRCI) method of the molpro package
[80]. Here, an active space of 8 and 9 electrons in 8 orbitals was used for C2 and
C−

2 , respectively. The basis set was chosen as the augmented correlation-consistent
basis of quadruple-zeta quality, aug-cc-pVQZ [81].

Fig. 4.3 shows the potential curves for the four lowest-lying states of the anionic
dimer, X2Σ+

g , A2Πu, B2Σ+
u and C4Σ+

u , as well as the two lowest states of the neutral
system, X1Σ+

g , A3Πu. All potential curves are plotted for no rotational excitation.
After the ab initio calculations using the molpro package were obtained, it was
apparent that part of the third excited anionic state C4Σ+

u lies above the lowest
neutral curve into which detachment from this states is allowed (A3Πu). Due to
the singlet nature of the neutral ground state (X1Σ+

g ), it is not available for the
detachment from the quartet state (see Sec. 4.5.3). Consequentially, the C4Σ+

u

potential curve is resonant with respect to detachment for internuclear distances
R ≲ 1.61 Å. The calculations carried out with molpro are best suited for bound
states, while R-matrix calculations [82] generate better results for resonances. Past
studies employing R-matrix methods on a multitude of resonant states of C−

2 have
been carried out and published [78, 79]. Results on the C4Σ+

u state discussed in these
publications were used to modify the resonant part of the potential curve here.

The inset of Fig. 4.3 shows the results published by Halmová et al. in red squares
as well as the ab initio (molpro) curve in a grey solid line. A parametrization
was carried out to obtain a modified, smooth curve. To this end, for internuclear
distances below the crossing point with the neutral A3Πu state at R ≈ 1.61 Å the
R-matrix results were considered. For R ≳ 1.61 Å the molpro calculations were
employed. The modified potential obtained by using both these data sets is then
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Figure 4.3: Potential curves of the four lowest-lying electronic states of the anionic
carbon dimer, X2Σ+

g , A2Πu, B2Σ+
u and C4Σ+

u (blue), as well as the lowest
two electronic states of the neutral carbon dimer, X1Σ+

g , A3Πu (black).
Inset: Parametrization of the C4Σ+

u potential. The ab initio results
employing the molpro package are drawn in a solid grey line. The
red squares are from R-matrix calculations carried out by Halmová et
al. [78, 79]. A horizontal grey line marks the transition between the
resonant and bound part of the potential. The dashed blue line gives
the parametrized curve using both data sets. The modified potential
curves used to estimate the uncertainty of the auto-detachment rate
calculations are drawn in black. The potential derived by shifting the ab
initio (molpro) curve up/down by 170 meV while leaving the R-matrix
values unchanged is drawn in a dotted/dashed-dotted line. The ab initio
(molpro) calculations were carried out by Ass. Prof. Dr. Milan Ončák,
Innsbruck University.

shown in a dashed blue line, which is also the one plotted in the overview of potential
curves given in Fig. 4.3. The calculations described in Sec. 4.5.3 concerning the auto-
detachment from this state were strongly dependent on the shape of the anionic
quartet curve with respect to the neutral triplet potential. In order to estimate this
dependence, the rates were calculated for two modified potential curves of the C4Σ+

u

state as well. To this end, the ab initio (molpro) curve was shifted up and down
by 170 meV, a value which reflects the typical uncertainty of these type of ab initio
calculations. Afterwards, the parametrization using the unchanged R-matrix values
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4 Modelling the decay of highly-excited anionic carbon dimers

Table 4.1: Comparison between electronic state parameters of the neutral/charged
carbon dimer without rotational excitation used in this work and pre-
vious experimental and theoretical studies. T is the temperature with
respect to the ground state, R0 is the equilibrium bond length, ωe the
harmonic vibrational wavenumber, ωexe the unharmonicity of ωe and D0
the dissociation limit.

T (cm−1) R0 (Å) ωe (cm−1) ωexe (cm−1) D0 (eV)
Anionic dimerX2Σ+

g
This work 0 1.274 1770 12.4 8.41
Exp. [66] 0 1.2684 1781.202(20) 11.6716(48) -
Exp. [2] 0 1.2682 1781.04 11.58 8.48
Cal. [12] 0 1.276 1780 12 -
Cal. [67] 0 1.267 1799 - 8.42
Cal. [69] 0 1.2685 1787.40 11.56 7.65
Cal. [15] 0 1.2689 1781.56748 11.5247 -
A2Πu
This work 4128 1.313 1657 11.2 7.90
Exp. [66] 4064(91) 1.313 1656(10) 10.80(26) -
Cal. [12] 3512 1.318 1646 11 -
Cal. [67] 4463 1.307 1694 - 7.87
Cal. [69] 4050.6 1.3066 1679.04 11.61 7.38
Cal. [15] 4004.91162 1.3075 1668.72707 10.79763 -
B2Σ+

u
This work 19529 1.230 1964 20.0 5.99
Exp. [66] 18390.723(35) 1.2234 1959.542(84) 15.100(57) -
Exp. [2] 18390.88 1.2233 1968.73 14.43 -
Cal. [12] 18941 1.231 1983 16 -
Cal. [67] 19783 1.222 2013 - 5.97
Cal. [69] 18763.9 1.2234 1964.72 10.28 6.14
Cal. [15] 18981.3074 1.2238 1976.17619 14.75376 -
C4Σ+

u
This work 33430 1.480 1092 10.9 4.27
Cal. [15] 33226.969 1.4641 1128.97168 11.26472 -

Neutral dimerX1Σ+
g

This work 0 1.247 1845 14.8 6.12
Exp. [2, 67] 0 1.2425 1854.71 13.34 6.32
Cal. [67] 0 1.242 1864 - 6.29
A3Πu
This work 645 1.318 1640 14.3 6.04
Exp. [2, 67] 716 1.3119 1641.35 11.67 6.23
Cal. [67] 885 1.311 1653 - 6.18
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4.2 Electronic potentials and ro-vibronic states

Table 4.2: Comparison between the electron affinity derived in this work and previ-
ous theoretical and experimental studies. Values are given in eV.

This work Exp. [70] Exp. [83] Cal. [67] Cal. [84]
3.042 3.46+0.15

−0.10 3.268(7) 3.17 3.264(43)

was carried out again. Here, care was taken that the resulting curves are smooth
and do not display a step at the transition between the two data sets at R ≈ 1.61 Å.
The potentials for the shift up and down are shown in a dotted and dashed-dotted
line in the inset of Fig. 4.3, respectively.

The spectroscopic parameters of the potential curves shown in Figure 4.3 are listed
in Tab. 4.1. In order to approximate the vibrational frequencies ωe and their un-
harmonicities ωexe, the first 10 vibrational levels of each electronic state were used.
The vibrational levels were identified using the Numerov method [85]. Some of the
spectroscopic values deviate notably from previously published data. The largest
deviations can be found for the second excited anionic state B2Σ+

u . However, as
will be discussed in the following sections, levels originating from this state do not
contribute to the measured signal investigated here due to insufficient lifetimes. A
comparison between the electron affinity (EA) derived here and in previous works
is given in Tab. 4.2. The value obtained here is lower than the experimental re-
sults given in [83] by about 226 meV. For the auto-detachment rates calculated in
Sec. 4.5 the neutral curves are shifted upwards at all internuclear distances to match
the experimental value of the EA. Otherwise, no corrections were carried out on the
potential curves to improve the agreement with previous studies. This was done to
maintain consistency for the calculations carried out in the following Sec. 4.3 - 4.5.
These use the ab initio results to estimate the potential curves at high rotational ex-
citation, where large equilibrium distances R become important. The spectroscopic
parameters given in previous publications and listed in Tab. 4.1 only provide an
accurate description of the potential shape around the equilibrium distance and are
not suited to estimate the curves at large R. Additionally, the unedited potentials
are more consistent with respect to the coupling functions used in Sec. 4.3, which
were obtained in course of the same ab initio calculations.

4.2.3 Rotationally excited potential curves
The approach outlined by Fedor et al. [5] is employed to add rotational excitation
to the model and obtain potentials VN(R), which include rotations. To this end, a
centrifugal energy term EN(R) is added to the ab initio curves V0(R):

VN(R) = V0(R) + EN(R) = V0(R) + ℏ2

2µR2

[
N(N + 1) − Λ2

]
. (4.6)
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4 Modelling the decay of highly-excited anionic carbon dimers

Here, ℏ is the reduced Planck constant and µ the reduced mass of the molecule,
in this case µ(12C2) = 6 u. Λ is the z-component of the angular momentum of the
electronic orbital of a given state and N is the total angular momentum excluding
spin (see Sec. 4.2.1). For the carbon dimer made up for two 12C atoms, as is the
case in this study, not all ro-vibronic states in the system are available. Due to
the nuclear spin I = 0 of 12C, the system consists of two indistinguishable bosons.
Hence, the total wavefunction must be symmetric under the exchange of the two
nuclei. Therefore, the product of the total parity of the state, given by

(
ϵN(−1)N

)
and the electronic inversion parity, labeled as g and u, has to be positive. For ϵN

the labels of Hund’s case (b) basis states are used [86]. This assumption of weak
spin-orbit coupling is valid for all excitations in the Σ states (since Λ = 0), and
also for the high rotational excitations in the Π state considered in the following
Secs. 4.3.2 and 4.4. For Σg/Σu states, for which (ϵN = 1)/(ϵN = −1), only even/odd
rotational excitations N are possible. For electronic states with Λ > 0, for which
normally degenerate levels with ϵN = ±1 exist, only one ϵN is available for a given N
and the levels alternate between the different ϵN values. For the Πu states relevant
for this work, even N have ϵN = −1 levels while for odd N states only ϵN = 1 levels
are available.

Figure 4.4 shows the potentials of the lowest-lying electronic states of the neutral
and charged carbon dimer for different rotational excitations. In sub-figure (a) the
rotationless curves, as shown in Fig. 4.3, are plotted for comparison. The other
two sub-figures show the curves for different rotational excitations N . Due to the
symmetry restrictions discussed above, it is not possible to apply the same rotational
excitations to all potentials, since Σg/Σu states require even/odd values of N . Here,
the even N were chosen to be smaller than the odd values. For the Π states, the
larger (odd) rotational excitation was used.

When calculating the potential landscape for an arbitrary value of N , the relative
energy difference between two curves at any internuclear distances R remains the
same as long as the same rotational excitation is assumed for both potentials. This
is due to the independence of the centrifugal energy term on the internal excitation
of the system (see Eq. (4.6)). Nevertheless, the addition of the centrifugal energy
term has multiple effects on the curves. With increasing N the potential depth
decreases as the system becomes less bound. Additionally, the equilibrium distances
of the potentials move to larger values. For curves which intersect this leads to a
rearrangement of the electronic potentials for rotational excitations above a critical
value Ncr. Two such rearrangements can be seen in Fig. 4.4, which both have
significant effects on the relevant decay rates.

In sub-figure (b), the potential curves for rotational excitation N = 171 (N = 170
for Σg) are plotted. As shown by a zoom in the relevant region in the inset of the
sub-figure, the anionic C4Σ+

u and the neutral A3Πu states have rearranged with the
potential minimum of the anionic curve now lying below that of the neutral curve.
Starting at rotational excitation Ncr = 155, the zero-point-energy (ZPE), the energy
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Figure 4.4: Potential curves of electronic states of the neutral (black) and charged
(blue) carbon dimer for different rotational excitations N . (a) Ab initio
curves without rotational excitations as shown in Fig. 4.3. (b) Potential
curves for rotational excitation N = 171 (N = 170 for Σg states). The
inset shows the potentials for the neutral A3Πu and the anionic C4Σ+

u

state for the region marked with a black box. The potentials have rear-
ranged with respect to the their rotationless configuration. (c) Potential
curves for rotational excitation N = 249 (N = 248 for Σg states). The
inset shows the potentials for the anionic X2Σ+

g and A2Πu states for the
region marked with a black box. The potentials have rearranged with
respect to the their rotationless configuration.

of the energetically lowest-lying level in the potential, of the anionic quartet state
lies below that of the neutral triplet state. This strongly affects the auto-detachment
rates for levels in C4Σ+

u , which is discussed in Sec. 4.5.3.
In Fig. 4.4(c), a rotational excitation of N = 249 (N = 248 for Σg states) is

applied. Again, the inset shows a zoom into the relevant region for a rearrangement
of potentials, this time between the lowest two anionic curves, X2Σ+

g and A2Πu. The
critical rotational excitation for this rearrangement is Ncr = 220. The influence on
the radiative lifetimes of levels in both states will be discussed in Sec. 4.3.2. The
potentials in the inset of sub-figure 4.4(c) furthermore display another consequence of
high rotational excitation. At sufficiently high values of N , a rotational barrier forms
behind which metastable levels exist above the dissociation limit (D0 ≈ 8.41 eV
here), which can decay by tunnelling through the barrier. This auto-fragmentation
process is considered in detail in Sec. 4.4.
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4 Modelling the decay of highly-excited anionic carbon dimers

4.3 Radiative decay rates
Due to the absence of a permanent dipole moment in C−

2 , radiative decay is only
possible through transitions between electronic states of the system in the dipole
approximation. Ro-vibrational transition within the same electronic state are dipole
forbidden. A detailed introduction into electronic transitions with a focus on di-
atomic molecules can for example be found in the book of Peter F. Bernath [77].
Here, only the results of the theoretical derivations and considerations are shortly
summarized.

Dipole-allowed electronic transitions in homo-nuclear dimers are governed by a
number of selection rules arising from symmetry considerations and momentum
conversation restrictions. Those which influence the available transitions in C−

2 and
their implications are shortly discussed below.

Electronic orbital parity Electronic transitions do not change the parity of the elec-
tronic orbital under the inversion of the electronic coordinates with respect
to the molecular plane (see Sec.4.2.1). Consequentially, while Σ+ − Σ+ and
Σ− −Σ− transitions are allowed, Σ+ −Σ− transitions are forbidden. For states
with Λ > 0 this selection rule does not apply, since a degenerate ± pair of
sublevels exists.

Nuclei exchange parity Radiative transitions do not change the parity of the total
wavefunction under exchange of the nuclei. Notably, in case of the carbon
dimer, this selection rule is the reason why the number of final states for the
radiative decay from any arbitrary initial state in the system remains the same
when applying the nuclear spin restriction. The states with a negative parity
under nuclei exchange, which are unavailable for the carbon dimer, would not
have participated in radiative transitions involving the remaining states, if
they were populated.

g ↔ u Electronic transitions are only possible between states with different ger-
ade/ungerade parities. In the case of C−

2 , the three excited states of u sym-
metry can only decay into the X2Σ+

g ground state of the system but not into
each other. For the electronic ground state, all three electronic excited states
are available for radiative de-excitation, as long as their ZPE lies energetically
lower than the vibrational level of interest.

∆S = 0 For spin-allowed transitions, the spin has to remain unchanged. How-
ever, spin-orbit coupling enables weak transitions between states with different
spins. One example for this, the transition from the third excited state of C−

2
C4Σ+

u with S = 3
2 to the doublet ground state X2Σ+

g (S = 1
2) via coupling to

the A2Πu state, is discussed in Sec. 4.3.3.
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4.3 Radiative decay rates

∆Σ = 0,±1 Due to the relation between Ω and Λ (see Sec. 4.2.1), this rule au-
tomatically implies a restriction of ∆Λ = 0,±1 for transitions with ∆S = 0.
This is given for the spin-allowed 2Σ − 2Π transition considered here.

The rate of a dipole-allowed electron transition from an initial state a′ with pa-
rameters |γ′, S ′, ϵ′

N , J
′, N ′, v′⟩, where γ is used to describe the electronic state, to a

final state b′′ with |γ′′, S ′′, ϵ′′
N , J

′′, N ′′, v′′⟩ is given by [87]:

Ab′′

a′ = C0
(
νb′′

a′

)3 Sb′′
a′

2J ′ + 1 . (4.7)

Here, C0 is a constant given by 16π3

3ϵ0h
and νb′′

a′ is the energy difference between the
initial and final state in wavenumbers. J is the total angular momentum including
spin (see Sec. 4.2.1). Sb′′

a′ is the line strength of the transition. It can be calculated
through the square of the effective dipole matrix element, given by [87]

Sb′′

a′ = | ⟨a′|µeff |b′′⟩ |2, (4.8)

where µeff is the electronic transition moment. The parameter Sb′′
a′ includes the

coupling between the initial and final state. The nature of this coupling differs
for the two transition A2Πu - X2Σ+

g and C4Σ+
u - X2Σ+

g , described in Sec. 4.3.2
and Sec. 4.3.3, respectively. Therefore, the specification of Sb′′

a′ for the two cases
is discussed in the respective sub-sections. The total radiative decay rate of an
initial state a′ can be derived by summation over the individual decay rates for the
transitions to all possible lower-lying final states b̄:

Aa′ =
∑

b̄

Ab̄
a′ . (4.9)

The rest of this section is structured in the following way: A short overview of
previous theoretical and experimental studies of electronic transitions of C−

2 is given
in Sec. 4.3.1. Afterwards, calculations for the radiative decay between the lowest
two doublet states of the system, X2Σ+

g and A2Πu, are presented in Sec. 4.3.2.
Afterwards, the spin-forbidden transition from the third excited C4Σ+

u quartet state
to the X2Σ+

g ground state is discussed in Sec. 4.3.3.

4.3.1 Previous studies on the radiative decay of C−
2

Multiple theoretical and experimental studies on electronic transitions in C−
2 have

been carried out in the past [12, 16, 15, 71]. They focused on the three doublet
states X2Σ+

g , A2Πu and B2Σ+
u of the system, or a subset of those. No publications

concerning the radiative decay of the third excited C4Σ+
u quartet state of the dimer

could be found in the course of this work. Below the findings of the previous studies
will be shortly summarized by electronic state.
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4 Modelling the decay of highly-excited anionic carbon dimers

The energetic separation of the lowest two electronic states, X2Σ+
g and A2Πu, is

small with only ∼ 0.5 eV. As a result, only vibrational levels v < 3 of the X2Σ+
g

ground state of the system are stable against radiative decay to the A2Πu excited
state. Theoretical calculations carried out by Rosmus and Werner in 1984 [12] es-
timated the lifetimes τv of vibrations v = 3 − 10 assuming no rotational excitation.
For the lowest metastable level v = 3, they derived a lifetime of 2 s, with a decrease
in τv of roughly a factor 2 for every additional vibrational quantum. A later exper-
imental study at the ASTRID storage ring in Aarhus [16] used photo-detachment
to probe the radiative decay of vibrations v = 2 − 4 of the electronic ground state.
For ion production, the authors used a sputter source. Consequentially, the dimers
populated a wide range of rotational states, which were probed in the experiment.
Pedersen et al. [16] could place a lower lifetime limit of 5 s on the v = 2 level of the
system. The authors pointed out, that they were unable to see any decay of this
level during their measurement window (≲ 20 s), which is consistent with the results
by Rosmus and Werner [12]. For vibrational level v = 3 a lifetime of 0.32 ± 0.02 s
is given, which is significantly smaller than the previous theoretical value of 2 s [12].
The authors point out that this discrepancy is most likely caused by the rotational
excitation of the system. To validate this assumption, Pedersen et al. provided
theoretical calculations on the rotational excitation dependence of the lifetime of
v = 3. Here, they showed that τv=3 decreases with increasing N . However, they
noted that for their calculation to match the experimental lifetime, the rotational
population would have to peak at a value larger than N = 100, which they consid-
ered to be unlikely. For vibrational excitation v = 4, Pedersen et al. provided an
upper lifetime limit of 100 ms, which is also significantly smaller than the Rosmus
and Werner value of 541 ms. An experimental study at the TMU E-ring in Tokyo
in 2020 [71] also investigated the radiative lifetimes of low-lying vibrational levels
of the electronic ground state through photo-detachment. In order to simulate the
recorded depopulation of the vibrational states, the authors used the LEVEL pro-
gram [74] to first estimate the lifetimes. Here, they derived values which agree with
the lifetimes calculated by Rosmus and Werner within 12%. Iida et al. [71] were not
able to extract lifetimes from the measured data directly. However, the model they
used to simulate the decaying signal had a better agreement with the measured rate
for the lifetimes derived in their work than the once measured by Pedersen et al..

For the first excited A2Πu state of the system, radiative relaxation occurs through
the coupling to the X2Σ+

g ground state. For levels in A2Πu, Rosmus and Werner
derived radiative lifetimes starting at 49.9 µs for v = 0 and decreasing to 18.8 µs for
v = 10 [12]. A later theoretical study by Shi et al. [15] used the molpro package [80]
also employed for the ab initio calculations discussed in Sec. 4.2.2. This presents
a much higher level of theory than the previous calculation. The authors gave two
different values for the radiative decay of each vibrational level, one with and one
without a degeneracy factor included in the calculation. The latter method provides
a good agreement with the previous calculations. However, the former (including the
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4.3 Radiative decay rates

initial state’s degeneracy) is roughly a factor 2 smaller than the results by Rosmus
and Werner. Unfortunately, Shi et al. did not specify the used degeneracy factor
and its derivation.

For the second excited B2Σ+
u state, the theoretical studies yield a much better

agreement. The work by Shi et al. again includes two lifetimes for each vibrational
level, one with and one without the degeneracy factor. Here, the discrepancy be-
tween the two methods is < 1%. Unfortunately, due to the missing description of
said factor in the publication, any explanation on why this is the case would only be
speculative here. The radiative lifetimes given for the first seven vibrations fluctuate
in a range of about 71 ns < τv < 73 ns [15]. This is in reasonably good agreement
with the calculation by Rosmus and Werner, where the lifetime range for these vi-
brations is 75 ns < τv < 78 ns [12]. An experimental study by Leutwyler et al. [88]
could measure the lifetimes of the lowest two vibrational levels. To this end, the
authors photo-excited the ions from the ground state and measured the fluorescence
of the decaying dimers. They give values of τv=0 = 77 ± 8 ns and τv=1 = 73 ± 7 ns,
which agree with both theoretical studies.

4.3.2 Radiative relaxation of doublet states X2Σ+
g and A2Πu

Transitions between the first two electronic states of C−
2 abide by all selection rules

listed in the beginning of this Sec. 4.3 and are spin-allowed. The effective dipole
matrix element, given by Eq. (4.8), can therefore be written as [77]

Sb′′

a′ = |µeff (a′, b′′)|2Ŝb′′

a′ . (4.10)

Here, |µeff (a′, b′′)|2 can be calculated using the vibrational wavefunctions ψa′(R)
and ψb′′(R) of the initial and final state, respectively, as well as the internuclear
distance dependent electronic transition function µ(R),

|µeff (a′, b′′)|2 =
(∫

ψ∗
a′(R̃)µ(R̃)ψb′′(R̃)dR̃

)2
. (4.11)

Hence, this factor is the squared integral of the convolution between the Franck-
Condon factor of the initial and final state and the electronic transition moment.

µ(R) was derived in the course of the ab initio calculations by Ass. Prof. Dr.
Milan Ončák, Innsbruck University, which are outlined in Sec. 4.2.2. In Fig. 4.5, the
electronic transition function is compared to previously published works [12, 15, 69].
Sub-fig. (a) shows the different µ(R). The transition moment used here is drawn
in a blue line. The values derived by Rosmus and Werner [12], Shi et al. [15], and
Sedivcova and Spirko [69] are indicated with black crosses, grey diamonds and brown
open cycles, respectively. Fig. 4.5(b) shows the relative deviation ∆ (µ(R)) /µ(R)
between the µ(R) used in this work and previous calculations. For the two more
recent works, deviations of up to ∼ 8 % with respect to Shi et al. and up to ∼ 12 %
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Figure 4.5: Comparison of different ab intio µ(R) for the X2Σ+
g - A2Πu transition.

(a) Electronic transition moment calculated by Ass. Prof. Dr. Mi-
lan Ončák is drawn in blue line. Previous calculations by Rosmus and
Werner [12], Shi et al. [15], and Sedivcova and Spirko [69] are shown in
black crosses, grey diamonds and brown open circles, respectively. (b)
Relative deviation ∆ (µ(R)) /µ(R) between previous calculations and the
µ(R) used here.

with respect to Sedivcova and Spirko could be found, with the transition moment
used here lying below the published ones for all values of R. These two publications
also include values of µeff (v′, v′′) for a variety of transitions. Those involving the
first five vibrational levels in both electronic states (v′ = 0...4 and v′′ = 0...4 →
5 × 5 = 25 transitions) were compared to the values calculated in this thesis. The
maximum relative deviation between results from Shi et al. and this work is < 9 %,
much lower than for values by Sedivcova and Spirko, which differ by up to almost
65 %. Latter relative deviation roughly matches the maximum discrepancy between
the two publications of ∼ 63 %. Based on these comparisons, the parameters used
in this work to derive the µeff (v′, v′′) values can be deemed sufficiently accurate
to carry out the radiative rate calculations. These parameters are the electronic
transition moment µ(R) as well as the vibrational wavefunctions obtained using the
Numerov method [85].

The second factor in Eq. (4.10), Ŝb′′
a′ , is the Hönl-London factor of the transition,

which considers the degeneracy of the initial and final states. For a transition
between two multiplet states (S > 0), this factor was derived by J. K. G. Watson [86]
and will be used here. According to Eqs. (37) and (38) of the publication, in the
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case of two Hund’s case (b) states the Hönl-London factor can be written as [86]

Ŝb′′

a′ = (2J ′ + 1)(2J ′′ + 1)
{
N ′ 1 N ′′

J ′′ S J ′

}2

× 1
2
[
1 + ϵ′

Nϵ
′′
N(−1)1+N ′−N ′′]× (1 + δΛ′0 + δΛ′′0 − 2δΛ′0δΛ′′0)

× (2N ′ + 1)(2N ′′ + 1)
(
N ′ 1 N ′′

−Λ′ Λ′ − Λ′′ Λ′′

)2

.

(4.12)

The matrices in the round and curly parentheses are 3j- and 6j-Wigner symbols [89],
respectively. In the case considered here, the coupling between a Σ (Λ = 0) and
a Π (Λ = 1) state, the second line of the equation gives a value of 2 if the initial
and final state have the opposite total parity and 0 otherwise. The total parity of a
Hund’s case (b) state is given by (−1)NϵN (see Eq. (32) in [86]). Since both states
considered are categorized as Hund’s case (b), it is convenient to define transitions
between states of a certain N ′ and N ′′. Hence, it is necessary to sum over all possible
final values of J ′′. To this end, the sum rule of the squared 6j-Wigner symbol, given
in Eq. (39) of [86] can be used:

∑
J ′′

{
N ′ 1 N ′′

J ′′ S J ′

}2

= 1
(2J ′′ + 1) (2N ′ + 1) . (4.13)

Using Eq. (4.13) and the considerations above, Eq. (4.12) can be re-written to

Ŝb′′

a′ = 2(2J ′ + 1)(2N ′′ + 1)
(

N ′ 1 N ′′

−Λ′ Λ′ − Λ′′ Λ′′

)2

. (4.14)

It is important to remember, that this equation only applies for transition between
states with opposite total parity (see Eq. (4.12)). Otherwise Ŝb′′

a′ is 0 and the tran-
sition is forbidden. Inserting Eq. (4.14) into Eq. (4.10) and applying the result to
Eq. (4.7), the radiative rates for transitions between the ground and first excited
state of C−

2 can be derived. For a decay from an initial state a′ in X2Σ+
g into a final

state b′′ in A2Πu, Eq. (4.7) can be written as

AA,b′′

X,a′ = 2C0
(
νb′′

a′

)3
|µeff (a′, b′′)|2(2N ′′ + 1)

(
N ′ 1 N ′′

0 −1 1

)2

. (4.15)

Analogous, the decay rate from an initial state a′ in A2Πu into a final state b′′ in
X2Σ+

g is given by

AX,b′′

A,a′ = 2C0
(
νb′′

a′

)3
|µeff (a′, b′′)|2(2N ′′ + 1)

(
N ′ 1 N ′′

−1 1 0

)2

. (4.16)
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The total radiative decay rate of an initial state a′ can then be calculated by summing
over all partial decay rates considering all available final states according to Eq. (4.9).

In the rest of this section, results of the calculations concerning the radiative
decay of the lowest two doublet states, X2Σ+

g and A2Πu, of C−
2 are presented. First

approximations of these rates were already carried out in the course of my Master’s
thesis [75]. Due to limited knowledge on the Hönl-London factor for doublet states
at the time, the degeneracy factor of

(
Ŝb′′

a′ / (2J ′ + 1)
)

was set to a value of 1. This
led to an overestimation of the derived decay rates. The results discussed here are
an extension of these calculations.

Results for the radiative decay from the X2Σ+
g state

Only levels with even rotational excitations N are available in the X2Σ+
g state of the

system. These can decay with ∆N = 0,±1 into levels of the first excited A2Πu state.
Total radiative decay rates were calculated according to the procedure outlined above
employing Eq. (4.15).

The resulting total radiative decay rates Aj for the lowest twenty vibrational lev-
els of the X2Σ+

g state are plotted versus N in Fig. 4.6. Rates belonging to the same
vibrational levels are connected with a thin line in the plot. In sub-figure (a), vi-
brational levels v = 0 − 4 are highlighted in blue. At low rotational excitations, the
three lowest-lying vibrational levels are radiatively stable. This is caused by the en-
ergetic position of the levels below the ZPE not only of the A2Πu state with the same
rotational excitation but also for ∆N = −1. However, as the two electronic states
rearrange at high N , see Sec. 4.2.3, this decay channel opens even for the lowest-
lying vibrational levels of the ground state. The minimum rotational excitation at
which radiative decay is possible of v = 0, 1, 2 was found to be Nmin = 204, 162, 82,
respectively. The corresponding decay rates for these channel openings are given
together with Aj of the first six vibrational levels for a few exemplary values of N
in Tab. 4.3.

As visible both in the table as well as in Fig. 4.6, radiative decay rates increase
with increasing rotational excitation, an observation in agreement with previous
studies [16]. This dependency also applies to higher-lying vibrational levels, as vis-
ible in Fig. 4.6(b). Here, the focus is placed on the region of total radiative decay
rates corresponding to levels with 4 < v < 20, which are highlighted in blue. The
N -dependence can be explained by the rearrangement of the two electronic states.
As the rotational excitation increases, the final A2Πu state moves energetically lower
with respect to the ground state. As a result, more final vibrational excitations in
the potentials corresponding to ∆N = 0,±1 of A2Πu are available to decay to. Fur-
thermore, the energetic separation between a fixed set of initial and final vibrational
levels increases, which enters the radiative decay rate calculation to the third power
(see Eq. 4.15). At very high values of N , the dependency of Aj reverses and the
rates decrease again. This can be explained by the decreasing availability of final
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Figure 4.6: Radiative decay rates for the first 20 vibrational levels in the X2Σ+
g

state plotted versus the rotational excitation N . (a) Focus on the first
five vibrational states, (b) Zoom into levels with v > 4. Unlabelled lines
correspond to continuously increasing vibrational excitations from v = 8
to v = 19.

levels. The addition of rotational excitation to the potential curves creates a more
shallow potential, reducing the number of bound vibrational levels (see Fig. 4.4).
This effect occurs in both electronic states simultaneously. Here, the reduction of
levels in the A2Πu state leads to lower Aj at high N . Meanwhile, a lower number of
bound vibrational levels in the X2Σ+

g state is visible through the decreasing num-
ber of Aj rates at high rotational excitations in Fig. 4.6. For N > 252, no more
vibrational levels are available.

The radiative decay rates for vibrational excitations v = 3 − 10 at N = 0 are
compared to the previous calculation by Rosmus and Werner [12] in Tab. 4.4. The
Aj derived in this work are smaller than the previous values by an average fac-
tor of ∼ 3.1. A closer look into the results presented in [12] reveal that the authors
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4 Modelling the decay of highly-excited anionic carbon dimers

Table 4.3: Selection of radiative decay rates for the first 5 vibrational levels in the
X2Σ+

g state at different values of N in s−1. Rates marked with a "*"
represent the opening of the radiative decay channel for the specific v.

N \v 0 1 2 3 4 5
0 - - - 1.5 × 10−1 6.3 × 10−1 1.6
50 - - - 2.0 × 10−1 8.3 × 10−1 2.1
82 - - 2.0 × 10−5* 2.9 × 10−1 1.2 2.9
100 - - 2.7 × 10−2 4.8 × 10−1 1.7 4.1
150 - - 2.1 6.9 1.5 × 101 2.6 × 101

162 - 3.4 × 10−5* 3.6 1.1 × 101 2.3 × 101 3.7 × 101

204 6.3 × 10−6* 2.2 × 101 4.9 × 101 7.6 × 101 9.8 × 101 1.1 × 102

230 1.1 × 102 1.3 × 102 1.3 × 102 1.0 × 102 7.0 × 101 -

Table 4.4: Comparison of the radiative decay rates of vibrational levels v = 3 − 10
in the X2Σ+

g state with no rotational excitation derived in this work with
results by Rosmus and Werner [12]. In the last row, the rates from [12]
are scaled to compensate the underestimated excitation energy, for details
see text. Values are given in s−1.

\v 3 4 5 6 7 8 9 10
This work 0.15 0.63 1.6 3.4 6.0 9.7 1.5 × 101 2.1 × 101

[12] 0.5 1.8 4.9 1.0 × 101 1.8 × 101 2.9 × 101 4.3 × 101 6.3 × 101

[12] scaled 0.12 0.64 2.0 4.8 9.2 1.6 × 101 2.4 × 101 3.9 × 101

underestimated the excitation energy of the first excited state A2Πu. This is also ev-
ident in Tab. 4.1, where this value calculated by Rosmus and Werner is significantly
smaller than those given in other publications. The energetic separation between
the initial and final state of the radiative transition enters to the third power into
the rate calculations (see Eq. (4.7)). Due to the small ν in the transitions considered
here, the discrepancy in excitation energy strongly influences the rate calculations.
To estimate this effect, the results by Rosmus and Werner are scaled in the last row
of Tab. 4.4. To this end, the explicit values of the energetic separation (ν̃b′′

a′ ) for all
partial decays of an initial level a′ to all possible final levels b′′ were calculated. This
calculation was once carried out for the potentials employed in this work and once
using the spectroscopic parameters given in [12] (see Tab. 4.1) for the Rosmus and
Werner calculations. Afterwards, the ratio between ν̃b′′

a′ derived for the Rosmus and
Werner results and the energy difference derived in this work were calculated and
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Figure 4.7: Radiative decay rates for the first five vibrational levels in the A2Πu

state are plotted versus the rotational excitation N . Here, increasing
vibrational excitations have larger Aj. Rates corresponding to levels
with ϵN = −1/ϵN = +1 have an even/odd rotational excitation and are
drawn in dark/light blue. Levels with the same v and ϵN values are
connected with a thin line. The figure is split into two N regions with
sub-figure (a)/(b) showing rates with N ≤ 180/N > 180.

an average scaling factor for each initial state a′ was derived. The rates given in [12]
were then scaled by this factor to the third power in accordance with Eq. (4.7).
The resulting values are given in the bottom row of Tab. 4.4. The average factor
between these rates and the ones derived in this work reduced to ∼ 1.4 with this
simple approximation. Since no partial decay rates were given in [12], a more precise
scaling procedure of the radiative decay rates was not possible. The residual differ-
ence between the rates given in [12] and the ones calculated here can furthermore
be explained by potentially differing vibrational overlaps between initial and final
states as well as the slightly different µ(R) (see Fig. 4.5).

Results for the radiative decay from the A2Πu state

The first excited A2Πu state of C−
2 supports both even and odd rotational excitations.

Due to the Pauli principle, these exclusively correspond to ϵN = −1 and ϵN = 1,
respectively (see Sec. 4.2.3). Vibrational levels in this state can decay radiatively to
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4 Modelling the decay of highly-excited anionic carbon dimers

Table 4.5: Total radiative decay rates for the first 5 vibrational levels in the A2Πu

state at selected values of N in s−1. Rates for even/odd values of N
correspond to states with ϵN = −1/ϵN = +1.

N \v 0 1 2 3 4 5
1 1.9 × 104 2.3 × 104 2.6 × 104 2.9 × 104 3.2 × 104 3.5 × 104

2 1.9 × 104 2.3 × 104 2.6 × 104 2.9 × 104 3.2 × 104 3.5 × 104

49 1.6 × 104 1.9 × 104 2.2 × 104 2.5 × 104 2.8 × 104 3.0 × 104

50 1.6 × 104 1.9 × 104 2.2 × 104 2.5 × 104 2.7 × 104 3.0 × 104

99 8.3 × 103 1.1 × 104 1.3 × 104 1.5 × 104 1.7 × 104 1.8 × 104

100 8.0 × 103 1.0 × 104 1.2 × 104 1.4 × 104 1.6 × 104 1.8 × 104

149 2.2 × 103 3.3 × 103 4.3 × 103 5.2 × 103 6.1 × 103 7.0 × 103

150 1.9 × 103 2.9 × 103 3.9 × 103 4.8 × 103 5.7 × 103 6.5 × 103

199 1.2 × 102 3.0 × 102 4.9 × 102 6.8 × 102 8.7 × 102 1.1 × 103

200 3.5 × 101 1.8 × 102 3.4 × 102 5.1 × 102 6.7 × 102 8.3 × 102

239 - 1.3 4.8 1.1 × 101 1.6 × 101 2.1 × 101

240 - - 6.2 × 10−1 2.5 5.0 7.1

lower-lying levels in the ground state of the system, where only evenN are populated.
Consequentially, levels in A2Πu with even rotational excitation (ϵN = −1) can decay
by ∆N = 0 only. Meanwhile, levels with odd rotational excitation (ϵN = 1) decay
with ∆N = ±1. As a result, ϵN = 1 levels have twice as many final states available
for the radiative decay than ϵN = −1 levels, neglecting the rotational dependence
of the number of lower-lying vibrational levels at high N . However, the degeneracy
factor in Eq. (4.16) is approximately twice as large for transitions with ∆N = 0 than
those with ∆N = ±1. Therefore, at low rotational excitations, where the addition
of the centrifugal energy to the potential (see Eq. 4.6) only negligibly changes the
energies of the vibrational levels, Aj values for consecutive even and odd rotational
excitations are approximately equal.

The total radiative decay rates for levels in the A2Πu state were calculated ac-
cording to the procedure outlined in the beginning of this Sec. 4.3.2 and employing
Eq. (4.16). Results for the first five vibrational levels are plotted versus N in Fig. 4.7.
Rates corresponding to even/odd rotational excitations are drawn in dark/light blue.
The figure is split into two sub-figures, corresponding to rotational excitation ranges
N ≤ 180 and N > 180 to provide a better overview. Values of Aj for v < 6 and a
selection of N are listed in Tab. 4.5. General trends of Aj with increasing rotational
excitations displayed both in Fig. 4.7 and Tab. 4.5 are caused by the effects of the
centrifugal energy term on the potential curves. As discussed in Sec. 4.2.3, the ZPE
of the A2Πu state moves closer to and eventually below the ZPE of the X2Σ+

g state
with increasing N . Here, the ZPE is defined as the energy of the lowest vibrational
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4.3 Radiative decay rates

Table 4.6: Comparison of radiative decay rates the first ten vibrational levels in the
A2Πu state for no rotational excitation derived in this work with literature
values [12, 15]. For the results by Shi et al. [15], two rates are given one
with and one without a degeneracy factor. In the row marked with a "*",
rates including this factor are listed. Values are given in s−1.

\v 0 1 2 3 4 5
This work 1.9 × 104 2.3 × 104 2.6 × 104 2.9 × 104 3.2 × 104 3.5 × 104

[12] 2.0 × 104 2.5 × 104 2.9 × 104 3.3 × 104 3.6 × 104 4.0 × 104

[15] 1.9 × 104 2.3 × 104 2.6 × 104 3.0 × 104 3.3 × 104 3.6 × 104

[15]* 3.7 × 104 4.5 × 104 5.3 × 104 6.0 × 104 6.7 × 104 7.3 × 104

level (v = 0) in the rotating potential VN(R) (see Eq. (4.6)). For the transitions
considered here, this leads to a decrease of Aj with rotational excitations due to two
effects. One is the decrease in energetic separation between initial and final level of
the radiative transition which enters the rate calculations to the third power (see
Eq. (4.7)). The other is the reduction of available final levels to decay to as the two
electronic states start to rearrange. Latter effect also leads to the eventual radiative
stability of the lowest three vibrational levels at sufficiently high N . Higher vibra-
tions are no longer bound in the increasingly shallow potential at high rotational
excitations at the point where they would become radiatively stable.

The rotational excitations in Tab. 4.5 are chosen such that pairs of consecutive
even/odd N are given. Differences in rates within such pairs are negligibly small
for low rotational excitations (see discussion at the beginning of this sub-section).
However, the differences increase with increasing N . Notably, Aj values correspond-
ing to ϵN = −1 levels are smaller than their ϵN = 1 counterparts. This can be
explained by the availability of only even N in the X2Σ+

g state. At high rotational
excitation the potentials corresponding to N and N+1 differ significantly in energy.
Consequentially, transition with ∆N = −1, available only for levels with ϵN = 1,
have higher rates than those with ∆N = 0 accessible for ϵN = −1 levels. The result-
ing separation of Aj corresponding to odd or even rotational excitations becomes
more pronounced as N increases. This is also visible in Fig. 4.7. Furthermore, the
energetic rearrangement with the X2Σ+

g state happens at larger N values for transi-
tions with ∆N = −1. Therefore, ϵN = 1 levels become radiatively stable at higher
rotational excitations then ϵN = −1 levels of the same vibrational excitation.

The radiative decay rates of the first six vibrational levels without rotational
excitation are compared to literature values in Tab. 4.6. Here, the agreement with
the results of Rosmus and Werner [12] are much better than for the X2Σ+

g state.
Aj of vibrational levels v′ in the A2Πu state are dominated by the partial rates
corresponding to final levels v′′ ≈ v′. This is different to the decay of levels in the
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4 Modelling the decay of highly-excited anionic carbon dimers

X2Σ+
g state, which are dominated by the decay into the highest vibrational final

level available [71, 19]. Consequentially, the relevant energy separation between
initial and final state for transitions from A2Πu to X2Σ+

g are larger and therefore
less sensitive to the excitation energy deviation in the calculations presented in [12].
This leads to a better agreement with the rates derived in this work. Tab. 4.6
furthermore lists the Aj values given by Shi et al. [15], once including and once
excluding a degeneracy factor in the calculations (see discussion in Sec. 4.3.1). The
rates excluding the degeneracy factor are in an even better agreement with the ones
calculated here than the those by Rosmus and Werner. On the other hand, the
values derived with the degeneracy factor differ by at least a factor of 1.8 from the
other calculations.

4.3.3 Radiative relaxation of the C4Σ+
u quartet state

According to the selection rules outlined in the beginning of this Sec. 4.3, the spin-
allowed radiative decay of the C4Σ+

u state of C−
2 requires the presence of a lower-lying

quartet state of gerade symmetry. However, while calculations by Shi et al. [15] did
identify a 4Σg state in the system, the authors found its position to lie multiple eV
above the state considered here. Hence, the spin-allowed decay of the lowest-lying
quartet state of C−

2 is not possible.
In the absence of adequate quartet states to decay into, the C4Σ+

u state only has
the three lower-lying doublet states available for radiative relaxation. Out of these
only one, the X2Σ+

g ground state, has the required gerade symmetry. Due to the
different spins (S = 3/4 for C4Σ+

u and S = 1/2 for X2Σ+
g ), the coupling between the

initial and final state is enabled through spin-orbit (SO) coupling alone. As the name
suggests, this effect is caused by the coupling between the electron spin Ŝ and the
angular momentum of the electronic orbit L̂. The moving electronic charges, in form
of the electrons’ motion inside the orbital, result in a current which in turn induces
a magnetic field. This field influences the orientation of the electrons’ magnetic
moment which encodes the spin state of the system. This coupling between L̂ and
Ŝ is described by the spin-orbit operator Ĥso [77]. Due to this effect, neither the
spin nor the orbital angular momentum are conserved in the system and therefore
are no longer "good" quantum numbers. Merely quantities including the sum of
both, the total angular momentum Ĵ = L̂ + Ŝ + R̂, its scalar J and its projection
onto the internuclear axis Ω, are conserved. SO coupling only influences the angular
momenta of the system but not its overall parities (see Sec. 4.2.1).

For levels a′ in the C4Σ+
u state, SO coupling is only possible to levels c̄ in other

ungerade states. These must additionally meet the requirements J ′ = J̄ and Ω′ = Ω̄,
where Ω = Σ + Λ (see Sec. 4.2.1), since both J and Ω are conserved quantities.
Consequentially, SO coupling is only possible with the A2Πu state. This small
admixture of a state with a spin-allowed transition to the X2Σ+

g ground state (see
Sec. 4.3.2) enables the radiative relaxation of the C4Σ+

u state. The mathematical
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4.3 Radiative decay rates

Table 4.7: Overview of the quantum numbers of the C4Σ+
u , A2Πu, and X2Σ+

g states
relevant for the calculation of the spin-forbidden decay of C4Σ+

u .
C4Σ+

u (|a′⟩) A2Πu (|c̄⟩) X2Σ+
g (|b′′⟩)

S 3/2 1/2 1/2
Σ ±1/2, ± 3/2 ± 1/2 ±1/2
Λ 0 ±1 0
Ω(= Λ + Σ) ±1/2, ± 3/2 ±1/2, ± 3/2 ±1/2

derivation and calculation of this decay process were carried out by Apl. Prof. Dr.
Andreas Wolf, Max-Planck-Institut für Kernphysik. They are given in detail in
Appendix B2 in [90] and will be summarized below.

Based on the considerations outlined above, levels a′ in the C4Σ+
u state radiatively

decay to levels b′′ in the X2Σ+
g ground state by coupling to levels c̄ in the A2Πu state.

Therefore, Eq. (4.8), which describes the coupling between initial state a′ and final
state b′ can be rewritten to

√
Sb′′

a′ = ⟨a′|µeff |b′′⟩ =
∑

c̄

⟨a′| Ĥso |c̄⟩
Ea′ − Ec̄

× ⟨c̄|µeff |b′′⟩ . (4.17)

Here, the first term in the sum describes the perturbation of initial state a′ by c̄,
with Ea′ and Ec̄ the respective energies of the states. The coupling operator Ĥso

describes the spin-orbit coupling. The second term describes the decay of c̄ into
the final state b′′. Here, the coupling operator µeff is the one shown in Fig. 4.5
describing the coupling between X2Σ+

g and A2Πu. Since there can be a number of
intermediate state c̄, it is necessary to sum over all these to describe the decay from
a′ to b′′.

The electronic states involved here can all be classified as Hund’s case (b) states
|NvΛJ⟩. Even though this indicates that the SO coupling is weak, it is still relevant
for the decay of levels in C4Σ+

u due to the absence of other available channels. In the
case of the A2Πu state, where a spin-allowed transition is available for de-excitation,
SO coupling has a negligible influence on the total radiative lifetime. While the
states are all categorized as Hund’s case (b), it is advantageous to expand these in
the basis set of Hund’s case (a) states |NvΛΩ⟩ to describe SO coupling. To this end,
Eq. (29) in [86] can be used:

|NvΛJ⟩ =
∑
ΣΛ

√
(2N + 1)(−1)J+Ω

(
S N J

Ω − Λ Λ −Ω

)
|NvΛΩ⟩ , (4.18)

where the matrix in the brackets is a 3j-Wigner symbol [89]. In order to enable a
more concise writing of the following equations, the pre-factor in Eq. (4.18) will be
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4 Modelling the decay of highly-excited anionic carbon dimers

summarized from here on as

rΛJS
NΩ =

√
(2N + 1)(−1)J+Ω

(
S N J

Ω − Λ Λ −Ω

)
. (4.19)

For the three states considered for this decay, C4Σ+
u , A2Πu, and X2Σ+

g , the values
in Tab. 4.7 can be used to expand the states according to Eqs. (4.18) and (4.19) as
follows:

|N ′v′0J ′⟩ =
∑

Ω′=± 1
2 ,± 3

2

r
0J ′ 3

2
N ′Ω′ |N ′v′0Ω′⟩ , C4Σ+

u

|N̄ v̄Λ̄J̄⟩ =
∑

Ω̄=± 1
2 ,± 3

2
Λ̄=±1

r
Λ̄J̄ 1

2
N̄Ω̄ |N̄ v̄Λ̄Ω̄⟩ , A2Πu

|N ′′v′′0J ′′⟩ =
∑

Ω′′=± 1
2

r
0J ′′ 1

2
N ′′Ω′′ |N ′′v′′0Ω′′⟩ . X2Σ+

g

(4.20)

The first term in the sum of Eq. (4.17) can then be expanded to

⟨a′| Ĥso |c̄⟩
Ea′ − Ec̄

=
∑

Ω′=± 1
2 ,± 3

2
Λ̄=±1

r
0J ′ 3

2
N ′Ω′ r

Λ̄J ′ 1
2

N̄Ω′
⟨N ′v′0Ω′| Ĥso |N̄ v̄Λ̄Ω′⟩

Ea′ − Ec̄

, (4.21)

taking into account that ⟨a′| Ĥso |c̄⟩ = 0 for Ω′ ̸= Ω̄ and J ′ ̸= J̄ . The spin-orbit
matrix element can be calculated analogous to the dipole matrix element of the
spin-allowed transition described by Eq. (4.11) by integrating over the convolution
of the initial and final vibrational wavefunctions with the corresponding coupling
function over R. It will from now on be written as

Âac
Ω′(N ′, v′, N̄ , v̄) ≡ ⟨N ′v′0Ω′| Ĥso |N̄ v̄Λ̄Ω′⟩ =

∫
ψa′(R)∗Âac

Ω′(R)ψc̄(R)dR. (4.22)

The four SO coupling functions Âac
Ω′(R) with Ω′ ∈

{
−3

2 ,−
1
2 ,

1
2 ,

3
2

}
were calculated

using the results of the ab initio calculations carried out by Ass. Prof. Dr. Milan
Ončák, Innsbruck University (see Eqs. (25) - (27) in [90]). These were found to fulfil
the following relations:

Âac
−Ω′(R) = −Âac

Ω′(R),

Âac
1/2(R) = 1√

3
Âac

3/2(R).
(4.23)

The SO coupling function Âac
3/2(R) (Ω′ = 3/2) is plotted exemplarily in Fig. 4.8.

The second term in Eq. (4.17) describes the spin-allowed transition A2Πu - X2Σ+
g .

Here, the selection rule of Σ̄ = Σ′′ applies. Taking into account the relation between
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Figure 4.8: Spin-orbit coupling function Âac
3/2(R) between the C4Σ+

u and A2Πu states
of C−

2 for Ω′ = 3/2.

Ω and Σ as well as the quantum numbers of the respective states (see Tab. 4.7) and
the condition Ω̄ = Ω′ from the SO coupling, this directly results in the condition

Ω′ = Ω′′ + Λ̄. (4.24)

Considering this, the second term in Eq. (4.17) can also be expanded using Eq. (4.20)
above as well as Eq. (13) in [87] to

⟨c̄|µeff |b′′⟩ =
∑

Ω′′=± 1
2

Λ̄=±1

√
(2J ′ + 1)(2J ′′ + 1)(−1)J ′−Ω′′−Λ̄

(
J ′ 1 J ′′

−Ω′′ − Λ̄ Λ̄ Ω′′

)

× r
Λ̄J ′ 1

2
N̄(Ω′′+Λ̄) r

0J ′′ 1
2

N ′′Ω′′ µc̄b′′

Λ̄ (N̄ , v̄, N ′′, v′′),

(4.25)

with the conditions Ω′ = Ω̄ and J ′ = J̄ of the SO coupling included. The pre-factor
in the first line of Eq. (4.25) will be substituted by

sJ ′J ′′

Ω′′Λ̄ =
√

(2J ′ + 1)(2J ′′ + 1)(−1)J ′−Ω′′−Λ̄
(

J ′ 1 J ′′

−Ω′′ − Λ̄ Λ̄ Ω′′

)
, (4.26)

from here on.
Inserting Eqs. (4.21), (4.22), (4.25), and (4.26) into Eq. (4.17), the line strength

from an initial state a′ in C4Σ+
u to a final state b′′ in X2Σ+

g through SO coupling
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with pertubator levels c̄ in A2Πu can be written as

SN ′′v′′J ′′

N ′v′J ′ = | ⟨a′|µeff |b′′⟩ |2 =


∑
Ω′′=± 1

2
Λ̄=±1

r
0J ′ 3

2
N ′(Ω′′+Λ̄) r

0J ′′ 1
2

N ′′Ω′′ sJ ′J ′′

Ω′′Λ̄

∑
N̄ v̄

(
r

Λ̄J ′ 1
2

N̄(Ω′′+Λ̄)

)2

×
Âac

Ω′′+Λ̄(N ′, v′, N̄ , v̄)
Ea′ − Ec̄

µc̄b′′

Λ̄ (N̄ , v̄, N ′′, v′′)
2

(4.27)

To obtain the total radiative decay rate AN ′v′J ′ of an initial state |N ′v′J ′⟩ in C4Σ+
u ,

Eq. (4.27) can be inserted into Eq. (4.7) and the sum over all possible final states
can be derived according to Eq. (4.9).

Results for the radiative decay from the C4Σ+
u state

The radiative decay rates for levels in the C4Σ+
u state were calculated by Apl. Prof.

Dr. Andreas Wolf, Max-Planck-Institut für Kernphysik. The results are shown
in Fig. 4.9. The four pannels show the fine-structure sublevels F1 (J ′ = N ′ + 3

2),
F2 (J ′ = N ′ + 1

2), F3 (J ′ = N ′ − 1
2), F4 (J ′ = N ′ − 3

2). Solid, dashed and dotted
lines connect rates corresponding to vibrational excitations v = 0, 5, 10, respectively.
Only levels with large N values are shown, since those with small rotational exci-
tation exhibit insufficient auto-detachment lifetimes to contribute to the signals
measured in the experiment (see Sec. 4.5.3).

The calculated rates span over more than five orders of magnitude and fluctuate
strongly between different rotational and vibrational excitations. This effect can
be understood by taking a closer look at the SO coupling. It was found that the
perturbation of levels in C4Σ+

u is dominated by the coupling to the energetically
closest-lying level in the A2Πu state. This leads to small energy differences Ea′ − Ec̄

in the denominator in Eq. (4.27). Consequentially, the decay rates are very sensitive
to variations in the energetic separation between the initials levels and their closest
perturbator states, which vary for different initial excitations N ′v′. Furthermore,
a smaller effect on the rate variations are the different coupling strengths of the
pertubator states to the X2Σ+

g ground state. As a result, the radiative decay rates
show neither clear rotational nor vibrational excitation-dependent trends.

Additionally, decay rates for the fine-structure sub-levels can differ by multiple
orders of magnitude for the same ro-vibrational excitation (N ′, v′), see Fig. 4.9. As
discussed in the beginning of this Sec. 4.3.3, SO coupling is only possible between
states with the same Ω and J . Due to the different spins S and angular orbitals Λ of
the initial C4Σ+

u and pertubator A2Πu states, the four fine-structure sub-levels in the
quartet state couple to different rotational excitations N̄ in the A2Πu. Consequen-
tially, different perturbator states enable the radiative decay for the four sub-levels,
which then have strongly differing Aj. This is significant, because only a small num-
ber of ro-vibrational excitations (N ′, v′) in the C4Σ+

u state have sufficiently long AD
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Figure 4.9: Radiative decay rates for levels in the C4Σ+
u state. The four sub-

figures correspond to the fine-structure sublevels (a) F1 (J ′ = N ′ + 3/2),
(b) F2 (J ′ = N ′ + 1/2), (c) F3 (J ′ = N ′ − 1/2), (d) F4 (J ′ = N ′ − 3/2).
Solid, dashed, and dotted lines connect selected vibrational levels with
v = 0, 5, 10, respectively. Rates drawn in grey can auto-detach to the
neutral A3Πu state with a change of rotational excitation of ∆N ≤ 4.
For rates drawn in blue, only AD with ∆N > 4 is available.

lifetimes to contribute to the measured signals (see Sec. 4.5.3). Due to the strong
fluctuation of Aj, even a set of sub-levels typically exhibits very different total decay
rates (combined decay of the level considering all available channels). These rates
in turn define the contribution of the levels to the measured AD and AF signals.

The rates displayed in Fig. 4.9 are colour-coded according to their stability with
respect to auto-detachment. Here, grey dots correspond to levels for which a de-
tachment channel into the neutral A3Πu state with a maximum change in rotational
excitation of (∆N)max = 4 is available. For those drawn in blue, AD is only possible
with ∆N > 4. As will be discussed in more detail in Sec. 4.5.3, merely latter lev-
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Figure 4.10: AF in vibrational levels in the A2Πu state of C−
2 for rotational ex-

citation N = 249. (a) Potential curve shown in blue with the disso-
ciation threshold of C−

2 at 8.41 eV indicated with a black horizontal
dotted line. (b) Zoom into the region of the fragmentation resonances.
Four metastable vibrational levels and their wavefunctions are drawn in
dashed lines. Their attempt frequencies ka and dissociation rates kf are
given. A blue horizontal dotted line indicates the modified potential
with E(R ≥ Rcb,max) = Ecb,max to calculate the energy of high-lying
vibrational levels.

els are relevant for the description of the experimental signal presented in Sec. 4.1.
The lowest energetic vibrational level meeting this criteria is v = 0 for rotational
excitations N = 165. For N > 181, all vibrational levels are stable against AD with
∆N ≤ 4. The number of plotted Aj deceases with increasing N due to the reduction
of vibrational levels at high rotational excitations due to the increasingly shallow
potential. In contrast to the radiative rates derived in Sec. 4.3.2, no published values
are available for the Aj shown in Fig. 4.9. Therefore, a comparison with literature
is not possible here.

4.4 Auto-fragmentation rates
Auto-fragmentation (AF) of homo-nuclear anionic dimers has been observed and
described for other systems, most notably by Fedor et al. for Cu−

2 and Ag−
2 [5]. The

theoretical considerations to estimate the AF rates used in this publication is the
basis for the calculations presented in this section and will be shortly summarized
below.
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4.4 Auto-fragmentation rates

As briefly mentioned in Sec. 4.2.3, the addition of the centrifugal energy term
to the rotationless ab initio potential curves causes the formation of a rotational
barrier at sufficiently high values of N . An example of this can be seen in the inset
of Fig. 4.4(c) for the lowest two electronic states of the system at N = 248/249.
Fig. 4.10 shows the potential curve for rotational excitation N = 249 of the A2Πu

state. The dashed, black horizontal line in subfigure (a) marks the dissociation
threshold at D0 = 8.41 eV. In the plotted R-range, the potential lies more than 1 eV
above the threshold for any internuclear distance. Additionally, the equilibrium
distance has moved to a value of about 1.84 Å compared to 1.31 Å for N = 0 (see
Tab. 4.1). In Fig. 4.10(b) the potential region which supports metastable vibrational
states is shown. Four such fragmentation resonances are present in the exemplary
case shown here. Their dissociation rates kf are calculated via the product of their
tunnelling probability Pt through the rotational barrier and the corresponding at-
tempt frequency ka [5]

kf = kaPt. (4.28)

In accordance with the calculations performed by Fedor et al., Pt is approximated
using the Wentzel-Brillouin-Kramers (WKB) approximation

Pt = exp
(

−
√

8µ
ℏ

∫ R2

R1

√
VN(R) −D0 dR

)
. (4.29)

Here, VN(R) is the potential curve for rotational excitation N (see Eq. (4.6)), D0 is
the dissociation threshold and R1 and R2 are the barrier’s classical turning points.
The attempt frequency ka is approximated by using the average energy difference
with respect to the vibrational levels directly below and above the level of interest. In
the case, where the highest metastable vibrational level in the potential is considered,
only the energy difference to the level below is used.

As described in previous Secs. 4.2 and 4.3, the vibrational levels are identified
using the Numerov method [85]. This approach solves the Schrödinger equation for
different excitation energies to find the eigenvalues ψ of the system. For each energy
value, an integration region Rmin − Rmax has to be defined. The end points Rmin
and Rmax have to be chosen sufficiently far away from the classical turning points
of the potential in order to approximate the boundary conditions of ψ(Rmin) ≈
ψ(−∞) = 0 and ψ(Rmax) ≈ ψ(∞) = 0. For the identification of fragmentation
resonances it is additionally important to chose Rmax such that is still inside the
centrifugal barrier. As a result, vibrational levels situated right below the top of
the centrifugal barrier, e.g., v = 3 of the A2Πu state at N = 249 shown in Fig.
4.10(b), can have insufficiently large values of Rmax. For the identification of these
levels, it is advantageous to use a modified potential for the Numerov algorithm.
Here, the energy value Ecb,max at the highest point of the centrifugal barrier at
internuclear distance Rcb,max is determined. The curve is then modified in such a
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4 Modelling the decay of highly-excited anionic carbon dimers

way that for R ≥ Rcb,max the potential is fixed as Ecb,max, while for R < Rcb,max the
values of VN(R) are used [90]. The modified potential for the example in Fig. 4.10
is indicated with a dotted blue line. This alteration results in a change of the
identified vibrational level’s excitation energy typically in the order of per mille.
Consequentially, also the width and height of the potential barrier through which
the level tunnels changes slightly. Due to the exponential dependence in Eq. (4.29),
this typically leads to a deviation of the dissociation rate kf by roughly 10 %.

In the example shown in Fig. 4.10, general trends for the dissociation rates and
attempt frequencies for vibrational levels within a potential can be observed. One
is the decrease of ka with increasing vibrational excitation. This is caused by the
decreasing energy spacing of the levels with increasing v due to the unharmonicity
of the potential. This effect, which in the example shown in Fig. 4.10 is about
20% between v = 0 and v = 3, is small compared to the change in kf between the
vibrational levels. Due to the exponential dependence of the dissociation rate on
the integral of the centrifugal barrier (see Eqs. (4.28) and (4.29)), kf increases by
multiple orders of magnitude between the vibrational excitations, spanning over a
range of 10−5 s−1 - 109 s−1 in the example in Fig. 4.10.

4.4.1 Results for AF rates of states X2Σ+
g , A2Πu, and C4Σ+

u

In the course of this thesis, AF rates for three electronic states of C−
2 , X2Σ+

g , A2Πu,
and C4Σ+

u , and a wide range of rotational excitations N were calculated. In the case
of the two doublet states of the system, first approximations for kf were already
carried out in my Master’s thesis [75]. However, here the attempt frequency ka was
set as the harmonic frequency of the electronic state at N = 0 and the potential
modification for the more accurate identification of vibrational levels close to the
maximum of the centrifugal barrier were not undertaken. Dissociation rates for the
quartet state C4Σ+

u were not calculated before.

AF in the X2Σ+
g ground state

Fig. 4.11 shows an overview for the levels in the X2Σ+
g state able to undergo AF.

In sub-figure (a), the region in which such vibrational levels exist is marked by the
two blue lines, representing the ZPE and the maximum of the centrifugal barrier
Ecb,max of the potential, plotted versus N . Here, the ZPE is defined as the energy
of the energetically lowest-lying level (v = 0) for the rotating potential VN(R) (see
Eq. (4.6)). The lower y-axis limit in Fig. 4.11 is chosen as the dissociation limit
D0 = 8.41 eV of the system. Above a rotational excitation of N = 248, the potential
does not support vibrational excitations anymore. This can also be observed in sub-
figure (b), where the number of vibrational levels vmax is plotted versus N . With
increasing rotational excitation, the potential becomes more shallow resulting in a
lower number of levels. Two additional grey lines in Fig. 4.11(a), one solid and one

72



4.4 Auto-fragmentation rates

9

10

En
er

gy
 (e

V)

(a)
0

25

v m
ax

(b)

180 200 220 240
N

10
40

10
28

10
16

10
4

10
8

k f
 (s

1 )

(c)

180 200 220 240
N

10
2

10
1

10
4

10
7

v = 1
2

3

(d)

Figure 4.11: Auto-fragmentation of levels in the X2Σ+
g state. (a) Maximum energy

of the centrifugal barrier Ebc,max and ZPE of the X2Σ+
g state are repre-

sented by the upper and lower blue line, respectively, for different N .
The solid/dashed grey lines mark the ZPE of the X1Σ+

g /A3Πu state of
the neutral dimer. (b) Highest vibrational excitation vmax for a given
N . (c) Dissociation rate kf plotted versus the rotational excitation.
(d) Zoom into sub-figure (c), lines connect vibrational levels v with
the same ∆v = vmax − v for the range ∆v = 1, 2, 3. Rates drawn in
small circles/large squares lie above/below the ZPE of the lowest-lying
neutral state with the same N .

dashed, present the ZPE of the neutral ground X1Σ+
g and first excited A3Πu state,

respectively. As was already visible in Fig. 4.4, these two states have also rearranged
their energetic order at these high rotational excitations. Anionic levels lying above
those lines are able to undergo auto-detachment. This process will be discussed in
more detail in Sec. 4.5.2. For vibrational levels lying in the region enclosed by the
two blue lines in sub-fig. (a), dissociation rates were calculated according to the
procedure described in the beginning of this Sec. 4.4. The resulting kf are plotted
in sub-figure 4.11(c). The rates span over ∼ 70 orders of magnitude, only ∼ 50
are shown in the figure to provide a clearer overview. Due to nuclear symmetry
restrictions, only even N dissociation rates are plotted. Fig. 4.11(d) shows a zoom
into a smaller range of kf . Here, rates which correspond to vibrational levels v with
the same ∆v = vmax−v are connected with a line. Three sets of ∆v with values 1, 2, 3
are visible in the plot. Notably, levels within the same set have similar dissociation
rates (within a few orders of magnitude). This can be intuitively understood when
considering that the value of ∆v is an indicator for a level’s placement with respect
to the maximum of the centrifugal barrier. The larger ∆v, the deeper the vibration’s
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Figure 4.12: Auto-fragmentation of levels in the A2Πu state. (a) Maximum energy
of the centrifugal barrier Ebc,max and ZPE of the A2Πu state are repre-
sented by the upper and lower blue line, respectively, for different N .
The solid/dashed grey lines mark the ZPE of the X1Σ+

g /A3Πu state of
the neutral dimer. (b) Highest vibrational excitation vmax in the poten-
tial. Values belonging to even/odd rotational excitation are plotted in
dark/light blue, respectively. (c) Dissociation rate kf plotted versus the
rotational excitation. (d) Zoom into sub-figure (c), lines connect vibra-
tional levels v with the same ∆v = vmax − v for the range ∆v = 1, 2, 3.
Rates drawn in small circles/large squares lie above/below the ZPE of
the lowest-lying neutral state with the same N . Values belonging to
even/odd rotational excitation are plotted in dark/light blue, respec-
tively.

position inside the potential and the longer the respective barrier depth to tunnel
through. The dissociating levels plotted in Fig. 4.11(d) are furthermore split into
two classes indicated by the two different markers. Levels, which lie below the ZPE
energy of the two neutral curves at the same rotational excitation (grey lines in sub-
fig. (a)) are plotted in smaller circles. For these levels, the competing AD channel
is available. In contrast, levels which are stable with respect to this channel are
plotted in large squares.

AF in the first excited A2Πu state

Analogous to Fig. 4.11, Fig. 4.12 shows an overview of levels in the first excited
A2Πu state of C−

2 with the ability to undergo AF. In sub-fig. (a), the blue lines,
corresponding to the ZPE and Ebc,max, again mark the region were dissociating vi-
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4.4 Auto-fragmentation rates

brational levels exist. The solid/dashed grey line marks the ZPE of the X1Σ+
g /A3Πu

state of the neutral dimer. Fig. 4.12(b) shows the number of vibrational levels in
the potential versus N . The maximum rotational excitation which still supports
vibrations is N = 260 for this electronic state. It is important to note, that in con-
trast to the X2Σ+

g state (see Fig. 4.11), both even and odd values of N are possible
here. In sub-fig. (b) and (d), the two cases of even and odd rotational excitations are
distinguished by dark and light blue, respectively. Fig. 4.12(c) shows an overview
over the calculated dissociation rates, which spanned over more than 130 orders
of magnitude. Again only ∼ 50 orders of magnitude are shown here. Compared
to the anionic ground state (see Fig. 4.11(c)) the dissociation rate density for the
A2Πu state is much higher. This is due to both the availability of both even and
odd rotational excitations in A2Πu as well as the slightly shallower potential of the
excited state (compare ωe and ωexe in Tab. 4.1), which results in a larger density
of vibrational levels. Fig. 4.12(d) shows a zoom into a smaller region of dissociation
rates. Just as in Fig. 4.11(d), the levels are again grouped by ∆v. However, here
an additional distinction according to even/odd N in dark/light blue is carried out.
The same trend of similar kf for levels with the same ∆v as discussed for Fig. 4.11
is visible here. Again, the stable/metastable levels with respect to auto-detachment
are plotted in large squares/small circles in the figure.

AF in the third excited C4Σ+
u state

For dissociating levels in the third excited C4Σ+
u state of C−

2 an overview is given
in Fig. 4.13. In sub-fig. (a) the energetic region which hosts these relevant levels
is again marked with two blue lines, representing the ZPE and Ebc,max for different
rotational excitations of the potential. The dashed grey line represents the ZPE
of the lowest-lying triple state of the neutral carbon dimer A3Πu with the same
rotational excitation N as the anionic system. The dotted grey line corresponds to
the ZPE of this neutral state for rotational excitation Nn = N − 4. As discussed in
detail in Sec. 4.5.3, only anionic levels which lie below this second (dotted) line have
sufficiently long AD lifetimes to be relevant for the experimental data presented
in Sec. 4.1. Fig. 4.13(b) shows the number of vibrational levels vmax supported
by the potential for different N . Due to nuclear symmetry considerations, only
odd rotational excitations are populated for this electronic state. Potentials with
N > 205 no longer support vibrational levels. In sub-fig. (c) an overview of the
calculated kf is given. The rates span over almost 70 orders of magnitude, out
of which ∼ 50 orders are shown in the plot. A zoom into a smaller rate range
is displayed in Fig. 4.13(d). Vibrational levels with the same ∆v = vmax − v are
connected with lines and display similar dissociation rates. In contrast to Figs. 4.11
and 4.12, where levels were considered stable against AD, if they lay above the
ZPE of the neutral state with the same N , the distinction here is with respect to
the dotted line in Fig. 4.13(a). Levels which can undergo AD with a change of
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Figure 4.13: Auto-fragmentation of levels in the C4Σ+
u state. (a) Maximum energy

of the centrifugal barrier Ebc,max and ZPE of the C4Σ+
u state are repre-

sented by the upper and lower blue line, respectively, for different N .
The dashed grey line marks the ZPE of the neutral A3Πu state at the
same rotational excitation as the anionic state. The dotted grey line
corresponds to the ZPE of the neutral A3Πu for rotation Nn = N − 4.
(b) Highest vibrational excitation vmax in the potential. (c) Dissoci-
ation rate kf plotted versus the rotational excitation. (d) Zoom into
sub-figure (c), a line is drawn through vibrational levels v with the
same ∆v = vmax − v for the range ∆v = 1, 2, 3, 4. Rates drawn in small
circles/large squares lie above/below the ZPE of the neutral A3Πu state
with rotational excitation Nn = N − 4.

rotational excitation of more then four (∆N > 4) are marked with larger squares
while the rest are plotted in smaller circles.

Concluding remarks about AF in C−
2

In this section, the dissociation rates of levels in three electronic states of C−
2 , X2Σ+

g ,
A2Πu, and C4Σ+

u , were calculated. In all cases, a large number of dissociating levels
were found with the corresponding rates spanning over many orders of magnitude.
Only a small fraction of levels were found to have AF rates, which are relevant for
the experimental data discussed in Sec. 4.1 (1 ≲ kf ≲ 104). Dissociating levels can
be grouped together according to their relative vibrational excitation with respect
to the number of vibrations in the potential ∆v. The dissociation rates within these
groups are similar and for ∆v = 1, 2, 3 they lie roughly in the measurement window
of the experiment used as a reference in this work (0.8 ms ≲ t ≲ 800 ms). Due to
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the bosonic nature of the 12C atoms, only half of the rotational excitations in the Σ
states are populated, which results in a lower number of dissociation rates for these
states in comparison to the A2Πu state. Furthermore, the rotational excitation range
for which dissociating levels with sufficient stability with respect to AD occur, differs
between the states. While Nmin ≈ 180 is similar for all states, the two doublet states
support vibrational levels up to much higher rotational excitations (Nmax = 248 for
X2Σ+

g and Nmax = 260 for A2Πu) than the quartet state (Nmax = 205).

4.5 Auto-detachment rates
This section discusses the auto-detachment (AD) from different electronic states
of C−

2 . This process is enabled by the non-adiabatic coupling of an initial anionic
state to a final combined state which consists of a neutral state of the molecular
system and the detached electron in the continuum. Here, the coupling mechanisms
in question are the electronic-vibrational and electronic-rotational coupling. Both
are mechanisms which are not considered in the Born-Oppenheimer approximation.
The probability for an anion in initial state |i⟩ to auto-detach into a final combined
state |f⟩ can be calculated using Fermi’s golden rule [91]:

ke = 2π
ℏ

∣∣∣⟨f | Λ̂fi |i⟩
∣∣∣2 ρ(Ef ). (4.30)

Here, Λ̂fi describes the coupling between the initial and final state and ρ(Ef ) the
density of final states after electron ejection. The combined state |f⟩ describes both
the final state of the neutral dimer Γ as well as the electron in the continuum with
symmetry γ and angular momentum l

|f⟩ ≡ |Γγl⟩ . (4.31)

Here, it is important to note that the dependence of the coupling operator
Λ̂fi ≡ Λ̂(Γγl)i on the final state of the electron also includes the kinetic energy
of this particle. Therefore, Λ(Γγl)i(R) varies with the energy of the ejected electron,
e.g., shown in Fig. 7 of [91].

The rest of this section focuses on different auto-detachment mechanisms available
in the anionic carbon dimer. First, an overview of previous AD studies of the carbon
dimer, mainly concentrating on the second excited B2Σ+

u state, is given in Sec. 4.5.1.
These works were not able to explain the millisecond AD signal observed at multiple
ion storage facilities (see Fig. 4.1 and discussion in text). Afterwards, theoretical
calculations carried out by Dr. Roman Čurík, Heyrovský Institute of Physical Chem-
istry, Prague, are presented. These investigate two different AD processes. Both
focus on strongly non-adiabatic coupling mechanisms, which considerably decreases
their corresponding detachment rates with respect to the previous studies discussed
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4 Modelling the decay of highly-excited anionic carbon dimers

in Sec. 4.5.1. One is the coupling of high-lying vibrations in X2Σ+
g to low vibrational

excitations in the two lowest neutral states X1Σ+
g and A3Πu, discussed in Sec. 4.5.2.

The other process involves the AD of highly rotationally excited levels in the C4Σ+
u

quartet state detaching into the A3Πu neutral state. Remarkably, for high enough
values of N , the ejected electron carries away multiple quanta of rotational mo-
mentum, which strongly suppresses the corresponding auto-detachment rate. This
process of rotationally-assisted AD is discussed in Sec. 4.5.3.

4.5.1 Previous studies on the auto-detachment of C−
2

A detailed experimental study has been carried out by Hefter et al. [13] to investigate
AD from the second excited electronic state of C−

2 . To this end, the authors employed
absorption spectroscopy. The dimers were excited from the electronic ground state
to the second excited B2Σ+

u state. Here, vibrational levels with v > 4 lie above
the zero-point energy (ZPE) of the ground state of the neutral dimer X1Σ+

g , into
which detachment is possible. Additionally, starting at v = 6 in B2Σ+

u , the first
excited state of the neutral dimer A3Πu becomes energetically available for AD.
By measuring the resonance width of the photo-absorption process, Hefter et al.
were able to estimate the lifetimes of resonant vibrational levels up to v = 10.
The measured rates vary over multiple orders of magnitude for the six considered
vibrational excitations. The study also included different rotational excitations in
the system. Here, a rotational dependence of the AD rates could be observed with
a rise proportional to N(N + 1).

For v = 5, Hefter et al. could only give an upper limit of 1×107 s−1 [13]. However,
later studies performed by Jones et al. [70] could further restrict this value by giving
a lower limit of 1×106 s−1. For vibrational levels v > 5, the AD rates are considerably
higher starting at 3.8 × 108 s−1 for v = 6 and going beyond 3 × 1010 s−1 for v = 10.
The authors attribute this sharp rise to the opening of the AD channel into the
neutral excited A3Πu state of the dimer. However, a later experimental study by
Ervin and Lineberger contested this assumption [83]. More recent calculations by
Dr. Roman Čurík, Heyrovský Institute of Physical Chemistry, instead identified a
peak in the non-adiabatic coupling function as the likely cause for the sharp rate
rise at v = 6 [92, 90]. The overlap between this feature and the final wavefunction
was found to strongly increase between the final vibrational levels v = 0 and v = 1,
latter of which is only accessible for initial vibrational levels v > 5.

Hefter et al. also investigated AD lifetimes of high-lying vibrational levels (v > 15)
of the first excited anionic state A2Πu. This proved experimentally more challenging
than for the second excited B2Σ+

u state. Due to the unfavourable Frank-Condon
overlap between these high vibrational excitations and the vibronic ground state
of the system, photo-excitation was not efficient for these transitions. However,
auto-detaching vibrational levels in the two ungerade states A2Πu and B2Σ+

u lie
in close energetic proximity. As a result, these levels can couple leading to small
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Figure 4.14: Zoom into the overlap region of the potential curves of the anionic
X2Σ+

g state, drawn in blue, and the neutral X1Σ+
g and A3Πu states

drawn in solid and dotted black lines, respectively. Vibrations and the
corresponding wavefunctions in this energy window are drawn for all
three electronic states. For levels in the X2Σ+

g state, the vibrational
excitation are labelled.

perturbations in both states. Through this effect, Hefter et al. were able to observe
AD resonances which displayed features of both Σ- and Π-state characteristics. From
these they could extract an upper AD rate limit of 1 × 108 s−1.

The authors in [13, 70] were not able to observe any AD rates in the range
of milliseconds. Levels in the B2Σ+

u state were found to detach with at least
1 × 106 s−1 [70] and therefore too fast for the observed AD signal on millisecond
timescales [16, 17, 19, 18]. In contrast, only an upper rate limit of 1 × 108 s−1 could
be established for high-lying levels in the A2Πu state (v ≥ 16). However, in the
course of the radiative decay rate calculations in Sec. 4.3.2 it became apparent, that
these high vibrations do not live sufficiently long to be the origin of a process with
millisecond lifetimes. Therefore, both doublet excited states of C−

2 , A2Πu and B2Σ+
u ,

can be ruled out as the source of the AD signal shown in Fig. 4.1.

4.5.2 Auto-detachment from high vibrations of the X2Σ+
g state

One of the AD processes calculated by Dr. Roman Čurík, Heyrovský Institute of
Physical Chemistry, focuses on highly-excited vibrational levels in the X2Σ+

g ground
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4 Modelling the decay of highly-excited anionic carbon dimers

Table 4.8: Symmetries of the initial and final state of the dimer as well as the ejected
electron for levels in X2Σ+

g undergoing AD.
Anionic state Neutral state Ejected electron Lowest partial wave

2Σ+
g

1Σ+
g

2Σ+
u p

3Πu
2Πg d

state of C−
2 . These can auto-detach by coupling to low-lying vibrations in the first

two neutral states of the system. This type of strongly non-adiabatic coupling
between vibrational and electronic excitations has been both experimental observed
and theoretically described for other systems [91, 11, 93]. The ab initio curves
(N = 0) for the anionic ground state and the lowest two neutral states of the system
are shown in Fig. 4.14. The neutral curves are shifted up by 226 meV to match the
measured electron affinity (EA) of Ervin and Lineberger [83] (see Tab. 4.2). This
was necessary due to the dependency of the non-adiabatic coupling function on the
energy of the ejected electron as mentioned in the beginning of this Sec. 4.5.2. Ab
initio calculations only provide an accuracy of typically a few 100 meV for the EA,
which is much larger than the uncertainty of the measured value. As visible in
Fig. 4.14, vibrational levels v ≥ 17 in X2Σ+

g lie above the ZPE of the neutral ground
state X1Σ+

g and can therefore undergo AD. Furthermore, for levels v > 17 the first
excited neutral state A3Πu becomes available for auto-detachment. Tab. 4.8 lists the
symmetries of the initial anionic state and the final state, consisting of the neutral
dimer and the ejected electron as well as the lowest partial wave the electron can be
detached in.

The AD rate calculations for high vibrations in the X2Σ+
g state are described in [90]

and will be summarized below. Dr. Roman Čurík followed the approach published
in [91]. Here, the matrix element in Eq. (4.30) was calculated by integrating over the
convolution of the final vibrational wavefunction ψΓγl, the derivative of the initial
vibrational wavefunction ∂

∂R
ψi and the non-adiabatic coupling function ΛΓγl,i(R) [91]

⟨Γγl| Λ̂Γγl,i |i⟩ = ℏ2

µ

∫
ψ∗

Γγl(R)ΛΓγl,i(R) ∂
∂R

ψi(R)dR. (4.32)

The coupling function can be computed in first order by using the initial and final
electronic states Ψi,Γγl [91]

ΛΓγl,i(R) =
∫

Ψ∗
Γγl(r⃗, R) ∂

∂R
Ψi(r⃗, R)dr⃗, (4.33)

where r⃗ represents all electronic coordinates. For the results presented here,
Eq. (4.33) and the MRCI method of the molpro package [80] with the aug-
pVTZ basis set [81] were used to derive ΛΓγl,i(R) for different energies of the ejected
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Figure 4.15: Auto-detachment rates kd of high-lying vibrational levels in the X2Σ+
g

state. Levels with the same vibrational excitation are connected with a
line. Vibrations v = 17, 18, 19 are labelled in the plot. Unlabelled lines
correspond to the continuously increasing 19 < v < 24 levels. (a) Total
AD rates including both the decay to the neutral X1Σ+

g ground, as well
as the first excited A3Πu state. Rates drawn in blue/grey were derived
using the ab initio/spectroscopic neutral curves. (b) Partial AD rates
only for the channel to the excited A3Πu neutral state.

electron. For the representation of the electron in the continuum, the approach
presented in [91] was employed. The auto-detachment rates were then derived
according to Eq. (4.30).

Results of the AD rate calculations for vibrations v = 17−23 in the X2Σ+
g anionic

ground state are shown in Fig. 4.15 for rotational excitations N ≤ 50. Due to the
Pauli principle, only even rotational excitations are populated. The plot is split into
two sub-figures. Panel (a) shows the total auto-detachment rates of the vibrational
levels consisting both of the decay into the neutral X1Σ+

g ground as well as the first
excited A3Πu state. The AD rates only into the A3Πu state are displayed separately
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4 Modelling the decay of highly-excited anionic carbon dimers

Table 4.9: Auto-detachment of vibrational levels v = 17 − 20 in the anionic X2Σ+
g

state into the lowest two neutral states X1Σ+
g and A3Πu. Rates are given

for three rotational excitations N = 0, 28, 50 and two different sets of
neutral potentials, one applying the spectroscopic values published in [83]
and one using the results from the ab initio calculations presented in
Sec. 4.2.2.

Spectroscopic ab initio
Vibration X1Σ+

g A2Πu X1Σ+
g A2Πu

N = 0
17 8.20 × 10−2 - 2.69 -
18 1.82 × 102 9.93 × 10−1 2.77 × 102 9.05 × 10−1

19 3.19 × 103 6.10 × 101 3.69 × 103 5.16 × 101

20 9.30 × 103 1.30 × 102 9.44 × 103 1.01 × 102

N = 28
18 4.88 2.40 × 10−3 3.13 × 101 7.57 × 10−5

19 2.25 × 103 5.20 × 101 2.31 × 103 5.08 × 101

20 7.00 × 103 1.19 × 102 7.20 × 103 6.55 × 101

N = 50
18 6.06 × 101 8.02 × 10−1 3.46 × 101 1.27
19 5.76 1.67 5.26 × 101 2.32
20 3.07 × 103 4.93 × 101 3.02 × 103 4.42 × 101

in panel (b). These were found to always lie at least one order of magnitude below
the corresponding AD rates into the X1Σ+

g state. This is also visible in Tab. 4.9,
where a selection of rates are listed.

In order to estimate the sensitivity of the calculations on the shape of the electronic
curves, AD rates kd were derived for two different sets of potentials. For one, the ab
initio results (see Sec. 4.2.2) were used to calculate the neutral potentials. For the
other, the neutral curves were estimated using a Morse potential and the values given
by Ervin and Lineberger [83]. In both cases, the EA was fixed to the experimental
value given in [83]. Additionally, the ab initio potential of the X2Σ+

g anionic ground
state was employed in both cases. This decision was made, because of the high
vibrational excitations v ≥ 17 considered in the anionic state. Spectroscopic values
describe electronic potentials well around the equilibrium distance, where the low
vibrations are situated. These are of relevance for the final neutral states in the
process discussed here (see Fig. 4.14). Therefore, it is feasible to describe the neutral
potential using the spectroscopic data. However, for the high vibrations in the
anionic ground state considered here, the ab initio results provide a more precise
description of the potential.
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4.5 Auto-detachment rates

The calculated rates for the two different sets of potentials are shown for the
ab initio/spectroscopic neutral curves in blue/grey in Fig. 4.15. Furthermore, a
selection of both is given in Tab. 4.9. Some of the rates lie in the millisecond
range and could therefore potentially cause the measured AD signal. Hence, high-
lying vibrations of the X2Σ+

g will be considered in the following Sec. 4.6, where a
decay model is used to compare the measured signal to the theoretical calculations.
For levels v ≥ 20, the agreement between the rates derived using the different
neutral potentials is very good. For the lowest three vibrations, significant relative
differences are visible if kd ≲ 5 × 102 s−1. Here, the rate is very sensitive to the
small differences between the two sets of neutral potentials. However, both sets of
kd cover the same rate region spanning over more than five orders of magnitude.
Therefore, a decay model considering the convolutions of each set, as discussed in
detail in Sec. 4.6, is not expected to produce vastly different results.

4.5.3 Rotationally assisted auto-detachment from the C4Σ+
u

state

This sub-section focuses on the auto-detachment of levels in the anionic quartet
state C4Σ+

u . Due to the spin of this state, S = 3/2, detachment is only possible
into neutral states with S = 1 or 2 (since the spin of the ejected electron is 1/2).
Therefore, out of the two neutral states in the carbon dimer considered in this
work so far, X1Σ+

g and A3Πu, only latter can serve as a final state for AD here.
The neutral dimer furthermore has an additional excited bound state, B3Σ−

g , which
also has the required spin of 1 [67]. This state is known from previous studies to
lie almost 2 eV above the first excited A3Πu triplet state [67]. Consequentially, it
is positioned energetically above the ZPE of the lowest-lying quartet state of C−

2
(see Tabs. 4.1 and 4.2). Furthermore, based on the spectroscopic parameters given
in [67], the potential of this neutral state B3Σ−

g does not intersect with that of
the anionic C4Σ+

u curve at any internuclear distance R. This was also confirmed
by ab initio calculations carried out by Ass. Prof. Dr. Milan Ončák, Innsbruck
University [94]. He additionally found that the two excited neutral bound states,
A3Πu and B3Σ−

g , only intersect with each other at R ∼ 2 Å. From the excitation
energy and the shape of the B3Σ−

g neutral state, its significance for the AD of levels
in C4Σ+

u can be estimated. In the rotational excitation range considered here, this
state will not energetically rearrange with either the anionic C4Σ+

u nor the neutral
A3Πu state. The rearrangement with the latter (neutral) state is not observable
due to the large internuclear distance of the intersection point at R ∼ 2 Å (compare
to the intersections investigated in Fig. 4.4). As a result, the rotational excitation
required for re-arrangment lies above the N -region relevant here. Therefore, any
levels in the anionic quartet state for which the AD channel into B3Σ−

g is available
can also decay into energetically lower-lying levels in the A3Πu state. It can therefore
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4 Modelling the decay of highly-excited anionic carbon dimers

be expected, that the resulting decay rate will always be predominantly given by
the detachment into the A3Πu state. Therefore, AD into the second excited neutral
state will be neglected here.

For AD into the first excited neutral state A3Πu the symmetries of the involved
neutral (3Πu) and anionic (4Σu) states result in the detaching electron’s ejection in
a Πg wave. This corresponds to an angular momentum of the electron of predomi-
nantly l = 2. For a given anionic rotation N and angular momentum of the ejected
electron l, the neutral dimer can have a rotational excitation Nn in the range of

N − l ≤ Nn ≤ N + l. (4.34)

This restriction is given by angular momentum conservation (see the 3j-Wigner
symbol in Eq. (3) of [95]). For l = 2, this results in a maximum change of rotational
excitation ∆Nmax = N −Nn = 2.

For moderate rotational excitation of the system (N < 155), the anionic C4Σ+
u

state lies energetically above the neutral A3Πu state (see Fig. 4.3). At these N , the
anionic curve has resonant character and all levels can detach by ejecting an electron
with angular momentum l = 2. The corresponding rates are on atomic timescales.
This has already been reported in the works of Halmová et al. [78, 79]. Calculations
by Dr. Roman Čurík, Heyrovský Institute of Physical Chemistry, put the corre-
sponding lifetimes for this resonant AD process at femto- to picoseconds [95]. For
the calculations the modified quartet curve described in Sec. 4.2 was employed. It
combines the ab initio (molpro) results obtained by Ass. Prof. Dr. Milan Ončák,
Innsbruck University, with the R-matrix calculations published by Halmová [79]. For
the neutral A3Πu state, the employed ab initio potential was energetically shifted by
226 meV to match the measured EA of Ervin and Lineberger [83]. The calculations
show that levels, which can decay by ejecting an electron with l = 2 do not live
sufficiently long to contribute to either of the measured signals.

At high rotational excitation (N ≳ 155), the potential landscape differs strongly
from that corresponding to the low to moderate N range (see Fig. 4.4). This signifi-
cantly influences the AD rates for levels in the C4Σ+

u state. A similar rotational effect
on the auto-detachment rates has already been observed for different isotopologues
of the anionic hydrogen dimer [96, 97]. Here, the rotational excitation modifies the
neutral and anionic potentials such that the amplitudes of the vibrational wavefunc-
tions decrease in the AD region. This is the internuclear distance range, in which the
neutral and anionic wavefunctions overlap. For the systems studied previously (H−

2 ,
D−

2 and HD−) this potential modification resulted in an AD rate decrease by roughly
four orders of magnitude for rotational excitations N ≈ 20 − 40 in comparison to
the rotationless case [96, 97].

The rotational effect on the AD of the C4Σ+
u in C−

2 differs from the previous
study in two ways. First, the system is much heavier than the heaviest hydrogen
dimer isotopologue studied before (D−

2 ). Consequentially, the rotational excitations
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Figure 4.16: Auto-detachment of levels in the anionic C4Σ+
u state, drawn in blue,

for N = 169. Excitation energies and vibrational wavefunctions are
indicated in the figure. The potential of the A3Πu neutral state with
rotational excitation Nn = 163 is plotted in a dotted black line. The
ZPE and the corresponding vibrational wavefunction are also drawn in
black. Grey horizontal lines indicate the ZPE energy of this neutral
state for higher Nn up to Nn = N = 169. Low-lying levels of the
anionic curve are labelled according to their vibrational excitation, the
required change in rotational excitation to undergo AD, ∆N , as well
as the minimum angular momentum l the electron can be ejected in.

required to see significant changes of the potentials are higher for the carbon dimer.
This is caused by the dependence of the centrifugal energy on the inverse of the
reduced mass (see Eq. (4.6)). Second, and more importantly, the modification of
the anionic quartet C4Σ+

u potential and the neutral A3Πu potential leads to the
energetic rearrangement of the two curves for N ≳ 155 (see Sec. 4.2.3). At these
rotations (N) vibrational levels exist, which lie not only below the ZPE of the
neutral A3Πu state with the same rotation (Nn = N) but also below the ZPE
corresponding to the neutral potential for rotational excitation Nn = N − 2. This
sort of rearrangement was not observed in the hydrogen systems, where the anionic
potential lies energetically above the neutral curve for all N .

The energetic rearrangement at high N for the quartet state of C−
2 results in

anionic levels in C4Σ+
u , which can no longer decay by ejecting an electron with l = 2
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4 Modelling the decay of highly-excited anionic carbon dimers

due to their position below the ZPE of the neutral curve for Nn = N − 2. However,
the detachment into neutral levels with lower rotation excitation Nn < N − 2 is
still energetically available. This is exemplarily shown in Fig. 4.16 for the lowest
vibrations in the C4Σ+

u state at N = 169. Here, the ZPE of the A3Πu state is
indicated for different rotational excitations. Multiple anionic levels, drawn in blue,
lie below the ZPE corresponding to Nn = N − 2 = 167. These levels can only
undergo AD when allowing the simultaneous reduction of the rotational excitation
of the system by up to six quanta (for v = 0) for the example displayed in the figure.
These additional rotational quanta have to be carried away by the ejected electron in
order to preserve angular momentum conservation. As discussed above, the ejected
electron for the AD process from a 4Σ+

u to a 3Πu state has a Πg character. Therefore,
the angular momentum of the electron has to be even and at least 2 (l = 2m with
m = 1, 2, 3, ...). Using Eq. (4.34), the minimal values of l for an AD process which
requires a change of rotation ∆N can be calculated. For the exemplary case of
N = 169, these are given in Fig. 4.16 for the lowest five vibrations.

This AD channel, which is only possible if the electron carries away additional
quanta of rotational excitation, has not been theoretically described or experimen-
tally assigned to any system before. The scientists involved in the project presented
in this Chap. 4 propose the name "rotationally assisted auto-detachment" for this
process. The theoretical description was derived and the AD rate calculations were
carried out by Dr. Roman Čurík, Heyrovský Institute of Physical Chemistry. The
theoretical description necessary to calculate the rates for rotationally assisted AD
presents an extension of the works by Čížek et al. [96, 97, 98]. These focus mainly
on a non-local resonance model, which can be used to describe the detachment of
low-energy electrons. The extension for the process of relevance here is the incor-
poration of the rotational degrees of freedom into the model [98]. This allows for
the calculation of rates for AD including a change in rotational excitation. The
theoretical derivation is described in detail in [95] and will not be repeated here.
The results of the rate calculations are summarized below.

AD rates kd for rotationally highly-excited levels in the C4Σ+
u state of C−

2 are
drawn versus N in Fig. 4.17. Panel (a) shows an overview of the a range of rotational
and vibrational excitations for the unshifted quartet potential (see Fig. 4.3). The
AD rates span over many orders of magnitude, even within the same rotational
excitation. The rates can be grouped into sets which have similar values on a
logarithmic scale. Between these sets, there are a multiple orders of magnitude gaps
without any rates. A closer inspection of the calculation results reveals, that all
levels corresponding to a rate-set share the same minimum angular momentum l the
electron can be ejected in. The different sets in Fig. 4.17(a) are labelled according
to this minimum l. The strong AD rate suppression for increasing l of the ejected
electron has two reasons. The first is given by the overlap of the initial (anionic)
and final (neutral) vibrational wavefunctions. As the required ∆N increases, this
value decreases as the wavefunction amplitudes decrease in the overlap region (see
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Figure 4.17: Auto-detachment rates kd for levels in the C4Σ+
u state of C−

2 . (a)
Overview of AD rates for different angular momenta of the ejected
electron l using the unshifted anionic potential. Rates corresponding
to the same vibrational excitation are connected with a thin line. The
region corresponding to the AD rates dominated by the ejection of an
electron with l = 6 is shaded in grey. Panels (b) - (d) show a zoom into
this region (l = 6) for the unshifted, upwards shifted and downwards
shifted anionic potential, respectively. Here, rates corresponding to the
same vibration up to vmax = 9, 4, 10 are connected with lines, respec-
tively.

for example Fig. 4.16). The same effect is also responsible for the AD rate decrease
in rotationally excited hydrogen dimer isotopologues [96, 97]. The second reason is
the rate at which electrons with higher angular momentum l can be ejected. This
is given by the partial width Γl, which decreases by multiple orders of magnitude
between Γl′ and Γl′+2 (see Supplement Material of [95]). As a result, the AD rate is
always dominated by the decay channel corresponding to the smallest possible value
of l.

AD rates corresponding to the ejection of an electron with l < 6 (∆N ≤ 4) are too
large to contribute to the measured signal (0.8 ms ≤ t ≤ 800 ms). On the other hand,
levels which decay with l = 8 have very small AD rates in the order of ∼ 10−2 s−1.
As a result, these levels predominantly decay through one of the other channels
(AF or radiative relaxation). Especially those, which lie above the dissociation
threshold typically display large AF rates, due to their energetic position close to the
maximum of the centrifugal barrier. Levels, which predominantly decay by ejecting
an electron with l = 6 have AD rates which are similar to the main decay component
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4 Modelling the decay of highly-excited anionic carbon dimers

Table 4.10: AD rates for levels in the C4Σ+
u state decaying with l = 6 calculated for

the three anionic quartet potentials.
Unshifted Shift up Shift down

N v kd N v kd N v kd

165 0 1.28 × 103 171 0 1.34 × 103 159 0 7.26 × 102

167 0 6.38 × 102 173 0 6.45 × 102 161 0 4.11 × 102

169 0 2.59 × 102 175 0 2.47 × 102 163 0 1.49 × 102

169 1 2.46 × 103 175 1 2.38 × 103 163 1 1.70 × 103

171 0 1.37 × 103 177 1 8.81 × 102 165 1 7.00 × 102

171 1 1.12 × 103 177 2 4.45 × 103 165 2 3.92 × 103

171 2 4.90 × 103 179 1 3.47 × 102 167 1 3.10 × 102

173 1 3.79 × 102 179 2 1.81 × 103 167 2 1.76 × 103

173 2 2.08 × 103 179 3 5.32 × 103 167 3 6.17 × 103

175 2 6.63 × 102 181 2 5.78 × 102 169 2 6.28 × 102

175 3 2.58 × 103 181 3 1.82 × 103 169 3 2.64 × 103

175 4 6.71 × 103 181 4 5.32 × 103 169 4 7.50 × 103

177 3 8.10 × 102 183 4 6.29 × 102 171 3 8.92 × 102

177 4 2.09 × 103 183 5 1.59 × 103 171 4 3.04 × 103

177 5 5.55 × 103 183 6 3.98 × 103 171 5 7.34 × 103

179 4 7.00 × 102 183 7 7.57 × 103 173 4 9.87 × 102

179 5 1.61 × 103 173 5 2.40 × 103

179 6 3.88 × 103 173 6 6.15 × 103

179 7 7.30 × 103 175 6 1.88 × 103

181 6 1.03 × 103 175 7 4.50 × 103

181 7 1.99 × 103 175 8 8.46 × 103

181 8 4.06 × 103 177 7 1.28 × 103

181 9 6.73 × 103 177 8 2.47 × 103

183 8 9.68 × 102 177 9 5.21 × 103

183 9 1.65 × 103 177 10 8.85 × 103

183 10 2.57 × 103 179 9 1.43 × 103

183 11 4.27 × 103 179 10 2.44 × 103

183 12 5.60 × 103 179 11 4.03 × 103

183 13 3.40 × 103 179 12 7.35 × 103

179 13 1.10 × 104

181 12 1.90 × 103

181 13 2.86 × 103

181 14 4.79 × 103

181 15 6.49 × 103

181 16 8.39 × 103

183 17 1.46 × 103

183 18 1.82 × 103

183 19 1.97 × 103

183 20 1.27 × 103

183 21 1.51 × 103
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4.6 Comparing the measurement to a decay model

(kex ∼ 300 s−1) measured at multiple ion storage facilities (see Fig. 4.1). They can
be found in the rotational excitation range 163 ≤ N ≤ 183 for the unshifted quartet
potential. Here, the lower limit is given by the minimal rotation required for the
anionic curve to rearrange with the neutral potential corresponding to Nn < N − 4.
For N > 183, the energetic rearrangement between the anionic and neutral curves
is so strong, that AD is only possible with ∆N > 6 for all levels in the potential.
The decay region corresponding to the l = 6 rate-set is grey-shaded in Fig. 4.17(a).

Levels which auto-detach with l = 6 present a potential origin for the measured
signal. Therefore, the uncertainty of the AD rate calculations of these levels was
estimated. It was found, that the rates strongly depend on the energetic position
of the anionic C4Σ+

u curve with respect to the neutral A3Πu curve. Therefore, the
AD rate calculations were carried out three times. Once for the unshifted anionic
potential using the curve given by the combination of the ab initio (molpro) calcu-
lations and the R-matrix results from [79] (see Sec. 4.2.2). These results are shown
in panels (a) and (b) of Fig. 4.17, where latter presents a zoom into the region of kd

for l = 6. The ab initio part of the anionic curve was then once shifted up and once
down by 170 meV. This is a typical value for the uncertainty of the underlying ab
initio (molpro) calculations. The potential was then again constructed using the
shifted ab initio (molpro) data and the R-matrix results from [79] (see Fig. 4.3).
The resulting rates for levels which decay with l = 6 are shown in panels (c) and
(d) of Fig. 4.17, respectively. They are also listed together with the rates for the
unshifted potential in Tab. 4.10. The energetic shift up/down of the ab initio part of
anionic potential causes the decrease/increase of the N range which hosts vibrations
that decay with l = 6. The larger/smaller energetic separation of the anionic and
neutral states require larger/smaller rotational excitation in order to reach a situa-
tion were levels are stable against AD for ∆N ≤ 4. Additionally, the kd range for
levels decaying with l = 6 slightly decreases/increases for the upwards/downwards
shifted potential. However, the three sets of kd rates (for the unshifted, upwards
and downwards shifted potential) have the same overall features. All display the
distinctive separation of AD rates according to their lowest l value observable in
Fig. 4.17(a). Furthermore, these subsets for a specific value of l lie in the same rate
range for all three anionic potential scenarios.

4.6 Comparing the measurement to a decay model
The total decay of a single state j can be described through the sum of rates for the
different decay channels. In the system discussed here, these are Aj, kf,j, and kd,j

for electronic transitions, AF and AD, respectively. The overall decay of this state
is then given by the rate k′

j with

k′
j = Aj + kf,j + kd,j. (4.35)
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4 Modelling the decay of highly-excited anionic carbon dimers

The contribution of level j to one of the auto-decay signals sj
x, with x = {f, d},

measured on the detector in the experiment can be calculated with

sj
x(t) = ϵdet N0 Pj(t) kx,j e

−k′
jt. (4.36)

Here, N0 gives the initial number of ions, ∼ 4×107 for the measurement at hand, and
Pj(t) is the probability for an ion to be in state j at storage time t. The detection
efficiency ϵdet is given by Eq. (4.3). The overall decay signal for channel x on the
detector is then given by the sum over all levels contributing to this decay channel,

sx(t) = ϵdet N0
∑

j

Pj(t) kx,j e
−k′

jt. (4.37)

The overall number of ions in j contributing to the signal, Sj
x, in a storage time

window t1 ≤ t ≤ t2 can be calculated by integrating Eq. (4.36). It is approximately
given by

Sj
x =

∫ t2

t1
sj

x(t) dt ≈
∫ ∞

t1
sj

x(t) dt ≈ N0
j Yx,j. (4.38)

The factor Yx,j describes the yield of state j to the signal sx,

Yx,j = e−t1k′
j
kx,j

k′
j

. (4.39)

The exponential factor in Eq. (4.39) accounts for the probability of the ions to decay
on the way to the storage ring, with t1 = 0.8 ms here (see Fig. 4.2). Two assumptions
are made in Eq. (4.38). First: t2 is sufficiently large such that the ions have decayed
after this time with a high probability (k′

j ≫ t−1
2 ). In this case, the upper bound

of the integral can be approximated with t2 ≈ ∞. For the measurement discussed
here, the upper storage time limit is given by t2 = 800 ms (see Fig. 4.2). The
applicability of this assumption will be discussed in Sec. 4.6.1. Second: The number
of ions decaying from state j into either of the auto-decay channels is roughly given
by the initial population of this state N0

j . Hence, repopulation through radiative
de-excitation from higher-lying levels is negligible. This will be discussed in more
detail in Sec. 4.6.2.

The rest of this section is structured as follows. First, the yields for levels orig-
inating from the different electronic states for either of the two destructive decay
channels, AF and AD, are presented in Sec. 4.6.1. Afterwards, the evolution of the
internal population of the ions is discussed in Sec. 4.6.2. Here, also two initial popu-
lations and the possibility of repopulation through radiative decay from higher-lying
levels are considered. The resulting decay model is compared to the measurements
in Sec. 4.6.3.

90



4.6 Comparing the measurement to a decay model

200 25010
3

10
1

10
1

10
3

10
5

k′ j (
s

1 )

(a)
200 250

(b)
180 200

(c)
10

3

10
2

10
1

10
0

Rotational quantum number N

AF
 Y

ie
ld

Figure 4.18: Levels in the anionic states (a) X2Σ+
g , (b) A2Πu, and (c) C4Σ+

u undergo-
ing AF. The total decay rates k′

j are plotted versus N and colour-coded
according to their respective yields indicating their contribution to the
measured AF signal. The grey-shaded area marks the measurement
window in the experiment. Only rates with a yield of at least 10−3 are
shown.

4.6.1 AD and AF yields

The yields for levels contribution to the measured AF signal are calculated using
Eq. (4.39) and shown in Fig. 4.18. Here, the total decay rates k′

j are plotted versus
the rotational quantum number N and colour-coded according to Yf,j. Levels in
states X2Σ+

g , A2Πu, and C4Σ+
u are shown in panels (a), (b), and (c), respectively.

The partial decay rates necessary to calculate k′
j (see Eq. (4.35)) were taken from

the previous Secs. 4.3 - 4.5. A grey-shaded area in Fig. 4.18 marks the measurement
window. The majority of rates lie either inside or above this area. This suggests,
that the upper-bound approximation carried out in Eq. (4.38) is acceptable. For
levels with k′

j ≫ t−1
1 , the yield is strongly suppressed due to the exponential factor

in Eq. (4.39). Higher-lying vibrational levels in the two doublet states X2Σ+
g and

A2Πu have fast radiative decay rates (see Sec. 4.5.2), which limit the overall lifetime
of these levels. As a result, k′

j > 10 s−1 for all levels in the X2Σ+
g state and only very

few display a strong yield for the AF signal. For excitations in the A2Πu, the total
decay rates reach much lower values at high N due to the energetic rearrangement
with the anionic ground state and the consequential longer radiative lifetimes (see
Sec. 4.3.2). Here, the number of levels contributing significantly to the AF signal
is higher than in X2Σ+

g . Due to the irregular scattering of radiative decay rates in
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Figure 4.19: Yields for levels in C−
2 contributing to the AD signal. Panels (a) and

(b) show levels in the X2Σ+
g state using the neutral potentials from

spectroscopic parameters or ab initio calculations to determine kd, re-
spectively. Panels (c), (d), and (e) display the AD rates for levels in the
C4Σ+

u state using the anionic potential which is unshifted, shifted up or
shifted down, respectively. The grey-shaded area marks the measure-
ment window in the experiment. The dark grey line indicates the main
lifetime component of 2.7 ms (see Fig. 4.1). Only rates with a yield of
at least 10−3 are shown.

the C4Σ+
u state (see Sec. 4.3.3), no trends are visible for these levels in Fig. 4.18(c).

Notably, even though the rotational excitation window with relevant levels for the
AF signal is smaller than the doublet states, there are more k′

j with Yf,j ≥ 0.1 in
the C4Σ+

u state (39 rates) then in the other two combined (30 rates). This can be
explained by the large scattering and often small values of the radiative decay rates
for the spin-forbidden transition (see Sec. 4.3.3).

The yields for levels contribution to the measured AD signal are shown in Fig. 4.19.
Again, the total decay rates and yields were calculated using the results from
Secs. 4.3 - 4.5. A grey-shaded area marks the measurement window, while a dark
grey line indicates the main AD component measured in the experiment of 2.7 ms
(see Fig. 4.1). In panels (a) and (b), levels originating in the X2Σ+

g ground state are
shown. Here, AD rates were calculated using the spectroscopic or ab initio neutral
potentials (see Sec. 4.5.2), respectively. In both cases, the majority of total decay
rates lie above the measurement window and therefore do not contribute to the sig-
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4.6 Comparing the measurement to a decay model

nal significantly. Levels with a good AD yield can be found for total decay rates
spanning from 102 ≲ k′

j ≲ 5×103, with a large fraction lying below the dark grey line
marking the main decay component measured in the experiments. Figs. 4.19(c) -
(e) show AD levels in the C4Σ+

u state using the unshifted, upwards and downwards
shifted anionic potentials, respectively (see Sec. 4.5.3). The radiative and AF decay
rates for levels relevant for the AD signal in the two shifted potentials were cal-
culated explicitly for the modified curves in order to obtain more precise values of
their yields. In contrast to the doublet AD rates, the total decay rates lie almost ex-
clusively above the main decay component measured in the experiment. Typically,
only one smaller k′

j value is present per potential, with this outlier closed to the
dark grey line for the upwards shifted anionic curve. Overall, the total decay rates
of levels from the C4Σ+

u contributing to the AD signal display a smaller k′
j range

and are fewer in number compared to those originating in the X2Σ+
g ground state.

4.6.2 Internal population of the ions
A description of the internal population of the ions at any storage time is necessary to
model the expected decay signal on the detector according to Eq. (4.37). To estimate
this, multiple aspects will be considered in this sub-section. First, an appropriate
initial population of the ions after production in the MISS source has to be chosen.
Below, two different scenarios are discussed, one including and one excluding the
production of ions in the C4Σ+

u quartet state. Second, the evolution of the internal
population with storage time has to be described mathematically. Here, the focus
lies on levels, which can contribute to the measured decay signals (see Sec. 4.6.1).
Third, the significance of repopulation of these levels from higher-lying levels has to
be examined. Below, these three aspects are discussed separately.

Initial population

The processes leading to the creation of molecules in sputter sources remain some-
what elusive despite multiple approaches to describe underlying formation mech-
anisms [37, 99]. Nevertheless, the internal population distributions arising from
this source environment have been studies for different system. Wucher [100] used
experimental data available at the time to simulate the internal energy distribu-
tion of different sized neutral silver clusters. Here, he could find general features,
which he again observed in a later collaborative study with Garrison [38]. One
observation was, that the majority of the population can be approximated by a
Boltzmann-distribution. However, a small fraction of the particles appear to have
a non-thermal population with much higher energies then the quasi-thermal part.
This non-thermal behaviour was also described in a study by Snowden et al. on
neutral systems [37]. The second observation was the thermal decoupling of the
different excitation modes. Here, only vibrational and rotational temperatures, Tv
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4 Modelling the decay of highly-excited anionic carbon dimers

and TN , were studies, while electronic excitations were not considered. Both studies
found, that vibrational and rotational distributions have different temperatures of
a few thousand K with Tv < TN .

The transfer of these studies on neutral molecules discussed above to anionic sys-
tems is not obvious. Due to the extraction potential applied in the sputter source,
anionic species are accelerated out of the source instantly after ionization. In the
subsequent experimental chambers, the pressure is typically much lower and the
ions do not have the possibility to efficiently equilibrate their internal temperature
through collisions. Apart from the works on neutral systems discussed above, only
two studies on negative systems could be found in the course of this work, which tried
to estimate the internal population of the anions after creation in a caesium sputter
source. One looked at the auto-detachment of highly-excited SF−

6 [9]. Here, depend-
ing on the operation parameters of the source, temperatures of Tv ≈ 1000 K...3000 K
and TN ≈ 1000 K...4000 K were found. Due to the nature of the studied process
(AD), this work focused on ions which can be expected to predominantly lie in the
high-energy tail of the population distribution. However, it is important to note,
that the EA of SF−

6 is about 1 eV [9] and therefore considerably smaller than for C−
2 .

This could potentially lead to lower temperatures of the high-energy tail due to the
reduced stability of the system. Another study [36] probed inner-shell excitations of
C−

2 and was able to model the resulting spectrum well, assuming internal tempera-
tures of Tv ≈ TN ≈ 1100 K. In contrast to the SF−

6 study, it can be expected that
predominantly ions in the quasi-thermal part of the population were probed here.
Furthermore, Schipper et al. [36] observed that the electronic excitation does not
follow a thermal distribution and the population is equally shared between the two
states investigated in the experiments, the lowest-lying doublet states X2Σ+

g and
A2Πu of C−

2 .
Considering the previous studies on internal populations of ion assembles pro-

duced in a sputter source described above, the initial population distribution used
in this work is outlined below. The probability Pj to be in state j with electronic,
rotational and vibrational excitation j = (γ,N, v) is factorized into separate proba-
bilities describing the different excitation types,

Pγ,N,v = Pγ PN(γ)Pv(γN). (4.40)

The probability to be in electronic state γ, is given by a number 0 ≤ Pγ ≤ 1. The
probabilities to be in a specific rotational and vibrational excitation, PN(γ) and
Pv(γN), are then dependent either on the electronic or the ro-electronic excitation
of the system, respectively. Both are described by a two-component distribution,
with one component accounting for the quasi-thermal, core part of the population
with temperature T c

i and one for the high-energy tail with temperature T t
i ,

Pi(m) = (1 − αi)pi(m,T c
i ) + αipi(m,T t

i ). (4.41)
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4.6 Comparing the measurement to a decay model

Here, αi is the fraction of ions in the high-energy tail, i = v,N , and m = γ, γN . The
thermal distribution pi for i = N and m = γ is given by a Boltzmann distribution

pN(γ, T ) = (2N + 1)e−EN (γ)/kBT∑
N ′(2N ′ + 1)e−EN′ (γ)/kBT

. (4.42)

The denominator in Eq. (4.42) sums over all rotational excitations N ′ for which
(quasi-)bound vibrational levels were calculated. The rotational excitation energy
EN(γ) in electronic state γ can be calculated according to

EN(γ) = Eγ,N,v=0 − Eγ,0,v=0. (4.43)

The thermal distribution of the vibrational levels (i = v, m = γN) is given by

pv(γN, T ) = e−Ev(γN)/kBT∑
v′ e−Ev′ (γN)/kBT

. (4.44)

The vibrational excitation energy Ev(γN) in electronic state γ with rotational ex-
citation N is calculated with

Ev(γN) = Eγ,N,v − Eγ,N,v=0. (4.45)

The denominator in Eq. (4.44) accounts for the normalization. Here, the sum ex-
tends over all (quasi-)bound vibrational levels v′ in electronic state γ for rotational
excitation N . For Eq. (4.42), which describes the corresponding calculation for ro-
tational excitation, all relevant ro-vibrational eigenvalues were calculated with the
Numerov method [85]. However, the excitation energy of very high-lying vibrations
(v > 23) at low rotational excitations were only estimated here. These levels are
of no relevance to either of the measured decay signals due to fast AD and radia-
tive decay rates. Additionally, they are very weakly populated due to their large
vibrational excitation. Hence, it is sufficient to approximate their energetic position
for the normalization in Eq. (4.44). This approximation was carried out by Apl.
Prof. Dr. Andreas Wolf, Max-Planck-Institut für Kernphysik, and is detailed in the
Supplement Material of [90]. It only had a noticeable effect for vibrational temper-
atures in excess of 10 000 K. Levels shown in the later Fig. 4.20, which displays two
population models, are only those calculated with the Numerov method.

Two initial population scenarios were derived in the course of this work and are
given in Tab. 4.11 and displayed in Fig 4.20. For both the available parameters (Pγ,
Ti and αi) were adjusted to optimize the agreement between a decay model and the
measured data (see Sec. 4.6.3). Scenario 1 includes a small fraction (0.006) of the ions
in the C4Σ+

u state of the system with the rest of the ions equally distributed between
the lowest two doublet states X2Σ+

g and A2Πu. As discussed in Sec. 4.5.3, only levels
in the C4Σ+

u state with rotational excitation N which lie below the ZPE of the A3Πu

state with Nn = N−4 have sufficient AD lifetimes to reach the CSR. Therefore, only
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Figure 4.20: Populations of ro-vibronic levels for scenario 1 in panels (a) - (c) and
scenario 2 panels (d) - (e). The levels are plotted according to their
excitation with respect for the ZPE of the ground state at N = 0 versus
the rotational excitation and colour-coded according to their popula-
tion. A black semi-transparent line marks the maximum of the rota-
tional barrier for the respective electronic state at rotational excitation
N . Levels in the X2Σ+

g ground state are shown in panels (a) and (d),
while levels in the A2Πu state are shown in panels (b) and (e). For
scenario 1, levels in the upwards shifted potential of C4Σ+

u are shown
in panel (c). Those which can undergo AD only by ejecting an electron
with l ≥ 6 are considered in the model. Levels which detach with l < 6
are indicated in grey and not considered from here on. Relevant levels
in the C4Σ+

u state lying above the thin dashed line, which marks the
ZPE for the A3Πu state with Nn = N − 6, undergo AD with l = 6.

these levels are considered in the calculation of the population fraction in the C4Σ+
u

state. Furthermore, in scenario 1, the temperatures and fractions of the high-energy
tails were chosen such that they are not in contradiction with previous studies on
internal populations arising from sputter sources.

Scenario 2 only allows the population of the two doublet states in equal measures
and no population of the lowest quartet state. The temperatures and tail fractions
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4.6 Comparing the measurement to a decay model

Table 4.11: Description of the two initial population scenarios, one with and one
without a small fraction of the ions in the C4Σ+

u state of the system.
Parameters given here can be used together with the equations given in
the text to calculate the respective population distributions.

Pγ T c
N (K) T c

v (K) αN T t
N (K) αv T t

v (K)
Scenario 1

X2Σ+
g and A2Πu 0.497 2100 1200 0.01 8000 0.01 8000

C4Σ+
u 0.006 2100 1200 0 - 0 -

Scenario 2
X2Σ+

g and A2Πu 0.5 2100 1200 0.035 30 000 0.05 30 000
C4Σ+

u 0 - - - - - -

(see Eq. (4.41)) were then adjusted in such a way, that the modelled AD and AF
curves reproduce the measured signal as good as possible when employing the decay
rates calculated in Secs. 4.3 - 4.5. This will be discussed in more detail in Sec. 4.6.3.
Here, forbidding a small population in the quartet state led to the necessity of
increasing both the tail fractions and temperatures of the high-energy tails in a way,
which is no longer supported by previous studies on internal populations created
in sputter source environments discussed above. Nevertheless, this scenario will be
employed as well to fit the measured data in Sec. 4.6.3 to illustrate the importance
of including the C4Σ+

u state into the model.

Storage time evolution of the population

Having defined the initial population of the ions above, the evolution of this popula-
tion with storage time t will be approximated here. Considering an arbitrary state
j, its relative population Pj changes according to

dPj

dt
= −k′

jPj, (4.46)

if repopulation through radiative decay by higher-lying levels is neglected. The total
decay rate k′

j is calculated according to Eq. (4.35). Assuming an initial relative
population P 0

j , the time-dependent relative population of j, Pj(t), is given by the
integral of Eq. (4.46)

Pj(t) = P 0
j e

−k′
jt. (4.47)

The two different initial population scenarios for P 0
j employed here are given above.
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4 Modelling the decay of highly-excited anionic carbon dimers

In order to estimate the effect of repopulation from higher-lying states, it is nec-
essary to expand Eq. (4.46) to

dPj

dt
= −k′

jPj +
∑

i

Ai
jPi. (4.48)

Here, the first term describes the depopulation of j through any of the three de-
cay channels (see Eq. (4.35)). The second term considers the repopulation from all
higher-lying states i with population Pi. The corresponding rates Ai

j are the partial
radiative decay rates of i into j (see Sec. 4.3). From here on, only a single repop-
ulation step into j will be considered and the possible repopulation of the feeding
levels i will be neglected. As discussed later in this Sec. 4.6.2, this approximation
is sufficient due to the very small overall repopulation effect for levels contributing
to the measured signals. With this simplification, Pi in Eq. (4.48) can be rewritten
using Eq. (4.47),

dPj

dt
= −k′

jPj +
∑

i

Ai
j P

0
i e

−k′
it. (4.49)

Eq. (4.49) is a linear first-order differential equation of the form
df(t)
dt

= f(t)g(t) + h(t), (4.50)

for which the integral is given by

f(t) = c0e
G(t) + eG(t)

∫
e−G(t̃) h(t̃) dt̃. (4.51)

Here, c0 is a constant and G(t) the integral of g(t) over t. For Eq. (4.49), G(t) is
given by

G(t) =
∫
g(t)dt =

∫
−k′

j dt = −k′
j t. (4.52)

Substituting also the other two functions f(t) = Pj(t) and h(t) = ∑
i A

i
jP

0
i e

−k′
it and

choosing c0 = P 0
j , Eq. (4.51) can be employed to solve Eq. (4.49):

Pj(t) = P 0
j e

−k′
jt + e−kjt

(∑
i

∫
ek′

j t̃ Ai
j P

0
i e

−k′
i t̃ dt̃

)

=
[
P 0

j +
∑

i

Ai
j P

0
i

∫
e−(k′

i−k′
j)t̃dt̃

]
e−k′

jt.

(4.53)

Integrating t̃ from 0 to t and after carefully examination of the contributing total
decay rates k′

j and k′
i to ensure that

∣∣∣k′
i − k′

j

∣∣∣ > 0 to avoid divergence, the population
function of a state j allowing a single repopulation step can be written as

Pj(t) =
[
P 0

j +
∑

i

Ai
j P

0
i

1 − e−(k′
i−k′

j)t

k′
i − k′

j

]
e−k′

jt. (4.54)
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Discussion on repopulation

In contrast to the two destructive decay channels, AD and AF, radiative de-
excitation does not lead to ion loss in the experiment. Instead, these ions populate
a different excited state after the decay, which could in principle contribute to the
measured signal. Therefore, the effect of repopulation through the "feeding" from
energetically higher-lying levels into levels relevant for the two signals measured in
the experiment will be considered here.

For the C4Σ+
u state, it is quite intuitive to see, that repopulation from higher-

lying levels is not relevant in the measurement window studied here. Spin-allowed
radiative transitions would only be possible from higher-lying quartet states. While
these have been predicted in calculations [15, 79], they are thought to lie multiple eV
above the C4Σ+

u state and are therefore not expected to loose their resonant character
at high rotational excitations. As a result, ions in these states undergo resonant AD
before leaving the sputter source. Consequentially, only the X2Σ+

g doublet ground
state remains as a possible feeding source for repopulation. However, for levels in
this state the spin-allowed radiative transition to the A2Πu state is also available
and multiple orders of magnitude stronger than the spin-forbidden decay into the
quartet state. Therefore, repopulation can be neglected for levels in C4Σ+

u .
For levels in the two doublet states, X2Σ+

g and A2Πu, the relevance of repopulation
for the decay signals is much less obvious. The spin-allowed decay between the
two states potentially offers an efficient feeding channel. However, the situation
is different for the two decay processes. In the case of AD from high vibrations
with moderate rotational excitation in the X2Σ+

g state, see Sec. 4.5.2, feeding is
not relevant for the measurement window considered here. These levels can only
be populated by higher-lying vibrations in the A2Πu or B2Σ+

u states, which both
exhibit radiative lifetimes much shorter than the start of the measurement window
at ∼ 0.8 ms (see Secs. 4.3.1 and 4.3.2). Therefore, the repopulation could only
change the number of ions in the levels decaying through this AD channel at the
beginning of the measurement. However, it could not influence the time dependence
of the signal. Additionally, these feeding levels can also undergo AD. For the B2Σ+

u

state this destructive decay is much faster than radiative de-excitation while only an
upper rate limit of 1×108 s−1 is known for levels in the A2Πu state [13]. Repopulation
will therefore also be neglected for AD from the X2Σ+

g state.
For levels in the doublet states contributing to the AF signal, very high rotational

excitations are required. Here, the radiative decay rates differ strongly in comparison
to the low-N case (see Sec. 4.3.2). Hence, repopulation is considered in the results
presented in the next Sec. 4.6.3 for this decay channel. A comparison with and
without one cascade step in the population model shows, that this process only has a
small effect on the overall modelled signal. For population scenario 1 (see Tab. 4.11),
the integral of the modelled signal increases by a relative fraction of ∼ 5.2 × 10−7

when feeding is included in the model. This is predominantly due to the small overall
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contribution of doublet levels to this decay channel for scenario 1 (see Sec. 4.6.3).
In the doublet-only scenario 2 (see Tab. 4.11), the relative increase of the integral
of the modelled signal is much higher with ∼ 1.2 × 10−2. However, it does not
significantly affect the storage time evolution or magnitude of the signal. A closer
inspection reveals, that the repopulation is predominantly driven by the radiative
decay from X2Σ+

g to A2Πu levels. This can be understood by the rearrangement of
the two doublet states at high N (see Sec. 4.2.3). As a result, levels in the X2Σ+

g

state typically sit more deeply in the potential than the levels in the A2Πu state
they radiatively decay to. Consequentially, they exhibit longer AF lifetimes and are
therefore more likely to repopulate the lower-lying level. Levels in the A2Πu state
on the other hand typically have faster AF rates than the levels they are potentially
feeding. As a result, vibrations in this state which lie high enough to repopulate
levels in the X2Σ+

g state that contribute to the AF signal typically auto-fragment
on time-scales shorter than the lower limit of the measurement window.

4.6.3 Comparison between experiment and model
Using Eq. (4.37) and the internal population model derived in Sec. 4.6.2, the ex-
pected signals measured on the detector at the CSR (see Sec. 4.1) can be estimated.
The measured signal at the charged fragment position of the detector sc(t) can be
directly compared to the modelled AF curve sf (t):

sc(t) = sf (t). (4.55)

For the measured neutral signal sn(t), the sum of the modelled AD signal sd(t) and
sf (t) has to be calculated. Here, the AF signal is scaled by η = 0.75 to match the
experimental conditions (see Fig. 4.2):

sn(t) = sd(t) + ηsf (t). (4.56)

Below, the modelled signals will be compared to the experimental data for the two
different initial population scenarios outlined in Sec. 4.6.2.

Population scenario 1

Fig. 4.21 shows the comparison between the experimental and modelled signals using
population scenario 1 (see Tab. 4.11). Here, it is assumed that a small fraction of ions
occupy the C4Σ+

u quartet state of C−
2 . The AF signals are shown in panel (a). The

AF yields for the three anionic states displayed in Fig. 4.18 were used for the model.
The overall modelled signal (solid blue line) reproduces the measurement reasonably
well. The AF model is dominated by contributions from levels in the C4Σ+

u state,
which are drawn individually with grey lines in the figure. The underlying overall
decay rates k′ of these levels are distributed over the entire measurement window
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Figure 4.21: Comparison of measured decay signals (black dots) and the simulation
using population scenario 1. (a) Fragmentation signal sf (t) with the
model including all levels shown in a solid blue line. Grey lines mark
decay signals from individual quartet levels. The dashed, dark-blue
line marks the entire contribution from all doublet levels (X2Σ+

g and
A2Πu). (b) Neutral signal sn(t) using the sum of AD and AF curves.
The model employing the AD rates from the quartet potential shifted
upwards is shown in a solid green line. The corresponding modelled
signals for the unshifted/downward-shifted quartet potential are shown
in dark red/orange dotted lines. The solid blue line marks the modelled
fragmentation signal sf (t) from (a), grey lines indicate the AD signal
from individual quartet levels for the upwards shifted potential.

resulting in a power-law behaviour of the signal. This might be surprising at first,
due the small number of ro-vibrational levels contributing for this electronic state.
However, as discussed in Sec. 4.3.3, the large scatter of radiative decay rates even
for fine-structure levels with the same ro-vibrational excitation results in the large
spread and reasonable density of k′ observed here. A dashed dark blue line in
Fig. 4.21(a) indicates the total contribution of all levels in the two doublet states,
X2Σ+

g and A2Πu. It is multiple orders of magnitude weaker than the dominant
contributions from the quartet state. This weak contribution can be explained by
the small population probability of the doublet levels undergoing AF in scenario 1
(see Fig. 4.20).

In Fig. 4.21(b), the neutral signals sn(t) are compared for population scenario 1.
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The model is given by the sum of the calculated AF signal sf (t) from panel (a) and
the AD signal sd(t) (see Eq. (4.56)). Former is additionally drawn individually in a
blue line in the plot. For the AD part of the neutral signal, the three sets of decay
rates stemming from the slightly different shapes of the quartet curve (see Sec. 4.5.3
and Fig. 4.3) are considered separately. The corresponding yields were taken from
Fig. 4.19. Three modelled neutral curves are given in Fig. 4.21(b) in dotted orange,
dotted dark-red, and solid green lines corresponding to the unshifted, downwards
shifted and upwards shifted quartet curve, respectively. The signal corresponding to
the upwards shifted potential (solid green) reproduces the measured data reasonably
well. The rate sets for the other two C4Σ+

u potentials result in AD signals, which
strongly overestimate the count rate for t ≳ 10 ms. At those storage times, the
modelled signal is dominated by only one component with an overall decay rate
k′ < 300 s−1, smaller than the fitted rate of the measured signal (see Fig. 4.1).
As discussed in Sec. 4.6.1, the decay rate of this longest lived component in the
model is closest to the fitted rate for the upwards shifted potential, resulting in
the best agreement with the data. Independent of the employed C4Σ+

u potential
curve, the modelled AD signal is predominantly caused by levels from the C4Σ+

u

state. Individual contributions of these for the upwards-shifted potential are drawn
in grey lines in the figure.

Even though only 0.6% of the ions are in the C4Σ+
u state of the system in this

population scenario, both decay channels are dominated by contributions from this
state in the model. This can be understood by the large ro-vibrational excitation
necessary in both doublet states to contribute to either of the measured signals. As
a result, the population probability of the relevant levels in both states is strongly
suppressed (see Fig. 4.20). This also influences the effect of repopulation on the
measured signal, which was found to be negligible for this population scenario (see
Sec. 4.6.2). Therefore, no comparison of the modelled signals with and without
repopulation are carried out in Fig. 4.21, since they would be indistinguishable in
the plot.

Population scenario 2

Fig. 4.22 shows the comparison between the experimental and modelled signals us-
ing population scenario 2 (see Tab. 4.11). Here, the ions are equally distributed
between the two doublet states X2Σ+

g and A2Πu, while the C4Σ+
u quartet state is

not populated. Panel (a) of Fig. 4.22 shows the AF signals sf (t). Individual contri-
butions to the modelled signal are drawn in solid/dashed lines for levels originating
in the X2Σ+

g /A2Πu state of the system. As was expected from the yields of the two
states, see Fig. 4.18, levels in the A2Πu state contribute more strongly to the AF
signal than those in the X2Σ+

g state. The overall model including one cascade step
of repopulation is drawn in a solid blue line. A dashed, dark-blue line indicates the
model neglecting repopulation. The difference between the two is not significant,
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Figure 4.22: Comparison of measured decay signals (black dots) and the simulation
using population model 2. (a) Fragmentation signal sf (t) with the
model containing all levels and including/excluding feeding shown in a
solid/dashed blue line. Decay signals from individual levels in the X2Σ+

g

and A2Πu states are shown in solid light grey and dashed dark grey lines,
respectively. (b) Neutral signal sn(t) with the model including all levels
and AD rates for the spectroscopic neutral potential curves shown in
a solid green line. The model using the ab initio neutral potentials for
the AD rate calculations is plotted in a dotted dark red line. Grey
lines indicate the decay of individual levels in the X2Σ+

g state using
the spectroscopic neutral potentials. The solid/dashed blue line is the
fragmentation signal sf (t) including/excluding feeding from (a).

but visible in the plot. Neither of the modelled AF signals (with and without repop-
ulation) reproduces the time-dependence of the measured data as well as scenario 1
discussed above.

In panel (b) of Fig. 4.22, the neutral signals are displayed. These are again the
sum of products from both the AD and AF decay channels (see Eq. (4.56)). The
modelled AF curves from panel (a), one including and one excluding repopulation,
are drawn individually here. The overall neutral model including both AF and AD
signals is drawn separately for the two different sets of AD rates for levels originating
in the X2Σ+

g state. The modelled signal corresponding to the rates, which employ
the spectroscopic neutral potentials is drawn in a solid green line. Meanwhile, the
model using the ab initio neutral potentials for the AD rate calculation is drawn in
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4 Modelling the decay of highly-excited anionic carbon dimers

a dotted, dark-red line. Both models display a very similar time-dependency and
do not reproduce the measured signal. In contrast to the AD model dominated by
C4Σ+

u levels (scenario 1, see Fig. 4.21(b)), the disagreement here is not due to a
single longer-lived component in the beam. Instead, many levels contributing to the
AD signal in scenario 2 have overall decay rates k′, which are incompatible with the
measured signal. This can be seen in Fig. 4.22(b) in form of the grey lines, which
indicate the individual contributions of levels for the calculations employing the
spectroscopic neutral potentials, as well as in the AD yields for this state displayed
in Fig. 4.19.

4.7 Discussion
The origin of the nearly-exponential AD signal of highly excited C−

2 anions has
remained elusive for multiple decades. The calculations presented in this chapter
aim to finally identify the underlying mechanism and the initial levels of both this
AD process as well as the AF signal measured at the CSR facility (see Sec. 4.1). To
achieve this goal, decay rates for a wide range of ro-vibronic states in the C−

2 dimer
were considered and the vast majority also explicitly calculated here.

The three well understood doublet states of the system were investigated as a
possible origin for the measured signals for a wide range of ro-vibrational excitations.
The second excited B2Σ+

u state could be excluded as a possible source early on in the
study due to its insufficient lifetime at any internal excitation. For the lower-lying
doublet states, A2Πu and X2Σ+

g , radiative decay rates were calculate for a large range
of rotational excitations N . Here, it was found, that the two states energetically
rearrange at high rotational excitations (N ≳ 220, see Sec. 4.2.3). This strongly
effects the radiative lifetimes of both states (see Sec. 4.3.2). Furthermore, at these
high rotations, auto-fragmentation rates for a wide range of ro-vibrational levels were
calculated (see Sec. 4.4.1). Additionally, at low to moderate rotational excitation,
the possibility of AD of the X2Σ+

g was considered. Rate calculations for this process,
which requires strong vibrational-electronic coupling, are presented in Sec. 4.5.2. A
model was then constructed to estimate the detector count rates in the experiment
using all the derived decay rates (AD, AF, radiative relaxation, see Sec. 4.6). Even
when allowing unrealistic population scenarios (temperatures T > 10 000 K and tail
fractions α > 0.01) in order to boost the agreement between the models for the
neutral and charged count rate and the measured signals, both modelled signals still
differed strongly from the experimental data (see Fig. 4.22). Especially the nearly
exponential shape of the AD signal could not be reproduced at all. The AF model is
also in poor agreement with the measured data. Based on these results, neither the
measured AD nor AF signal are predominantly caused by the three doublet state of
C−

2 with a high degree of probability.
If none of the known bound states of C−

2 are responsible for the measured signals,
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4.7 Discussion

the origin has to lie elsewhere. Based on previous theoretical works [15, 78, 79], any
additional electronic states of the dimer are resonances, which lie in the detachment
continuum. Due to their energetic position above a neutral state to which they have
a spin-allowed decay channel, these states are expected to live on atomic timescales,
which are inaccessible for the experiments discussed in this work. However, calcula-
tions presented here show, that at high rotational excitation the lowest resonance,
the C4Σ+

u quartet state, energetically rearranges with the A3Πu neutral state. This
is the lowest neutral state into which it can detach. As a result, levels in this state
become metastable with respect to auto-detachment and hence are a possible source
for the measured signals.

Different decay channels are available for these metastable levels in the C4Σ+
u

state at high rotation. One is radiative relaxation. Due to the lack of lower-lying
quartet states, this decay is only possible through the admixture of the A2Πu state
enabled by spin-orbit coupling. This in turns facilitates the decay to the X2Σ+

g

ground state. The mathematical description of this process was not available in
the literature and is presented in Sec. 4.3.3 and Appendix 2B of [90]. The resulting
radiative rates show fluctuations over multiple orders of magnitude both for the fine-
structure levels within one ro-vibrational excitation as well as different excitations
(see Fig. 4.9). All radiative rates calculated here are sufficiently small to allow the
observation of signals from these levels in the measurement. Furthermore, auto-
fragmentation calculations carried out in Sec. 4.4.1 found a group of levels which
have AF rates matching the timescales of the experiment.

The energetic rearrangement with the neutral curve prohibits the auto-detachment
of C4Σ+

u levels by AD mechanisms previously discussed in literature. However,
detachment is still energetically accessible through the coupling to neutral levels
with significantly smaller rotational excitation than the anionic system. Here, the
ejected electron has to carry away the excess rotational excitation. The mechanism,
rotationally assisted auto-detachment, is described in this work in Sec. 4.5.3 and
in [95] for the first time. It produces AD rates, which are very similar for levels that
require the same minimal angular momentum for the ejected electron l. These lie
within one to two orders of magnitude of each other. However, rates corresponding
to different l values differ by multiple orders of magnitude. This could in principle
enable a nearly exponential time-dependency for a superposition of levels from one
l value alone. Additionally, AD rates corresponding to the ejection of an electron
with l = 6 are very similar to the time dependence of the measured AD signal.

In order to estimate the feasibility of the C4Σ+
u state as the origin for the measured

AD and AF signals, another population scenario was derived. Here, a small fraction
of ions (0.6 %) populate the metastable levels in the quartet state at the beginning
of the measurement. In contrast to the population scenario described above for the
doublet states alone, the rotational and vibrational temperatures for this scenario
were chosen in accordance with available knowledge of internal populations in sputter
sources. The resulting modelled decay signals match the measured data reasonably
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4 Modelling the decay of highly-excited anionic carbon dimers

well and significantly better than the doublet-states-only model. For both the AD
and AF signals, the model is dominated by levels originating in the C4Σ+

u state.
This agreement between the measured and modelled signals is remarkable, con-

sidering the amount of uncertainty in the underlying calculations. No experimental
data on the C4Σ+

u state of C−
2 is currently available. Consequentially, only theo-

retical results for both the shape and the energetic position of this potential were
employed here. The calculation of all of the decay rates (AD, AF and radiative re-
laxation) are strongly and non-trivially dependent on both of these parameters. The
good agreement with the measured data with only minimal alterations to the quar-
tet curve parameters is therefore not only an indication for the excellent underlying
ab initio calculation by Ass. Prof. Dr. Milan Ončák. It is also a strong indication,
that even better agreement between model and measurement can be achieve if the
quartet potential is adjusted accordingly.

The results of the calculations presented in this chapter strongly suggest, that
both the measured AD and AF signal is predominantly caused by levels originating
in the C4Σ+

u state. These become metastable with respect to auto-detachment for
high rotational excitations. In order to gain a better understanding of this quartet
state, experimental data is necessary. Especially spectroscopy experiments focusing
on transition involving the C4Σ+

u state could offer more insights into its shape and
energetic positions. A recent publication by Iizawa et al. at the RICE storage ring
in Japan [19] most likely already provides a first such study. Here, the authors point
to a multitude of unidentified lines in their spectra. They suggest that a sub-set
of those, which display lifetimes in a window of 1.5 − 3.0 ms, could be the cause
for the AD signal also reported in the paper (see Fig. 4.1(c)). Furthermore, they
report on a second sub-set of unidentified lines with lifetimes of more than 10 ms.
These lifetimes were also reported to strongly scatter, which would fit the pattern
of the spin-forbidden radiative decay rates derived in Sec. 4.3.3. For the electronic
transition probed in the experiment, Iizawa et al. proposed a coupling from the
C4Σ+

u state to a higher-lying 4∆u state. However, this is unlikely, since both states
have the same ungerade parity (see Sec. 4.3). A previous study by Shi et al. [15]
identified a 4Σ+

g state roughly 20 000 cm−1 above the C4Σ+
u state. Here, dipole- and

spin-allowed transitions would be possible and the excitation energy between the
two quartet states also roughly matches that of the measured lines (∼ 18 000 cm−1).
A stringent comparison of the calculated energy separation between the two quartet
states of [15] and the energy of the unidentified transitions in [19] would not be
advisable here, since the measured transitions most likely involve states of high
rotational excitation. As discussed in Sec. 4.2.3, the potential landscape can be
very different at those N and therefore the energetic separation might differ from
the rotationless case discussed in the ab initio calculations by Shi et al.. Therefore,
additional experiments as well as a detailed theoretical studies of these quartet levels
at high rotational excitations are necessary. It is clear that there are still new and
interesting things to discover about history’s most studied molecular anion.
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Within this thesis two research topics have been addressed. One is the implemen-
tation of the first isochronous operation of the CSR in Chap. 3. This also presents
the first isochronous operation of any electrostatic storage ring. The method is
used for the identification of the different species stored inside the device. It has
a sufficient resolution to resolve molecular isobars with relative mass differences of
∆m/m ≳ 10−5. Furthermore, a sensitivity of relative beam fractions below 10−3

could be reached in the measurements. Since its implementation, this method has
become a standard tool to measure the ion beam composition used prior to all mea-
surements carried out at the CSR. It has also enabled studies at the facility, which
would not have been possible to this extent otherwise [47, 62, 101]. This project
additionally includes first tests to remove unwanted contaminants from the stored
beam. Further development of different beam-cleaning methods is still ongoing as
are additional investigations of the performance of the CSR in isochronous operation.

The second project focused on the study of the decay of highly-excited C−
2 anions

and is discussed in Chap. 4. Here, the goal was the identification of the origins
of the auto-detachment signal measured at multiple ion storage facilities since the
1990s including the CSR, as well as the auto-fragmentation signal, recorded at the
CSR. The calculations presented in this thesis strongly suggests, that the lowest
quartet electronic state of the system, C4Σ+

u , is predominantly responsible for both
measured signals. This state is of resonant character at moderate rotational excita-
tions, but was found here to become metastable with respect to auto-detachment at
high rotational excitation. A subset of levels in this state could be identified, which
detach their excess electron on the millisecond timescale observed in the different
experiments [16, 17, 18, 19]. The underlying mechanism of rotationally assisted
auto-detachment has been described for the first time in the course of this project.

The successful assignment of the newly discovered process of rotationally assisted
auto-detachment to the millisecond AD signal of C−

2 raises the question, if this decay
channel can also be observed in other systems. As discussed in Sec. 4.5.3, the ejection
of electrons in high angular momenta is strongly suppressed, if a detachment channel
corresponding to a lower value of the angular momentum of the ejected electron is
available. Therefore, this process can only be observed in levels, for which AD is
possible exclusively when the electron carries away multiple quanta of rotational
excitation. Based on the results presented in Chap. 4, a list of criteria can be drawn
up for electronic states with similar properties than the C4Σ+

u state of C−
2 , which

could potential support levels displaying rotationally assisted AD:
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• The state has to lie above at least one neutral state into which it can detach
at its equilibrium distance R0 in the absence of rotation excitation (N = 0).

• The potential has to intersect with all lower-lying neutral states, into which
it can detach, at internuclear distances close to (but above) its equilibrium
distance R0(N = 0). The restriction on the intersection point(s) is necessary
here in order to ensure that the potential is still sufficiently deep after the
energetic rearrangement to support vibrational levels. If the rearrangement
only occurs at large internuclear distances, the rotational excitation necessary
would result in an anionic curve, which is completely dissociative.

• Radiative transitions inside the state and to lower-lying electronic states have
to be sufficiently slow. In the case of homo-nuclear dimers, where transitions
inside the same electronic state are dipole-forbidden, this would necessitate
that there are either no lower-lying electronic states or that these have, e.g.,
a different spin than or the same u/g symmetry as the state of interest.

An initial scan of the available literature indicated a 4Σ−
u state of the anionic sulphur

dimer, S−
2 , as a potential candidate [102]. However, preliminary tests carried out

at the CSR in March 2024 could not verify this assumption. In general, the search
for potential candidates proved difficult, since the available ab initio calculations
published on anionic systems often do not include electronic states in the detachment
continuum. Results presented in this thesis will hopefully serve as a motivation to
also investigate low-lying detachment resonances in future calculations.
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