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Abstract

In proton-beam therapy (PBT) and ion-beam therapy (IBT), treatment fields exhibit non-
homogeneous linear energy transfer (LET) distributions, which can cause variations in the
relative biological effectiveness (RBE). Although these quantities are taken into account dur-
ing treatment planning, there is currently no dedicated tool for the experimental assessment
of LET and RBE in clinical practice. This lack of measurement tools poses a challenge to
validating predictions from treatment planning systems, as is routinely done for absorbed
dose. To address this gap, this thesis introduces novel methods for measuring LET and es-
timating RBE in PBT and IBT using aluminum oxide doped with carbon and magnesium
(Al2O3:C,Mg) luminescent detectors. A method was developed to address variable sensitivity
among individual fluorescent nuclear track detectors (FNTDs). Calibrations, enabling LET
measurements in PBT and IBT, were established for both FNTDs and optically stimulated
luminescence detectors (OSLDs). RBE models were integrated into the FNTDs workflow to
predict RBE for protons and He-ions. Measurements to assess LET and RBE were conducted
using proton and He-ion beams, and validated both in-vitro and in-silico. Finally, the devel-
oped techniques were applied during a measurement campaign aimed at identifying suitable
detectors for LET measurements in PBT.

Zusammenfassung

Bei der Protonenstrahltherapie (PBT) und der Ionenstrahltherapie (IBT) weisen die Behand-
lungsfelder nicht-homogene Verteilungen des linearen Energietransfers (LET) auf, die zu Vari-
ationen in der relativen biologischen Wirksamkeit (RBE) führen können. Obwohl diese Größen
bei der Bestrahlungsplanung berücksichtigt werden, gibt es derzeit kein dediziertes Werkzeug
für die experimentelle Bewertung von LET und RBE in der klinischen Praxis. Dieser Mangel
an Messwerkzeugen stellt eine Herausforderung für die Validierung von Vorhersagen aus Be-
strahlungsplanungssystemen dar, wie sie routinemäßig für die absorbierte Dosis erfolgt. Um
diese Lücke zu schließen, führt diese Arbeit neue Methoden zur Messung des LET und zur
Schätzung der RBE in der PBT und der IBT unter Verwendung von Lumineszenz-Detektoren
aus Kohlenstoff- und Magnesium-dotiertem Aluminiumoxid (Al2O3:C,Mg) ein. Es wurde eine
Methode entwickelt, um die variable Empfindlichkeit einzelner fluoreszierender Kernspurde-
tektoren (FNTDs) zu adressieren. Kalibrierungen, die LET-Messungen in der PBT und der
IBT ermöglichen, wurden sowohl für FNTDs als auch für optisch stimulierbare Lumineszen-
zdetektoren (OSLDs) etabliert. RBE-Modelle wurden in den FNTD-Arbeitsablauf integriert,
um die RBE für Protonen und Helium-Ionen vorherzusagen. Messungen zur Beurteilung des
LET und RBE wurden mit Protonen- und Helium-Ionenstrahlen durchgeführt und sowohl in-
vitro als auch in-silico validiert. Schließlich wurden die entwickelten Techniken während einer
Messkampagne angewendet, die darauf abzielte, geeignete Detektoren für LET-Messungen in
PBT zu identifizieren.
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Preface

This thesis represents the culmination of my doctoral research conducted between October
2019 and April 2024 in the Division of Medical Physics in Radiation Oncology at the German
Cancer Research Center. It is intended for anyone interested in the applications of fluorescent
nuclear track detectors or optically stimulated luminescent detectors in the context of ion
beams. I hope that this thesis will be helpful for future students and researchers at all levels,
both within my host group and elsewhere. It is my aim for this thesis to serve as a valuable
written contribution to the topic and a comprehensive guide to my work. Hopefully, it will
prove as beneficial to others as previous theses have been in my own research journey.
The first chapter begins with a concise introduction to the context in which this thesis

was developed, avoiding overly technical details. Given the goal of developing a system for
assessing linear energy transfer and relative biological effectiveness, the chapter is followed by
a more technical and in-depth review of current and past techniques used to measure these
quantities. At the end of this chapter the rationale and aim of the thesis are presented.
The second chapter provides the theoretical framework for this thesis. It begins with a

comprehensive definition of cancer, highlighting its importance through epidemiologic figures,
and providing a brief overview of treatment options. Shifting to some of the most relevant
physics of radiotherapy, it presents a comprehensive definition of ionizing radiation and some
basics of radiation interaction with matter, focusing on charged particles. Detailed and rigor-
ous definitions of linear energy transfer and absorbed dose are included. The biological effects
of radiation are then presented, covering relative biological effectiveness, the linear-quadratic
model, and the phenomenological models used in this thesis. The chapter also briefly dis-
cusses the physical and technological aspects of modern radiotherapy. While the main focus
is on proton-beam therapy and ion-beam therapy, aspects of X-ray and electron radiotherapy
are also discussed to highlight the rationale for using and studying protons and heavier ions
in radiotherapy. An overview of a typical radiotherapy workflow is provided, emphasizing
the importance of performing linear energy transfer and relative biological effectiveness mea-
surements, as well as potential stages for integrating these measurements into the workflow.
The chapter concludes with solid-state luminescence dosimetry, explaining the functioning of
fluorescent nuclear track detectors and optically stimulated luminescence detectors, as well as
insights into the rationale behind certain directions taken during the research.
Since this thesis is presented in a cumulative form, the third chapter presents all the pub-

lications derived from the research work. In order to provide narrative coherence, this chapter
begins with an overview where efforts have been made to establish connections between the
publications and to show how they build upon each other. Furthermore, aiming to present
the entire work in a progressive manner, each step of the research and its purpose is presented
separately within a structure consisting of independent subsections. Each publication is pre-
ceded by a title page listing all authors, the journal in which the publication was published,
licensing details, and the main contributions of each author. The fourth chapter provides a
detailed discussion of the results and, where relevant, suggests possible future research direc-
tions. With the idea of facilitating a connection to the publications overview, the discussion
follows the same subsection structure introduced in the previous chapter. Finally, the fifth
chapter summarizes the work and the main conclusions of the thesis.
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Preface

Recognizing that most dissertations are rarely read from cover to cover, great effort has
been made to ensure that all chapters, tables, and figures are self-contained to assist the
casual reader looking for single pieces of information. Therefore, acronyms, abbreviations,
and quantities are redefined in each new chapter or within the respective captions.
I would like to take some space here to express my personal belief in the potential of flu-

orescent nuclear track detectors and optically stimulated luminescence detectors as tools for
research and clinical applications in ion-beam dosimetry. I sincerely hope that my contribu-
tion can be used in the future to further push the boundaries of these techniques. To those
who are willing to follow this path, I wish you all the best and good luck in your quest.

Heidelberg
April 11, 2024

Iván D. Muñoz
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Chapter

1 Introduction

1.1. Motivation
Presently, cancer is ranked among the leading causes of death worldwide [1]. Alongside
surgery and chemotherapy, radiotherapy is one of the main pillars of cancer treatment [2].
Radiotherapy employs ionizing radiation to induce damage in the DNA of malignant cells,
preventing them from further dividing. However, exposure of healthy tissue to ionizing radi-
ation is unavoidable with current radiotherapy technologies, potentially causing unintended
damage. Therefore, seeking a balance between controlling or curing the disease and reducing
side-effects to patients, radiotherapy is constantly evolving to achieve the challenging task of
conforming the radiation dose to the diseased tissue to the greatest extent possible [3].
To improve the conformity of the radiation dose, various approaches have been considered,

such as using different types of particles. Currently, high-energy (energies on the order of
MeV) photons and electrons stand out as the most widely used particles for cancer treat-
ment. However, light-ions, including protons,1.a are increasingly recognized as promising
options, generating growing interest [5]. Arguably, the main advantage of light-ions is their
depth dose profile, which is characterized by a sharp increase in dose towards the end of the
particle range followed by a steep fall [6], known as Bragg peak. This property is exploited by
selecting the energy of the particles in such a way that they stop within the treated volume,
hence delivering the maximum dose at the target site. In addition, light-ions are known to
be more effective at inducing cell death than high-energy photons and electrons [7, 8]. Fur-
thermore, this effectiveness is enhanced near to the point where the particles stop, further
expanding the therapeutic advantage of light-ions. The enhanced biological effect of light-ions
is related to the ionization density,1.b which is usually quantified by the linear energy transfer
(LET) and is often described by the relative biological effectiveness (RBE) [4].1.c The advan-
tageous properties of light-ions and technological developments in recent decades have led to
an increased availability of proton-beam therapy (PBT) and ion-beam therapy (IBT) [9].1.d

In general, the biological response to ionizing radiation is influenced by several factors [10],
including dose, dose rate, LET, the type of tissue or biological system, oxygenation, and
the cell cycle, among others. The most important physical quantity to be considered is
the absorbed dose. For this reason, and due to the fact that the RBE is regarded to be
largely constant within the radiation field, conventional radiotherapy treatment plans are
1.aThe International Commission on Radiation Units and Measurements (ICRU; Bethesda, MD, USA) and

the International Atomic Energy Agency (IAEA; Vienna, Austria) recommend referring to ions with an
atomic number less than or equal to 10, including protons, as light-ions [4]. Protons will only be explicitly
differentiated when necessary. Ions with an atomic number greater than 10 will be referred to as heavy-ions.

1.bIonization density, often expressed in units of energy per path length (keV µm−1), refers to the frequency
of successive ionizing events within a given volume or per unit path length. The term beam quality is
reserved for describing the penetration ability of radiation beams, as measured by parameters such as Half
Value Layer, Tissue Phantom Ratio, Half Value Range, and Practical Range.

1.cFor formal definitions of LET and RBE the reader is referred to sections 2.2.3.2 and 2.3.2, respectively.
1.dIn this thesis, the term particle therapy is avoided when referring to both PBT and IBT, as photons and

electrons, which are also used in radiotherapy, are also considered particles. Strictly speaking, PBT falls
within the realm of IBT, but these techniques are differentiated for practical reasons.
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optimized solely in terms of absorbed dose.1.e In the case of PBT and IBT, variations in
LET and RBE need to be considered, and consequently treatment planning systems (TPSs)
have been developed that take these quantities into account [12–18].1.f These systems can
be used to avoid placing high-LET or -RBE components in or close to sensitive organs or
substructures [20], increase the LET on the target volume [21], and to evaluate side-effects
during patient follow-up [22]. However, unlike absorbed dose, there are currently no guidelines
or standard equipment for measuring LET and RBE in routine clinical practice. This hinders
the ability to experimentally verify these quantities and to validate the predictions made
by TPSs, as it is routinely done for the absorbed dose. The inability to readily measure
LET or RBE can introduce unnoticed creeping differences that can lead to compromised or
suboptimal clinical outcomes. In the case of LET, it could be argued that it is a quantity
that can be calculated using Monte Carlo simulations to validate the analytical approaches
commonly implemented in TPSs. However, LET values may show noticeable changes from
one code to another or even using different scoring and averaging techniques within the same
code [23–25]. In addition, access to reliable experimental tools capable of measuring LET in
research settings may be beneficial, as it could help standardize procedures in fields such as
radiobiology and radiation metrology [26].

1.2. State of the art in measuring LET and RBE
1.2.1. LET
Over the years, various types of detectors have been proposed and studied for LET measure-
ments. These detectors range from passive solid-state detectors to active gas-filled detectors,
each with its own advantages and disadvantages. The ideal device should be capable of mea-
suring LET over the full range of LET values that may be encountered, should be able to
withstand the doses and fluence rates used clinically, and should be highly reproducible and
accurate. In addition, for measurements in regions with high-LET gradients, detectors should
have high spatial resolution, which is most often achieved by using a small sensitive volume.
For applications in mixed-ion fields, the response should be independent of the type of parti-
cle. Different devices that have been investigated for LET measurements are presented below
and summarized at the end of this section in Table 1.1.
Of all passive solid-state detectors, thermoluminescent dosimeters (TLDs) have been the

most extensively studied. For some materials, it has been shown that the shape of the ther-
moluminescence (TL) glow curve can be related to the ionization density of the radiation to
which they are exposed [27, 28]. In particular, the relative intensity between the high- and
low-temperature components of the glow curve can be correlated with the LET and is usu-
ally quantified by the high- to low-temperature ratio (HLTR) [29, 30]. However, it has been
systematically observed that the HLTR depends on the particle type, making it difficult to
apply this technique to mixed particle fields [29]. Another approach, conceptually similar to
the HLTR method, is to relate the ratio of the relative efficiencies of two thermoluminescent
materials to the LET [31, 32]. An additional advantage of these methods is that the infor-
mation regarding the LET can be used to correct for the reduced efficiency of the dosimetric
1.eConventional radiotherapy refers to all techniques using high-energy photons and electrons. It should be

noted that the RBE of photons and electrons generally increases with decreasing energy [11], but this effect
is sufficiently small to be neglected in conventional radiotherapy.

1.fCurrent clinical practice is to use a constant RBE of 1.1 in PBT [19]. However, there is compelling evidence
for an increasing RBE in the distal regions of proton beams [7]. Whether to use a constant or variable
RBE in PBT is a matter of hot debate. For ions heavier than protons, there is a general consensus that
variable RBE approaches should be adopted [4].
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signal to accurately measure the absorbed dose. Thus, both the LET and absorbed dose can
be measured simultaneously [27, 31].
Over the last two decades optically stimulated luminescence detectors (OSLDs) have gained

increased interest for LET measurements in PBT and IBT [33–36]. For aluminum oxide doped
with carbon (Al2O3:C), which is the prime material used as OSLD, it has been shown that
the shape of the optically stimulated luminescence (OSL) curve changes with the ionization
density of the radiation to which this material is exposed, allowing the LET of the radiation
field to be measured [33, 34]. Also for Al2O3:C, and conceptually similar to the HLTR for
TLDs, it has been shown that the ratio between the OSL signals emitted in the blue and UV
bands (blue- to UV-signal ratio) can be related to the LET [35]. Both of these methods have
been used to measure the LET of clinical proton beams, with the blue- to UV-signal ratio
proving to be more accurate [33, 37]. As with TLDs, OSLDs can be used to measure both LET
and absorbed dose with a single detector by applying an LET-dependent correction factor to
the dosimetric signal [35, 37]. As in the case of the HLTR and the ratio of relative efficiencies,
the blue- to UV-signal ratio of Al2O3:C exhibits a strong dependence on the particle type,
which may limit its application to mixed-ion fields [35].
While not as extensively studied as TLDs and OSLDs, there is evidence to suggest that

radiophotoluminescent detectors (RPLDs) can be used to measure the LET. Specifically, it
has been shown that the radiophotoluminescence (RPL) emission spectrum of silver- (Ag+-)
doped phosphate glass reflects changes in ionization density when exposed to 30 kV X-rays
and α-particles [38]. In this case, the relative intensity between the blue and yellow RPL
emissions can, in principle, be correlated with the LET. However, as of the present date, no
dedicated studies have been conducted in this direction.
Unlike TLDs, OSLDs, and RPLDs, which yield a signal integrated over the entire detector

volume, fluorescent nuclear track detectors (FNTDs) allow the interrogation of micrometer-
sized subvolumes through fluorescence microscopy techniques [39–42]. This type of readout
results in high spatial resolution fluorescence images that enable the analysis of single ion-
tracks. Several studies have shown that the fluorescence intensity of recorded tracks depends
on the local energy deposition and, thus, can be related to the LET of the particles giving
rise to the signal [43–45]. This relationship allows for the measurement of the LET spectra of
a given ion field by obtaining the LET for each recorded track. Nowadays the primary – and
only commercially available – material used as FNTD is aluminum oxide doped with carbon
and magnesium (Al2O3:C,Mg) [39]. One of the main challenges when measuring LET spectra
with this material is the non-homogeneous sensitivity, also known as coloration, between single
crystals [44, 46, 47]. Assuming that the measured spectra are only displaced in the LET space
due to different sensitivities, a correction factor based on Monte Carlo simulations has been
proposed to match the position of the measured and simulated spectra [47, 48]. However, this
approach requires a rather detailed knowledge of the experimental setup, which might not be
always available. FNTDs have been used to measure LET spectra in clinical ion beams [47,
48] and to spatially correlate DNA damage with ion tracks [49, 50]. The main advantage of
measuring LET spectra is that it opens the possibility to analyze the components of each ion
type within mixed-ion fields.
Like FNTDs, track etch detectors (TEDs) can record single ion-tracks. However, TEDs

rely on the differential effect of chemical etching between undamaged and radiation-damaged
polymeric chains [51]. The purpose of etching is to enlarge the damage so that it can be
visualized on a microscope for analysis. The morphology of the track spots can then be used
to calculate the LET of single ions and derive the LET spectrum of the ion field to which
the detector was exposed [52]. Particularly, the length of the major and minor axes of the
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elliptical etched pit are used as the figures of interest, which are related to the ratio of the
etching rates at the track and bulk material. One limitation of TEDs is that their lower
LET detection threshold does not cover the entire range encountered in PBT and IBT [53,
54]. However, studies have shown that the dynamic range of these detectors is sufficient to
partially measure the LET spectra of mixed-ion fields produced by 12C-ions [55, 56].1.g

Regarding active detectors, tissue equivalent proportional counters (TEPCs) were originally
designed to measure the specific energy (z ) and lineal energy (y) [57, 58], which are the
stochastic equivalents of absorbed dose and LET, respectively. Both z and y are defined
within the context of microdosimetry to account for the random nature of energy deposition
of radiation in matter and effects due to δ-rays [59].1.h While it is possible to link y with
LET [61], most studies involving TEPCs focus on measuring y [62–64]. The latter follows
from the fact that y can also be related to the RBE, eliminating the need to convert between
quantities [65, 66]. TEPCs consist of a cavity filled with tissue-equivalent gas (either propane-
or methane-based) at low pressure to simulate a micrometer-sized domain. The energy of each
event is measured by applying a voltage between an anode and a cathode, which generates an
electron avalanche and increases the signal [59]. TEPCs are highly sensitive and can measure
y over a wide range. However, this high sensitivity, coupled with limitations in electronic
readout systems, limits their application to clinically relevant fluence rates. These detectors
have been extensively used to measure y and estimate the RBE in PBT and IBT [62–64].
Silicon on insulator (SOI) detectors use arrays of micrometer-sized silicon volumes in a SOI

wafer to measure the energy deposited by ionizing particles [67]. This approach contrasts with
that of TEPCs, which employ a macroscopic cavity for energy deposition measurements. In
SOI detectors, the energy deposition is measured in each individual volume. Therefore, it is
important for the size of the sensitive volumes to be well-defined and to avoid charge sharing
between them. The current generation of SOI detectors allows for measurements at the fluence
rates commonly used in clinical settings [68, 69]. Additionally, the detectors have a dynamic
range in y suitable for applications in PBT and IBT [68, 70]. However, conversion coefficients
from silicon to tissue or water are necessary [71]. It is worth noting that SOI detectors, like
TEPCs, are designed for measuring microdosimetric quantities and not LET, although it is
theoretically possible to assess the LET from these measurements [72]. This type of detectors
have found extensive application in research involving clinical light-ion beams [68, 73].
Another type of silicon-based device that can be used for LET measurements is the Timepix

detector. For this detector, a radiation-sensitive volume consisting of a silicon sensor layer
is bump-bonded to a readout chip, known as Timepix chip. The Timepix chip consists of a
densely packed matrix of electrodes with independent readout electronics for each pixel [74].
One key feature of the Timepix detector is its ability to resolve single charged-particle tracks
in time. The capability to measure energy loss [75, 76], enables to perform LET spectra
measurements in light-ion beams [77]. Moreover, the Timepix detector is capable to measure
the LET within the entire range of interest for PBT and IBT [77, 78]. However, the data
readout speed of this detector is not suitable for measurements at the fluence rates used
in the clinical routine and high-energy depositions may cause saturation effects. Similar to
SOI detectors, conversion factors are necessary to report the LET in biologically relevant
materials [78, 79].

1.gFor the sake of brevity, when referring to specific ion species, only the chemical symbol will be stated. If
necessary, the isotope will also be explicitly given.

1.hGenerally speaking, y is defined as the ratio of the energy imparted by a single track in a given volume (εi)
to the mean chord length of that volume. z is defined as the ratio of εi to the mass of the volume [60].
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Table 1.1.: Detectors and methods for measuring linear energy transfer (LET).
Mode Type of detector Method Reference
Passive Thermoluminescent dosimeters

(TLDs)
High- to low-temperature ratio.
Relative efficiency ratio of two detector types.

[29, 30]
[31, 32]

Optically stimulated lumines-
cence detectors (OSLDs)

Shape of the optically stimulated lumines-
cence decay curve.
Ratio between two different optically stimu-
lated luminescence emission bands.

[33]

[35, 36]
Radiophotoluminescent
detectors (RPLDs)

Ratio between two different radiophotolumi-
nescence emission bands. [38]

Fluorescent nuclear track
detectors (FNTDs)

Fluorescence intensity of the trackspots. [43–45]

Track etch detectors (TEDs) Morphology of the trackspots. [52, 56]
Active Tissue equivalent proportional

counters (TEPCs)*
LET derived from microdosimetric quantities. [61]

Silicon on insulator (SOI)*

detectors
LET derived from microdosimetric quantities. [72]

Timepix detector Energy deposition from single ion-tracks. [77]
*Primarily designed to measure lineal energy, which is the stochastic equivalent of the linear energy transfer.

1.2.2. RBE

The RBE is defined in its most general form as the ratio between two doses that result in the
same biological effect (Equation 2.16). Thus, it can be measured using a variety of systems
and techniques. However, under otherwise fixed conditions, the RBE can vary significantly
depending on the system and biological endpoint used for its measurement. Although the
endpoint can be chosen arbitrarily, it should preferably be relevant to the biological or clinical
effect being studied. Since the RBE is a relative quantity, it is of utmost importance to
consider the type of reference radiation for its evaluation and when comparing independent
studies [7]. Due to their relevance to radiation oncology and associated low-LET, 6 MV X-
rays or 60Co γ-rays are preferred as reference radiation. However, due to their availability
and ease of irradiation conditions, (200 to 250) kV X-rays are also often used.

The RBE can be assessed either in-vivo [80, 81] or in-vitro [82, 83]. In-vivo settings enable
the study of RBE under the inherent complexity of living organisms (e.g., tumor microenvi-
ronment, cell architecture, and vasculature), better representing a clinical scenario. In-vitro
experiments provide more simplified conditions, with the advantage of more controlled pa-
rameters and higher experimental throughput. Approaches used to assess the RBE in both
types of settings are presented below and summarized at the end of this section in Table 1.2.
Clonogenic cell survival assays are the most common type of biological experiment used

to study the RBE of light-ions. These studies examine the ability of cells to withstand
radiation damage and maintain their ability to proliferate and form colonies [10]. In this type
of experiment, the endpoint is typically set at a specific survival level. That is, the doses of
two types of radiation that result in the formation of the same relative number of colonies. A
common source of error with this approach is that the number of colonies identified may vary
from one observer to another or between automated tools due to the subjectivity of colony
identification [84]. Clonogenic cell survival assays allow to study individual cell lines under
different and well-defined conditions [8]. Many of the RBE models proposed for PBT and
IBT have been derived using data obtained from clonogenic cell survival assays [83, 85–87].
Therefore, despite their limitations, clonogenic cell survival assays are commonly used as a
first-line method to benchmark RBE models [88–90].
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Another in-vitro approach that can be used to assess the RBE of light-ions is the quantifi-
cation of DNA damage, specifically double-strand breaks (DSBs),1.i by immunofluorescence
analysis with the γ-H2AX biomarker [91–93]. This marker allows indirect assessment of DSBs
by quantifying radiation-induced discrete foci using fluorescence microscopy or flow cytome-
try [94, 95]. For immunofluorescence assays, common endpoints are the number of foci per
cell [91, 92] and the median fluorescence intensity [93], which are considered surrogates for the
number of DSBs. An advantage of this technique is that the formation of foci can be studied
over time, providing insight into the kinetics of damage and repair processes. However, it
should be noted that γ-H2AX foci can arise from other mechanisms and therefore cannot be
always uniquely associated with DSBs caused by ionizing radiation [96]. Another technique
that can be employed to indirectly assess the number of DSBs is gel electrophoresis by exam-
ining migration profiles. This method operates under the assumption that more fragmented
DNA will migrate at a faster rate within a gel matrix than undamaged DNA, when subjected
to a fixed electric field [97]. The fraction of DNA within a specified range of fragment sizes is
extracted from the migration profiles and used as endpoint [98, 99]. However, the sensitivity
of this technique is relatively low and requires exposing the samples to doses that exceed those
commonly used in clinical settings.
At a higher level of DNA organization, radiation-induced chromosomal damage can be

used to assess the RBE through cytogenetic testing techniques. One example is the quan-
tification of the formation of chromosomal defects, such as dicentric aberrations and centric
rings [100, 101], which occur when chromosomal segments join or rearrange in a defective
manner. Techniques such as fluorescence in-situ hybridization can be used to assess the fre-
quency of aberrations [102]. However, it should be noted that the frequency of aberrations is
dependent on the cell cycle phase at which cells are analyzed [103]. Since these alterations
can be distinct for different types of radiation, the predicted RBE may vary significantly.
Other cytogenetic techniques that have been used to assess the RBE of light-ions include mi-
cronuclei formation and premature chromosome condensation assays [104–106]. Micronuclei
are formed as a result of dissociation of chromosome fragments from the spindle apparatus,
indicating chromosome damage. Thus, the frequency of micronuclei induction can be used as
an endpoint to determine the RBE [104, 105]. Premature chromosome condensation occurs as
a cellular mechanism to repair damaged DNA, aiming to facilitate the identification of such
damage. In this case, the endpoint that is used to assess the RBE is the excess of chromosome
fragments [106, 107].
In the context of in-vivo studies, animal models play a crucial role in determining the RBE

of light-ions and can be used to study the RBE in both healthy tissues and tumors [108–111].
The biological similarity of animal models to humans, particularly in the case of mammals,
is a clear advantage over in-vitro experiments. Additionally, species with a short lifespan
allow for the study of long-term effects in a relatively short period of time. However, if
the life span of is too short, radiation-induced effects may not be observed. One of the key
benefits of experiments in animal models is that the tumor environment can be similar to that
found in patients. Particularly, the presence of hypoxic regions and stem cells, which may
respond differently depending on the type of radiation and can play a crucial role in treatment
outcomes. Moreover, animal models allow for conducting dose escalation experiments to
determine dose-response curves and investigate various fractionation schemes [108, 112], which
is extremely relevant to the clinical practice. Conducting such experiments in patients would

1.iDSBs represent one of the most severe forms of DNA damage. This type of damage poses a greater challenge
for the cell to repair compared to single-strand breaks. If not properly repaired, DSBs can lead to mutations,
chromosomal aberrations, and cell death [10].
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be unfeasible due to ethical concerns. Common clinically relevant endpoints used to evaluate
the RBE with animal models include growth delay and local tumor control for tumors [108,
109, 113], as well as acute and late radiation effects for healthy tissues [110–114]. Depending
on the site, radiation effects in healthy tissues may manifest as skin reactions, changes in rectal
wall, paresis, and lung fibrosis. Histologic and imaging techniques or direct observations and
measurements can be used to study tissue changes associated with these endpoints. Although
animal models are valuable for studying the RBE, they tend to be more resource-intensive
and time-consuming compared to in-vitro settings. Furthermore, ethical considerations should
also be taken into account.
Given that the ultimate goal of radiotherapy is patient treatment, the RBE should ideally

derive from clinical findings in humans. However, obtaining meaningful and robust clinical-
RBE values is challenging, requiring considerable efforts while adhering to standards of care
and ethical principles. Moreover, clinical-RBE values are based on observations in rather large
volumes, where volumetric averaging is unavoidable. In addition, certain symptoms may take
extended periods of time to manifest. Therefore, studies must be conducted for a sufficient
duration to obtain conclusive data. In some cases, the standard of care indicates that patients
should receive a combination of radiotherapy and other therapies. When evaluating the RBE,
it is important to consider the synergies between the combined treatments. To assess the
RBE from clinical data, both retrospective and prospective studies have been conducted [115,
116]. Examples of endpoints that have been used to estimate the clinical-RBE relative to
conventional radiotherapy include tumor control probability at 80 % based on biochemical or
clinical failure-free rate [115], the minimum dose received by the hottest 1 % of the irradi-
ated volume (D1%) in the temporal lobe after detection of changes with magnetic resonance
imaging (MRI) techniques [116], and tolerance doses for mandibular osteoradionecrosis to an
iso-critical volume [117]. Even if scarce, clinical-RBE values can be used to assess the veracity
of those obtained from other approaches.

Table 1.2.: Settings and methods used to assess the relative biological effectiveness (RBE).
Setting Technique / model Endpoint Reference
In-vitro Clonogenic cell survival Survival fraction at a fixed survival level. [10]

Immunofluorescence Formation of double strand brakes foci.
Median fluorescence intensity.

[91]
[93]

Electrophoresis Fraction of activity released. [98, 99]
Fluorescence in-situ hybridization Frequency of chromosomal aberrations. [102]
Micronucleus formation Frequency of micronuclei induction. [104, 105]
Premature chromosome
condensation

Excess of chromosome fragments. [106, 107]

In-vivo Animal Local tumor control.
Delayed tumor growth.
Skin reactions.
Paresis after spinal cord irradiation.
Lung fibrosis.
Changes in the rectal wall.

[108, 113]
[109]
[110, 113]
[110, 112]
[111]
[114]

Human patients Tumor control probability at 80 % based
on biochemical or clinical failure-free rate.
Temporal lobe enhancement on
T1-weighted MRI at D1%.
Tolerance doses for mandibular osteora-
dionecrosis to an iso-critical volume.

[115]

[116]

[117]
Abbreviations: MRI = magnetic resonance imaging, D1% = dose received by the hottest 1 % of the irradiated
volume.
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1.3. Rationale of the thesis

This thesis focuses on the study of Al2O3:C,Mg-based FNTDs and OSLDs. The rationale
for studying this type of detectors is that they enable the measurement of LET in a range
suitable for applications in PBT and IBT. Additionally, both of these detectors can withstand
the fluence rates encountered in the clinical environment and are well-suited for performing
measurements in regions characterized by steep LET gradients due to their small size. While
FNTDs offer the remarkable advantage of allowing to perform LET spectra measurements,
current technologies do not support high sample readout throughput. On the other hand,
OSLDs are unable to provide spectral information, but current devices allow for the swift
readout of a relatively high number of detectors, which can better fit a clinical pipeline.
Whilst FNTDs have been used for LET measurements in PBT and IBT, the challenge posed
by variations in sensitivity between individual crystals has yet to be tackled experimentally.
These variations have been shown to lead to highly inaccurate LET results. Therefore, a
purely experimental approach to correct for the sensitivity of each crystal would represent a
substantial step forward in the development of FNTD-related techniques. For OSLDs, the
properties and performance of Al2O3:C,Mg for LET measurements in PBT and IBT have
not been studied so far. Investigating this material is strongly motivated by previous studies
regarding its OSL properties and previous observations with Al2O3:C-based OSLDs.
Regarding the RBE, it is conceivable to exploit LET measurements to estimate the RBE in

PBT and IBT. Particularly, considering the dependence of the RBE with the type of particle,
the spectroscopic information that can be obtained from FNTDs appears highly attractive for
applications in mixed-ion fields. However, it is also reasonable to simply use the average LET
obtained from OSLDs to estimate the RBE, especially in PBT. To estimate the RBE, LET
measurements can be used as input in phenomenological RBE models. However, it would be
necessary to validate this approach with a biological assay, such as clonogenic cell survival,
to establish its reliability.
A detector capable of effectively measuring LET and estimating the RBE can facilitate

the validation of TPSs that optimize treatments in terms of these quantities, and simplify the
comparison of different RBE models. In addition, such a detector would allow the development
and routine application of patient-specific quality assurance protocols.

1.4. Aim of the thesis

The aim of this thesis was to advance the techniques for measuring LET and to develop the
methods for assessing RBE using Al2O3:C,Mg-based FNTDs and OSLDs. To this end, a
fully experimental methodology was developed to derive a detector-specific sensitivity cor-
rection factor for FNTDs, leading to more accurate LET measurements and an improved
fluorescence intensity-to-LET calibration curve. Once the sensitivity correction methodology
was developed and the calibration was established, the accuracy of LET predictions made by
FNTDs in unknown ion fields was tested by exposing detectors to proton and 4He-ion clinical
beams. These measurements were then compared to LET values obtained from Monte Carlo
simulations using two commonly used approaches for its calculation. To predict the RBE of
these beams, the LET measurements were used as input in phenomenological RBE models
which are suitable, or have been used, for treatment planning. The predicted RBE values
were validated through in-silico methods (Monte Carlo simulations) and in-vitro experiments
(clonogenic cell survival assays). For OSLDs, a calibration between the LET and the blue- to
UV-signal ratio was established for Al2O3:C,Mg-based detectors. In the final step, a compar-
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ison study was conducted by exposing both OSLDs and FNTDs to the same clinical proton
beams. The latter study was carried out as part of a multi-institutional intercomparison
campaign organized by the European Radiation Dosimetry Group (EURADOS). Figure 1.1
shows a diagram outlining the overall workflow of this thesis.
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Calibration of the fluorescence intensity (FNTDs) and the blue- to UV-
signal ratio (OSLDs) in terms of the LET

Detectors comparison for LET measurements and RBE estimations in 
clinical proton beams.

Figure 1.1.: Diagram depicting the main stages of the thesis. Each stage is represented by a single
box, with the width of the boxes indicating which type of detector was used. Left arrows indicate
whether a stage involves methodological developments or clinical testing. In the first stage, a method
for deriving sensitivity corrections for fluorescent nuclear track detectors (FNTDs) was developed.
In the second stage, calibration curves for conducting linear energy transfer (LET) measurements
in unknown light-ion fields were established for both FNTDs and optically stimulated luminescence
detectors (OSLDs). In the third stage, LET and relative biological effectiveness (RBE) measurements
were conducted in proton and 4He-ion spread-out Bragg peaks (SOBPs). In the fourth and final stage,
various detectors were compared for assessing LET and RBE in clinical proton beams.
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Chapter

2 Background

2.1. Cancer
2.1.1. What is cancer?
According to the World Health Organization (WHO; Geneva, Switzerland), the term can-
cer makes reference to a set of different diseases capable of manifesting in any part of the
body [118]; yet, cancer is often used in a manner that suggest a single disease. Labeling a
group of diseases as a single entity can be justified by their shared characteristics. It has been
suggested that most if not all types of cancer cells share at least the following features [119]:

• Capacity for growth in the absence of external signals.
• Insensitivity to signals that prevent growth.
• Ability to spread to and invade other tissues (metastasize).
• Unlimited replication potential.
• Ability to trigger the production of new vasculature (angiogenesis).
• Capacity for escaping programmed cell death (apoptosis).

While this definition has been embraced by some in the medical and scientific communities, it
has also faced criticism. For instance, some argue that benign tumors may also display these
hallmarks, with the exception of the ability to metastasize [120]. Apart from the six features
listed above, additional ones have been proposed [121], such as:

• Deregulated metabolism.
• Capacity for evading the immune system.

This demonstrates the challenge of giving a general and simple definition that includes all
diseases recognized as cancer. For modern society, cancer remains one of the major challenges
to overcome and stands as one of the leading causes of death worldwide [1]. Furthermore,
cancer poses a substantial economic burden and consumes a significant portion of healthcare
resources [122, 123], that could otherwise be allocated to other diseases.

2.1.2. Cancer epidemiology
Based on data from the Global Cancer Observatory (GCO; Lyon, France), just in 2020 approx-
imately 19 million new cancer-patients were diagnosed and 10 million cancer-related deaths
occurred worldwide [1]. On top of this scenario, considering that aging is one of the major
risk factors for developing cancer and with a growing elderly population [124, 125], along with
non-cancer competing causes of death decreasing [126], cancer burden is expected to increase
by almost 50 % worldwide in the next two decades [1]. Currently, with a cancer incidence of
22.8 %, Europe constitutes 19.6 % of all cancer deaths, despite the fact that only 9.7 % of
the global population resides in the region [1]. Among other factors, these figures are linked
to age demographics, but also to availability and accessibility to quality therapeutic options,
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screening campaigns and prevention programs or policies [1, 127]. When considering both
sexes, female breast cancer is the most prevalent type, accounting for 11.7 % of all diagnosed
cancers, followed by lung (11.4 %), and colorectal cancers (10.0 %) (Figure 2.1(a)). The three
cancers with the highest mortality rates are lung cancer (18.0 %), colorectal cancer (9.4 %),
and liver cancer (8.3 %) (Figure 2.1(b)). It is worth noting that these figures vary across
different geographic regions and with the human development index [1].

19.3 million new cases

Incidence

Other 
cancers
46.0 %

Female 
breast
11.7 % 

Lung
11.4 %

Colorectal
10.0 %

Prostate
7.3 %

Stomach
5.6 %Liver

4.7 %
Cervix uteri

3.1 %

(a) Cancer incidence

9.9 million deaths

Mortality

Other 
cancers
39.5 %

Lung
18.0% 

Colorectal
9.4 %

Liver
8.3 %

Stomach
7.7 %

Breast
6.9 %

Oesophagus
5.5 %

Pancreas
4.7 %

(b) Cancer mortality

Figure 2.1.: Worldwide estimated number of (a) new cancer cases and (b) deaths for both sexes and
all ages in 2020. In (a) non-melanoma skin cancers (incidence of 6.2 %) are included in the category
of “Other cancers”. Adapted from [1] with data from [128].

2.1.3. Cancer treatment and management
There are several treatment options for cancer, and the choice of treatment depends on factors
such as the cancer’s location, type, and stage [129, 130]. Patients may undergo one or more
types of treatment [129, 130]. In the case of multiple treatments, they can be administered as
adjuvant, neoadjuvant, or concomitant therapies. Depending on the extent of the disease, the
treatment intention can be curative or palliative. For the five most prevalent types of cancer
(including non-melanoma skin cancers), which account for almost half of the cases [1], the
main therapeutic options for diagnosed patients are surgery, chemotherapy, and radiotherapy,
both alone and combined [131–135]. It is estimated that approximately half of cancer patients
will require radiotherapy, either for palliative or curative purposes, over the course of their
treatment [2, 136]. Radiotherapy utilizes ionizing radiation to damage the DNA of cancerous
cells, inhibiting their ability to divide further.

2.2. Ionizing radiation
Ionizing radiation refers to particles – both charged and uncharged – carrying sufficient energy
to ionize the atoms and molecules in the matter they interact with, or capable to trigger
nuclear reactions or elementary-particle transformations that can in turn result in ionizing
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events [137, 138]. Since the binding energy of electrons in the valence band falls within
the range from (5 to 25) eV, a limit could be set around this range of values. However,
such limit would also include a great portion of the UV-light spectrum, which is commonly
excluded [138]. To solve the lack of an accurate threshold, the International Commission
on Radiation Units and Measurements (ICRU; Bethesda, MD, USA) introduced the ad-hoc
energy threshold concept [137]. This concept suggests to set an energy threshold, below which
charged particles can be considered as no longer ionizing, without impacting – for all practical
purposes – the spatial distribution of energy deposition. The determination of the threshold
value should be tailored to each specific application. For instance, an energy threshold of
10 eV is suggested to be appropriate for most radiobiology applications [137]. The following
are common types of ionizing particles [138, 139]:

• γ-rays: Electromagnetic radiation produced as a result of nuclear transformations or
matter-antimatter annihilation processes.

• X-rays: Electromagnetic radiation produced as a result of transitions between atomic
energy levels (characteristic) or by charged particles slowing down in the presence of
electrostatic fields (bremsstrahlung).

• Electrons: Electrons artificially accelerated, generated or ejected during the decay of
radioactive nuclei (β−-rays and internal conversion electrons, respectively), released
through collisions by charged particles traversing a medium (δ-rays), released by photons
through the photoelectric effect or Compton effect (photoelectrons and recoil electrons,
respectively), and generated by photons interacting with the atomic nucleus or orbital
electrons (pair production and triplet production electrons, respectively).

• Positrons: Positrons generated during the decay of radioactive nuclei (β+-rays) and
generated by photons interacting with the atomic nucleus or orbital electrons (pair
production and triplet production positrons, respectively).

• Heavy charged particles:2.a Fully or partially stripped nuclei that are accelerated either
naturally or artificially (e.g., protons, 12C-, 56Fe-, and 208Pb-ions), 4He-nuclei emitted
through radioactive decay (α-particles),2.b muons, and other charged particles generated
during high energy collisions (e.g., π−).

• Neutrons: Neutrons generated as a result of nuclear reactions, either artificially through
bombarding materials with neutrons or other particles, or naturally during the disinte-
gration of unstable nuclei.

Ionizing radiation can be divided based on how the energy is transferred and deposited to
matter as directly ionizing radiation and indirectly ionizing radiation [140]. Directly ionizing
radiation consists of charged particles (electrons, positrons, and heavy charged particles) that
deposit their energy into the medium through elastic and inelastic collisions as well as nuclear
reactions [139]. Indirectly ionizing radiation consists of uncharged particles (neutrons, γ-,
and X-rays) that transfer all or part of their energy to directly ionizing particles, which then
deposit the energy into the medium [138]. Typically, directly ionizing particles undergo a
large number of interactions before coming to rest. In contrast, indirectly ionizing particles
transfer their energy through a few or single catastrophic interactions, after which the primary
particles lose a significant amount of energy or cease to exist altogether.
2.aWithin the context of the present thesis, any charged particle with a mass larger than that of the electron

is considered a heavy charged particle.
2.bAlthough 4He-ions and α-particles are identical in nuclear structure, they are distinguished by their origin.

α-particles are generated during the radioactive α-decay, while 4He-ions refer to accelerated nuclei or
byproducts of nuclear reactions such as nuclear fragmentation in ion-ion collisions.
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2.2.1. Interactions of γ- and X-rays with matter
The γ- and X-ray photon2.c energies relevant to most medical applications range from tens of
keV (e.g., mammography) to tens of MeV (e.g., radiotherapy). Within this energy range, the
main processes governing the interaction of photons with matter are the photoelectric effect,
Compton effect, and pair production [139, 141]. Rayleigh scattering, triplet production, and
photonuclear interactions can also occur at energies relevant to medical applications but are
typically considered as less relevant due to their relatively lower probability of occurrence [138].
The relative probability for the photoelectric effect, Compton effect, and pair production to
occur depends primarily on the interacting photon energy and atomic number (Z) of the
medium with which the photons interact (Figure 2.2) [139].
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Figure 2.2.: Relative importance of the photoelectric effect, Compton effect and pair production.
Solid curves show the photon energy and atomic number (Z) loci where the cross section of two effects
are equal. Labels indicate regions where the photoelectric effect cross section (τ), Compton effect cross
section (σ) and pair production cross section (κ) are predominant. The dashed line corresponds to
the effective Z of water (Z = 7.42). Data generated using XCOM: Photon Cross Sections Database
of the National Institute of Standards and Technology (NIST; Gaithersburg, MD, USA) [142].

For a monoenergetic parallel photon beam under narrow beam conditions (i.e., without
detection of secondary and scattered particles), the rate of change in the number of primary
photons per unit of path length (dN/dl) after traversing a material slab of thickness dl is
directly proportional to the number of incident photons. This relationship can be expressed
as follows [138]:

dN
dl

= −µN =⇒ N = N0e
−µl, (2.1)

where µ is the proportionality constant and is defined as the linear attenuation coefficient,
N0 is the initial number of incident photons and N is the number of primary photons that
pass through a slab of thickness l. The linear attenuation coefficient corresponds to the sum
of all macroscopic interaction cross sections of the involved interaction processes:

µ = τ + σ + κ, (2.2)

where τ , σ, and κ are the partial linear attenuation coefficients for the photoelectric effect,
Compton effect, and pair production, respectively.
2.cFor brevity, from this point onwards, the term photons will be used to refer indistinctly to γ- and X-rays.

Distinctions will be made only when strictly necessary.
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2.2.2. Interactions of charged particles with matter
High-energy charged particles interact with both the electrons and atomic nuclei of the tra-
versed medium, modifying it in the process through ionizations, excitations, and nuclear
reactions. These interactions are primarily governed by Coulomb-force interactions, often
referred to as collisions [139, 143]. Since, in most cases, only a small fraction of the particle
energy is lost in a single collision, charged particles undergo a large number of interactions
before coming to rest. Collisions can be classified as soft or hard, depending on whether the
amount of energy lost in a single collision is less than or greater than a cutoff energy (Wc).
The electronic stopping power (Sel) quantifies the mean rate of energy loss per unit of path
length (〈dE/dx〉) and is the sum of the energy losses due to soft and hard collisions. Sel only
accounts for energy losses resulting from interactions with atomic electrons. Energy losses
from interactions with the nucleus, not involving changes in the charge and mass of the target
and/or projectile, are included in the nuclear stopping power (Snucl), and can be neglected in
the energy ranges used in PBT and IBT [143]. In its more general form, the mass electronic
stopping power (Sel/ρ) for heavy charged particles is given by [144]:

Sel
ρ

=

〈
dE
ρdx

〉

el
= 2KS

Z

A

z2

β2

[
ln

(
2mec

2β2

(1− β2)I

)
− β2 − δ

2
− C

Z

]
, (2.3)

where KS = 0.153 5375 MeV mol−1 cm2 is the coefficient for stopping powers and depends
only on fundamental physical constants, ρ, Z, A and I are, respectively, the density, atomic
number, atomic mass, and the mean excitation energy of the medium, z is the charge of the
interacting particle, me is the electron mass, c is the speed of light in vacuum, and β = v/c
with v the speed of the interacting particle. The terms δ/2 and C/Z are the density-effect
and shell corrections, respectively [143]. It should be noted that Equation 2.3 is independent
of Wc and therefore a rigorous numerical definition becomes unnecessary.
Equation 2.3 shows that Sel/ρ is inversely proportional to β2, which explains the steep

decrease as the energy of the interacting particle increases (Figure 2.3(a)). However, after
reaching a minimum value (∼ 1 × 103 MeV u−1), Sel/ρ starts to slowly increase at higher
energies, due to reativistic effects. The dependence on z2 implies a rapid increase with the
charge of the interacting particle (Figure 2.3(a)). Furthermore, this suggests that the stopping
power of any other particles can be determined – in a crude manner – by scaling the stopping
power of well-studied particles such as protons or 4He-ions. From Equation 2.3 it can also be
noticed that Sel/ρ is proportional to the number of electrons per unit of mass (Z/A). Thus,
in general, it decreases for media containing high-Z elements (Figure 2.3(b)). One additional
factor contributing to the decrease of Sel with increasing Z is the dependence with I inside
the bracket.
Since light-ions release a number of electrons as they pass through matter, electrons play a

critical role in describing the spatial pattern of energy deposition associated with light-ions.
In fact, the track structure of the electrons emitted by ions is strongly related to the response
of biological and physical systems. The mass electronic stopping power for electrons (S−el/ρ)
is given by [144]:

S−el
ρ

=

〈
dE
ρdx

〉−

el
= KS

Z

A

1

β2

[
ln

(
T

I

)2

+ ln

(
1 +

τ

2

)
+ F−(τ)− δ

]
, (2.4)

where T is the electron initial kinetic energy, τ = T/mec
2, and F−(τ) = (1−β2)[1 + (τ2/8)−

(2τ + 1) ln(2)].
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(a) Mass electronic stopping power in water.
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Figure 2.3.: (a) Mass electronic stopping power 〈dE/ρdx〉el for protons, He-, and C-ions in water as
a function of the energy per atomic mass. Data from Report 90 of the International Commission on
Radiation Units and Measurements (ICRU; Bethesda, MD, USA) [145]. (b) 〈dE/ρdx〉el of protons
for different elemental-materials (C, Si, Ge, Ag, and Pb). Data generated using the Stopping and
Range of Ions in Matter (SRIM) software [146].

Charged particles can lose energy through radiative emissions that result from their de-
celeration while interacting with the electrostatic field of the atomic nucleus. To take into
account this, the radiative stopping power (Srad) is introduced. However, at the energies used
in medical applications, this effect is mostly relevant for electrons, and can be neglected for
heavier particles. The mass radiative stopping power for electrons (S−rad/ρ) is given by [144]:

S−rad
ρ

=

〈
dE
ρdx

〉−

rad
= 4αer

2
eNA

Z2

A
E

(
ln

(
E

mec2

)
− 1

3

)
, (2.5)

where E = mec
2 + T is the electron initial total energy, re is the classical electron radius, αe

is the fine-structure constant, and NA is the Avogadro’s number. The total mass stopping
power (S−tot/ρ) due to collisional and radiative losses is calculated as the sum of S−el/ρ and
S−rad/ρ. For low-Z materials, S−el/ρ dominates the energy loss for electrons with energies below
∼ 5 × 101 MeV (Figure 2.4).
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trons in water and aluminum, as a function of the electron kinetic energy. Data generated using
ESTAR: Stopping Powers and Ranges for Electrons of the National Institute of Standards and Tech-
nology (NIST; Gaithersburg, MD, USA) [147].
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The interactions presented thus far are mediated by the electromagnetic force. However, if
the energy of the interacting particles is high enough, the Coulomb barrier can be exceeded,
leading to nuclear reactions. In such cases, both the interacting particles and the target nuclei
can be fragmented, resulting in modifications to both mass and charge. Furthermore, the frag-
mentation can be accompanied by the emission of secondary charged particles (protons and
heavier ions) and uncharged particles (neutrons and photons) following nuclear relaxation.
Several models have been proposed to describe the fragmentation process, mostly relying on
semi-empirical relations and geometric assumptions [148]. Tripathi’s parametrization has been
widely adopted for its ability to accurately describe measured data across a wide range of en-
ergies. The nucleus-to-nucleus absorption cross section (σn-n) for the Tripathi parametrization
is given by [149]:

σn-n = πr2
0(A1/3

p +A
1/3
t + δE)2

(
1− B

Ecm

)
, (2.6)

where Ap and At are, respectively, the atomic mass numbers of the interacting particle and
target nucleus, r0 ≈ 1.1 fm, δE is the transparency parameter, B is the Coulomb barrier, and
Ecm is the total energy in the center-of-mass frame of reference [149]. Figure 2.5 shows σn-n

for 4He-12C collisions.
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[149]. Symbols show data from Ingemarsson A., et al. [150], Horst F., et al. [151], and Jaros J.,
et al. [152].

As light-ions move through a medium, the number of primary particles decreases due to
nuclear reactions. The decrease in the number of particles can be modeled as a decaying
exponential function, as follows [143, 153]:

Nc = Nc,0e
−l/λ, (2.7)

where Nc,0 is the initial number of particles, Nc is the remaining number of primary particles
after traversing an absorber, l is the thickness of the absorber, and λ is the mean free path.
Figure 2.6 depicts the attenuation of 12C-ions in water. Fragmentation plays a crucial role in
both proton-beam therapy (PBT) and ion-beam therapy (IBT). Particularly, fragments that
are lighter than the primary ions may have ranges greater than that of the primary particles,
resulting in dose delivery beyond the Bragg peak, also known as the fragmentation-tail.
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Figure 2.6.: Relative number of transmitted 12C-ions (Nc/Nc,0) impinging in water as a function of
the target thickness. Data from Aricò G., et al. [154] and Haettner E., et al. [153]. The solid line was
generated by fitting an exponential decay function to all data points.

Energy deposition is a discrete stochastic process, and therefore it is not possible to predict
the energy loss of a given single collision. The term energy straggling is often used to refer
to the stochastic energy deposition. Because the number of interactions decreases with the
mass thickness of the traversed material, energy straggling becomes more important for thin
or low-density absorbers. Various mathematical formalisms, most notably the Landau and
Landau-Vavilov theories, have been developed to model fluctuations in the energy loss (∆E)
of charged particles [155, 156]. These theories predict that the probability density function is
given by a highly skewed distribution (Figure 2.7). The most probable energy loss (∆̂E) for
an absorber with a given mass thickness (xρ) is given by [155]:

∆̂E = ξ

[
ln

(
2mec

2β2γ2

I

)
+ ln

(
ξ

I

)
+ j − β2 − δ

]
, (2.8)

where ξ = KS(Z/A)z2(xρ/β
2), j = 0.2, and γ is the so-called Lorentz factor.
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Figure 2.7.: Probability density function (PDF) according to the Landau theory for 150 MeV u−1

4He-ions in water as a function of the energy loss per mass thickness (∆E/xρ) for absorbers of (2.0,
5.0, and 10.0) µm thickness. The points for the most probable energy loss rate (∆̂E/xρ) and mean
energy loss rate (|∆E/xρ|) in the 10.0 µm absorber are indicated.
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2.2.3. Quantities used to describe the ionizing radiation

2.2.3.1. Absorbed dose

As discussed earlier, the energy deposition at the microscopic level is stochastic in nature.
However, in large volumes – where a sufficiently large number of events occur – it is reasonable
to define non-stochastic quantities. In such large volumes, the mean energy imparted (ε̄) is
defined as follows [143]:

ε̄ = Rin −Rout +
∑

Q, (2.9)

where Rin is the total energy of the ionizing particles the enter the volume, Rout is the total
energy of the ionizing particles that leave the volume, and

∑
Q is the total change in the

rest energies of all particles within the volume. With this, the absorbed dose (D) in a given
volume is defined as the ratio of ε̄ to the mass (m) of the volume in the limit where m tends
to zero [157]:

D = lim
m→0

∆ε̄

∆m
=

dε̄
dm

. (2.10)

Nowadays the main device used to measure the absorbed dose in the clinics is the ionization
chamber. In an ionization chamber, the charge generated by the ionizing radiation in the
chamber’s sensitive volume – usually filled with gas – is collected by applying an electric
field. Since the quantity measured by ionization chambers is charge or current, extremely
robust traceability chains have been established to reference laboratories in which ionization
chambers are calibrated in terms of absorbed dose in water [158]. The primary reference
instrument to establish the absorbed dose is the water calorimeter. The specific derived-unit
used for the aborted dose is the Gray (Gy = J kg−1) [159].

2.2.3.2. LET

The linear energy transfer (LET) concept was introduced by the first time to take into account
the energy lost by ionizing particles while traversing a medium and the energy gained by the
medium from both ionizations and excitations [160]. The ICRU formally defines the LET
(also known as restricted linear collision stopping power) as follows [161]:2.d

L∆ = lim
l→0

∆Ē

∆l

∣∣∣∣
∆

=
dĒ
dl

∣∣∣∣
∆

, (2.11)

where Ē is the mean energy-loss due to collisions with energy transfers below the energy cut-
off value ∆ and l is the distance transited by the particle. The unrestricted LET corresponds
to the case when all energy transfers are considered (i.e., ∆ =∞) and is often denoted by L∞
or, for brevity, by L. For such a limit, L∞ is numerically equal to Sel. As with absorbed dose,
the LET is a non-stochastic quantity. For indirectly ionizing radiation, the LET corresponds
to that of the released secondary charged particles.
Radiation fields are often characterized by an LET distribution. In such a case, the fraction

of particles having an LET within the infinitesimal interval [L,L + dL] can be written as

2.dFor the sake of clarity, LET is used in this thesis to refer to the concept of linear energy transfer, while L
is used as the mathematical symbol representing LET.
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F (L) dL, where F (L) is the probability density function in fluence. If F (L) is normalized to
the unity, the track average linear energy transfer (LF ) can be calculated as [161]:

LF =

∫ ∞

0
L F (L) dL. (2.12)

Analogously, if D(L) dL represents the absorbed dose delivered by the particles within the
interval [L,L+ dL], the dose average linear energy transfer (LD) can be calculated as [161]:

LD =

∫ ∞

0
L D(L) dL, (2.13)

whereD(L) is the probability density function in dose. Mathematically, LF is the first moment
of F (L) and LD is the ratio of the second moment of F (L) and LF . Thus, it can be shown
that D(L) = L F (L)/LF and Equation 2.13 can be rewritten as:

LD =
1

LF

∫ ∞

0
L2 F (L) dL. (2.14)

From Equations 2.12 and 2.13 it follows that for monoenergetic charged particle beams
LF = LD. The LET is usually reported with water as the reference material and expressed
in units of keV µm−1 or, less commonly, MeV cm−1. Unlike absorbed dose, no reference
instrument exist to measure the LET.
Making reference to the term ionization density, the LET is commonly used as a quantitative

parameter to distinguish between sparsely and densely ionizing radiation. However, arbitrary
values are still employed to make this distinction, and certain type of particles are commonly
directly referred to as either sparsely or densely ionizing radiation. For example, γ- and X-
rays are commonly referred to as sparsely ionizing radiation, despite the fact that the LET
associated with low-energy photons can be higher than that of protons, which are sometimes
referred to as densely ionizing radiation.

2.3. Radiobiology
Ionizing radiation is characterized by the profound effects it can produce on living organisms.
These effects are varied and can occur at all the organizational levels of life. Examples include:
cell death, early and late tissue responses (e.g., leukopenia, erythema, fibrosis and carcinogen-
esis), organ failure, organism death, and hereditary defects, to name a few. Remarkably, the
effects of ionizing radiation can take place even when minute amounts of energy are deposited.
This derives from the ability that ionizing radiation has to interact with living cells at the
molecular level and trigger a cascade of events that can lead to impaired biological function-
ing [10, 162]. As the DNA molecule encodes the instructions for proper cell functioning, it
stands as the primary and most crucial target for ionizing radiation. Therefore, understanding
how ionizing radiation interacts and alters the DNA is essential in comprehending its effects.
The processes leading to the biological response take place in succession and can be divided
into three main phases, namely the physical, chemical and biological phases [10]. These phases
take place on radically different – often overlapping – time scales [162].
The physical phase consists of the interaction between ionizing radiation and target atoms or

molecules, causing ionizations, excitations or nuclear reactions in the process. This phase goes
from the initial interactions of the ionizing radiation with the medium to the thermalization
of the primary and secondary ionizing particles. During this phase, ionizing radiation can
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directly interact with the DNA, resulting in damage (Figure 2.8(a)). The latter is traditionally
referred to as direct action or direct damage. The physical phase takes place in a time-scale
going from (1 × 10−18 to 1 × 10−11) s [162].

The chemical phase is characterized by the formation of reactive chemical species that
diffuse to cause damage to the DNA (Figure 2.8(b)). Since this damage is mediated by an
intermediary between ionizing radiation and DNA, the process is called indirect action or
indirect damage. Because the cell medium is mostly aqueous, the primary molecule involved
in the indirect action of radiation is the water molecule, through a process known as water
radiolysis. Examples of free radicals produced in water during the chemical phase are the
hydroxyl radical (OH·) and the hydrogen radical (H·). Free radicals consist of highly reactive
atoms or molecules due to orbital electron imbalances. Free radicals can also combine with
each other or other molecules to form non-radical chemical species that are toxic to the cell,
such as hydrogen peroxide (H2O2). The chemical phase also includes reactions from molecules
and enzymes as part of the cellular mechanisms used to cope with oxidative stress [163]. The
chemical phase occurs in a time-scale going from (1 × 10−12 to 1 × 101) s [162].
The biological phase begins with enzymatic reactions aiming to repair the radiation-induced

lesions. The early biological phase is also characterized by inflammatory responses and re-
actions from the immune system [164]. Depending on the extent of the damage, cells may
fully recover, undergo defective repair, or experience cell death.2.e The loss of an extended
number of functional cells – particularly stem cells – through cell death and consequential
tissue remodeling is what gives rise to a number of radiation effects. Some effects can become
apparent within hours or days after radiation exposure and may be reversible, while others
may take months or even years to manifest and can sometimes be long-lasting and irreversible.
Cells carrying a considerable amount of residual DNA damage can lead to carcinogenesis. In
addition, changes in the genetic material can skip to next generations and cause heredetary
deffects. The biological phase occurs in a time-scale going from (1 × 10−2 to 1 × 109) s [162].

2 nm

e-

p+

(a) Direct action of radiation

2 nm

OH∙

H2Oe-

p+

(b) Indirect action of radiation

Figure 2.8.: A photon releases an electron from the medium which (a) interacts with the DNA,
producing direct damage, or (b) generates an OH· free radical through water radiolysis, causing
indirect damage to the DNA. For simplicity, only the cases of a photon-electron interaction and the
production of an OH· free radical are shown. Molecule model from the Research Collaboratory for
Structural Bioinformatics (RCSB) Protein Data Bank (PDB), protein feature view: 5CBZ [167].

2.eCell death is defined as “Irreversible degeneration of vital cellular functions culminating in the loss of cellular
integrity” [165]. Cell death can occur through different mechanisms, such as: apoptosis, necrosis, mitotic
catastrophe, autophagy and senescence [166]. Cell death includes the loss of clonogenic capacity.
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Some radiation effects only manifest after a certain threshold dose is exceeded. Once this
threshold is exceeded, the severity of these effects intensifies with increasing dose. These
effects are known as deterministic [168]. As an example, the severity of radiation-induced
skin reactions increases with the dose, progressing from skin flushing to burn-like reactions.
In contrast, the probability for certain effects to occur will increase with the dose, yet their
severity will remain constant. These effects are categorized as stochastic [169]. For instance,
the probability of developing cancer increases with the absorbed dose, but the severity of the
cancer remains unchanged.
As mentioned earlier, the DNA molecule stands as the primary target associated with the

biological effect of ionizing radiation. Depending on the proximity between energy transfer
events and the local amount of the toxic radiation-induced chemical species, ionizing radiation
can cause single-strand breaks (SSBs) and double-strand breaks (DSBs) in the DNA double
helical structure [170]. Since densely ionizing radiation is characterized by a high spatial fre-
quency of energy transfer events, it is likely to yield a higher number of DSBs when compared
to sparsely ionizing radiation [171]. SSBs tend to be readily repaired by the cell without
significant effects. In contrast, the repair of DSBs is more prone to failure and can lead to
further biological consequences. Thus, DSBs are considered to be the main lesions of interests
for describing radiation effects [10].

2.3.1. Linear-quadratic model

When a group of proliferating cells is exposed to ionizing radiation, some of the cells will
maintain their ability to replicate, while others will lose their reproductive integrity [10].
Generally, when the dose to which cells are exposed is increased while maintaining all other
variables constant, a higher number of cells will lose their ability to replicate and form colonies
(i.e., clonogenic capacity) [162]. This forms the basis of the clonogenic cell survival assay,
where cell survival is studied as a function of the dose by quantifying the number of colonies
formed after exposure. Semi-empirically, this can be modeled using an exponential function
with the following form [172]:

SF = e−(αD+βD2), (2.15)

where SF is the survival fraction relative to an unirradiated control sample, α and β are cell-
or tissue-specific parameters, and D is the absorbed dose. Equation 2.15 is often referred to
as the linear-quadratic model (LQM). The curvature or steepness of the LQM curve can be
quantified by the ratio between α and β (α/β-ratio). The value of the α/β-ratio is given
in units of Gy and corresponds to the absorbed dose at which the exponential cell-killing
components αD and βD2 are equal (Figure 2.9) [141, 172]. The α/β-ratio is often used to
describe the radiosensitivity of a given system. Particularly, cells with lower α/β-ratio values
are considered less radiosensitive to single dose exposures.
Although the biological effects of ionizing radiation involve numerous variables and complex

processes, the LQM, despite its simplicity, has proven to be a useful tool for interpreting and
describing the response of various systems. For instance, in the clinics the LQM is frequently
used to compare the effects of different fractionation schemes and predict the benefits of
adopting certain ones [173]. In addition, it is often used as the basis to estimate the cell-
killing efficiency of different types of radiation, as explained below (Section 2.3.2). However,
it is important to note that the applicability of the LQM is limited to a specific range of doses,
and reformulations may be necessary to extend its validity [10, 174].
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(a) Survival fraction with α/β = 3.0 Gy.
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(b) Survival fraction with α/β = 9.5 Gy.

Figure 2.9.: Survival fraction (SF ) as a function of the absorbed dose (D) for two cell lines having
different α and β parameters for the linear-quadratic model (LQM). Data points were generated
assuming hypothetical scenarios, with (a) α/β = 3.0 Gy and (b) α/β = 9.5 Gy. The solid curves
correspond to the LQM. Dashed curves show the cell-killing components SF = e−αD and SF = e−βD

2

,
with vertical dashed lines indicating their intersection and corresponding α/β-ratio values.

2.3.2. RBE

Cells of the same type may exhibit different survival capacities when exposed under identical
conditions to the same absorbed dose but to different types of radiation. To account for this
effect, the concept of relative biological effectiveness (RBE) is introduced. According to the
ICRU, the RBE is defined as the ratio of two absorbed doses that result in the same biological
effect (isoeffect) when all other parameters are kept constant. This can be expressed as [175]:

RBE =
Dr

Dt

∣∣∣∣
isoeffect

, (2.16)

where Dr and Dt are the doses from the reference and test radiation, respectively. Typical
reference radiation types are X-rays (e.g., 200 kV or 6 MV X-rays) or γ-rays (e.g., from 137Cs or
60Co radioactive sources). These types of radiation are used because the LET associated with
the secondary electrons they produce is considered low (LF ∼ (0.2 to 1.7) keV µm−1) [161]. It
should be noted that changes in the reference radiation can modify the value of the RBE, even
between photons, and is therefore an important parameter to consider [7]. For applications
in PBT and IBT, high-energy X-rays are the preferred reference radiation, as the majority of
the available clinical data has been derived from this type of radiation.
It follows from Equation 2.16 that if a lower test radiation dose is required to achieve

the same biological effect (e.g., cell survival) as the reference radiation, then the RBE is
greater than unity. In this case, the test radiation is said to be more effective, as depicted
in Figure 2.10(a) for particles with different LET. In general, the RBE steadily increases
with the LET up to a maximum located between (100 and 200) keV µm−1, after which it
decreases due to overkilling (Figure 2.10(b)). Overkilling occurs when the absorbed dose from
high-LET radiation in a cell exceeds the amount needed to kill the cell. This results in wasted
energy that could otherwise have been used to kill other cells. When parameterized in terms
of the LET, the RBE also depends on the particle type [176]. This means that two different
ion species with the same LET can have different RBE values. According to the LQM, the
RBE is also dependent on the absorbed dose and generally increases with decreasing dose.
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Figure 2.10.: (a) Survival fraction (SF ) as a function of the absorbed dose (D) after exposure to
200 kV X-rays and 12C-ions. Dashed gray lines show D at 10 % survival. Dashed-dotted color lines
mark the curve associated with the displayed relative biological effectiveness (RBE) at 10 % survival
(RBE0.1). SF curves generated from reported data [8]. (b) RBE as a funtion of the linear energy
transfer (LET) in water for protons, 3He-, 12C-, 20Ne-, and 56Fe-ions. RBE values were calculated
from data compiled on the Particle Irradiation Data Ensemble (PIDE) version 3.2 [178]. All RBE
values were normalized relative to the RBE of 200 kV X-rays and, due to ambiguities in reporting the
original data, are presented as a function of LET rather than its averages. Both panels show data for
chinese hamster lung fibroblast (V79) cells under aerobic conditions and asynchronous cell division.

The RBE also depends on parameters such as dose rate, dose fractionation, stage of the cell
cycle, studied endpoint, biological system and oxygen concentrations, to name some of the
most recognized factors [7, 175, 177].
It is worth noting that the RBE concept is not exclusive to the LQM, and other dose-

response curves can be used for its study. Notable examples are the tumor control probability
(TCP) and normal tissue complication probability (NTCP) models. In these models, doses
from two types of radiation resulting in the same probabilities of local tumor control (TCP)
or undesirable side effects (NTCP) are used to assess the RBE [108, 112].

2.3.3. RBE models
Several RBE models have been developed to take into account the RBE in PBT and IBT for
patient treatment [83, 177, 179]. These models range from mechanistic to phenomenological.
All of the models used in this thesis are phenomenological and based on the LQM. According
to Equation 2.15, if the cell survival is the same for the reference and test radiation, then:

αrDr + βrD
2
r = αtDt + βtD

2
t . (2.17)

By solving for Dr and diving the solution by Dt the following expression is obtained for RBE:

RBE :=
Dr

Dt
= − 1

2Dt

(
α

β

)

r
+

1

Dt

√
1

4

(
α

β

)2

r
+
αt
αr

(
α

β

)

r
Dt +

βt
βr
D2

t , (2.18)

where (α/β)r is the α/β-ratio for the reference radiation. Equation 2.18 can be expressed in
terms of RBE in the limits Dr → 0 (RBEmax = αt/αr) and Dr →∞ (RBEmin =

√
βt/βr), as

follows [86, 180]:
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RBE = − 1

2Dt

(
α

β

)

r
+

1
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√
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(
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)2

r
+ RBEmax

(
α

β

)

r
Dt + RBE2

minD
2
t . (2.19)

If expressions for RBEmax and RBEmin can be established, this representation enables the
calculation of the RBE as a function of the absorbed dose and LET for tissues with known
(α/β)r values. This enables to take advantage of the fact that the α/β-ratio for photons is well-
documented across a variety of cell lines and tissues, extending clinical observations made in
conventional radiotherapy to light-ions. Table 2.1 summarizes the empirical functional forms
proposed for RBEmax and RBEmin for protons and He-ions, which were utilized in this thesis.
In all these models, the free parameters were obtained by fitting to data from cell survival
clonogenic assays as a function of the LET [83, 85–87].
Other prominent models that have been developed and used for applications in PBT and

IBT, especially for C-ions, are the so-called modified microdosimetric kinetic model (mMKM)
and the local effect model (LEM) [177]. These models are based on stochastic energy de-
position distributions (mMKM) and amorphous track structure models (LEM) [65, 181]. In
contrast to the original microdosimetric kinetic model (MKM) [182], the mMKM incorporates
non-Poisson distribution effects to account for clustered lethal lesions, describing overkilling in
the high-LET regime [65, 183]. For LEM, various versions have been developed. While initial
versions (LEM I to LEM III) focus on the local energy distribution, LEM IV also considers
the spatial distribution of clustered DSBs within the DNA structure [184].

Table 2.1.: Phenomenological models based on the linear-quadratic model (LQM) for relative
biological effectiveness (RBE) calculations. Each model is named after the last name of the first
author in the publication where it was first published.
Model RBEmax RBE2

min Reference

Wedenberg 1 +
q

(α/β)r
LD, 1.0 [85]

q = 4.34× 10−1 Gy µmkeV−1

McNamara p0 +
p1

(α/β)r
LD, (p2 + p3

√
(α/β)rLD)2, [86]

p0 = 9.91× 10−1, p2 = 1.10,
p1 = 3.56× 10−1 Gy µmkeV−1 p3 = −3.87×10−3 Gy−1/2 µmkeV−1

Mairani* 1 +

(
k0 +

1

(α/β)r

)
k1LF e

−k2L
2
F , b0e

−((LF−b1)/b2)
2

, [83]

k0 = 1.40× 10−1 Gy−1, b0 = 2.66,
k1 = 2.56× 10−1 Gy µmkeV−1, b1 = 6.26× 101 keV µm−1,
k2 = 2.36× 10−5 µm2 keV−2 b2 = 4.81× 101 keV µm−1

Mairani† 1 +

(
k

′
0 +

1

(α/β)r

)
k

′
1LD, 1.0 [87]

k
′
0 = 2.32× 10−1 Gy−1,
k

′
1 = 1.59× 10−1 Gy µmkeV−1

Abbreviations: RBEmax = linear-quadratic model α parameter ratio between the reference and test radiations,
RBE2

min = linear-quadratic model β parameter ratio between the reference and test radiations, (α/β)r = ratio
between the linear-quadratic model α and β parameters for the reference radiation, LD = dose average linear
energy transfer, LF = track average linear energy transfer.
Notes: The Wedenberg and McNamara models, originally developed for protons, are assumed to be also
applicable to heavier H-ions. The Mairani models are intended for He-ion beams, including all isotopes.
*Model developed for single-particle applications. Thus, it is assumed that LF can be used as an input quantity.
†Model developed specifically for using LD as the input quantity.
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2.4. Radiotherapy

Radiotherapy is the medical application of ionizing radiation for the treatment and manage-
ment of diseases. The primary objective is to induce the death of diseased cells through the
targeted application of ionizing radiation. While radiotherapy is predominantly associated
with cancer treatment, it is also used to treat non-oncological diseases [185]. In radiotherapy,
the radiation source can be positioned at a distance from the patient (teletherapy) or in direct
contact – superficial, interstitial, or intracavitary – with the patient (brachytherapy) [186].
In principle, any form of ionizing radiation can be utilized in radiotherapy. However, the

preference for a specific type is determined by factors such as localization of the treatment
site, medical indication, treatment intention, induced biological effects, and availability. With
more than 15 000 teletherapy units and 3 000 brachytherapy units reported worldwide [187],
it can be safely stated that photons and electrons are the most commonly used particles in
radiotherapy nowadays (Figure 2.11(a)). This preference can be attributed to the fact that
accelerating electrons, which can effectively produce X-rays, is technologically less challenging
and more economically viable compared to generating beams of heavier particles. Addition-
ally, the availability of radiation sources emitting β−- and γ-rays with suitable energies further
supports the utilization of these particles. Already at the mid-1940s, the idea of using pro-
tons and heavier ions for cancer treatment started to flourish [188]. As further explained
below (Section 2.4.2), compelling reasons support the utilization of these particles. However,
a significant limitation has been the technological challenges and high costs associated with
accelerating these particles to the energies required to treat deep-seated tumors, as well as
manufacturing the hardware necessary to deliver the radiation beams with the required ac-
curacy and flexibility [189]. Another factor is the high-cost of operation with lower patient
throughput compared to other modalities. As a result, the availability of centers offering
light-ion treatments remains relatively low. Despite these challenges, the past decade has
seen a rapid increase in the number of PBT and IBT centers (Figure 2.11(b)).
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Figure 2.11.: (a) Bar chart illustrating the distribution of combined proton-beam therapy (PBT)
and ion-beam therapy (IBT) centers (Light-ion therapy), brachytherapy devices (Brachytherapy),
and MV machines using either electrons, X-rays, or both (MV therapy). Data per geographic region
based on the World Health Organization (WHO; Geneva, Switzerland) subdivision and retrieved from
the DIrectory of RAdiotherapy Centers (DIRAC), Status of Radiation Therapy Equipment of the
International Atomic Energy Agency (IAEA; Vienna, Austria) [187]. (b) Bubble plot depicting the
temporal evolution of combined PBT and IBT centers. The bubble size, numbers, and color coding
represent the total number of treatment rooms. Data from the Particle Therapy Co-Operative Group
(PTCOG) webpage, Particle therapy facilities in clinical operation (update January 2024) [9].
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2.4.1. Conventional external radiotherapy
In the context of this thesis, conventional radiotherapy refers to any modality of teletherapy
involving photons and electrons having energies on the order of MeV. These particles are
obtained by accelerating electrons in dedicated clinical linear accelerators [139]. For therapies
using electron beams, quasi-monoenergetic electrons are delivered directly. In the case of
X-rays, beams are produced by impinging an electron beam on a high-Z target (usually a
tungsten-based alloy). This process produces broad X-ray spectra with energies up to those
of the electrons used to generate them (Figure 2.12(a)) [190]. It is worth noting that the same
machine is often used to produce electron and X-ray beams by simply removing the high-Z
target. In addition to X-rays, some modern machines still use 60Co as a source of γ-rays.
As a consequence of the different processes governing their interactions, electrons and X-

rays exhibit distinct depth dose distributions (Figure 2.12(b)). At the energies used clinically,
the depth dose of electrons is characterized by a small increase after the patient’s surface to a
peak or plateau, the width of which depends on the energy of the primary electrons, followed
by a marked decrease. Depending on the initial energy of the electrons, the production of
bremsstrahlung X-rays within the patient can result in a dose tail that extends beyond the
range of the electrons. For X-rays, the dose increases rapidly after the patient surface to a
maximum, after which the dose decreases almost exponentially. For both electrons and X-
rays, the position of the maximum dose is shifted to greater depths with increasing energy.
The higher ratio of maximum dose to entrance dose allows for better skin sparing with X-rays.
Electrons, due to their short range, can only be used to treat superficial lesions, while X-rays
allow the treatment of deep-seated lesions.
Since photons attenuate rather than stop, it is inevitable that a significant amount of dose

will be delivered behind the treated volume. In practice, multiple beams are delivered from
different angles to place the maximum dose within the treated volume, albeit at the expense
of irradiating a larger amount of healthy tissue. To reduce the dose to adjacent healthy tissue
and further escalate the dose to the target volume, the beams are shaped to the projection
of the tumor at each angle [191]. In addition, the photon fluence can be modulated at each
angle to further reduce dose to critical organs [192].
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Figure 2.12.: (a) (6, 10 and 18) MV X-ray spectra normalized with respect to the total number of
particles. Data from Sheikh-Bagheri D. and Rogers D. W. O. [190]. (b) Normalized percentage depth
dose (PDD) for (6 and 18) MV X-rays and (6 and 18) MeV electrons. PDDs are shown normalized
to 100 %. X-ray PDDs adapted from Sheikh-Bagheri D. and Rogers D. W. O. [190]. Electron PDDs
adapted from Łukomska S., et al. [193].
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2.4.2. Proton-beam therapy and ion-beam therapy
Several ion species, ranging from protons to Ar-ions, have been proposed and investigated
for applications in radiotherapy [194, 195]. However, based on the outcomes during the early
era of PBT and IBT, and due to technological advances, protons and C-ions emerged as
favored options over time. Consequently, protons and C-ions are now the primary heavy
charged particles used clinically, with protons standing as the leading choice [9]. It is worth
noting that at the Heidelberg Ion-Beam Therapy Center (HIT; Heidelberg, Germany), there
is a renewed interest in reintroducing He-ions, with plans to start treating patients with this
particle species on a regular basis; the first patient has already been treated [196].
To be able to reach any location in the human body and treat deep-seated tumors, light-ions

with energies in the range of tens to hundreds of MeV u−1 are required. These energies are
achieved by accelerating the ions using either cyclotrons or synchrotrons [197]. In cyclotrons,
degraders are necessary to decrease and adjust the energy in accordance with treatment
requirements, as the extraction energy is mostly fixed. In contrast, synchrotrons do not require
additional elements to modify the energy, as energy selection occurs within the accelerator.
For both types of systems, a transportation line is necessary to reach the treatment room.
Delivery can be done using either fixed ports or gantries. However, due to the high costs
associated with gantries for C-ions, gantries are far more common for protons [9]. Two types of
techniques are used to deliver and shape the beam: passive scattering and active scanning. In
passive scattering systems, dose conformation is achieved through patient-specific collimators
and compensators [198]. For active scanning systems, the dose is conformed using pencil
beams with raster scanning and in-flight energy selection [199]. Currently, active scanning is
the standard in clinical systems as it can help reduce the dose received by healthy tissues.
As discussed in the previous subsection, the treatment of deep-seated tumors with X-rays

can result in the exposure of a significant amount of healthy tissue laying behind the target
volume. In contrast to photons, protons and heavier ions gradually lose their energy while
traveling through the tissue and come to rest after losing all of their energy. Therefore, if the
energy is precisely selected in a way that the light-ions stop at the target volume, the tissue
behind remains unirradiated [200]. Furthermore, in accordance with the stopping power
formula (Equation 2.3), the amount of energy deposited increases as the energy decreases,
resulting in a sharp increase in the absorbed dose near the maximum range of the light-ions [6].
This results in an advantageous depth dose profile known as Bragg curve (Figure 2.13(a)). The
Bragg peak is the region of the Bragg curve where there is a sharp increase in the absorbed
dose, just before the ions come to a stop. Given that the width of a single Bragg peak is
usually insufficient to cover the entire extent of the target volume, light-ions with multiple
energies are delivered, resulting in what is known as a spread-out Bragg peak (SOBP) [201].
In addition to the Bragg peak, the energy loss of light-ions also results in a significant

increase in LET near the point where particles come to a stop (Figure 2.13(b)), which, in
turn, can lead to an enhanced RBE in the vicinity of the Bragg peak [200]. Since an elevated
RBE translates into higher cell-killing efficiency, this can be taken advantage of by placing the
higher RBE within the treated volume, further enhancing the therapeutic advantages of light-
ions. However, simultaneously, care must be taken to avoid placing high RBE components
within healthy tissues. To this end, treatment planning techniques and systems that take into
account LET and/or RBE have been developed [12–18]. These systems enable the setting of
constraints to avoid critical structures, guarantee a homogeneous RBE-weighted dose (that is
RBE times the absorbed dose) delivered to the treatment volume, or even push the high LET
to more radioresistant subvolumes of tumors.
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Figure 2.13.: (a) Normalized percentage depth dose (PDD) for 6 MV X-rays, 134 MeV u−1 protons,
253 MeV u−1 12C-ions, and a proton spread-out Bragg peak (SOBP) comprising 18 energies between
(117 and 147) MeV u−1. PDDs are shown normalized to 100 %. (b) In-depth dose average linear
energy transfer (LD) distributions for proton and 4He-ion SOBPs comprising 18 energies between (117
and 147) MeV u−1 and 17 energies between (120 and 148) MeV u−1, respectively. Depth dose profiles
are shown for reference. These have been optimized to deliver (1.82 and 1.54) Gy at the proton and
4He-ion SOBPs, respectively. In all cases, data were obtained from Monte Carlo simulations for fields
of 4 × 4 cm2 at the water phantom surface and scoring all quantities using a bin size of 0.05 cm in
the depth direction and integrating over an area of 2 × 2 cm2 around the central beam-axis.

The stochastic energy deposition of light-ions in matter leads to energy straggling (Subsec-
tion 2.2.2), which causes range straggling and broadening of the Bragg peak [6]. Empirically,
if the range distribution is approximated by a Gaussian function, the variance of the distri-
bution is nearly directly proportional to the range and inversely proportional to the square
root of the primary-ion atomic number [202]. Consequently, for ions of the same type, the
Bragg peak widens at higher energies, while increasing the ion’s mass leads to a sharper peak
(Figures 2.13(a) and 2.14). For C-ions, passive devices are essential to broaden the Bragg
peak and minimize the number of energies required to achieve smooth SOBPs [203].
The numerous Coulomb interactions that light-ions undergo while passing through matter

cause them to deviate from their initial trajectory. Generally, at each interaction, the scatter-
ing angle is small. However, the accumulation of scattering angles results in beam broadening
with depth, increasing the extent of the lateral penumbra and exposing tissue adjacent to the
beam [200]. Multiple scattering theories show that scattering angles increase proportionally
with the square of the ion charge and decrease proportionally with the square of the ion
kinetic energy [143]. Since the difference in energy required to reach the same depth with
two ions having different charges is significantly higher than the difference in their charges,
heavier ions exhibit sharper lateral penumbras (Figures 2.14(a) and 2.14(b)). This reduction
in the dose to adjacent tissues contributes to the physical advantages that motivate the use
of ions heavier than protons, such as He- and C-ions. It is worth noting that even X-rays can
produce a sharper lateral penumbra than protons (Figures 2.14(a) and 2.14(c)).
At the energies used in PBT and IBT, nucleus-to-nucleus interactions take place, resulting

in the presence of a significant number of nuclear fragments [148]. The spectrum of these
fragments may include all ion-species with atomic numbers equal to or less than that of the
primary particles, including isotopes of each [154]. However, the most common fragments
produced in nucleus-to-nucleus interactions are H-ions (i.e., protons, 2H-, and 3H-ions) and
He-ions [48, 154]. Short-range ion-species heavier than the primary particles are also produced
as a by-product of nuclear reactions. However, these are generally neglected and their effects
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are still under debate. Although the energy carried by light-fragments is generally lower than
that of the primary-ions, these can have ranges greater than those of the primary particles
due to their lower charge [6]. As mentioned previously (Subsection 2.2.2), this results in the
fragmentation tail extending beyond the Bragg peak (Figure 2.14(b)). Since the RBE depends
on the ion-species, another consequence is that the biological effect of all fragments, weighted
relative to the spectral distribution, should be considered when determining the RBE. Con-
sidering the above, a detector with spectroscopic capabilities can be highly advantageous for
LET measurements and RBE assessment in PBT and IBT.

(a) Protons (b) 12C-ions (c) X-rays

Figure 2.14.: Two-dimensional contour plot of dose distributions in water for (a) 176.0 MeV u−1

protons, (b) 281.6 MeV u−1 12C-ions, and (c) 6 MV X-rays. Data obtained from Monte Carlo
simulations using a voxel size of 0.05 cm in the depth and off-axis directions and 0.2 cm in the
orthogonal direction. Contour lines show the percentage dose at the indicated level relative to the
maximum. The color wash in the background is displayed with the same color lookup table as the
contour lines for eye guidance. In all cases, the distributions correspond to primary beams arriving
at the bottom and moving upward.

2.4.3. Clinical workflow: Importance of LET and RBE measurements
When a patient is diagnosed with cancer and external radiotherapy is prescribed, the treat-
ment intention, technique, and scheme are established. To create treatment plans specific to
each patient’s anatomy at the time of diagnosis, a three-dimensional model is required. This
model is obtained through computed tomography (CT) imaging. During image acquisition,
the patient’s position is established, and if necessary, immobilization devices are incorpo-
rated to ensure a reproducible position while maintaining a degree of comfort for the patient.
The acquired images are then exported to a computerized treatment planning system (TPS)
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Figure 2.15.: Simplified typical radiotherapy workflow. Once radiotherapy is prescribed, computed
tomography (CT) imaging is used to create an anatomical model of the patient. This model is used as
input into the treatment planning system (TPS) to design the treatment. Once the treatment has been
approved, it is administered to the patient. Patient follow-up takes place during and after treatment
to monitor the radiation effects. Prior to clinical use, the TPS must be commissioned. In some cases,
as part of quality assurance (QA), the treatment is experimentally verified before administration.
Currently, there is no protocol and standard tools for performing linear energy transfer (LET) and
relative biological effectiveness (RBE) verification; this is highlighted in red.

where treatment design and optimization take place. Finally, the treatment is delivered to
the patient. However, depending on the complexity of the technique or the treatment scheme,
patient-specific quality assurance tasks may be conducted prior to treatment to guarantee
that the treatment is delivered with sufficient accuracy [204, 205]. Follow-up of the patient
is initiated to monitor the response of the tumor and any side effects to the radiation during
and after treatment. It is important to note that the workflow described above and shown in
Figure 2.15 is of a general scope. Techniques such as image-guided radiotherapy may include
additional steps, which can further increase the complexity [206].
TPSs are central to modern radiotherapy, allowing the modeling of the interaction of ra-

diation beams with tissues and the accurate determination of the spatial distribution of the
absorbed dose within the patient. Commercial TPSs implement a wide variety of algorithms
and models [207]. To ensure accurate dose calculation and model implementation in each
TPS, commissioning must be performed prior to clinical use. This process involves com-
paring TPS predictions with absorbed dose measurements under well-established conditions.
Protocols, recommendations, and tools have been developed for this purpose [208–211]. In
addition, it is common practice to perform dosimetric testing prior to treatment as part of
quality assurance to ensure that the absorbed dose is delivered as intended [204, 205]. This
is particularly important for techniques involving steep dose gradients and/or high doses per
fraction, where even small deviations between treatment plan and treatment delivery can
lead to severe adverse outcomes. As previosly mentioned in this section, TPSs incorporating
LET and RBE have been developed for applications in PBT and IBT. However, the lack of
instrumentation and standardized procedures prevents experimental validation of these quan-
tities either during TPS commisioning or patient-specific quality assuarnce, as it is routinely
done for absorbed dose. Currently, best practices include dose verification and comparison of
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treatment plans with secondary calculation engines. To fill this gap, this thesis investigates
experimental techniques that could be applied to the assessment of LET and RBE.

2.5. Luminescence dosimetry

Luminescence is the phenomenon in which light is emitted from a material as a result of the
de-excitation of atoms or molecules [212]. Of particular interest for radiation dosimetry are
those materials that can store some of the energy deposited in the material and re-emit it in
the form of luminescence under the influence of controlled stimulation or excitation [213]. It is
fundamental that the luminescence yield is proportional to the amount of energy deposited in
the material, in such a way that a relation between absorbed dose and the signal in question
can be established. In certain crystalline insulators, ionizing radiation produces electron-
hole pairs (charge carriers) that are trapped in metastable energy levels located between the
valence and conduction bands (Figure 2.16(a)) [214]. This means that some of the energy
spent by the ionizing radiation to create the charge carriers is stored within the crystal lattice.
The energy levels can be generated by introducing defects in the crystal lattice through the
addition of dopants to a host material. These energy levels are often referred to as color
centers or optically active centers.
Luminescence can be categorized based on the type of stimulation or excitation that re-

sults in the emission of light. If the stimulus is light in the visible spectrum, it is called
optically stimulated luminescence (OSL) [215]. Another notable example worth mentioning
due to its ubiquity in modern luminescence dosimetry is thermoluminescence (TL), where
the source of stimulation is thermal energy [212]. When the previously irradiated material
is stimulated in any of these ways, the charge carriers recombine and luminescent light is
emitted (Figure 2.16(b)). This recombination leads to the loss of stored information regard-
ing the exposure to the ionizing radiation. Alternatively, trapped electrons can be excited
by an external light source, causing them to move to an excited state and emit light with a
shifted wavelength upon relaxation (Figure 2.16(c)). This process is known as radiophotolu-
minescence (RPL) [216]. Detectors based on this phenomenon can be interrogated with no
loss of information since electrons return to the ground state within the same center, without
recombination.

Valence band

Conduction band

☢

Electron

Trap

HoleIonizing radiation

Recombination
center

(a) Exposure

Conduction band

OSLStimulation
light

Valence band

(b) Stimulation and emission

Excited state

Excitation
light

RPL

Valence bandValence band

Conduction band

(c) Excitation and emission

Figure 2.16.: Band diagram illustrating the stages in optically stimulated luminescence (OSL) and
radiophotoluminescence (RPL) processes. (a) Ionizing radiation generates electron-hole pairs which
are trapped between the valence and conduction bands. (b) OSL occurs as trapped electrons recom-
bine with holes upon light stimulation. (c) RPL takes place as trapped electrons, when excited with
light, return to their ground level within the same center.
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2.5.1. FNTDs
Electrons released by ionizing radiation and responsible for luminescence are trapped in close
proximity to the point where they are liberated. Therefore, by probing individual sets of
color centers with known localization within the crystal, the spatial distribution of ionizing
events can be inferred. Based on this concept, fluorescent nuclear track detectors (FNTDs)
combine the RPL phenomenon with fluorescence microscopy techniques to examine individual
micrometer-sized crystal volumes, enabling the visualization of charged particle tracks [39].
Various fluorescence microscopy systems can be employed to image FNTDs [39–42]. How-

ever, due to its superior spatial resolution, laser scanning confocal microscopy (LSCM) stands
out as the most commonly used technique for this purpose. In this technique, laser light is fo-
cused into a small volume of the FNTD to excite the transformed color centers within it. The
resulting luminescent light is then transported and focused onto a single-cell detector located
at the conjugate plane (Figure 2.17(a)). This process is repeated for a series of contiguous
volumes through raster scanning to obtain a full image in a single plane (Figure 2.17(b)). The
focal spot can be shifted to different planes to record images at various depths, enabling the
acquisition of three-dimensional information. In the post-processing stage, single ion-tracks
can be reconstructed by connecting the track spots in different imaging planes [217, 218]. The
technical details of the LSCM system used in this thesis are presented in Appendix A.
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Figure 2.17.: (a) Diagram illustrating the main components in a confocal microscope and the light
path. Excitation light (in blue) is directed by a dichroic beamsplitter and focused by an objective
onto the fluorescent nuclear track detector (FNTD) at the focal plane. The luminescent light (in
red) is separated from the excitation light using a dichroic beamsplitter before being refocused and
collected by an avalanche photodiode (APD). An emission filter may be placed before light detection
to distinguish between emission bands. The confocal pinhole is employed to eliminate out-of-focus
light. The lateral position (x-y plane) of the focal spot is adjusted using a piezoelectric-controlled
scanning mirror, while the transversal position (z-axis) is modified by shifting the sample tray. (b) At
the bottom is a representation of the FNTD at the microscopic level, viewed from the top at the focal
plane. The focal spot is depicted as a red circle with an arrow indicating the direction of the laser
scanning. Darker circles represent transformed color centers. At the top is a diagram illustrating a
single color center with radiophotoluminescence (RPL) emission taking place.
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Since the number of transformed color centers depends on the amount of energy locally
absorbed, for a fixed volume traversed by a single particle, the luminescence is expected
to increase with LET [43] (Figure 2.18). This forms the basis of LET measurements with
FNTDs. In practice, FNTDs are exposed to beams with known LET, and a calibration curve
is determined by establishing a relationship between the fluorescence intensity and the LET
[45]. It is worth noting that FNTDs stand out among other luminescent techniques because
the LET can be determined for each recorded particle track, enabling the derivation of LET
spectra. From the LET spectrum LF and LD can be calculated using the discrete forms of
Equations 2.12 and 2.14 [219].
To date, three materials have been investigated as FNTDs: un-doped lithium fluoride

(LiF) [220], silver-activated (Ag+) phosphate glass [221], and aluminum oxide doped with
carbon and magnesium (Al2O3:C,Mg) [39]. However, the only one currently commercially
available and on which FNTD methods have been predominantly developed is Al2O3:C,Mg.
One further advantageous feature of Al2O3:C,Mg-based FNTDs is that they enable LET mea-
surements in a wide range [43]. Particularly, the lower LET detection limit (∼ 0.4 keV µm−1)
makes this material suitable for measuring the LET even for the most energetic protons en-
countered in PBT as primary particles and in IBT as nuclear fragments [44, 222].
Since their introduction, one of the main challenges hindering LET measurements with

FNTDs has been the non-homogeneous sensitivity (luminescence yield per unit of absorbed
dose) between individual crystals or even within the same crystal [223]. This has been shown
to lead to highly inaccurate LET predictions [44, 45, 47]. The varying sensitivities can be
attributed to crystals with differing concentrations of color centers. To overcome this problem,
a sensitivity correction based on matching the measured LET spectra to that obtained from
Monte Carlo simulations has been proposed [47, 48]. However, this requires detailed knowledge
of the experimental setup and access to computational resources, which might not always be
available. In cases where the desired outcome is to validate simulation results, a purely
experimental approach may be necessary. Thus, the development of a fully experimental
method to derive a detector-specific correction factor was one of the main objectives of this
thesis.

10 μm

(a) Protons

10 μm

(b) 4He-ions

10 μm

(c) 12C-ions

Figure 2.18.: Maximum fluorescence intensity projection images (640 pixels × 640 pixels) from fluo-
rescent nuclear track detectors (FNTDs) exposed to (a) 221.06 MeV u−1 protons, (b) 70.79 MeV u−1

4He-ions, and (c) 88.83 MeV u−1 12C-ions, each with a track average linear energy transfer (LF ) of
(0.42, 3.89, and 30.7) keV µm−1, respectively. The images were acquired from detectors with similar
sensitivities. Equal contrast windows were applied to all images for fair comparison. Images are
displayed with an inverted lookup table, where darker colors indicate higher fluorescence intensity.
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2.5.2. OSLDs
As discussed earlier in this section, when a material with OSL properties that has previously
been exposed to ionizing radiation is stimulated with light, luminescence is emitted due to
electron-hole recombination. Thus, if the stimulation is prolonged or repeated over time, the
number of charge carriers will decrease. In a first-order approximation, assuming that the
recombination of charge carriers occurs instantaneously, and in the absence of retrapping, the
rate of change of the number of electron-hole pairs available per unit time (dNe-h/dt) can be
written as directly proportional to the population of electron-hole pairs at a given time. This
relationship can be expressed as [215]:

dNe-h

dt
= − 1

τR
Ne-h =⇒ Ne-h = Ne-h,0e

−t/τR , (2.20)

whereNe-h,0 is the initial number of electron-hole pairs, τR is the lifetime of the optically active
centers under stimulation, and t is the duration of the stimulus. Equation 2.20 shows that
under a continuous stimulus, the OSL signal decays exponentially with time (Figure 2.19(a)).
The total amount of signal, here referred to as intensity, is equal to the integral of the OSL
curve. Optically stimulated luminescence detectors (OSLDs) are based on the principle that
the OSL intensity (SOSL) is proportional to the energy deposited in the material. This allows
for a relationship to be established between the absorbed dose and SOSL [213].

One of the main challenges for the application of OSLDs in PBT and IBT is that SOSL can
also strongly depend on the LET of the radiation field. This effect is quantified through the
luminescent relative efficiency (η), which is expressed as follows [224]:

η =
SOSL,t

SOSL,r

∣∣∣∣
isodose

, (2.21)

where SOSL,t and SOSL,r represent the OSL intensities after exposure to the same doses from
test and reference radiations, respectively. In general, η decreases with increasing LET (Fig-
ure 2.19(b)). This effect is commonly referred to as quenching and has been shown to lead to
an underestimation of the absorbed dose in light-ion beams [37, 225].
As a result of having multiple types of color centers, some OSL materials exhibit emissions

in different wavelength bands. In addition, η of each emission band can be distinctive, and it
is therefore possible to relate the ratio of two emissions to the LET [35]. This concept is the
basis for LET measurements with OSLDs. In the case of Al2O3:C, the ratio between blue- and
UV-light emissions (blue- to UV-signal ratio) has been used to measure the LET in clinical
proton beams [37]. Since η is parameterized in terms of LET, once the LET is determined,
η can be calculated to derive a corrected dose. Therefore, both absorbed dose and LET
can be determined with a single detector in the same measurement [37, 226]. Moreover,
by incorporating the measured LET into RBE models, it becomes possible to estimate the
RBE-weighted dose.
One of the limitations of the blue- to UV-signal ratio, when parameterized in terms of LET,

is that it also depends on the type of particle [35]. This means that two ions with the same
LET can result in a different blue- to UV-signal ratio. Clearly, this creates difficulties for
applications in the highly mixed-ion fields found in IBT. However, the choice of LET as the
main parameter is somewhat arbitrary, and other quantities related to ionization density can
be used in principle. Of particular interest is the so-called Qeff, which is defined as [227]:2.f

2.fIn the literature, no specific name is given to Qeff. The term effective quality factor is preferably avoided
to prevent confusion with the quality factor (Q) used in radiation protection.
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Qeff =
z2

β2

(
1− e−125β/z2/3

)2

. (2.22)

The main rationale for using Qeff to parameterize the blue- to UV-signal ratio is its suitability
as an ionization density descriptor for RBE [227, 228].
In a typical OSL readout system, the stimulation light is directed and/or focused into the

OSLDs. The stimulation light can be either continuous or pulsed. Pulsed stimulation allows
discrimination between different emission bands by exploiting the different lifetimes of the
color centers responsible for the emissions [229]. For Al2O3:C, both blue-light (τR = 35 ms)
and UV-light (τR < 7 ns) emissions are detected during stimulation, while only blue-light
emission is detected between pulses (quiescence). Assuming negligible decay during a single
stimulation pulse (t ∼ 100 µs), the UV-light emission can be obtained by subtracting the
signals detected during stimulation from those detected during quiescence [35]. The emitted
luminescence light is detected by a photodetector, most commonly a photomultiplier. To
separate the stimulation light from the emission light, a spectral filter is placed in front of the
photodetector. The technical specifications of the OSL reader used in this thesis are presented
in Appendix A.
Previous studies have demonstrated that Al2O3:C can be effectively used for LET mea-

surements in PBT [37]. Al2O3:C,Mg has been used for LET measurements as FNTD [47,
48], and has also been investigated for dosimetry as OSLD [230]. The higher UV-emission
intensity and the better signal-to-noise ratio for dose measurements of Al2O3:C,Mg compared
to Al2O3:C motivate further studies for potential applications of Al2O3:C,Mg in PBT and
IBT [231]. Additionally, the relatively shorter lifetime of the color centers in Al2O3:C,Mg
could be more suitable for OSL film dosimetry than that of Al2O3:C, which could enable
two-dimensional LET measurements. In light of this, the suitability of Al2O3:C,Mg-based
OSLDs for LET measurement in PBT and IBT was investigated in this thesis.
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Figure 2.19.: (a) Normalized optically stimulated luminescence (OSL) intensity (SOSL) as a function
of the time for luminescence center lifetimes (τR) of (27.0 and 33.3) s, shown with solid lines. The
dashed line indicates a single square stimulation pulse. All data sets have been normalized to their
maximum value. (b) Relative efficiency (η) for aluminum oxide doped with carbon (Al2O3:C) exposed
to monoenergetic protons, 4He-, 12C-, and 16O-ions as a function of the dose average linear energy
transfer (LD). Data from Yukihara E. G., et al. [35].
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Chapter

3 Publications

This thesis is presented in cumulative form according to the regulations of the Department
of Physics and Astronomy at the University of Heidelberg. It consists of four research papers
that have been submitted to internationally renowned peer-reviewed journals and have either
been published or accepted for publication. As stipulated by the rules for cumulative theses,
none of the publications have been presented as part of other theses. For the sake of clarity,
the publications are numbered using Roman numerals. The author of this thesis is the first
author of publications I, III, and IV, and the second author of publication II.

3.1. Overview of the publications

The publications are structured towards the aim of developing suitable experimental tools
to measure the linear energy transfer (LET) and relative biological effectiveness (RBE) in
proton-beam therapy (PBT) and ion-beam therapy (IBT). Publications I (Section 3.5) and
II (Section 3.6) present the methods for accurately measuring LET using fluorescent nuclear
track detectors (FNTDs) and optically stimulated luminescence detectors (OSLDs), respec-
tively. Publication III (Section 3.7) presents LET and RBE measurements in proton and
4He-ion spread-out Bragg peaks (SOBPs). Publication IV (Section 3.8) presents a compara-
tive study of FNTDs, OSLDs, and thermoluminescent dosimeters (TLDs) for measuring LET
and RBE in clinical proton beams. Following the roadmap presented in the Introduction
(Section 1.4, Figure 1.1), the contributions, here in the form of publications, are categorized
into methodological developments (Section 3.2) and clinical tests (Section 3.3).

3.2. Methodological developments
3.2.1. FNTDs sensitivity correction

A novel fully experimental method to derive a detector-specific correction factor is presented
in Publication I. This correction factor is based on exposing the detectors to α-particles and
addresses the variability in sensitivity between individual detectors. The idea is that the fluo-
rescence intensity of the recorded α-particle tracks can be used to probe the concentration of
color centers relative to a reference set of detectors. α-particles were chosen due to their short
range in aluminum oxide (Al2O3). Since confocal microscopy enables scanning the detectors
at different focal planes, measurements with light-ions can be performed below the maximum
penetration depth of the α-particles. To establish the impact of the sensitivity correction on
the accuracy of LET measurements, a blind test was performed. In this test, detectors were
exposed to unknown monoenergetic light-ion beams. The measured track average linear en-
ergy transfer (LF ) and dose average linear energy transfer (LD) were compared to theoretical
values, which were withheld until the analysis of the experimental data was completed. The
sensitivity correction developed in this study was applied to all FNTDs used in subsequent
phases of the project (Publications III and IV) to ensure traceability to the calibration set
and accurate results.
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3.2.2. Calibration curve for LET measurements with FNTDs

The calibration curve, which relates the fluorescence intensity of single ion-tracks to the LET,
is presented in Publication I. This curve is central to all LET measurements performed with
FNTDs and is fundamental for the next stages of the project. To cover an LET range fitting
applications in PBT and IBT, the detectors were irradiated to monoenergetic protons, 4He-,
12C-, and 16O-ions at the Heidelberg Ion-Beam Therapy Center (HIT; Heidelberg, Germany).
The calibration data ranged from (0.42 to 48.6) keV µm−1. As an additional test to assess the
effectiveness of the sensitivity correction, the calibration curve was established by fitting the
same function to both the corrected and uncorrected data. The LET spectra in the unknown
proton and 4He-ion fields studied during the clinical tests (Publications III and IV) were
determined using data reported in this publication.

3.2.3. Calibration curves for LET measurements with OSLDs

The calibration curves, which relate the blue- to UV-signal ratio with LF , LD, and Qeff, are
presented in Publication II. These curves were established for both aluminum oxide doped with
carbon (Al2O3:C) and aluminum oxide doped with carbon and magnesium (Al2O3:C,Mg). In
this publication, Al2O3:C,Mg is presented for the first time as an alternative material for per-
forming LET measurements in optically stimulated luminescence (OSL)-mode. As in the case
of FNTDs, the calibration curves are intended to be used for LET measurements in unknown
light-ion fields with OSLDs. In addition to the calibration curves, the relative efficiency for
Al2O3:C and Al2O3:C,Mg is presented and the accuracy for the dose assessment through
ionization density corrections is evaluated. For this study, the detectors were irradiated to
monoenergetic protons at the Center for Proton Therapy (CPT) of the Paul Scherrer Institute
(PSI; Villigen, Switzerland) and monoenergetic protons, 4He-, 12C-, and 16O-ions at HIT. The
calibration data ranged from (0.45 to 55.2) keV µm−1 for LF , from (0.96 to 62.2) keV µm−1 for
LD, and from 3.15 to 425 for Qeff. The geometry implemented in the Monte Carlo simulations
used to derive LF , LD, and Qeff was validated against measurements of depth dose profiles
taken with ionization chambers. This same geometry was also utilized in the work conducted
for Publication III. This work was developed as a colaboration with PSI, were all the OSLDs
were read and analyzed, and the project was coordinated. The calibration curves developed
in this study were used to assess LF and LD during the comparisson study (Publication IV).

3.2.4. Integration of RBE models

The approaches used to integrate phenomenological RBE models based on the linear-quadratic
model (LQM) into the FNTDs analysis pipeline are described in detail in Publication III.
These models are summarized in Subsection 2.3.3 (Table 2.1). For both protons and 4He-
ions, two approaches were adopted. The first approach takes full advantage of the spectro-
scopic capabilities of FNTDs to calculate the LQM α and β parameters associated with each
recorded track using the Wedenberg- and/or Mairani-RBE models. From these sets of values,
the average α and β values associated with the full LET spectrum were calculated. In the
second approach, LD was calculated from the LET spectrum and then used as input in the
McNamara- or Mairani-RBE models to calculate the α and β parameters of the ion-field.
Both approaches were employed and validated during the clinical tests, the results of which
are also presented in Publication III. The LD-based approach was used to estimate the RBE
in the proton beams studied during the comparison study presented in Publication IV.
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3.3. Clinical tests
3.3.1. LET measurements in clinical proton and 4He-ion beams
LET measurements of FNTDs exposed to proton and 4He-ion SOBPs are presented in Publi-
cation III. In this study, FNTDs were positioned and irradiated behind a solid water phantom
at increasing phantom thicknesses to represent different depths in water. The LET spectra
at each studied position were obtained from the exposed detectors using the calibration curve
and methods reported in Publication I, including the detector-specific correction factor. To
verify and test the fluorescence intensity dependence on the type of particle, a second cali-
bration curve was established using only data for protons and 4He-ions and applied to the
FNTD measurements. The LF and LD values were calculated from the LET spectra. The
LET spectra, LF , and LD measurements were compared to Monte Carlo simulations. Two
methods were used in the simulations to derive all these quantities. The first method is based
on scoring the particle spectra in energy and calculating the corresponding LET spectra using
energy-to-electronic stopping power lookup tables. The second method is based on scoring
the energy depositions in a volume and dividing them by the step lengths. The geometry
and parameters used in the simulations were further validated against ionization chamber
measurements of depth dose profiles for the specific studied beams.

3.3.2. RBE measurements in clinical proton and 4He-ion beams
RBE values obtained using FNTD-based LET measurements in combination with RBE models
are reported in Publication III. These results were obtained from the FNTDs exposed to
proton and 4He-ion SOBPs. To provide in-vitro validation of the RBE predicted values,
clonogenic cell survival assays were performed with human alveolar adenocarcinoma (A549)
cells. Monolayer cell cultures were exposed to RBE-weighted doses ranging from (1.0 to
6.0) Gy at the same positions as the FNTDs. As a reference for the calculation of RBE
values, a group of cells was also irradiated at absorbed doses between (1.0 to 6.0) Gy using
6 MV X-rays. To derive the LQM α and β parameters at each studied depth, the survival
fractions were parameterized as a function of the absorbed dose, and a function matching the
LQM was fitted to the corresponding dataset. The endpoint was set to the survival fraction
at the clinically relevant dose. In-silico validation was performed by using the LET results
from Monte Carlo simulations as input to the same RBE models used with the FNTDs.

3.3.3. Luminescent detectors comparison study
The results of a multi-institutional measurement campaign aimed at investigating the suit-
ability and comparing the performance of FNTDs, OSLDs, and TLDs for LF and LD mea-
surements in PBT are presented in Publication IV. This campaign was organized by the
European Radiation Dosimetry Group (EURADOS), and the irradiations were performed
at the Danish Center for Particle Therapy (DCPT; Aarhus, Denmark). All detectors were
irradiated at the same depths in a water-equivalent phantom with a 160 MeV u−1 proton
beam and a proton SOBP. FNTDs were handled by the German Cancer Research Center
(DKFZ; Heidelberg, Germany) group, OSLDs by the PSI group, and TLDs by the Belgian
Nuclear Research Center (SCK-CEN; Mol, Belgium) and the Institute of Nuclear Physics,
Polish Academy of Sciences (IFJ; Krakow, Poland) groups. The methods and data reported
in Publications I and II were applied to FNTDs and OSLDs, respectively. RBE values at the
studied positions were calculated from the LD measurements. The experimental results were
compared with dedicated Monte Carlo simulations performed at DCPT.
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3.4. Graphical overview
Figure 3.1 summarizes the main results of each publication and the connections among them.

Publication I [FNTDs]: Detector-specific sensitivity correction.
Highlight: The correction enables accurate LET measurements.

Publication IV [FNTDs & OSLDs + TLDs]: Detector comparison study for LET and RBE measurements in clinical proton beams.
Highlight: With variable degrees of accuracy, all the studied detectors can be used to measure LETF, LETD, and RBE in proton beams. 

Publication I [FNTDs]: Calibration in terms of LET.
Highlight: The calibration enables LET spectra measurements in 
unknown light-ion fields using FNTDs.

Publication II [OSLDs]: Calibration in terms of LETF, LETD, and Qeff.
Highlight: The calibration enables LETF, LETD, and Qeff
measurements in unknown light-ion fields using OSLDs.

Publication III [FNTDs]: LET and RBE measurements in proton and 4He-ion SOBPs.
Highlight: FNTDs are suitable for LET spectra, LETF, LETD, and RBE measurements. 
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Figure 3.1.: (Top box) Detector-specific correction factor for fluorescent nuclear track detectors
(FNTDs). (Second box from the top) Calibration curves for linear energy transfer (LET) measure-
ments with FNTDs and Qeff, track average linear energy transfer (LF ), or dose average linear energy
transfer (LD) measurements with optically stimulated luminescence detectors (OSLDs). (Third box
from the top) In-depth relative biological effectiveness (RBE) distributions in proton and 4He-ion
spread-out Bragg peaks (SOBPs) using FNTDs. (Bottom box) LF and LD measurements in proton
beams using FNTDs, OSLDs, and thermoluminescent dosimeters (TLDs).
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Abstract
Background: Radiation fields encountered in proton therapy (PT) and ion-
beam therapy (IBT) are characterized by a variable linear energy transfer (LET),
which lead to a variation of relative biological effectiveness and also affect
the response of certain dosimeters. Therefore, reliable tools to measure LET
are advantageous to predict and correct LET effects. Fluorescent nuclear track
detectors (FNTDs) are suitable to measure LET spectra within the range of inter-
est for PT and IBT, but so far the accuracy and precision have been challenged
by sensitivity variations between individual crystals.
Purpose: To develop a novel methodology to correct changes in the fluorescent
intensity due to sensitivity variations among FNTDs.This methodology is based
on exposing FNTDs to alpha particles in order to derive a detector-specific cor-
rection factor. This will allow us to improve the accuracy and precision of LET
spectra measurements with FNTDs.
Methods: FNTDs were exposed to alpha particles. Afterward, the detectors
were irradiated to monoenergetic protons, 4He-, 12C-, and 16O-ions. At each
step, the detectors were imaged with a confocal laser scanning microscope.
The tracks were reconstructed and analyzed using in-house developed tools.
Alpha-particle tracks were used to derive a detector-specific sensitivity correc-
tion factor (ks,i). Proton, 4He-, 12C-, and 16O-ion tracks were used to establish a
traceable calibration curve that relates the fluorescence intensity with the LET
in water (LETH2O). FNTDs from a second batch were exposed and analyzed
following the same procedures, to test if ks,i can be used to extend the applica-
bility of the calibration curve to detectors from different batches. Finally, a set of
blind tests was performed to assess the accuracy of the proposed methodology
without user bias. Throughout all stages, the main sources of uncertainty were
evaluated.
Results: Based on a sample of 100 FNTDs,our findings show a high sensitivity
heterogeneity between FNTDs, with ks,i having values between 0.57 and 2.55.
The fitting quality of the calibration curve, characterized by the mean absolute
percentage residuals and correlation coefficient, was improved when ks,i was
considered. Results for detectors from the second batch show that, if the fluo-
rescence signal is corrected by ks,i , the differences in the predicted LETH2O with
respect to the reference set are reduced from 55%, 141%, 41%, and 186% to
4.2%,6.5%,5.0%,and 11.0%, for protons, 4He-, 12C-,and 16O-ions, respectively.

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial License, which permits use, distribution and reproduction in any
medium, provided the original work is properly cited and is not used for commercial purposes.
© 2022 The Authors. Medical Physics published by Wiley Periodicals LLC on behalf of American Association of Physicists in Medicine.
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The blind tests showed that it is possible to measure the track- and dose-
average LETH2O with an accuracy of 0.3%, 16%, and 9.6% and 1.7%, 28%,
and 30% for protons, 12C-ions and mixed beams, respectively. On average, the
combined uncertainty of the measured LETH2O was 11%, 13%, 21%, and 26%
for protons, 4He-, 12C-, and 16O-ions, respectively. These values were increased
by a mean factor of 2.0 when ks,i was not applied.
Conclusions: We have demonstrated for the first time that alpha particles can
be used to derive a detector-specific sensitivity correction factor. The proposed
methodology allows us to measure LET spectra using FNTD-technology, with
a degree of accuracy and precision unreachable before with sole experimental
approaches.

KEYWORDS
fluorescent nuclear track detectors, ion-beam therapy, linear energy transfer (LET), proton therapy

1 INTRODUCTION

In proton therapy (PT) and ion-beam therapy (IBT) the
linear energy transfer (LET) is the main macroscopic
physical quantity used to characterize the beam quality
in terms of ionization density.1,2 Partly, this is a con-
sequence of the fact that the relation between relative
biological effectiveness (RBE) and ionization density is
most commonly expressed, modeled, or parameterized
as a function of the LET or its averages.2–4 Therefore,
being able to calculate or measure the LET could be
advantageous or necessary to predict the RBE on clin-
ical scenarios.* Knowledge regarding the LET may also
be essential for accurate dosimetry in PT and IBT,as the
responses of several dosimeters exhibit dependence
with the LET.5–9 For beams commonly used in PT and
IBT, the LET increases with penetration depth, but most
notably at the distal end,as a result of the slowing down
of the ions; thus a single LET value is not sufficient to
globally describe the radiation field,and local values are
more suitable. Furthermore, due to energy modulation
techniques, energy straggling, and production of sec-
ondary ions, the LET may exhibit a wide spectrum. In
addition, the LET changes abruptly close to the end of
the ion tracks, leading to sharp LET gradients.Consider-
ing the above, it is desirable to have a compact detector
capable of accurately measuring LET for PT and IBT
applications.

Over the years, a wide variety of techniques and
devices have been explored and developed to mea-
sure LET in PT and IBT. For instance, the distinct signal
quenching and physical properties of various scintilla-
tor materials were studied as means to simultaneously
measure the LET and dose of proton beams.10 For
thermoluminescent (TL) dosimeters (TLDs), the high-
to low-temperature ratio of the glow curve has been
extensively explored as a way to measure LET of pro-

* It should be noticed that, besides the LET, the RBE also depends on the type
of particles, cell cycle, oxygenation, type of tissue and dose rate, among other
factors.

ton and heavier ion beams.11–14 In addition, exploiting
the different relative efficiencies (defined as TL-signal
per unit of absorbed dose) of two lithium fluoride-
based TLDs having different dopants, LET distributions
in-depth were measured on a clinical proton spread
out Bragg peak.15 In the case of optically stimulated
luminescent (OSL) detectors (OSLDs), both the shape
of the OSL decay curve and the ultraviolet- to blue-
emission intensity ratio of aluminum oxide doped with
carbon have been proposed and applied to measure
LET in PT.16–18 Alternatively, silicon-based detectors
have also been tested for LET measurements in PT
and IBT.19 A rather novel and promising type of detec-
tors, which have been used for LET measurements on
proton and ion beams, are fluorescent nuclear track
detectors (FNTDs).20–23 Unlike other passive detectors,
such as TLDs and OSLDs, which can only provide aver-
age values,FNTDs are capable of delivering the full LET
spectra in a broad range.21–23 Additionally, FNTDs, due
to their passive-functioning nature,can withstand the flu-
ence rates commonly encountered in PT and IBT, which
typically is a limiting factor for active or time-resolved
detectors. Moreover, FNTDs are small sized and there-
fore highly suitable for measuring on regions with sharp
LET gradients.

FNTDs combine the photoluminescence of solid
state materials with photo-stimulated microscopy tech-
niques to visualize individual tracks** of ionizing charged
particles.24–27 Nowadays, the most prominent material
used in FNTD-technology is aluminum oxide doped
with carbon and magnesium (Al2O3:C,Mg).28 The pur-
pose of the dopants is to introduce oxygen defects
within the crystal lattice and generate aggregate color
centers—particularly, F2

2+(Mg) color centers—that are
prone to undergo radiochromic changes after expo-
sure to ionizing radiation.24,28,29 The sensitivity of each
detector (defined as emitted fluorescence light per unit

** For the sake of accuracy, the authors want to point out that what actually is
visualized are the traces, in the form of transformed color centers, left behind by
the actual tracks. For brevity and clearness, the authors will refer to as tracks to
the traces, within the context of FNTDs.
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of absorbed dose, with respect to a reference sample or
value) depends on the amount of color centers within
the crystal, which is also referred to as coloration. Con-
sequently, different color center concentrations could
lead to non-negligible changes in the sensitivity of
individual crystals.25,30 In fact, intra- and inter-batch sen-
sitivity variability has been identified as one of the main
limitations to accurately measure LET spectra in PT and
IBT with FNTDs.20,21,23,31–34 It is worth mentioning that
sensitivity variations have also been shown to restrict
the accuracy of dosimetric measurements for photons
and neutrons.35

Some approaches have been proposed to overcome
the limited accuracy and precision that results from sen-
sitivity variations of FNTDs. For instance, by applying
detector- or batch-specific rescaling factors derived from
Monte Carlo simulations or by interrogating the preex-
isting population of F2

2+ color centers.31,33–35 The main
limitation imposed by rescaling factors based on infor-
mation derived from Monte Carlo simulations is that
detailed and validated models of the irradiation system
or experimental setup may be required.31,33,34 Moreover,
these types of rescaling factors are only applicable to
specific scenarios and do not correct for different col-
orations but displace the LET spectra to match some
prominent features. In the case of correction factors
based on the initial populations of F2

2+ color centers,
it can be speculated that the sensitivity could not be
fully described by the initial crystal coloration, as the
migration of charge carriers may not occur exclusively
between F2

2+ and F2
+ color centers. Furthermore, this

requires a secondary excitation-detection system,which
is not available on all devices.35 Therefore, a sensitiv-
ity correction factor obtained by irradiating the crystals
to a reference radiation field—ideally resembling the
ones that will be investigated—could be more appropri-
ate. However, choosing the reference radiation should
be done bearing on mind that the signal resulting from
irradiating the FNTDs to the reference radiation must
not interfere with the measurements. In addition, the ref-
erence radiation field needs to be highly reproducible
and, preferably, the irradiation process should be easily
incorporated into any workflow.

Alpha particles, owing to their relatively short range
in condensed matter, well-defined energy, and high ion-
ization density, are suitable candidates to characterize
the sensitivity of single crystals. In addition, an alpha-
emitting radioactive source can provide a controlled and
highly reproducible reference radiation field.Most impor-
tantly,as alpha particles do not penetrate into the crystal
beyond just a few microns, the un-irradiated volume can
be used to perform measurements with other particles,
without introducing any additional or spurious signal;but
with the requisite for the studied particles to have a
range larger than the one of the alpha particles.

Aiming to improve the reliability of LET-spectrometric
measurements using FNTDs, in this work we estab-
lished and fully evaluated a robust methodology to

derive a detector-specific sensitivity correction factor by
exposing FNTDs to alpha particles. The newly devel-
oped methodology described here is used to review the
relation between the fluorescence intensity of individual
tracks and the LET by irradiating FNTDs to monoener-
getic protons and light-ion beams (namely, 4He-, 12C-,
and 16O-ions).*** In addition, the feasibility of using the
sensitivity correction to extend the applicability of the
LET-calibration curve to other batches was studied. We
also identified the main sources of uncertainty and
quantified the combined uncertainty of the measured
LET. Finally, the proposed methodology was tested and
verified by performing a set of blind tests.

2 MATERIALS AND METHODS

2.1 Irradiations

The irradiations were carried out in two steps. First,
brand new Al2O3:Mg,C crystals (8.0 × 4.0 × 0.5 mm3;
one-sided polished) produced by Landauer Inc-Crystal
Growth Division (Stillwater, OK, USA.) were exposed
to alpha particles. Second, the same detectors were
irradiated to different light-ion species. To avoid biased
results, the detectors were randomly selected from the
same unscreened batch, that is, without any consider-
ations regarding their coloration. Further details of the
irradiation sources and experimental setups are given
in the following sections.

2.1.1 Exposure to alpha particles

FNTDs were exposed to alpha particles from an
unshielded 244Cm radioactive source type CLRB22299
(S.N.: BA-7779, Eckert & Ziegler Nuclitec; Berlin, Ger-
many). The source consisted of a stainless disk of
5.0 cm diameter and 0.05 cm thickness,with the radioac-
tive material electrodeposited on top of the disk over
a circular area of 0.3 cm diameter. The activity of the
source was 8.73 ± 0.26 kBq at the date of calibration,
with 0.96% and 0.38% coming from 239Pu/240Pu and
245Cm/246Cm impurities, respectively. The source was
calibrated by the German Accreditation Body (Deutsche
Akkreditierungsstelle; Berlin, Germany), which holds
traceability to primary laboratories.

For the exposures, the FNTDs were individually
placed at 0.3 cm above the source by means of a
dedicated 3D-printed holder, with the FNTDs polished
surface facing toward the source. The exposures were
carried out in air, and variations on the energy of the

*** From this point onward the authors adopt and keep to the recommendation
issued jointly by the International Commission on Radiation Units and Measure-
ments and the International Atomic Energy Agency on the Technical Reports
Series No. 461, by referring to as light ions to partially or completely stripped
nuclei having an atomic number less or equal to 10, including protons.Therefore,
protons will be differentiated explicitly only when necessary.
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TABLE 1 Type of particle, nominal energies, residual energies, and associated unrestricted linear energy transfer in water (LETH2O) of the
studied beams

Ion Nominal energies (MeV/u) Residual energies (MeV/u) LETH2O (keV/µm)

1H 221.06, 145.46, 99.74, 69.06, 48.12 220.23, 144.37, 98.30, 67.15, 45.55 0.42, 0.55, 0.73, 0.98, 1.33
4He 220.51, 148.48, 103.76, 70.79, 50.57 219.08, 146.61, 101.34, 67.52, 46.25 1.68, 2.19, 2.85, 3.89, 5.23
12C 430.10, 264.95, 176.56, 124.25, 88.83 427.09, 261.06, 171.53, 117.78, 80.41 10.6, 13.7, 17.8, 23.1, 30.7
16O 430.32, 278.85, 193.77, 141.39, 103.77 426.29, 273.81, 187.44, 133.50, 93.76 18.9, 23.7, 29.9, 37.6, 48.6

Note: The LETH2O values correspond to those calculated from the residual energies.

alpha particles due to changes in the pressure and
temperature were neglected. No collimation was used
between the source and the detectors. The detectors
were exposed for 90.0 ± 2.0 s, which corresponded
to a particle fluence of approximately 3.9 × 105 cm−2

at the central area of the detector surface. The par-
ticle fluence was selected to result in a number of
tracks large enough to get a statistical representa-
tive sample, without saturating the track reconstruc-
tion algorithm, even after the irradiations with light
ions.

2.1.2 Irradiations with light ions

FNTDs previously exposed to alpha particles were irra-
diated separately to protons, 4He-, 12C-, and 16O-ions
at the Heidelberg Ion Beam Therapy Center (HIT, Hei-
delberg, Germany), to the beam qualities—given by the
ion-type and nominal energy† combination—listed in
Table 1. The detectors were placed at the isocenter of
the experimental room (100.0 cm upstream from the
nozzle window) by attaching them to the surface of a
poly-methyl-methacrylate (PMMA) slab,with the FNTDs
polished surface pointing toward the nozzle, that is,
orthogonal to the beam direction. In all cases, scanned
beams with an effective field size of 5 × 5 cm2 and par-
ticle fluence of 1.8 × 106 cm−2 were used. A 3.0 mm
PMMA ripple filter (RiFi) was present on the beam
path during the irradiations with 4He-, 12C-, and 16O-
ion beams. The RiFi is a static modulation device that
is clinically used to decrease the number of energies
required to achieve smooth extended dose distribu-
tions. Five detectors were irradiated per beam quality.
The unrestricted LET in water (LET∞,H2O = LETH2O )36

associated with the studied beams was set as the elec-
tronic stopping power in liquid water of a monoenergetic
beam with an energy equal to the residual energy—with
respect to the nominal energies and assuming con-
tinuous slowing down approximation (CSDA)—of the
light ions after crossing a water slab with a thickness
equivalent to the vacuum window,static elements stand-

† The nominal energy corresponds to the energy at which the particles are
accelerated and extracted from the synchrotron. As the nominal energy is the
parameter that can be selected by the user, and for the sake brevity, we will refer
to the nominal energy simply as energy.

ing within the nozzle, and air gap before the isocenter
(Table 1). Based on the information of the vacuum win-
dow,beam monitoring system,and RiFi,37,38 thicknesses
of 2.00 and 3.43 mm of water were assumed for protons
and all other ions, respectively. As recommended on the
Report 90 from the International Commission on Radi-
ation Units and Measurements (ICRU; Bethesda, MD,
USA.), for protons, 4He- and 12C-ions the stopping pow-
ers were calculated using polynomial interpolation on
a log–log scale to the data tabulated on that report.39

The same methodology was adopted for 16O-ions, how-
ever using published data40 that combines values from
the MSTAR and BEST codes.41,42 For all ion species
and within the studied energy ranges, this approach
resulted in a percentage difference of less than 0.36%
with respect to the tabulated data, which is below the
estimated relative uncertainties of the electronic stop-
ping powers. In the case of monoenergetic beams,
the track- and dose-average LETH2O (LETF,H2O and
LETD,H2O) have identical values, which follows from
the mathematical definition of these quantities. There-
fore, the difference is explicitly expressed only when
required.

2.2 Detector readout

All FNTDs were imaged twice, first after the expo-
sure to alpha particles and second after the irra-
diations with light ions. Due to the persistency of
the transformed color centers, both alpha-particle and
light-ion tracks could be visualized during the second
readout. Nevertheless, as the range in Al2O3 of the
alpha particles emitted by 244Cm is 15.7 µm (under
CSDA, after 0.3 cm of dry air and perpendicular inci-
dence), acquiring images below this depth allowed
imaging only the light-ion tracks. To avoid systematic
effects, the detectors were randomized prior to the
readouts.

For the readouts, the FNTDs were placed on top
of P35G-1.5-20-C glass-bottom dishes (MatTek; Ash-
land, Massachusetts, USA). The detectors were imaged
with a Zeiss LSM-710 (S.N.: 2502000464, Carl Zeiss
Microscopy GmbH;Jena,Germany) confocal laser scan-
ning microscope (CLSM) employing the ConfoCor-3
detection module, which is equipped with avalanche
photodiodes (APDs). A 63x/1.40 Oil DIC M27 objective
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was used to focus the excitation- and emission-light.
Zeiss Immersol 518F immersion oil was used to ensure
optical coupling between the objective, glass-bottom
dish, and FNTDs. Color centers were excited by means
of an HeNe laser (633 nm) having a nominal output
power of 5.0 mW (approximately 100 µW at the FNTD
surface).26 An MBS-488/561/633 multi-beam splitter
and an LP-655 low-pass emission-filter were placed
within the light path for signal selection. The pin-
hole aperture was set to 1.0 Airy unit, resulting in a
slice thickness (tz) of 0.8 µm. In all cases, images of
135.0 × 135.0 µm2 (1280 × 1280 pixels) were acquired
with a dwelling time (𝜏) of 40.33 µs per pixel and a depth
of 16 bits. It was assumed that using fixed relative—to
the nominal output power—laser powers could facili-
tate future measurements on unknown mixed-radiation
fields. Therefore, unlike previous works carried out in
our group, a fixed percentage laser power (p) of 20%
was used to acquire images of light-ion tracks. This
laser power proved to be adequate to detect low-LET
particles, while minimizing saturation effects on the
APD for high-LET particles. For imaging alpha-particle
tracks p was set to 5%, in order to fit the whole range
of sensitivities, without noticeable saturation of the
APD.

After exposure to alpha particles, each detector was
scanned at four positions, with each position centered
at ±150.0 µm in both lateral directions, with respect
to the center of the traverse plane†† (coinciding with
the center of the polished surface). Scanning different
regions of the same detector allowed characterizing
the sensitivity over a large area and study variations
within single detectors. At each position, a stack of five
images was acquired from 3.0 to 7.0 µm below the
detector polished surface by changing the focal plane
at steps of 1.0 µm. After exposure to light ions, for each
detector, one stack of 11 images was acquired at the
center of the transverse plane from 15.0 to 65.0 µm
below the polished surface at intervals of 5.0 µm. At
the same lateral position, an additional stack of five
images from 3.0 to 7.0 µm below the polished surface
was acquired in 1.0 µm steps. The latter was used to
investigate whether it was possible to isolate the alpha-
particle tracks, which could allow us to skip the first
readout.

As the campaign to expose and scan the FNTDs
took place over several months, it was paramount to
assess and correct for long-term variations of the CLSM
response. To accomplish this, a reference FNTD was
imaged at the beginning of each readout session under
identical conditions. The reference FNTD was previ-
ously exposed to alpha particles and the track spots

†† Defined as the parallel plane going through the polished surface. By definition
the traverse plane is perpendicular to the axial direction and parallel to the focal
planes.

were used as fiducial markers, to ensure that the same
region was always scanned. Owing to the persistency
and stability of the color centers interrogated during
the imaging process, fluorescence signal decay, due to
fading or bleaching resulting from repeated scans, was
neglected.30 The aforementioned persistency is due to
the fact that there is no recombination of the charge car-
riers,unlike the OSL process.To correct the readings for
changes in the CLSM response,an inter readout session
correction factor (kd) was introduced and calculated as
follows:

kd = MPIbaseline

MPId
, (1)

where MPIbaseline is the mean pixel intensity baseline
value and MPId is the mean pixel intensity measured at
a given readout session (denoted by the subscript d and
standing for date). The mean pixel intensities were cal-
culated as the mean pixel value of the reference FNTD
images. The baseline value was established after gen-
eral service to the CLSM. In general, kd allows us to
compare and correct measurements carried out at dif-
ferent readout sessions, by taking into account changes
in the microscope response.

2.3 Tracking and tracks analysis

From the acquired images, the tracks were recon-
structed with an in-house developed plugin for Fiji-
ImageJ.43 This plugin performs routines for background
subtraction and corrections for optical aberrations and
light attenuation, followed by a segmentation of the track
spots based on a threshold level. Individual tracks were
reconstructed from the track spots by means of a 3D
feature point tracking algorithm, which is also included
on the plugin.44 The tracking resulted in the raw fluores-
cence intensity (Iraw) for each one of the reconstructed
tracks. Iraw was calculated as the mean value of the flu-
orescence intensity for all the track spots belonging to
the same track. The mean raw count rate (𝜂raw) was
calculated as the ratio between the mean value of Iraw
averaged over all the tracks (Īraw) and 𝜏. From 𝜂raw , the
mean count rate corrected by the APD saturation, vari-
able laser power, and nonlinearities between the laser
power and the fluorescence intensity (𝜂) was calculated
as follows21:𝜂 = kp (−𝜂sat ln (1 − 𝜂raw∕𝜂sat)) , (2)

where 𝜂sat = 16.2 ± 1.4 MHz is the saturation count rate
and kp = (100%∕p)(p∕pref )−0.164 is the correction factor
associated with the laser power.21 Although a fixed laser
power was used for the present work, the correction fac-
tor kp was considered during the analysis for the sake
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of consistency and for comparison purposes with previ-
ous data obtained in our group. For the same reasons,
a value of 10% was used for the reference laser power
(pref ) in Equation (2).21

2.4 Sensitivity correction factor

To cope with sensitivity variations among single crys-
tals, a detector-specific sensitivity correction factor (ks)
was introduced into the workflow. This approach is anal-
ogous to the one proposed for TLDs and OSLDs.45

The underlying idea is to rescale the response of each
detector to match the average response of a given
batch or reference sample. However, unlike TLDs and
OSLDs, where the output signal is averaged over the
detector volume, for FNTDs the intensity of a sta-
tistically representative number of tracks has to be
used. Thus, for each detector (denoted by the sub-
script i), the sensitivity correction factor was calculated
as

ks,i = m−1 n−1 ∑m
i=1 kd,𝛼 ∑n

j=1

(=
I raw, 𝛼)

j,i

kd,𝛼 n−1
∑n

j=1

(=
I raw, 𝛼)

j,i

= m−1 ∑m
i=1

⟨=
I raw, 𝛼⟩

i⟨=
I raw, 𝛼⟩

i

=
⟨⟨=

I raw, 𝛼⟩⟩

⟨=
I raw, 𝛼⟩

i

, (3)

where n = 4 is the number of image stacks acquired
on a single FNTD, m = 100 is the number of FNTDs

on the reference set and
=
I raw,𝛼 is the mean intensity

of the reconstructed alpha-particle tracks (hence, the𝛼 subscript) in one image stack. On the right side of

Equation (3), ⟨=
I raw,𝛼⟩i

is the mean fluorescence inten-
sity of all the tracks obtained from a single detector

and ⟨⟨=
I raw,𝛼⟩⟩ is the mean fluorescence intensity of

all the tracks obtained from the entire reference set,
which in our case corresponds to the FNTDs used to
study the relation between fluorescence intensity and

LETH2O. Clearly, ⟨⟨=
I raw,𝛼⟩⟩ characterizes the response

of the entire set of FNTDs. Due to the impossibility to
scan all the detectors during the same readout session,
the signal of each detector was corrected by kd . How-
ever, the subscript 𝛼 is added to kd to explicitly show that
all the images used to calculate ks,i for a given detector
were acquired on the same date.

Similar to ks,i , a sensitivity correction factor was cal-
culated from the images containing both alpha-particle
and light-ion tracks (k′

s,i).However, in this case the alpha-

particle tracks had to be separated from the light-ion
tracks. Assuming, based on previous observations for
light and heavy ions,20,22 that the distribution of Iraw for
each type of particle can be approximated by a Gaus-
sian distribution, a bi-Gaussian peak function was fitted
to the Iraw distributions. One peak was associated with
the alpha particles,whereas the other with the light ions.
Equivalent to ks,i , k′

s,i was calculated as

k′
s,i = m−1 n−1 ∑m

i=1 kd,𝛼 ∑n
j=1

(
Ī
′
raw,𝛼)

j,i

kd,𝛼 n−1
∑n

j=1

(
Ī
′
raw,𝛼)

j

=
⟨⟨

Ī
′
raw,𝛼⟩⟩

⟨
Ī
′
raw,𝛼⟩

i

, (4)

where Ī
′
raw,𝛼 is the mean intensity of the Gaussian peak

associated with the alpha particles.All other parameters
have the same or analogous meaning as in Equation (3).

2.5 Calibration in terms of LET

For detectors exposed to light ions, the count rate
corrected by kd and ks,i was calculated as𝜂corr,i = ks,i kd 𝜂ion,i , (5)

where 𝜂ion,i is the mean count rate of the light-ion tracks
(hence, the ion subscript) on a single detector.The mean

corrected count rate (
=𝜂corr) was calculated as the arith-

metic mean of 𝜂corr,i for detectors exposed under the
same conditions. In addition, a mean uncorrected count

rate (
=𝜂uncorr) was calculated in order to evaluate the

effect of the sensitivity correction ks,i on the results by
setting ks,i = 1 in Equation (5).

As already reported in previous works, the mean flu-
orescence intensity—or mean count rate in the same
extent, due to their proportionality—of individual tracks
depends on the ionization density of the ions inter-
acting with the crystals.20–23 Briefly, a higher ionization
density results in the release of more secondary elec-
trons per path length, which translates into a higher
number of transformed color centers and, consequently,
into a higher fluorescence intensity. To the best of the
author’s knowledge, currently there is no suitable the-
oretical framework, based on first principles, to derive
a model describing the dependence of the fluores-
cence intensity with the ionization density.Therefore, the
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relation between
=𝜂corr and LETH2O was modeled through

the following empirical analytical function:

=𝜂corr = a log
(LETH2O

b
+ 1

)
, (6)

where a and b are free fitting parameters and were cal-
culated using standard deviation weighted least squares
fitting.The fitting error of a (𝜎a) and b (𝜎b) were weighted
by the reduced chi-squared. The model presented in
Equation (6) is based on previous works from our group,
but with fewer free fitting parameters.21 For an unknown
radiation field, the LETH2O can be calculated by solving
Equation (6):

LETH2O = b

(
10

=𝜂corr
a − 1

) . (7)

Hereafter, we will refer to Equations (6) and (7) as the
response and calibration curves, respectively.

To compute LETF,H2O and LETD,H2O, the first and
second moments (𝜇1 and 𝜇2) of the count rate were
calculated as follows:

𝜇R = 1𝜇R−1

∑
q

=𝜂corr

R

q P
(=𝜂corrq

)Δ=𝜂corr, (8)

where P(
=𝜂corr q

) is the probability mass function of
=𝜂corr

(i.e., the discrete track-spectrum in the
=𝜂corr space),Δ=𝜂corr is the bin width used to discretize P(

=𝜂corr q
)

and 𝜇0 = 1 by definition. Afterward, 𝜇1 and 𝜇2 were
used as input quantities in Equation (7) to calculate
LETF,H2O and LETD,H2O, respectively. This approach
showed to reduce the effects on the values of LETF,H2O
and LETD,H2O, due to the nonlinear relation between=𝜂corr and LETH2O.

2.6 Batch-to-batch sensitivity
variations

Besides intra-batch sensitivity differences, batch-to-
batch variations would invalidate applying the same
calibration curve (Equation 7) to FNTDs from different
batches (i.e., crystals produced on independent runs).
In such cases, the free parameters on Equation (7) may
have to be rescaled or redetermined. To investigate the
viability to use ks,i to apply the same calibration curve
to detectors from different batches, FNTDs from a sec-
ond batch were exposed to protons, 4He-, 12C-, and
16O-ions with energies of 145.46, 103.76, 176.56, and
193.77 MeV/u, respectively. The measured LETH2O was

then compared with the values obtained from FNTDs of
the reference set.

2.7 Blind tests

A set of blind tests was performed to establish the
accuracy of the LETH2O measured with FNTDs by an
unbiased observer. Two groups of four FNTDs were
exposed to unknown monoenergetic light-ion beams
using the same experimental setup as the one described
on Section 2.1.2.One further group was exposed,under
the same conditions, to a mixed beam for which the
type and number of particle species and their relative
fluences were unknown.The last was deemed as a chal-
lenging scenario and used to mimic—in a controlled
manner—those conditions frequently encountered in
12C-ion radiotherapy, where it is common to find sec-
ondary light ions covering a broad-LET range. FNTDs
from the same batch as the reference set were used
for the blind tests. The accuracy was quantified through
the absolute percentage difference between measured
and theoretical LETF,H2O and LETD,H2O values. The lat-
ter were analytically calculated from the energies and
fluences on the beam-delivery plans used to irradiate
the FNTDs, following the same procedure as the one
described on Section 2.1.2 and definitions for LETF,H2O
and LETD,H2O.36

2.8 Uncertainty analysis

The uncertainty analysis was performed according to
the recommendations issued by the Joint Committee for
Guides in Metrology Working Group 1 and the National
Institute of Standards and Technology (NIST) on the
NIST Technical Note 1297.46,47

The uncertainty on the fluorescence intensity due to
the CLSM can mostly be attributed to long-term changes
in the light path, variations in the laser intensity, and the
accuracy on the position of the focal plane. The uncer-
tainty associated with changes in the light path (𝜎mlp

)
was calculated as the standard deviation of MPId mea-
sured on three images of the reference FNTD, acquired
consecutively at the same position. Regarding the focal
plane position, two factors hamper to accurately estab-
lish it. First, the slice thickness due to the diffraction
limited focus dimension and second the rather ambigu-
ous position of the detector surface, which is also
caused by the focus spot size.Therefore, the uncertainty
on the position of the focal plane with respect to the
FNTD was calculated as 𝜎z = √

2 tz. Tests varying the
focal plane by a factor equal to 𝜎z around depths of 5.0
and 7.0 µm showed an average change of 3.4% in the
detected emitted light.Hence, the relative uncertainty on
the measured fluorescence intensity due to the limited
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precision on the position of the focal plane (𝜎mfp
) was

set equal to that value. The uncertainties of kd (𝜎kd
) and

ks,i (𝜎ks,i
) were calculated as follows:

𝜎kd
= kd

√√√√( 𝜎mlp

MPId

)2 + ( 𝜎mfp

100%)2

, (9)

𝜎ks,i
= ks,i

√√√√√√
⎛
⎜⎜⎝

𝜎⟨=
I raw,𝛼⟩i

⟨=
I raw,𝛼⟩i

⎞
⎟⎟⎠

2 + ( 𝜎mfp

100%)2 + (𝜎kd,𝛼
kd,𝛼

)2

,

(10)

where 𝜎⟨=
I raw,𝛼⟩i is the standard deviation of ⟨=

I raw,𝛼⟩i
.

The uncertainty of 𝜂corr,i was calculated as follows:

𝜎𝜂corr,i
= 𝜂corr,i

√√√√(𝜎ks,i

ks,i

)2 + (𝜎kd

kd

)2 + (𝜎𝜂ion,i𝜂ion,i

)2

,

(11)

where 𝜎𝜂ion,i
is the standard deviation of 𝜂ion,i .The uncer-

tainty due to the stochastic energy deposition of the
light ions interacting with the crystals is unavoidably
included in 𝜎𝜂ion,i

, as the energy straggling is directly
reflected in the statistical variations of 𝜂ion,i . The com-

bined uncertainty of
=𝜂corr (𝜎=𝜂corr

) was calculated as

𝜎=𝜂corr
= √√√√𝜎2

s,𝜂corr
+ 1

k

k∑
i=1

𝜎2𝜂corr,i
, (12)

where 𝜎s,𝜂corr
is the standard uncertainty of 𝜂corr and

k is the number of detectors exposed under the same
conditions.

The combined uncertainty of the LETH2O predicted
by Equation (7) (𝜎f,LETH2O

) was calculated according to
the law of propagation of uncertainty, assuming null
correlation between the input quantities:

𝜎f,LETH2O,corr = √√√√√√
∑

l=a,b,
=𝜂corr

(𝜕LETH2O𝜕l

)2𝜎l
2. (13)

Finally, the total combined uncertainty of LETH2O
(𝜎c, LETH2O

) was calculated as

𝜎c, LETH2O,corr = √𝜎f,LETH2O,corr
2 + 𝜎ICRU

2, (14)

where 𝜎ICRU is the relative standard uncertainty of the
electronic stopping powers in water recommended by
the ICRU Report 90.39

3 RESULTS

3.1 Exposure to alpha particles

Examples of fluorescence images are displayed in
Figure 1a,b. Particularly, Figure 1a shows a typical
image obtained after scanning a detector exposed to
alpha particles. The mean number of alpha-particle
tracks recorded per stack of images was 84 ± 9. It can
be noticed that most of the tracks appear elongated
due to the lack of collimation during the exposures,
which resulted in tracks having angles with respect to
the axial direction ranging from 0◦ to ±36◦. As a result
of this broad angular range, Īraw also exhibited a wide
distribution, with a mean relative standard deviation of
29%. Images acquired between 7.0 and 17.0 µm below
the detector surface in steps of 1.0 µm in the axial
direction showed that the particle fluence decreased
rapidly after 11.0 µm and that the maximum range of the
alpha particles was 15.0 ± 1.2 µm, which corresponded
to particles moving parallel to the axial direction. It is
worth noting that the particle fluence remained constant
between 3.0 and 7.0 µm, that is, at the depths used to
calculate ks,i . For the set of detectors used to establish

the response curve (i.e., the reference set), ⟨⟨=
I raw,𝛼⟩⟩ =

62.4 ± 17.2 corresponds to the rescaling factor used in
Equation (3).

3.2 Sensitivity correction factors

The values of ks,i for each one of the FNTDs used
in the present work and their distributions are shown
in Figure 2a,b, respectively. Values of ks,i greater and
smaller than 1.0 indicate, respectively, lower and higher
sensitivities with respect to the mean sensitivity of the
reference set. For the three sets of FNTDs, the maxi-
mum,minimum,mean,and standard deviation of ks,i are
tabulated in Table 2. For the reference set, ks,i spanned
a range from 0.57 up to 2.55, with the values following
a right-skewed distribution due to the presence of a rel-
atively large number of detectors with low sensitivity. It
can be noticed that a fraction of 6/100 detectors had
a ks,i with values lying beyond 1.96 times the standard
deviation. The ks,i values for the FNTDs used during the
blind tests were consistent with those from the reference
set. Regarding the second batch, the distribution of ks,i
was narrower than the one for the reference set,with ks,i
having values between 0.51 and 1.00. In general, the
results showed that the lower the sensitivity of a par-
ticular FNTD, the higher the sensitivity variations within
that detector, which ultimately translated into a higher
uncertainty of ks,i .

Examples of Iraw distributions obtained from FNTDs
exposed to both alpha particles and light ions are
depicted in Figure 3.The position of the peak associated
with the alpha particles appears at different positions
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F IGURE 1 Gray scale maximum intensity projection images for detectors exposed to (a) alpha particles and (b) 124.25 MeV/u 12C-ions. (a)
The angle with respect to the axial direction is indicated for a selection of alpha-particle tracks. (b) A selection of primary 12C-ions, delta rays,
and secondary light-ions produced during a fragmentation nuclear reaction are indicated. (b) The enclosed region has a narrower contrast
window, in order to enhance the visualization of low contrast objects. The lookup table is shown inverted; thus, a darker color corresponds to
higher fluorescence intensity.
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F IGURE 2 (a) Sensitivity correction factors (ks,i) for all the detectors used in this work. With same colors as the data points, dashed and
dotted lines indicate the mean values and 95% confidence intervals, respectively. The error bars correspond to the combined uncertainty of ks,i
with a coverage factor equal to one. (b) Distributions of the sensitivity correction factors with a bin-width of 0.1

TABLE 2 Statistical figures of the sensitivity correction factors

Group Maximum Minimum Mean
Standard
deviation

Reference set (LET calibration) 2.55 0.57 1.10 0.38

Reference set (blind test) 1.57 0.75 1.08 0.27

Second batch 1.00 0.51 0.75 0.14

Note: The datasets are categorized according to their corresponding groups.
Abbreviation: LET, linear energy transfer.

(Iraw,𝛼 = 56 and 34 on Figure 3a,b, respectively) due to
different sensitivities.In fact, the idea behind the sensitiv-
ity correction proposed in this work relies on displacing
the distributions so that the position of the alpha-particle
peaks match a reference value (in our case the numer-
ators in Equations 3 and 4). For FNTDs irradiated with
both alpha particles and light ions other than protons,
the Iraw distributions were adequately described by the
fitted bi-Gaussian peak function. In the case of FNTDs

irradiated with alpha particles and protons, the rela-
tively low laser power used during the imaging process
resulted in a low fluorescence intensity of the proton
track spots and, therefore, only the alpha-particle tracks
were reconstructed during the image analysis. In the
latter, for consistency with the adopted methodology, a
single Gaussian peak function was fitted to the Iraw dis-
tributions.For FNTDs irradiated with alpha particles and
4He-ions, the Iraw distributions exhibited one prominent
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F IGURE 3 Number of tracks as a function of the raw fluorescence intensity (Iraw ), for detectors exposed to (a) alpha particles and
70.79 MeV/u 4He-ions and (b) alpha particles and 264.95 MeV/u 12C-ions. The experimental data are shown with symbols connected with
dotted lines. The solid lines correspond to the results from the fitted bi-Gaussian peak function.
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F IGURE 4 Sensitivity correction factors obtained after the
exposure to both alpha particles and light ions (k′

s,i) against the
sensitivity correction factor obtained from detectors exposed solely to
alpha particles (ks,i). The solid and dashed lines correspond,
respectively, to a linear fit (r2 = 0.823) and prediction bands at 95%.
The error bars represent the uncertainty of ks,i and k′

s,i with a
coverage factor equal to 1.

peak due to alpha-particle and 4He-ion peaks being
completely overlapped. This made it challenging to iso-
late the signals and to accurately establish the position
of the alpha-particle peak, requiring to set the height of
the alpha-particle peak as a fixed parameter. Contrarily,
for FNTDs irradiated with alpha particles and 12C-ions,
the Iraw distributions displayed two well-defined peaks.
Similar to the latter, for FNTDs irradiated with alpha par-
ticles and 16O-ions, the Iraw distributions presented two
separate peaks.

Figure 4 displays k′
s,i against ks,i .A linear fit to the data

resulted in a slope equal to 1.01 ± 0.01 (r2 = 0.823),
which is consistent with the identity. The mean absolute
percentage residual after the fitting was 10.3%. Con-
gruent with the observations for ks,i , detectors with a
higher under-response tend to deviate more from the
linear fit due to larger sensitivity variations within the
crystal.

3.3 Exposure to light ions and LET
calibration

Figure 1b shows a typical fluorescence image obtained
after scanning an FNTD exposed to 12C-ions.Equivalent
images were obtained for all other ion species,except for
track-spot intensities and number of observable delta
rays increased or decreased according to the LET of the
primary ions. In general, the higher the LET, the higher
the fluorescence intensity and the number of delta rays.
Unlike the case for the alpha-particle tracks, the pro-
jection of the light-ion tracks appeared as spots due to
the ions moving parallel to the axial direction and low
scattering in the material.

To visualize the effect of ks,i on the response curve,=𝜂uncorr and
=𝜂corr are shown as a function of LETH2O in

Figure 5a,b, respectively. The fitting parameters for the
response curve were found to be a = 19.00 ± 0.67 MHz
and b = 1.11 ± 0.07 keV/µm when sensitivity correc-
tions were applied and a = 18.22 ± 1.21 MHz and
b = 1.02 ± 0.12 keV/µm when sensitivity corrections
were not taken into account. The sensitivity correction
resulted in a better correlation between the data points
and the fitted model, with a reduction of the mean abso-
lute percentage residuals from 8.3% to 4.4% and an
increase of r2 from 0.973 to 0.993. For comparison,
the same fitting process and model were applied to
previously published data,21 but parametrized in terms
of LETH2O, which resulted in a = 16.62 ± 0.69 MHz
and b = 1.12 ± 0.09 keV/µm. Using the latter fitting
parameters and those obtained from the data corrected
by ks,i , the LETH2O was calculated using the same=𝜂corr values as input (Table 3). These results show

that, depending on the measured
=𝜂corr, the change of

the calibration curve parameters lead to differences
between 19% and 77%, for protons and 16O-ions,
respectively.

Results for the second batch are shown in Figure 5
along with data from the reference set and response
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F IGURE 5 Mean count rate (a) uncorrected (
=𝜂uncorr) and (b) corrected (

=𝜂corr) by the sensitivity of each detector. Hollow and filled symbols
correspond to detectors from the reference set (Ref. set) and from the second batch (2nd Batch), respectively. Solid and dashed lines show the
response curves and prediction bands at 95%, respectively. Error bars with and without caps represent, respectively, the standard (𝜎𝜂) and
combined uncertainties (𝜎=𝜂 ) of the mean corrected count rates with coverage factors equal to 1.

TABLE 3 Linear energy transfer in water (LETH2O) calculated using different sets of parameters for the calibration curve

LETH2O (keV/µm)

Ion
Nominal energy
(MeV/u)

=𝜼corr (MHz) Theoreticala
This work
(corrected by ks,i ) Klimpki et al.21

1H 221.06 2.9 ± 0.5 0.42 0.47 ± 0.05 0.55 ± 0.07
4He 103.76 10.8 ± 1.6 2.9 3.0 ± 0.4 3.9 ± 0.6
12C 176.56 22.0 ± 3.4 17.8 14.8 ± 3.1 22.5 ± 5.4
16O 103.77 31.7 ± 5.4 48.6 50.8 ± 15.3 89.8 ± 13.1
Note:Uncertainties correspond to the combined uncertainty with a coverage factor equal to one.
aCalculated from the residual energy of the primary ion beams.

curves. In the absence of sensitivity corrections, the
differences in the predicted LETH2O, between the refer-
ence set and the second batch, were 55%, 141%, 41%,
and 186% for protons, 4He-, 12C-, and 16O-ions, respec-
tively, which is a direct consequence of the FNTDs from
the second batch having a higher sensitivity with respect
to the reference set. When the sensitivity correction
was considered, the corresponding differences were
reduced to 4.2%, 6.5%, 5.0%, and 11.0% for protons,
4He-, 12C-, and 16O-ions, respectively.

3.4 Blind tests

The LETH2O spectra obtained from the blind tests are
summarized on Figure 6. Figure 6a,c,e shows the
LETH2O spectra obtained without sensitivity corrections,
whereas Figure 6b,d,f shows the respective LETH2O
spectra after correcting by ks,i . When the sensitivity cor-
rection is not taken into account, the spectra appear
displaced toward lower and higher LETH2O, depending
on the sensitivity of each detector. Contrarily, if ks,i is
considered, the spectra tend to align around the same
value. Based on the LETH2O range (available ranges
can be seen in Table 1), for the two sets of FNTDs irra-

diated with monoenergetic light ions, it was concluded
that the particle species were protons (Figure 6a,b) and
12C-ions (Figure 6c,d). For the detectors exposed to
the mixed beam (Figure 6e,f ), four distinct peaks were
identified and each peak was associated with a monoen-
ergetic beam. Similar to the other two tests, based on
the LETH2O range, the peak at the low-LETH2O region
(LETH2O < 1.5 keV/µm), the two intermediate peaks
(1.5 keV/µm < LETH2O < 10.0 keV/µm), and the peak
at the high-LETH2O range (LETH2O > 10.0 keV/µm)
were associated with protons, 4He-ions, and 12C-ions,
respectively. It should be noticed that, in order to
increase the track count, each FNTD exposed to the
mixed beam required to be scanned at four lateral
positions.

The mean LETF,H2O and LETD,H2O values obtained

from the measured
=𝜂corr spectra are listed in Table 4,

along with the theoretical values calculated from the
beam-delivery plans. Without sensitivity correction, the
differences between measured and the theoretical
LETF,H2O were 20%,7.4%,and 27% for protons,12C-ions
and the mixed beam, respectively. When the sensitivity
correction was considered, the same differences were
0.3%,16% and 9.6% for protons,12C-ions and the mixed
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(a) (b)

(c) (d)

(e) (f)

F IGURE 6 Measured spectra of linear energy transfer (LET) in water (LETH2O) for the blind tests, (a, c, and e, i.e., left column) without and
(b, d, and f, i.e., right column) with sensitivity corrections. (a, c, and e) The sensitivity correction factors (ks,i) used to obtain the corrected spectra
are indicated with arrows for each detector. A pair of graphs in the same row correspond to the same test. The spectra were generated using a
logarithmic binning with 200 bins between 0.1 and 1000 keV/µm.

TABLE 4 Measured and theoretical track- and dose-average linear energy transfer (LET) in water (LETF,H2O and LETD,H2O) for the blind
tests

LETF,H2O (keV/µm) LETD,H2O (keV/µm)
Measured Theoretical Measured

Ion Uncor. Cor. Uncor. Cor. Theoretical

1H 0.57 ± 0.07 0.48 ± 0.02 0.48 ± 0.01 0.58 ± 0.07 0.48 ± 0.02 0.48 ± 0.01
12C 18.5 ± 12.3 23.1 ± 3.8 20.0 ± 0.5 20.2 ± 13.0 25.5 ± 3.5 20.0 ± 0.5

Mixed 3.0 ± 1.1 3.6 ± 0.3 4.0 ± 0.1 4.0 ± 1.8 5.0 ± 0.4 7.2 ± 0.2

Note: For the measurements, values for both corrected and uncorrected by the sensitivity are included. The uncertainty of the measured data corresponds to the
standard uncertainty for detectors exposed under the same conditions. For the theoretical values, the uncertainty corresponds to the standard uncertainty of the
electronic stopping powers in water. In all cases the uncertainties are reported with a coverage factor equal to one.

beam, respectively. For the LETD,H2O, the differences
between measured and theoretical values were 21%,
1.0%, and 44% without sensitivity corrections and 1.7%,
28%, and 30% with sensitivity correction, for protons,
12C-ions, and the mixed beam, respectively. In all cases,
the standard uncertainty of the measured quantities was

reduced—by a mean factor of 3.7—when the sensitiv-
ity correction was applied. For the detectors exposed
to 12C-ions, the fact that LETF,H2O and LETD,H2O are in
better agreement with the theoretical values follows the
coincidental fact that the mean value of ks,i is close to 1
for that set of detectors.
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TABLE 5 Mean position of the peaks for the detectors exposed
to the mixed beam

Peak position (keV/µm)
Measured

Ion Uncor. Cor. Theoretical

1H 0.98 ± 0.31 1.20 ± 0.05 1.12
4He 1.8 ± 0.7 2.2 ± 0.2 2.1
4He 5.0 ± 2.2 6.7 ± 0.8 5.0
12C 11.0 ± 6.7 13.6 ± 1.1 12.7

F IGURE 7 Combined uncertainty of the linear energy transfer
(LET) in water (LETH2O) with (𝜎c, LETH2O ,corr , solid symbols) and
without (𝜎c, LETH2O ,uncorr , hollow symbols) sensitivity corrections

The positions of the peaks on the LETH2O spectra for
the mixed beam are listed in Table 5. In general, when
the sensitivity correction is applied, the position of the
peaks better agrees with the theoretical values, with the
peak at 5.0 keV/µm as the only exception.Similar to pre-
vious results, the standard uncertainty is decreased as
a result of the sensitivity correction.

3.5 Uncertainty on the predicted LET

Figure 7 presents 𝜎c, LETH2O,corr and 𝜎c, LETH2O,uncorr as
a function of LETH2O. In general, the combined uncer-
tainty increases with LETH2O. This trend can mainly
be attributed to the increase of the energy straggling,
and thus 𝜎𝜂ion,i

, with LETH2O. On average, 𝜎c, LETH2O,corr

is 11%, 13%, 21%, and 26% for protons, 4He-, 12C-,
and 16O-ions, respectively. These values increased for
the most part by a factor of 2.0 when the sensitivity
correction was not considered. In this case, the domi-
nant source of uncertainty was 𝜎s,𝜂uncorr

,with an average
value of 28%,which by itself is higher than 𝜎c, LETH2O,corr .
Contrarily, 𝜎s,𝜂corr

had an average value of 5.2%, that is,
there was a reduction by a factor of 5.0 in the stan-
dard uncertainty of 𝜂corr . Regarding ks,i , the mean value
of 𝜎ks,i

was 8.5%, with values ranging from 4.9% up

to 14%. Typically, the relative standard uncertainty of

⟨=
I raw,𝛼⟩i

and 𝜎kd
contributed by 4.4% and 3.5% to 𝜎ks,i

,
respectively.Almost independent of LETH2O, the error of
the fitting parameters introduced an uncertainty of 2.0%
and 3.4% with and without the sensitivity correction,
respectively.

4 DISCUSSION

4.1 Exposure to alpha particles

Our experimental setup resulted in wide angular and
Īraw distributions. In principle, the width of these distribu-
tions can be reduced by introducing a collimation device
between the source and the FNTDs, as previously
shown in other works.48 However, this would require to
increase the source activity or exposure time. Moreover,
our results suggest that,as long as the same experimen-
tal setup is used, the lack of collimation should not have
an impact on the values of ks,i , as it is a relative quantity.
Clearly, for the last to be true,a sufficiently large number
of tracks have to be analyzed.

4.2 Sensitivity correction factor

Despite the observed large sensitivity variations, the
results show that alpha particles can be effectively used
to derive a detector-specific sensitivity correction fac-
tor. Particularly, their short range, high ionization density
and straight line tracks make alpha particles highly con-
venient to characterize the sensitivity of single FNTDs,
while exploiting the tools already available for the anal-
ysis of ion tracks. Furthermore, alpha-particle sources
are relatively common, readily accessible, of low cost
and can provide a highly reproducible radiation field. In
addition, by utilizing an alpha-particle source, FNTDs
can be exposed with a simple and compact table-
top experimental setup that allows a high exposure
throughput.

In principle, besides alpha particles, other particle
types could be used to assess the sensitivity of sin-
gle crystals. Similar to alpha particles, low-energy (with
a maximum energy less than 70 keV) beta particles
are good candidates due to their finite and short range
in condensed matter. However, due to the tortuous tra-
jectory and relatively low LET of electrons, tracking is
unviable with current tools. In such case, it might be
feasible to use the mean pixel intensity after the expo-
sure to adequately large particle fluence, instead of the
intensity of individual tracks. Alternatively, reference ion
beams might be used to derive ks,i . One option is ions
with energy sufficiently low for them to stop within a
few microns below the detector surface. However, ions
with such low energies (e.g., protons with an energy of
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1 MeV/u have a range of approximately 25 µm in Al2O3)
might require to expose the FNTDs under complicated
experimental conditions,such as vacuum chambers with
ultrathin windows, to avoid perturbations of the ion
beam. Another further option are ions having an LET
markedly different to the radiation fields under study;
however, this would require to develop a robust method-
ology to isolate the reference ion tracks from those of
the radiation field that is being investigated. Moreover,
for both cases, it is necessary to have access to suitable
particle accelerators, circumstance mostly reserved for
a group of specialized research centers.

The previous discussion assumes that the state of the
transformed color centers remains unaltered after the
exposure to the reference radiation. For this reason, it is
necessary to develop suitable strategies to characterize
the sensitivity without interfering with actual measure-
ments. Being able to erase the radiation induced signal
in order to restore the initial state of the FNTDs—e.g.,by
optical bleaching—could allow to use a reference radi-
ation field having less restrictive characteristics. Clearly,
the sensitivity of the FNTDs should not be altered by the
erasing process and the time required to erase the sig-
nal should be considered. It is worth noting that, even if
possible to erase the radiation induced signal to avoid
disturbing the measurements, the properties of alpha
particles remain appealing.

A major drawback with the proposed methodol-
ogy is that imaging alpha-particle tracks with con-
focal microscopy techniques is time-consuming. With
the instruments and settings used for this work, it
took approximately 15 min to acquire a single stack
of images containing alpha-particle tracks. Widefield
microscopy has shown promising results at reducing the
time required to image FNTDs, without compromising
the detection efficiency of light-ion tracks.27 As ks,i is
based on relative measurements, it appears plausible
to image the FNTDs after the exposure to alpha parti-
cles by means of a widefield microscope to reduce the
time invested on characterizing the sensitivity of each
detector. In addition, dedicated FNTD readers can also
be advantageous at reducing the time to image alpha-
particle tracks, albeit not with the same magnitude as
widefield microscopy.

Although our results show the efficacy of applying a
detector-specific correction factor, a single value may
only describe locally the sensitivity of a given crys-
tal. Therefore, using a single value is reasonable for
measurements that involve regions close to the one
used to assess the sensitivity.However,applications that
require scanning larger portions of the crystal would
require more than one correction factor, depending on
the desired level of accuracy. In-depth crystal inhomo-
geneities may also be a concern, and it is advised to
perform measurements in the vicinity below the volume
used to evaluate the sensitivity. In the present study, the
volume used to derive ks,i and the one used to perform

the ion-track measurements were adjacent and, thus,
sensitivity changes were neglected.

The results regarding k′
s,i show that it is possible to

avoid imaging the FNTDs after the exposure to alpha
particles and prior to the irradiations with light ions.From
the perspective of reducing the time, there is no advan-
tage as it is still necessary to image regions exposed to
alpha particles. Moreover, this method can be deemed
as more challenging and time-consuming as it requires
to separate the alpha-particle and light-ion signals.How-
ever, this approach can mostly be useful for detectors
exposed in the past and for which it is necessary to
know the sensitivity or to perform measurements close
to the FNTD surface that could be perturbed by the pres-
ence of the alpha-particle tracks. In the latter, it might
also be convenient to use two-sided polished FNTDs.
Particularly, one side can be exposed to alpha particles
and used to assess the sensitivity, whereas the second
side can be irradiated with another type of radiation and
used to perform the measurements of interest. Another
further option is to expose only a small region of the
FNTDs to alpha particles, instead of the whole face.
For the last two options, the uncertainty due to sen-
sitivity inhomogeneities within the detector should be
considered.

In previous works on which FNTDs were used for
LET spectrometry of light ions, the sensitivity varia-
tions were managed by applying rescaling factors based
on Monte Carlo simulations.31,33,34 As explained ear-
lier, this approach might entail some limitations, as it
requires validated codes, detailed knowledge regard-
ing the experimental components, and computational
resources. Moreover, this type of rescaling factors can
be applied only to the specific situations implemented
on the simulations.To our best knowledge, in the present
work, we have presented for the first time an entirely
experimental approach to cope with the sensitivity varia-
tions of FNTDs aiming to LET spectrometry applications
in PT and IBT.

4.3 Exposure to light ions and LET
calibration

The existence of dependence between the fluores-
cence intensity of single tracks and the LET, for both
light and heavy ions, has been extensively studied and
reported.20–23 Our results showed good quantitative
agreement with previous studies performed within our
group and elsewhere.21,22 Nevertheless, by comparing
the fitting parameters presented in the results for the
calibration curve, it is clear that the relation between flu-
orescence intensity and LETH2O depends on the batch,
due to differences in the sensitivities. Less obvious, still
not negligible, is that the fitting parameters might also
depend on the microscope response at the moment of
establishing the calibration curve and its temporal drift.
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Clearly, reliable calibration parameters are essential for
accurate LET-spectra measurements. This is especially
true for 12C-ions, as small changes in the measured
fluorescence intensity can lead to largely inaccurate
results due to the flatness of the response curve on
the high-LET range. As ks,i and kd introduce traceabil-
ity to a specific batch and to the point in time when
the calibration curve was established, we anticipate that
the methodology presented in this work will allow in
future works to appropriately handle sensitivity varia-
tions of the FNTDs (both within the same batch and from
one batch to another) and changes in the microscope
response.

Other studies reported or implicitly assumed that
the fluorescence intensity is uniquely described by the
LET.21–23,31–34 However, our results, by virtue of their
superior accuracy, suggest the existence of a depen-
dence with the type of particle. More specifically, it
appears (Figure 5b) to be a noncontinuous change in
the slope of the data between 70.79 and 50.57 MeV/u
(3.89 and 5.23 keV/µm) 4He-ions and 430.10 and
264.95 MeV/u 12C-ions (10.6 and 13.7 keV/µm). This
hypothesis is further supported by the fact that, for
detectors exposed to both alpha particles and light
ions, the alpha-particle peak appears at lower inten-
sities than the peaks of 12C- and 16O-ions, despite
alpha particles having a higher LET (LETH2O of approx-
imately 190 keV/µm at 5.0 µm below the detector
surface). For the latter, a fall in the efficiency at high LET
could be argued, but this argument contradicts obser-
vations for 56Fe-ions (LETH2O = 147–431 keV/µm) with
respect to 12C-ions (LETH2O = 12.6–257 keV/µm).23

The dependence of the response with the ion type
is common for luminescent detectors and can be
explained on the basis of track-structure theories.49–51

Briefly, different particles having the same LET result
in nonidentical secondary electron spectra and, in con-
sequence, a different spatial energy deposition around
the track core. To experimentally prove the suggested
existence of a dependence between the fluorescence
intensity of single tracks measured with FNTDs and
the type of ion, data for different ion species within
overlapping LET ranges would be necessary. If our
hypothesis holds true, the magnitude of this depen-
dence and its implications within the frame of PT and
IBT will have to be evaluated and fully deserve further
investigations.

4.4 Blind test

The results from the blind tests allowed us to assess
the robustness of the proposed protocol and further
demonstrate that the sensitivity correction improves the
accuracy of the LET spectra measured with FNTDs
in unknown-mixed-radiation fields composed of light
ions having energies relevant to PT and IBT. Although

monoenergetic 4He- and 16O-ions were not included
as part of the blind tests, we expect that a similar
degree of accuracy can be achieved as for protons
and 12C-ions, respectively. As mentioned earlier, the
lower accuracy for 12C-ions, if compared with protons,
results from the exponential increase of the calibra-

tion curve derivative with
=𝜂corr. To further illustrate, at=𝜂corr = 4.0 MHz (dLETH2O∕d

=𝜂corr = 0.22 keV/µm MHz),
which is within the expected values for protons, a per-
turbation of 5.0% would lead to a change of 6.4% in
the LETH2O predicted by Equation (7). In contrast, a per-

turbation of the same magnitude at
=𝜂corr = 22.0 MHz

(dLETH2O∕d
=𝜂corr = 1.93 keV/µm MHz), which is within

the typical range for 12C-ions, will result in a change of
15% on the LETH2O.

4.5 Uncertainty on the predicted LET

Our approach to correct for sensitivity variations intro-
duces the additional factor ks,i ,and therefore one further
component of uncertainty that propagates to 𝜎c, LETH2O

.
Despite this, using ks,i to correct the sensitivity of each
detector results in a decrease of 𝜎c, LETH2O

,as it counters
the statistical dispersion of 𝜂ion,i.

Taking into account the sources of uncertainty, differ-
ent strategies can be proposed to reduce their relative
values. For instance, as the higher contribution to 𝜎ks,i
comes from 𝜎⟨=

I raw,𝛼⟩i , the uncertainty of ks,i can be

decreased by using crystals having a more homoge-
neous sensitivity. The uncertainty due to the lack of
accuracy in the position of the focal plane can be low-
ered by decreasing the pinhole aperture, as a lower
pinhole diameter reduces the value of tz. However,
to keep the count of fluorescence photons constant,
it would be necessary to increase the dwelling time
accordingly, and therefore the scanning time. Moreover,
the slice thickness is subject to the diffraction limit.
To reduce the uncertainty due to fluctuations in the
laser power rescanning, techniques can be easily imple-
mented, but at the expense of increasing the imaging
time. Finally, increasing the number of analyzed tracks
should decrease, to some extent, the relative value
of 𝜎𝜂ion,i

, which is a major component of uncertainty.
Clearly, scanning different positions of the same detec-
tor would increase the track count while escalating the
scanning time. An alternative approach is to image a
larger area by using an objective with a lower mag-
nification, with the disadvantage of having a reduced
spatial resolution. In summary, if necessary, alternatives
can be explored to decrease the uncertainty of LETH2O
and, for each application, cost-effective strategies for
its reduction and their implications should be carefully
evaluated.
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5 CONCLUSIONS

We have demonstrated for the first time that alpha parti-
cles can be effectively used to derive a detector-specific
sensitivity correction factor that enhances the accuracy
and precision of LET spectra measured with FNTDs.
Furthermore, this type of sensitivity correction factor
allows us to apply the calibration curve established with
one batch to FNTDs from other batches.The robustness
and accuracy of the proposed methodology was veri-
fied by means of a series of blind tests and the main
sources of uncertainty were identified and quantified.
FNTD technology represents a valuable and powerful
tool to measure LET spectra on therapeutic light-ion
radiation fields. We envision that our proposal can be
applied to accurately measure LET spectra both on clin-
ically relevant scenarios and radiobiology experiments
related to PT and IBT.
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Abstract
Objective.This work investigates the use of Al2O3:C andAl2O3:C,Mg optically stimulated
luminescence (OSL) detectors to determine both the dose and the radiation quality in light ion beams.
The radiation quality is here expressed through either the linear energy transfer (LET) or the closely
relatedmetricQeff, which depends on the particle’s speed and effective charge. The derived LET and
Qeff values are applied to improve the dosimetry in light ion beams.Approach.OSL detectors were
irradiated inmono-energetic 1H-, 4He-, 12C-, and 16O-ion beams. TheOSL signal is associatedwith
two emission bands that were separated using a pulsed stimulation technique and subjected to
automatic corrections based on reference irradiations. Each emission bandwas investigated
independently for dosimetry, and the ratio of the two emission intensities was parameterized as a
function offluence- and dose-averaged LET, as well asQeff. The determined radiation quality was
subsequently applied to correct the dose for ionization quenching.Main results. For bothmaterials,
theQeff determinations in 1H- and 4He-ion beams arewithin 5%of theMonteCarlo simulated values.
Using the determined radiation qualitymetrics to correct the nonlinear (ionization quenched)
detector response leads to doses within 2%of the reference doses. Significance.Al2O3:C and
Al2O3:C,MgOSL detectors are applicable for dosimetry and radiation quality estimations in
1H- and 4He-ions. Only Al2O3:C,Mg shows promising results for dosimetry in 12C-ions. Across both
materials and the investigated ions, the estimatedQeff values were less sensitive to the ion types than
the estimated LET values were. The reduced uncertainties suggest new possibilities for simultaneously
estimating the physical and biological dose in particle therapywithOSL detectors.

1 Introduction

The use of protons and heavier ions for radiotherapy treatments is increasing (Grau et al 2020), but the variation
of the relative biological effectiveness (RBE)with the local ionization density remains a challenge (McNamara
et al 2015,Hahn et al 2022). To predict the biological effect in ion beams, RBE-models are applied, where the
linear energy transfer (LET) is a central parameter. For amore complete reporting of ion beam therapy,
Report 93 (ICRU2016) suggests to report LET-related quantities for treatment plans, e.g. dose-weighted LET
distributions. For proton therapy, where a constant RBE is still clinical practice, a direct scaling of RBEwith LET
may be implemented in treatment planning systems.Methods such as LET painting have been developed to best
handle and account for LET distributions for RBE calculations (Bassler et al 2010). Nevertheless, LET is defined
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for a single ion type and energy in Report 16 (ICRU1970). For amixed radiationfield, various definitions of
averaged LEThave been developed.

Due to the lack of a general or reference LET detector, however, themeasurement and experimental
validation of such LET-optimized plans is challenging. Active detectorsmay be capable to resolve either the
microdosimetric spectrum (Conte et al 2020) or lead to a derivation of the particle spectrumusing e.g. time-
resolved silicon detectors (Nabha et al 2022). Active detectors are nonetheless limited by theirfluence saturation
in raster scanning delivering systems, or by a physical size that hinders their use inside anthropomorphic
phantoms. Volumetric detectors have been suggested for LETmeasurements (Maeyama et al 2022,Nielsen et al
2022), but they exhibit an ionization quenched response (Hoye et al 2017). Passive detectors likefluorescent
nuclear track detectors are also capable of estimating both LET and dose (Klimpki et al 2016,Muñoz et al 2022),
but are challenging to use for clinically relevant doses due to track overlapping.

Alternatives for LETmeasurements with passive detectors are based on thermoluminescence detectors
(TLDs) (Vana et al 1996) or, in recent years, optically stimulated luminescence detectors (OSLDs) (Sawakuchi
et al 2010, Yukihara et al 2022). Particularly, the Al2O3:COSLDwas shown to be able to simultaneously
determine the LET and dose at a point of interest (Granville et al 2016). Further work demonstrated its capability
for LET determinations in clinically relevant proton beams (Granville et al 2014a, 2014b, Christensen et al 2022),
with indications of possible LETmeasurements in ions heavier than protons (Yukihara et al 2015). Also shown to
be dose-rate independent, Al2O3:COSLDs can be used for dosimetry and to derive the LETunder ultra-high
dose rate conditions (Christensen et al 2021). Finally, its high sensitivity and small sizemeans that it could be
utilized as a point-like object and fitted into phantoms to derive the radiation quality at the point of interest.

Another candidate for LETdeterminations is Al2O3:C,Mg,which is amaterial with similar properties to
Al2O3:C (Rodriguez et al 2011). Al2O3:C,Mgwas initially developed asfluorescent nuclear track detector (Akselrod
et al 2006), but both its radiophotoluminescence andoptically stimulated luminescence (OSL) properties can be
correlated to the LET in light ions (Denis et al 2011,De Saint-Hubert et al 2021). Al2O3:C andAl2O3:C,Mg are
characterized byOSL emission bands in the blue andUVregions upon green light stimulation (Denis et al 2011).

Sawakuchi et al (2010) demonstrated that the ratio of the two emission bands correlates well with the dose-
orfluence-averaged LET in protons. Given an LET calibration, the ratio of theUV and blue emission bands can
then be used to estimate the average LET in theOSLD,whereupon the estimated LET can be applied to correct
the ionization quenched dose derived from the blue emission band (Granville et al 2016). Yukihara et al (2015)
demonstrated that LETmeasurements of light ions usingAl2O3:COSLDs is problematic due to saturation
effects, and that the response correlates poorly with dose-averaged LET.

A broader challenge in LETdetermination is caused by the varying track structure of ions, where the radial
dose distribution spans several orders ofmagnitude in light ion beams. The distinct radial energy distributions of
two different ionswith the same LETwill thus result in two different detector responses, i.e. a single LET value is
insufficient to accurately predict the detector responsewhenmeasuredwith anOSLD (Yukihara et al 2015) or
TLD (Olko et al 2002). Thismotivates the search for other radiation qualitymetrics which are less sensitive to the
specific ion type.

Within this study, we propose the use ofQeff to act as a radiation qualitymetric for ionization quenching
corrections.Qeff is related to the LET and depends on the ion’s effective charge and speed. Initially used for
particle emulsions (Barkas 1963) and amorphous track structuremodels (Katz 1978),Qeff was recently
demonstrated to correlate better with the RBE than LET (Lühr et al 2017, Kalholm et al 2022).

Therefore, this study aims at investigating the use of Al2O3:C andAl2O3:C,MgOSLDs under irradiationwith
mono-energetic 1H-, 4He-, 12C-, and 16O-ion beams for dosimetry, andQeff, and LETdeterminations. To
improve the accuracy of previousOSL studies in light ions (Yukihara et al 2015), themeasuredOSL signals were
here corrected using automatic reference irradiations of each detector in linewith Christensen et al (2022).
Furthermore, we investigatedwhetherQeff provides a better prediction of the detector response than LETdoes,
and, ultimately, improves the dosimetry.

2Materials andmethods

2.1 Radiation qualitymetrics
The radiation qualityQeff is independent of thematerial density and given as a function of the relativistic speed
β= v/c as ⎛⎝ ⎛⎝ ⎞⎠⎞⎠*

*Q
z

z z
z

, where 1 exp
125

1eff

2

2 2 3
( ) ( )

b
b

b
= = - -

is the effective charge of a particle with charge z and speed v (Barkas 1963). To calculate an averaged LET, a
distinction ismade between the LET calculated byweighting it by the dose (d-LET) orfluence (f-LET), where the
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latter also is referred to as track-averaged LET. TheMonteCarlo scoring of the averaged values follows the
implementation defined inCortés-Giraldo andCarabe (2015) asmethodC. In this work,Qeff is exclusively used
in itsfluence-averaged definition.Qeff, f-LET, and d-LET are henceforth collectively referred to as the radiation
qualitymetrics.

2.2Optically stimulated luminescence detectors
2.2.1Detector preparation
TheAl2O3:C andAl2O3:C,MgOSLDs consist of a (50± 3)μmAl2O3 layermixedwith a binder on a 75 μm
polyester substrate as described inAhmed et al (2014). The detectors were cut to ø4.5 mmand optically bleached
with a green LEDprior to irradiation to erase previous signal caused by background irradiation. For each
irradiation, theOSLDswere placed in custommade opaque polylactide (PLA) containers
(5 cm× 5 cm× 0.3 mm), each accommodating five detectors of bothOSLmaterials in a centered 2 cm× 2 cm
grid. The thickness of the PLA cover shielding theOSLDs from external light wasmeasured to be 1.0 mmwith a
density of 1.15 g cm−3.

2.2.2OSL readout and reference irradiation
The blue andUVemission bands of the Al2O3:C andAl2O3:C,Mg detectors weremeasured using a time-resolved
OSL readout technique (Yukihara andMcKeever 2006). TheOSLDswere stimulatedwith 100 μs pulses and the
two components were separated using the stimulation parameters detailed inChristensen et al (2022). Due to
the build-up rate of theUV emission band, theOSLDswere read out between (14–19)days after the irradiation
tominimize the variation of theOSL intensities during the course of the readouts. The fading rate of the blue
emission band is approximately constant after aweek (Christensen et al 2022). Both signals from the blue and
UVemission bandswere normalized to the signal 14 days after irradiationwith fading or build-up
corrections<1%.

EachOSLDwas subject to the same automated readout sequence in a Risø reader (TL/OSL-DA-20, DTU
Nutech,Denmark). The sequence is detailed in Christensen et al (2022) and consists of (i) a 300 s readout of an
irradiatedOSL using green light stimulation giving the integral signal S, (ii) a 30 s irradiationwith the build-in
90Sr/90Y beta source corresponding to≈1 Gy, followed by (iii) a second 300 s readout of the reference irradiation
giving the integral signal Sref.

TheOSL intensity after∼250 s stimulation is generally 3–4 orders ofmagnitude lower than the initial OSL
intensity. This allows for an estimation of the backgroundOSL signal from the last 10 s readout, which
subsequently is subtracted from theOSL curve. Here, the signal S describes the integral luminescence of either
the blue orUV emission band from the irradiation in an ion beam,whereas the ratio S/Sref represents the ratio
between the luminescence signal after the unknown dose and the luminescence signal after the irradiation using
the built-in beta source, both signals defined and calculated in the sameway. Although the quantity S/Sref is
sensitive to the irradiation history of theOSLD, it normalizes theOSL signal to the detector size and sensitivity
when all OSLDs are subject to the same dose.

Whilst this workmodels theOSL response based on the integral OSL signal, Sawakuchi et al (2010)
demonstrated that the shape of theOSL curve also can be used to infer the radiation quality. Relating the shape of
theOSL curve to the radiation quality has the advantage that a constant background signal is irrelevant. On the
other hand, theOSL curve shape ismore sensitive to data fluctuations at low doses than an integral OSL signal is
(Sawakuchi et al 2010). The use of theOSL shape to determine the radiation quality is not pursued in this work.

2.3 Irradiations
AllOSLDs used for this workwere irradiated at≈0.25 Gy at theCenter for ProtonTherapy (CPT) at the Paul
Scherrer Institute (PSI) or theHeidelberg Ion-BeamTherapyCenter (HIT). At each facility, theOSLDswere
containedwithin a 2 cm× 2 cmgrid and the dose at theOSLDpositionwasmeasuredwith an ionization
chamberwith its effectivemeasurement point coincidingwith theOSLDs. For irradiations at both centers, the
ionization chambermeasurements were corrected by as described in the TRS-398 (IAEA 2000).

The effect of overlapping ion tracksmay affect theOSL emission intensities but requires further studies. To
exclude such an effect from this study, the dosewas chosen to be sufficiently low for the effect of track overlap to
be negligible (Granville 2015), while still providing a luminescence signal equivalent to at least 100 mGy for the
heavily ionization quenched 16O-ions.

2.3.1 PSI irradiations
The irradiationswith protons at the CPTwere performedwith theOSLDs positioned below 2 cm solidwater
(RW3Water Slab, PTWFreiburg, Germany) in (70, 100, 230)MeVbeams. The dose to eachOSLDmeasurement
point wasmeasuredwith an ionization chamber (AdvancedMarkus TM34045, PTWFreiburg, Germany).
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Measurements at lower energies were obtained by varying the upstream solidwater thickness in the 70 MeVfield
as detailed in table 1, while scaling thefluence to achieve a 0.25 Gy dose at theOSLD location.

The dose calibration used for all readouts were obtained by delivering the 230MeVprotons at different doses
to theOSLDs placed below 2 cm solid water, as detailed inChristensen et al (2022).

2.3.2HIT irradiations
The irradiationswith 1H-, 4He-, 12C-, and 16O-ions atHITwere conductedwith theOSLDs placed behind
0.5 cmof the same type of solid water slabs used at PSI. This thickness was used to ensure charge particle
equilibrium, even for the highest energies, at the point of interest. The dosewasmeasured for each ion and
energy using an ionization chamber (Farmer 001714, PTWFreiburg, Germany). For protons, an energy-
dependent radiation quality-correction factor was used, which is parameterized in terms of the residual energy
(IAEA 2000). For 4He- and 12C-ions a constant radiation quality-correctionwas applied, which is based on
calorimetrymeasurements (Holm et al 2021).

Each ion/energy combination is detailed in table 1. A 3.0 mmPMMAripple filter was used during the
measurements with the 4He-, 12C-, 16O-ions (Weber andKraft 1999). The ripple filter is used in clinical setups to
increase the the Bragg peak’s width andwas included to facilitate the validation of the simulations by comparing
themeasurements toHIT’s reference data (Parodi et al 2012).

2.4MonteCarlo simulations
The experimental setups used at PSI andHITwere simulated usingMonte Carlo particle transportmethods to
calculate the radiation quality parameters at theOSLDpositions. The grid resolution in theMonte Carlo scoring
withTOPASwas set to 0.5 mm to approximate the detector thickness. For the scoring ofQeff, f-LET, and d-LET,
secondary particles heavier than the primary particle were excluded to avoid biasing the d-LET for 1H-and 4He-
ions. The kinetic energy of the primary particles was scored at theOSLDposition. The LETwas scored forwater
at density 1.0 g cm−3. Delta-particle equilibriumwas assumed, so unrestricted LETwas used, i.e. secondary
electrons in the LET averagingwere excluded to avoid double counting their contribution. The software and

Table 1.Al2O3:C andAl2O3:C,MgOSLD irradiation conditions used for themeasurements at PSI andHIT, as
well as theMonte Carlo simulated derived quantities. The givenwater-equivalent depth includes the RW3 slabs
and the PLA container in front of theOSLDs in the irradiationwith particles of initial energyEinitial. TheMonte
Carlo simulated energy in theOSLD (EOSLD) only includes contributions from the primary particles. TheQeff

defined in equation (1), as well as thefluence- and dose-averaged LETs, include the contributions fromprimary
and secondary particles. The LET values are given for water.

Irradiation conditions Monte Carlo simulated results

Center Ion Depth Einitial EOSLD Qeff f-LET d-LET

(mm) (MeV u−1) (MeV u−1) (keV μm−1) (keV μm−1)

PSI 1H 20.5 70.0 42.5 11.1 1.35 1.57

PSI 1H 35.5 70.0 15.0 29.3 3.00 3.32

PSI 1H 36.5 70.0 11.9 37.7 3.62 4.16

PSI 1H 37.5 70.0 8.36 64.9 5.04 6.78

PSI 1H 20.5 100 78.8 6.61 0.860 1.15

PSI 1H 20.5 230 212 3.28 0.453 1.07

HIT 1Ha 6.4 221 212 3.15 0.447 0.958

HIT 4He 6.4 50.6 32.2 56.8 6.71 7.74

HIT 4He 6.4 70.8 56.3 33.7 4.29 5.13

HIT 4He 6.4 103 91.0 22.3 2.99 4.01

HIT 4He 6.4 148 136 16.2 2.25 3.53

HIT 4He 6.4 221 206 12.0 1.72 3.21

HIT 12C 6.4 88.8 51.3 280 35.5 41.3

HIT 12C 6.4 124 95.1 167 22.8 26.9

HIT 12C 6.4 177 144 114 16.3 19.6

HIT 12C 6.4 265 218 80.2 11.8 14.9

HIT 12C 6.4 430 364 58.9 9.06 12.0

HIT 16O 6.4 104 59.0 425 55.2 62.2

HIT 16O 6.4 141 101 264 36.5 41.6

HIT 16O 6.4 194 151 186 26.9 31.2

HIT 16O 6.4 279 231 138 20.8 23.6

HIT 16O 6.4 430 361 103 16.0 19.6

a This radiation quality was notmeasuredwithAl2O3:C,Mg.
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most relevant simulation parameters are provided in table 2 following the recommendations by Sechopoulos
et al (2018). The composition and density of the RW3 solid water follows Schoenfeld et al (2015).

To validate theMonteCarlo simulations, depth-dose curves weremeasuredwith ionization chambers in
1H-ions at CPT and in 1H-, 4He-, 12C-ions atHIT.

2.5Qeff and LET calibrations
The ratios of theUV and blue emission bands fromAl2O3:C andAl2O3:C,Mgwere parameterized as a function
of each of theMonteCarlo derived radiation qualitymetricsQeff, f-LET, d-LET. Tomodel the data and establish
a relationship between theOSL response and each of the threemetrics, empirical functionswere fitted to the
data. The threemodels, described through an arc-tan, an error-function, and a logistic function are defined as⎛⎝ ⎞⎠f A
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forα= (x− μ)/σ, whereA is the amplitudewithμ andσ themean and spread, respectively. Thepython
moduleLMFIT (Newville et al 2016) version 1.1.0was used to estimate the fit quality of each function.

2.6 Relative effectiveness
Todescribe the detector response in the different radiation qualities, the relative effectiveness is introduced to
relate the relative response of theOSL detector to the reference ionization chamber.

The relative detector efficiency is here defined using the iso-dose definition

D

D
, 5OSLD

ref iso dose

( )h =
-

whereDref is the dosemeasuredwith an ionization chamber at theOSLDposition, andDOSLD themeasured dose
with theOSLDwithout any ionization quenching corrections. To avoidmeasurements near steep dose gradients,
only theOSLDs irradiated at the entrance region are used tomap the relative detector efficiency to reduce the
uncertainty.

The dose calibrations for both emission bands inAl2O3:C andAl2O3:C,Mgwere obtained forOSLDs
irradiated at doses (0.050–1.0)Gy in the 230MeVproton beam and is detailed inChristensen et al (2022). The
relative detector efficiency for both theUV and blue emission bandswas parameterized as a function ofQeff,
f-LET, and d-LET.

3Results and discussion

3.1MonteCarlo simulations
The simulated depth-dose curves for 1H-ions at PSI and 1H-, 4He-, and 12C-ions atHIT are shown infigure 1,
alongwith the ionization chambermeasurements. The overall agreement between themeasurements and
simulations validates the use of theMonte Carlomodels to simulate theQeff and LET at theOSLDpositions.

Table 2. Summary of theMonte Carlo simulation parameters as proposed by Sechopoulos et al (2018). Themodels are used to calculate the
dose,Qeff,fluence-, and dose-averaged LETdistributions during the experiments at PSI andHIT.

Itemname Description References

Code, version TOPAS, version 3.9.1 Perl et al (2012)
Validation Depth-dosemeasurements against simulations

Timing 16CPUs, CPU time 1 × 105 s

Geometry Detectors placed in a 2 cm × 2 cmgrid at the isocenter with solid slabs (RW3) upstream. Schoenfeld et al

(2015)
Physics Amodular list consisting ofg4decay,g4h-elastic _HP,g4em-standard _opt4,

g4h-phy _QGSP _BIC _HP,g4stopping,g4ion-binarycascade.

Scoring Dose towater,Qeff,fluence- and dose-averaged LET inwater; Excluding secondaries heavier

than the primary particle.

#Histories 108 primaries for each radiation quality
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3.1.1 LET andQeff distributions
A comparison between the simulatedQeff and LETdistributions inHe-ions atHIT is shown infigure 2. As a
particle slows down,Qeff and f-LET are generallymonotonically increasing functions along the central beam axis
until the Bragg peak region. For d-LET, however, the heavy dose-weighted fragments released at high particle
speeds results in a slightly lower d-LET gradient along the central axis. Alongwith the higherweight of heavy
fragments, it indicates that it will be difficult to establish a unique relation between theOSLD response and
d-LET. For each irradiation, the simulated values of the energy,Qeff, f-LET, and d-LET at theOSLDposition are
given in table 1.

3.2OSL curves
Examples ofOSL curves for Al2O3:C andAl2O3:C,Mg, where the blue andUV emissions are separated, are
shown infigure 3 for 1H-, 4He-, and 12C-ionsmeasured atHIT. For each irradiation, between four and five
OSLDswere read out, as shown in each sub-figure. TheOSLDsmay differ slightly in size and sensitivity, which is

Figure 1.Depth-dose distributions in solidwater (RW3) simulatedwith theMonte Carlo particle transport code (solid line) and
ionization chambermeasurements (markers) for (a) 1H at CPT, and atHIT for (b) 1H, (c) 4He, and (d) 12C.

Figure 2.Example of the simulated in-depth distributions of thefluence-averaged LET (f-LET), dose-averaged LET (d-LET), andQeff

for 50.6 MeV u−1 4He-ions along the central beam axis. The distributions are plotted for both the primary particle fields (dashed lines)
and including both primaries and secondaries (solid lines). The dose distribution is plottedwith dotted–dashed lines for reference.
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evident from theOSL curves infigure 3(a). Nonetheless, the integral signal of each curve S is eventually
normalized by the signal Sref from the reference irradiation in the reader, which cancels out the differences
(Yukihara et al 2006).

3.3Detector efficiencies in ion beams
The relative detector efficiency defined in equation (5) is plotted infigure 4 for 1H-, 4He-, 12C-, and 16O-ions for
bothAl2O3:C andAl2O3:C,Mg as a function ofQeff. The relative detector efficiencies as a function of f-LET and
d-LET are included in the supplementarymaterialsfigure A.1 for reference.

As also observed infigure 3(e), the intensity of theUV emission for Al2O3:C increases for particles near the
Qeff or LET range relevant to 4He-ions, and exceeds the efficiency relative to fast 1H-ions infigure 3(d). TheUV
efficiency of Al2O3:C,Mg exceeds unity but is lower than the increase of Al2O3:C. Indeed, the relative efficiency
close to unity for theAl2O3:C,MgUV emission band for 1H- and 4He-ions indicates its relevance for dosimetry
in 4He-ionswith smaller correction factors for ionization quenching than e.g. for Al2O3:C.

Whilst the relative detector efficiency for the blue emission band infigure 4(a) is relatively similar for
Al2O3:C andAl2O3:C,Mg ions, the relative efficiencies for theUV emission band between the twomaterials
differ. Thus, the ratio of theUV/blue emission band as a function ofQeff or LETwill differ for the twoOSL
materials Al2O3:C andAl2O3:C,Mg.

Interestingly, the relative detector efficiency of two different ions at the same value ofQeff is almost similar
for each emission band, e.g. for the slow 4He-ions and fast 12C-ions infigure 4(b). This indicates thatQeff is less
sensitive to the ion type than e.g. f-LET, where the relative detector efficiency for two different ions at the same
LET value differs, as demonstrated in previous studies (Yukihara et al 2015, Christensen andAndersen 2018) or
in supplementarymaterial figure A.1.

Due to the non-monotonic behavior of theUV emission band in bothmaterials, shown infigure 4(b), the
relative detector efficiency as a function ofQeff or LET ismodeledwith cubic splines shown infigure 4 as solid
lines.

Figure 3.Example of theOSL curves for Al2O3:C,Mg for in (a)–(c) andAl2O3:C in (d)–(f) for 1H- , 4He- , and 12C-ions, respectively.
TheUV and blue emissions are separated using the pulsedOSL technique outlined in section 2.2.2. The integral of eachOSL curves
gives the signal S, which, after a background subtraction, is normalizedwith respect to the reference signal intensity Sref for either
emission band. All OSL detectors were irradiatedwith a dose near 0.25 Gy.
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3.4Detector response
The ratio of the two emission bands as a function ofQeff is exemplified for Al2O3:C infigure 5. Thefigure
highlights the two cases where the uncorrectedUV/blue emission ratio is shown infigure 5(a). The reference-
correctedUV/blue emission ratio infigure 5(b), where the latter is corrected using the reference irradiation
signals Sref as described in section 2.2.2.

In each case, the threemodels in equations (2)–(4) are fitted to the data as given in the figure legend.
Although the figure only shows the relationship for Al2O3:C as a function ofQeff, similar results were obtained
for Al2O3:C,Mg and parameterized as a function of f-LET or d-LET.

The use of the reference irradiation S/Sref serves both to reduce the variation in the group ofOSLDs
irradiated in the same radiation quality (Christensen et al 2022), but also provides a different response between
ion types. Henceforth, only the reference-correctedOSLD readouts are used for dosimetry and to estimate the
radiation qualitymetric.

Figure 4.The relative detector efficiencies in equation (5) for the (a) blue and (b)UV emission bands, respectively, for Al2O3:C and
Al2O3:C,Mg exemplified as a function ofQeff. Each data set wasfittedwith cubic splines (solid lines). The legend in (b) applies to both
figures.

Figure 5.Example of the difference between the ratio of theUV and blue emission bands for Al2O3:C for (a) the uncorrected signal S
and (b)where the signal S fromboth emission bands is correctedwith respect to the reference irradiation Sref. The test functions
defined in equations (2)–(4) arefitted to the data and plottedwith lines. Nomodels were found able to describe the saturating signal
for 16O-ions.
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In bothfigures 5(a), (b), the 16O-ions appear to show saturationwith aUV/blue emission ratio lower than
those for 12C-ions. This is in agreement with the results observed in Yukihara et al (2015). The constantUV/blue
ratio for 16O-ions can also be inferred from figure 4, where the slopes of theUV and blue efficiencies are similar
for high values ofQeff or LET. This renders theOSLDs inapplicable forQeff or LET estimations in 16O-ions.

Furthermore, the use of the reference corrections infigure 5(b) appears to give awell-defined relationship
for 1H- and 4He-ions across all energies, which indicates a possible common calibration for ionswith charge
Z� 2. The latter could be particularly advantageous for dosimetry applications in clinical 4He-ion beams, where
themixedfields aremostly composed ofHe- andH-ion species.

3.5OSLDdetermination of the radiation quality
The following investigates the ability to determine the radiation quality for bothOSLDmaterials. This prediction
is a challenge due to the effect of track structures, which causes theOSL response to vary for two different ion
types at the same radiation quality, and further complicated by the apparent saturation at high ionization
densities as observed infigure 4. The section is divided into four parts: one for each of the twoOSLmaterials,
which then is subdivided depending on the investigated ions for (i) 1H- and 4He-ions, and for (ii) 1H- , 4He- ,
and 12C-ions. Due to its saturation, 16O-ions are omitted in the following analysis but included in the figures for
reference. Although other functions than the ones described in equations (2)–(4)may describe the data slightly
better, it is not expected to change the overall conclusions.

3.5.1 Al2O3:C response in 4He-ions
To establish the best relationship between theOSLD response and the radiation qualitymetrics, the threemodels
arefitted to the Al2O3:C data for 1H- and 4He-ions infigure 6. The 1H- and 4He-ion data arewell-defined as a
function ofQeff but splits slightly up for f-LET depending on the ion type, as seen in the residual plots. For
d-LET, in particular, a unique calibration to each ion type is needed tomodel the data.Hence, d-LET cannot be
determined in amixed particle fieldwithAl2O3:C, which is in agreementwith the conclusions in Yukihara
et al (2015).

As evident from figures 6(a)–(c), theUV/blue ratio of slow 1H- and 4He-ions is too different from that of fast
12C-ions to bemodeledwith a single curve. Thus, the use of Al2O3:C to determine the radiation qualitymetrics
in 12C-ions is challenging, as the 1H- and 4He-fragments will deviate from the 12C-ion calibration curve, andwill

Figure 6.The S/Sref ratio of theUV and blue emission bands for Al2O3:C as a function ofQeff, f-LET, and d-LET,where only
1H- and

4He-ions are considered for themodel fits. The 12C- and 16O-ions are only shown for reference. The residuals are shown in percentage
in the lowerfigures, where the shaded band illustrates the standard deviation of the residuals. ForQeff, all threemodels describe the
data well, whereas the ion type are split into two for f-LET. For d-LET, only a single ion type can be fitted to the data at a time.
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not be pursued further here. For reference, the results offitting the empiricalmodels to the 1H-, 4He-, and
12C-ion data for Al2O3:C are shown in the supplementarymaterial figure A.3.

3.5.2 Radiation qualitymetrics in 4He-ions for Al2O3:C
To assess howwell the Al2O3:COSLDs can be used to determine each radiation qualitymetric in 4He-ions, the
empiricalmodelsfitted to the data infigure 6 are used to evaluate the radiation qualitymetrics as shown in
figure 7.

The lower subfigures show the deviation from theOSLD-derivedmetric relative to theMonteCarlo-
simulated one. For each radiation qualitymetric, the standard deviation of the data for the empirical function
providing the best agreement is shownwith a shaded area. TheOSLDdeterminations ofQeff using the fatan
model gives a standard deviation of 5%,whereas that of the f-LET determinationswas 10%. This indicates, that
Al2O3:COSLDs can be used to determine the radiation quality in 4He-beams.

3.5.3 Al2O3:C,Mg response in 4He-ions
Unlike the results for Al2O3:C, theUV/blue ratio for Al2O3:C,Mg is well-approximatedwith a singlemodel
across 1H-, 4He-, and 12C-ions infigure 8 forQeff. Again, the data are better describedwithQeff than LET, where
each ion type follows a unique relationship. This indicates that Al2O3:C,Mg can be applied for dosimetry in
12C-ions.

Following from thefit infigure 8, also a 4He-beam can be described throughQeff. For consistency, the results
where the empiricalmodels only arefitted to 1H- and 4He-ions for Al2O3:C,Mg, are shown in the supplementary
material figure A.3.

3.5.4 Radiation qualitymetrics in 12C-ions for Al2O3:C,Mg
The determination of the radiation qualitymetric with Al2O3:C,Mg for ions lighter than 16O-ions is displayed in
figure 9. As for Al2O3:C infigure 7, the lowest standard deviation between theOSLDderived and theMonte
Carlo simulated values are found forQeff.When averaged LET is used as the radiation qualitymetric, the data are
splitting up depending on the ion type.

However, in each case, the addition of the 12C-ions gives a poorerfit to the data, thanwhen only 1H- and
4He-ions are considered. The slowest 12C-ions, which have the highest ionization densities, deviate themost
from thefits, which could indicate a trend towards saturation.

The results for Al2O3:C,Mg for a 4He-beam are included in the supplementary figure A.4with the same
conclusion.

Figure 7.TheOSLDderived radiation quality for themetricsQeff, f-LET, and d-LET for Al2O3:C and thefits to 1H- and 4He-ions in
figure 6 plotted as a function of theMonte Carlo simulated values. The shaded band illustrates the standard deviation of the data for
themodel that describes the data the best, in each case the fatan function in equation (2). Again, a single function is unable to describe
themixed ion data for d-LET.
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Figure 8.The S/Sref ratio of theUV and blue emission bands for Al2O3:C,Mg for 1H-, 4He- , and 12C-ions as a function ofQeff, f-LET,
and d-LET. 16O-ions are omitted from thefits. The residuals are shown in percentage in the lowerfigures, where the shaded area
denotes the standard deviation of the data. ForQeff, the threemodels all describe the data well, whereas the data as a function of f-LET
are split into distributions for each ion type. For d-LET, only a single ion type can be fitted to the data at once.

Figure 9.TheOSLDderived radiation quality for themetricsQeff, f-LET, and d-LET for Al2O3:C,Mg and the threefits to the 1H-, 4He-,
and 12C-ions infigure 8. The shaded band illustrates the standard deviation of the data for themodel that best describes the data, in
each case the fatan function in equation (2).
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3.6OSLDmeasurements in light ions
The ability of the Al2O3:C andAl2O3:C,MgOSLDs to determine the radiation quality is nowused to correct the
ionization density dependent response. The estimates of the radiation qualitymetrics are used to determine the
relative detector efficiency, as shown in figure 4 forQeff. The dose is subsequently calculated for the intensities of
both the blue andUVemission bands and corrected by the determined relative efficiency for each band.

TheOSLD estimates of the radiation qualitymetrics and quenching-corrected doses are compiled in
figure 10 for bothmaterials. The results are presented as the relative error between theOSLDdetermined value
and the true value, where the latter is taken to be either the dosemeasuredwith an ionization chamber or the
radiation quality determined through theMonte Carlo simulations

3.6.1Dosimetry in 4He-beams
For both the Al2O3:C andAl2O3:C,MgOSLmeasurements in 1H- and 4He-ions infigures 10(a), (b), the
determinations ofQeff are closer to the reference values than the LET determinations. This in turn gives a better
dose correction and ultimately an improved dosimetry whenQeff is used to predict the radiation quality.

The doses in themono-energetic 1H- and 4He-ionswere determinedwith an average relative error on a
1.5% level for bothmaterials whenQeff is used as the radiation qualitymetric. The relative error increases to 2%
when f-LET or d-LET is used.

3.6.2Dosimetry in 12C-beams
When all 1H-, 4He-, and 12C-ions are considered, only Al2O3:C,Mg is found able to predict the radiation quality
with a relative error lower than 10% relative to the simulated values.

Across all ions,Qeff was found to be the best describing radiation qualitymetric with a 9%average relative
error. The relative detector efficiency for Al2O3:C,Mg for theUV emission band infigure 4(b) is closer to unity
for 4He-ions than that of Al2O3:C, whichmeans that the ionization quenching correction factors for
Al2O3:C,Mg are smaller and vary less than those of Al2O3:C.Hence, the dose corrections using the
Al2O3:C,MgUVemission band are insensitive to small deviations in the radiation quality determinations, and
the determined doses are all of similar quality with a relative around 3%.The dose determinations relying on the
Qeff determinations are closer to the reference values than the ones relying on the LETdeterminations.

AsQeff was demonstrated to correlate better with the RBE than LETdoes (Kalholm et al 2022), these
results suggest that not only the physical dose in light ion beams can be estimatedwithOSLDs but also the

Figure 10.TheOSLDdetermined radiation qualitymetrics for both (a)Al2O3:C,Mg and (b)Al2O3:C using either 1H- and 4He-ions or
1H-, 4He-, and 12C-ions. The results are shown as the average relative error between theOSLDdetermined quantity relative to the
Monte Carlo determined one across the investigated ions. TheOSLD estimate of the radiation quality in (a) and (b) are used to derive
correction factors for the dose derived from theUV (c), (d) and blue (e), (f) emission bands for bothmaterials. (c)–(f) Show the average
relative error of theOSLDdetermined doses relative to themeasured ones.
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RBE-weighted dose. A detector with such capabilitymight be helpful for 4He-and 12C-ion beam radiotherapy, as
a variable RBE is used clinically.

These results are, however, basedonmeasurements inmono-energetic beamsat shallowdepths,which limits
variationsdue to energy spreadand thenuclear fragmentation spectrum.Further studies inmixedparticles areneeded.

4Conclusions

BothAl2O3:C andAl2O3:C,MgOSLDs are applicable for dosimetry and determination of the radiation quality
metrics in 1H- and 4He-ion beams. The radiation qualityQeff was determinedwith a relative error of 4% relative
to the reference values. This enables determinations of corrections for ionization quenchingwhich resulted in
dose determinationswithin 2%of the reference values.

Due to the differences in the relative detector efficiencies, only Al2O3:C,Mgwas found suitable for radiation
quality estimations and dosimetry in 12C-ions.Qeff is here estimated across three orders ofmagnitudewithin
9%,which leads to doses within 3%of the reference values.

Overall, the radiation qualitymetricQeff was found to be less sensitive to the response variations caused by
different ion types than fluence- or dose-averaged LETwas.Qeff provided the best determinations of the
radiation quality and the dose. This opens an avenue towards the use ofQeff—rather than LET—to not only
calculate the physical dosewithOSLDdetectors, but also the RBE.

Acknowledgments

TheRisø TL/OSL-DA-20 reader (DTUNutech, Denmark)was acquiredwith partial support from the Swiss
National Science Foundation (R’Equip project 206021_177028). This researchwas supported in part by PL-Grid
Infrastructure. IDMacknowledges theGermanAcademic Exchange Service for funding through theResearch
Grants—Doctoral Programmes inGermany program (programnumber: 57440921). NB acknowledges support
by theNovoNordisk Foundation (grant numberNNF195A0059372), DCCCRadiotherapy—TheDanish
National ResearchCenter for Radiotherapy, DanishCancer Society (grant no. R191-A11526) andDanish
Comprehensive Cancer Center.

The authors would like to thank the staff fromPSI andHIT for technical support during the experiments
and providing the irradiation conditions.

Data availability statement

The data that support thefindings of this study are openly available at the followingURL/DOI: https://doi.org/
10.17632/h9w68wdy3b.1.

ORCID iDs

Jeppe Brage Christensen https://orcid.org/0000-0002-6894-381X
IvánDomingoMuñoz https://orcid.org/0000-0001-5183-3705
Niels Bassler https://orcid.org/0000-0002-4160-1078
Christina Stengl https://orcid.org/0000-0003-0273-0878
Oliver Jäkel https://orcid.org/0000-0002-6056-9747
EduardoGardenali Yukihara https://orcid.org/0000-0002-4615-6698

References

AhmedMF, Eller S A, Schnell E, Ahmad S, AkselrodMS,HansonODandYukihara EG2014Development of a 2Ddosimetry systembased
on the optically stimulated luminescence of Al2O3Radiat.Meas. 71 187–92

AkselrodGM,AkselrodMS, Benton ER andYasudaN2006Anovel Al2O3fluorescent nuclear track detector for heavy charged charged
Nucl. Instrum.Methods Phys. Res. B 247 295–306

BarkasHW1963Nuclear Research Emulsions vol 1 (NewYork and London: Academic Press)
BasslerN, JäkelO, SøndergaardC S and Petersen J B 2010Dose-and LET-paintingwith particle therapyActaOncol. 49 1170–6
Christensen J B andAndersenCE 2018Relating ionization quenching in organic plastic scintillators to basicmaterial properties by

modelling excitation density transport and amorphous track structure during proton irradiation Phys.Med. Biol. 63 195010
Christensen J B, TognoM,Bossin L, Pakari OV, Safai S andYukihara EG 2022 Improved simultaneous LET and dosemeasurements in

proton therapy Sci. Rep. 12 1–10
Christensen J B, TognoM,NesterukKP, Psoroulas S,MeerD,WeberDC, LomaxT, Yukihara EG and Safai S 2021Al2O3:C optically

stimulated luminescence dosimeters (OSLDs) for ultra-high dose rate proton dosimetry Phys.Med. Biol. 66 085003

13

Phys.Med. Biol. 68 (2023) 155001 J BChristensen et al

72



3.6. Publication II

ConteV et al 2020Microdosimetry of a therapeutic proton beamwith amini-TEPC and aMicroPlus-Bridge detector for RBE assessment
Phys.Med. Biol. 65 245018

Cortés-GiraldoMAandCarabe A 2015A critical study of differentMonte Carlo scoringmethods of dose average linear-energy-transfer
maps calculated in voxelized geometries irradiatedwith clinical proton beamsPhys.Med. Biol. 60 2645–69

De Saint-HubertM, Castellano F, Leblans P, Sterckx P, Kodaira S, Swakoń J and de FreitasNascimento L 2021Characterization of 2DAl2O3:
C,Mg radiophotoluminescence films in charged particle beamsRadiat.Meas. 141 106518

DenisG, RodriguezMG,AkselrodMS,UnderwoodTHandYukihara EG 2011Time-resolvedmeasurements of optically stimulated
luminescence of Al2O3:C andAl2O3:C,MgRadiat.Meas. 46 1457–61

Granville DA 2015Development of a technique to simultaneously verify linear energy transfer and absorbed dose in therapeutic proton
beamsPhDThesisCarletonUniversity, Ottawa, Canada

Granville DA, SahooN and Sawakuchi GO2014aCalibration of the Al2O3:C optically stimulated luminescence (OSL) signal for linear
energy transfer (LET)measurements in therapeutic proton beamsPhys.Med. Biol. 59 4295–310

Granville DA, SahooN and Sawakuchi GO2014b Linear energy transfer dependence of Al2O3:C optically stimulated luminescence
detectors exposed to therapeutic proton beamsRadiat.Meas. 71 69–73

Granville DA, SahooN and Sawakuchi GO2016 Simultaneousmeasurements of absorbed dose and linear energy transfer in therapeutic
proton beamsPhys.Med. Biol. 61 1765–79

GrauC,DuranteM,GeorgD, Langendijk J A andWeberDC2020 Particle therapy in europeMol. Oncol. 14 1492–9
HahnC et al 2022Towards harmonizing clinical linear energy transfer (LET) reporting in proton radiotherapy: a Europeanmulti-centric

studyActaOncol. 61 206–14
HolmKM, Jäkel O andKrauss A 2021Water calorimetry-based kQfactors for Farmer-type ionization chambers in the SOBPof a carbon-

ion beamPhys.Med. Biol. 66 145012
Hoye EM, Skyt P S, Balling P,Muren L P, Taasti VT, Swakoń J,MierzwińskaG, RydygierM, BasslerN and Petersen J B 2017Chemically

tuned linear energy transfer dependent quenching in a deformable, radiochromic 3Ddosimeter Phys.Med. Biol. 62N73–89
International Atomic EnergyAgency 2000Absorbed dose determination in external beam radiotherapy: An International Code of Practice for

dosimetry based on standards of absorbed dose to water.Technical Reports SeriesNo. 398
ICRU1970 Linear Energy TransferReport 16WashingtonDC,USA
ICRU2016Prescribing, recording, and reporting light ion beam therapyReport 93 WashingtonDC,USA
KalholmF,Grzanka L, Toma-Dasu I andBasslerN 2022Modeling RBEwith other quantities than LET significantly improves prediction of

in vitro cell survival for proton therapyMed. Phys. 50 651–9
Katz R 1978Track structure theory in radiobiology and in radiation detectionNucl. TrackDetect. 2 1–28
Klimpki G,MescherH, AkselrodMS, JakelO andGreilich S 2016 Fluence-based dosimetry of proton and heavier ion beams using single

track detectors Phys.Med. Biol. 61 1021–40
LührA, vonNeubeckC,Helmbrecht S, BaumannM, EnghardtWandKrauseM2017Modeling in vivo relative biological effectiveness in

particle therapy for clinically relevant endpointsActaOncol. 56 1392–8
MaeyamaT,Mochizuki A, YoshidaK, FukunishiN, IshikawaKL and Fukuda S 2022Radio-fluorogenic nanoclay gel dosimeters with

reduced linear energy transfer dependence for carbon-ion beam radiotherapyMed. Phys. 50 1073–85
McNamaraA L, Schuemann J and Paganetti H 2015Aphenomenological relative biological effectiveness (RBE)model for proton therapy

based on all published in vitro cell survival dataPhys.Med. Biol. 60 8399–416
Muñoz ID, Burigo LN,Gehrke T, Brons S, Greilich S and Jäkel O 2022 Sensitivity correction of FluorescentNuclear TrackDetectors using

alpha particles: determining LET spectra of light ionswith enhanced accuracyMed. Phys. 50 2385–401
NabhaR et al 2022Anovelmethod to assess the incident angle and the LETof protons using a compact single-layer Timepix detectorRadiat.

Phys. Chem. 199 110349
NewvilleM, Stensitzki T, AllenDB, RawlikM, Ingargiola A andNelsonA 2016 LMFIT:Non-linear least-squareminimization and curve-

fitting for PythonAstrophys. Source Code Libr. 1606
NielsenC L, Turtos RM, BondesgaardM,Nyemann J S, JensenML, Iversen BB,Muren L P, Julsgaard B andBalling P 2022Anovel

nanocompositematerial for optically stimulated luminescence dosimetryNano Lett. 22 1566–72
Olko P, Bilski P, BudzanowskiM, PatrickM,Waligórski R andReitz G 2002Modeling the response of thermoluminescence detectors

exposed to low- and high-let radiationfields J. Radiat. Res. 43 59–62
Parodi K,Mairani A, Brons S,HaschBG, Sommerer F,Naumann J, JäkelO,Haberer T andDebus J 2012Monte Carlo simulations to

support start-up and treatment planning of scanned proton and carbon ion therapy at a synchrotron-based facilityPhys.Med. Biol. 57
3759–84

Perl J, Shin J, Schümann J, FaddegonB and Paganetti H 2012TOPAS: an innovative protonMonteCarlo platform for research and clinical
applicationsMed. Phys. 39 6818–37

RodriguezMG,Denis G, AkselrodMS,UnderwoodTHandYukihara EG 2011Thermoluminescence, optically stimulated luminescence
and radioluminescence properties of Al2O3:C,MgRadiat.Meas. 46 1469–73

Sawakuchi G, SahooN,Gasparian P, RodriguezM, Archambault L, Titt U andYukihara E 2010Determination of average LET of therapeutic
proton beams using Al2O3:C optically stimulated luminescence (OSL) detectorsMed. Phys. 37 3453

SchoenfeldAA,HarderD,PoppeBandChoforN2015Water equivalent phantommaterials for 192Ir brachytherapyPhys.Med.Biol.609403–20
Sechopoulos I, RogersDW, Bazalova-CarterM, BolchWE,Heath EC,McNitt-GrayMF, Sempau J andWilliamson J F 2018RECORDS:

improved reporting ofmonte carlo radiation transport studies: report of the aapm research committee task group 268Med. Phys. 45
e1–5

VanaN, SchöneW, FuggerM andAkatov Y 1996Absorbed dosemeasurement and LET determinationwith TLDs in spaceRadiat. Prot.
Dosim. 66 145–52

WeberU andKraft G 1999Design and construction of a ripplefilter for a smoothed depth dose distribution in conformal particle therapy
Phys.Med. Biol. 44 2765–75

Yukihara EG,Doull B A, AhmedM, Brons S, Tessonnier T, JäkelO andGreilich S 2015Time-resolved optically stimulated luminescence of
Al2O3:C for ion beam therapy dosimetryPhys.Med. Biol. 60 6613–38

Yukihara EG andMcKeever SW2006 Spectroscopy and optically stimulated luminescence of Al2O3:C using time-resolvedmeasurements
J. Appl. Phys. 100 083512

Yukihara EG,McKeever SW,AndersenCE, Bos A J, Bailiff I K, Yoshimura EM, Sawakuchi GO, Bossin L andChristensen J B 2022
Luminescence dosimetryNat. Rev.Methods Primers 2 26

Yukihara EG, Sawakuchi GO,Guduru S,McKeever SW,Gaza R, Benton ER, YasudaN,Uchihori Y andKitamuraH2006Application of
the optically stimulated luminescence (OSL) technique in space dosimetryRadiat.Meas. 41 1126–35

14

Phys.Med. Biol. 68 (2023) 155001 J BChristensen et al

73



3. Publications

3.7. Publication III

Linear Energy Transfer Measurements and Estimation of Relative
Biological Effectiveness in Proton and Helium-Ion Beams Using
Fluorescent Nuclear Track Detectors

Authors: I. D. Muñoz, D. García-Calderón, R. Felix-Bautista, L. N. Burigo,
J. B. Christensen, S. Brons, A. Runz, P. Häring, S. Greilich, J. Seco,
and O. Jäkel

Status: Accepted (In Press)
Journal: International Journal of Radiation Oncology · Biology · Physics

DOI: https://doi.org/10.1016/j.ijrobp.2024.02.047
Copyright: ©2024 The Authors. Published by Elsevier Inc. This is an open ac-

cess article under the terms of the Creative Commons Attribution-Non
Commercial License (CC BY-NC), which permits use, distribution and
reproduction in any medium, provided the original work is properly cited
and is not used for commercial purposes. The original version of this
paper has been modified to fit the pages of the present document. No
changes have been made to the content.

Contributions: IDM was responsible for preparing, irradiating, and reading the FNTDs
and analyzing the resulting data. IDM integrated the RBE models into
the FNTDs analysis workflow. IDM was responsible for optimizing the
irradiation plans according to the requirements of each experiment with
proton and 4He-ion SOBPs. IDM was responsible for performing the
proton and 4He-ion irradiations. IDM performed the experimental dosi-
metric characterization of the proton and 4He-ion SOBPs. DGC and
RFB assisted in all proton and 4He-ion irradiations. SB prepared the
base irradiation plans for the proton and 4He-ion SOBPs and provided
technical assistance at all stages during the irradiations. IDM was re-
sponsible for performing the cell irradiations and dosimetric verifications
with 6 MV X-rays. DGC assisted in the 6 MV X-ray irradiations. PH
designed the irradiation plans and assisted in the 6 MV X-ray irradi-
ations. AR designed all the holders necessary to ensure reproducible
irradiation conditions and the phantom for 6 MV X-ray irradiation of
cells. DGC was responsible for the clonogenic cell survival assays. IDM
assisted with cell fixation and cell colony counting. IDM analyzed the
data to derive LQM α and β parameters and experimental RBE values
for all the studied beams. IDM designed, performed, and validated the
simulations. JBC assisted in the implementation of the scorers in the
simulations. SG provided scientific advice regarding FNTDs. OJ, LNB,
and IDM conceived the concept of integrating the RBE models for the
RBE assessment in PBT and IBT. OJ, DG, and IDM conceived the idea
of using clonogenic cell survival assays to validate the results. OJ, JS,
and LNB supervised and managed the research. OJ and JS secured and
allocated the necessary resources for the project. Data curation and vi-
sualization was performed by IDM. IDM drafted and edited the original
manuscript. All authors participated in the review of the final version
of the manuscript.

74

https://doi.org/10.1016/j.ijrobp.2024.02.047


3.7. Publication III

PHYSICS CONTRIBUTION

Linear Energy Transfer Measurements and
Estimation of Relative Biological Effectiveness
in Proton and Helium Ion Beams Using
Fluorescent Nuclear Track Detectors
Iv�an D. Mu~noz, MSc,*,y,z Daniel García-Calder�on, MSc,*,z,x Renato Felix-Bautista, PhD,y,z Lucas N. Burigo, PhD,y,z

Jeppe Brage Christensen, PhD,║ Stephan Brons, PhD,z,{ Armin Runz,y,z Peter H€aring, PhD,y,z Steffen Greilich, PhD,#

Joao Seco, PhD,z,x and Oliver J€akel, PhDy,z,{

*Department of Physics and Astronomy, University of Heidelberg, Heidelberg, Germany; yDivision of Medical Physics in Radiation
Oncology, German Cancer Research Center (DKFZ), Heidelberg, Germany; zHeidelberg Institute for Radiation Oncology (HIRO),
National Center for Radiation Research in Oncology (NCRO), Heidelberg, Germany; xDivision of Biomedical Physics in Radiation
Oncology, German Cancer Research Center (DKFZ), Heidelberg, Germany; ║Department of Radiation Safety and Security, Paul
Scherrer Institute (PSI), Villigen, Switzerland; {Heidelberg Ion-Beam Therapy Center (HIT), Department of Radiation Oncology,
Heidelberg University Hospital, Heidelberg, Germany; and #Berthold Technologies GmbH & Co KG, Units of Radiation Protection and
Bioanalytics, Bad Wildbad, Germany

Received Oct 3, 2023; Accepted for publication Feb 22, 2024

Purpose: Our objective was to develop a methodology for assessing the linear energy transfer (LET) and relative biological
effectiveness (RBE) in clinical proton and helium ion beams using fluorescent nuclear track detectors (FNTDs).
Methods and Materials: FNTDs were exposed behind solid water to proton and helium (4He) ion spread-out Bragg peaks.
Detectors were imaged with a confocal microscope, and the LET spectra were derived from the fluorescence intensity. The
track- and dose-averaged LET (LETF and LETD, respectively) were calculated from the LET spectra. LET measurements were
used as input on RBE models to estimate the RBE. Human alveolar adenocarcinoma cells (A549) were exposed at the same
positions as the FNTDs. The RBE was calculated from the resulting survival curves. All measurements were compared with
Monte Carlo simulations.
Results: For protons, average relative differences between measurements and simulations were 6% and 19% for LETF and
LETD, respectively. For helium ions, the same differences were 11% for both quantities. The position of the experimental LET
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models using LETD as input, FNTD-based RBE values ranged from 1.02 § 0.01 to 1.25 § 0.04 and from 1.08 § 0.09 to 2.68 §
1.26 for protons and helium ions, respectively. The average relative differences between these values and simulations were 2%
and 4%. For A549 cells, the RBE ranged from 1.05 § 0.07 to 1.47 § 0.09 and from 0.89 § 0.06 to 3.28 § 0.20 for protons and
helium ions, respectively. Regarding the RBE-weighted dose (2.0 Gy at the spread-out Bragg peak), the differences between
simulations and measurements were below 0.10 Gy.
Conclusions: This study demonstrates for the first time that FNTDs can be used to perform direct LET measurements and to
estimate the RBE in clinical proton and helium ion beams. � 2024 The Author(s). Published by Elsevier Inc. This is an open access
article under the CC BY-NC license (http://creativecommons.org/licenses/by-nc/4.0/)

Introduction

Owing to their physical characteristics and induced biologi-
cal response, proton and helium ion beams constitute a
powerful tool for cancer treatment. Presently, proton beam
therapy (PBT) is an already well-established clinical option.
Although helium ions have only been used to a limited
extent for cancer treatment,1,2 this particle species offers
promising characteristics, with the potential to bridge the
gap between protons and carbon ions.3,4 Currently, at the
Heidelberg Ion-Beam Therapy Center in Germany, there is
an ongoing effort to initiate treatments with helium ions on
a regular basis, with the first patient already having received
treatment.5

Current practice in PBT is to assume a constant relative
biological effectiveness (RBE) of 1.1,6,7 although there is evi-
dence suggesting an RBE increase toward the end of the pro-
ton range.6-8 For helium ion beam therapy (HeBT), both
constant and variable RBE approaches have been
proposed.4,9,10 Intending to readily predict the RBE for clini-
cal settings, empirical RBE models based on in vitro cell sur-
vival data have been developed for both protons and helium
ions.9,11-13 These models are parameterized in terms of the
linear energy transfer (LET), which has traditionally been
the quantity of choice to relate RBE and ionization density.
Thus, in principle, the ability to measure the LET would
enable the experimental measurement of the RBE for clini-
cal scenarios. However, the RBE also depends—among
other factors such as absorbed dose, cell line, and oxygen-
ation—on the type of ion, that is, 2 ions with the same LET
can have different RBEs.14 Because of nuclear reactions, the
mixed ion fields in HeBT are primarily composed of hydro-
gen and helium ions.1 Therefore, the full LET spectrum
might be necessary to apply adequate models to calculate
the RBE for each ion component.9

Fluorescent nuclear track detectors (FNTDs) enable the
measurement of the LET spectra of protons and heavier ions,
within the energy range relevant to PBT and HeBT.15-17

However, the accuracy of such measurements is limited
because of nonuniform sensitivities between individual
detectors.16,17 Recently, an experimental approach was

developed to correct for the sensitivity of each detector, allow-
ing for the direct measurement of LET for unknown ion
fields.17 Given these tools, it appears plausible to use FNTD-
based LET measurements in combination with phenomeno-
logical RBE models to estimate the RBE for PBT and HeBT.
Thus, the present study aimed to develop a novel approach to
estimate the RBE for PBT and HeBT by using the LET spec-
tra measured with FNTDs as input on phenomenological
RBE models. To assess the accuracy of the proposed methods,
clonogenic cell survival assays and Monte Carlo simulations
were performed.

Methods and Materials

Treatment plans and dosimetry

Experiments were carried out at Heidelberg Ion-Beam Ther-
apy Center with scanned pencil beams. Treatment plans for
protons and helium (4He) ions were generated using TRiP
version 1310.18 The plans were optimized in terms of
absorbed dose to deliver 1.0 Gy on a 5.0 cm spread-out
Bragg peak (SOBP), at a depth from 10 to 15 cm in water.
This resulted in 18 and 17 energies, ranging from 117.50 to
146.56 MeV/u and from 119.78 to 147.93 MeV/u for pro-
tons and helium ions, respectively. For each energy, 961
scanned spots were used to generate 9.0 £ 9.0 cm fields.
These plans were used as references for all experiments and
will be referred to as “base plans” hereafter. The number of
particles per spot was scaled to adapt the base plans accord-
ing to the requirements of different experiments, without
modifying the dose profiles and particle spectra.

The relative depth dose (Drel zð Þ) distributions were mea-
sured within a PTW RW3 solid water phantom with an
Advanced Markus type 34045 ionization chamber (S.N.:
000378). Drel zð Þ was calculated as the ratio between the
charge measured at a given depth (z) and at the reference
depth (zref ) of 12.7 cm. In the latter case, variations due to
in-depth changes in the beam quality were neglected. The
absolute doses (DðzÞ) were determined by measuring with a
Farmer type 30013 ionization chamber (S.N.: 0001714) at
zref and scaling Drel zð Þ to this value. The absorbed dose was
calculated according to international protocols.19 In particu-
lar, the measurements were corrected for influence quanti-
ties and changes in the beam quality relative to the reference
beam.19 A fixed beam quality correction factor (kQ ;Q0

) of

1

Hydrogen ions refer to all ions with an atomic number equal to 1,
including protons, deuterons, tritons, and heavier isotopes. Helium ions
refer to all ions with an atomic number equal to 2, including, for instance,
3He, 4He, and 5He ions.
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1.031 § 0.018 was used for both protons and helium ions.
This value was calculated from the practical range of the
proton beam.19 Both chambers were calibrated in terms of
absorbed dose in water using 60Co g rays at the Physika-
lisch-Technische Bundesanstalt in Brunswick, Germany.

FNTDs

FNTDs (4.0 £ 8.0 £ 0.5 mm3) produced by Landauer Inc
Crystal Growth Division were used. For each crystal, a sensi-
tivity correction factor was obtained by exposing the FNTDs
to 244Cm a particles.17 Briefly, FNTDs were positioned
3 mm from an unshielded disk source with the polished sur-
face facing the source. The source material consisted of
244Cm electrodeposited on a circular area with a diameter of
3 mm. Afterward, the detectors were exposed behind RW3
solid water at depths of 0.5, 7.5, 9.6, 12.7, 14.1, and 14.5 cm
to the proton and helium ion beams. For helium ions, an
additional irradiation was conducted at a depth of 17.0 cm
to investigate the RBE of hydrogen ions in the fragmenta-
tion tail. At each depth, 3 FNTDs were exposed side-by-side
around the beam axis. To irradiate all detectors with
approximately the same fluence (1.5 £ 106 cm−2), the base
plans were scaled for each depth, based on Monte Carlo
simulations. FNTDs were imaged with a Carl Zeiss LSM-
710 confocal microscope employing the same setup and
parameters as in previous works.16,17 For each detector, 3
stacks of 11 images were acquired from 15 to 65 mm below
the detector surface. For detectors exposed at 14.5 cm to
helium ions, 5 stacks were used to reduce the statistical noise
due to the broad LET range.

After track reconstruction, the raw count rate of each
track (hraw) was calculated as the ratio between the mean
intensity of all the track spots belonging to the same track
and the pixel dwelling time t ¼ 40.33 ms, where t is the
time spent by the microscope laser in each scanned position
during image acquisition. The count rate corrected for vari-
able laser power, avalanche photodiode saturation, and non-
linearity between laser power and fluorescence intensity was
calculated as: hsat;p ¼

�
� hs lnð1� hraw=hsÞ

�
ð100%=pÞ

ðp=pref Þ�0:164; where hs ¼ 16.2 § 1.4 MHz is the saturation
count rate, p ¼ 20% is the laser power used for image acqui-
sition, and pref ¼ 10% is the reference laser power.16,17 The
count rate corrected by the FNTD sensitivity, in which a
given track was recorded (ks;i), and by the microscope
response at the scanning time (kd) was calculated as:
h ¼ ks;ikdhsat;p:

17 For each track, the LET in water was cal-
culated using the following calibration curve:

LET ¼ bi 10
h
ai � 1

� �
ð1Þ

where ai and bi are fitting parameters. Two parameter sets
were tested. One set was obtained by fitting to data for
monoenergetic protons, helium (4He), carbon (12C), and
oxygen (16O) ions (a1 ¼ 19.0 § 0.7 MHz and b1 ¼ 1.11 §
0.07 keV/mm).17 The second set of parameters was obtained

by fitting to the same data for protons and helium ions, as
well as data for FNTDs exposed behind RW3 slabs to 50.57
MeV/u helium (4He) ions (a2 ¼ 24.6 § 1.8 MHz and b2 ¼
1.58 § 0.17 keV/mm; Appendix E1). The track- and dose-
averaged LET (LETF and LETD, respectively) were calcu-
lated from the LET spectra (Appendix E2) according to their
definitions.20 Throughout this work, the LET is reported in
water.

RBE calculations

From LET measurements, the RBE was calculated using the
McNamara and Wedenberg models for protons11,12 and the
Mairani model for helium ions.9,13 These models require the
LET, absorbed dose, the linear quadratic model (LQM) a
and b parameters for x-rays (aX and bX ; respectively), and
their ratio (½a=b�X). For the McNamara model, LETD and D
ðzÞ were used directly as input. For the Wedenberg and
Mairani models, the LQM a for the kth recorded track (aj;k;
where j ¼ H for hydrogen ions and j ¼ He for helium
ions), with LET equal to LETk; was calculated as9,12,13

aj;k ¼ aX 1þ Gj a=b½ �X
� �

gj LETkð Þ� � ð2Þ
where GHð½a=b�XÞ ¼ k0;Hð½a=b�XÞ�1 with k0;H ¼ 0.434 Gy
mm keV−1, GHeð½a=b�XÞ ¼ k0;He þ ð½a=b�XÞ�1 with k0;He ¼
1.40 £ 10−1 Gy−1, gHðLETkÞ ¼ LETk and
gHeðLETkÞ ¼ ðk1;HeLETkÞexpð�k2;HeLET2

kÞ with k1;He ¼
2.56 £ 10−1 Gy keV−1 mm and k2;He ¼ 2.36 £ 10−5 keV−2

mm2.9,13 Similarly, bj;k was calculated as

bj;k ¼ bXhj LETkð Þ ð3Þ
where hHðLETkÞ ¼ 1 and hHeðLETkÞ ¼ b0exp
�½ðLETk � b1Þ=b2�2
� �

with b0 ¼ 2.66, b1 ¼ 62.61 keV
mm−1, and b2 ¼ 48.12 keV mm−19. This resulted in one aj;k
and bj;k value per recorded track. The average a and b for
the full spectrum (aion and bion; respectively) were calcu-
lated as21

aion ¼
Pn

k LETkaj;kPn
k LETk

ð4Þ

ffiffiffiffiffiffiffiffi
bion

p
¼

Pn
k LETk

ffiffiffiffiffiffiffi
bj;k

p
Pn

k LETk
ð5Þ

From aion and bion; the RBE was calculated as12

RBE ¼ � 1
2D

a

b

	 

X

þ 1
D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
4

a

b

	 
2
X
þ aion

aX

a

b

	 

X
Dþ bion

bX
D2

s
ð6Þ

where D ¼ DðzÞ is the dose per fraction at the studied posi-
tion. For the mixed ion fields generated by helium ions, the
hydrogen and helium ion components were isolated by apply-
ing an LET cutoff value (LETcut) to the LET spectra. LETcut

was set as the local minimum between the hydrogen and
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helium ion peaks. Tracks with LET � LETcut were treated as
hydrogen ions and tracks with LET > LETcut as helium ions.
For the hydrogen and helium ion components, the Wedenberg
and Mairani models were applied, respectively.

Additionally, the LETD approach for the Mairani model was
examined for helium ions. In this case, aion was calculated from
Equation 2 with k0;He ¼ 2.32£ 10−1 Gy−1 for GHeð½a=b�XÞ ¼
k0;He þ ð½a=b�XÞ�1; k1;He ¼ 1.59 £ 10−1 Gy keV−1 mm for
gHe;kðLETDÞ ¼ k1;HeLETD, and it was assumed that bion ¼ bX

9.
The aX and bX values obtained in this study for human

alveolar adenocarcinoma cells (A549) exposed to 6 MV x-
rays (Appendix E2) were applied to all models.

Simulations

The simulations were conducted using TOPAS version
3.7.22 The nozzle was modeled with a simplified geometry,
consisting of a water slab representing the beam application
and monitoring system, a 3.0 mm PMMA ripple filter, and a
0.2 mm-thick vacuum window.23 The phantom was mod-
eled as a 30 £ 30 £ 20 cm3 box filled with RW3 solid water,
with its proximal surface located 1.0 m from the nozzle win-
dow. The RW3 material was defined using the density and
chemical composition reported in the literature.24 The
source was modeled as a series of 9.0 £ 9.0 cm2 parallel
beams that impinged perpendicularly upon the phantom
surface. The energy and relative fluence weight of each
beam were retrieved from the treatment plans. The geome-
try and beam parameters were validated by comparing the
depth dose distributions against ionization chamber meas-
urements carried out in this and previous works.25

LETF and LETD values were obtained using two
approaches: one deriving the LET from energy spectra and the
other directly scoring energy depositions per track length.26

For the energy spectrum approach, the energy of each particle
was recorded on 4.0 £ 4.0 cm2 surfaces located at the depths
of interest using phase space scorers. The LET of each particle
was set equal to the electronic stopping power in water.20 The
electronic stopping powers were calculated from the energy
through lookup tables.27 LETF and LETD were calculated from
the LET spectra (Appendix E2). For the energy deposition
approach, LETF and LETD were calculated using in-built and
custom scorers. These scorers tally the energy losses on a vol-
ume, which are then divided by the step lengths.26

The RBE for protons was calculated using the McNamara
model in the proton RBE scorer available for TOPAS as an
extension.28 For helium ions, the RBE was calculated from
the simulated in-depth dose and LETD distributions, using
the LETD approach of the Mairani model9 in a postprocessing
stage. For consistency, the aX and bX obtained in this work
were used for both protons and helium ions (Appendix E3).

In all cases, only particles—from all generations—with
atomic numbers equal to or less than the atomic number of
the primary ions were considered to calculate LETF and
LETD, as suggested for protons.29 The overall parameters of
the simulations are summarized in Appendix E4.30

Cell survival clonogenic assays

A549 cells were seeded 12 hours before the irradiations on
Greiner Bio-One 50-mL cell culture flasks containing 5 mL
of Ham’s F-12 K (Kaighn’s) medium, supplemented with
10% fetal bovine serum and 1% Pen-Strep (both from
Thermo Fisher Scientific). The cells were kept at 37 °C
under 5% CO2 for attachment.31 Before use, the cells were
tested for mycoplasma contamination and authenticated by
single nucleotide polymorphism profiling.32

For the irradiations, flasks were placed behind RW3
plates, with the cell monolayer at the same position as the
FNTDs. To account for the water equivalent thickness of
the flask attachment wall (1.2 mm), 1.0 mm less of RW3
was placed on the beam path for all depths. At each position
and for each replicate, three flasks were irradiated to doses
of 1.0, 2.0, 4.0, and 6.0 Gy RBE-weighted dose, where the
RBE was estimated from the FNTD measurements. This
enabled a comparable number of colonies, independent of
the beam quality. To irradiate three flasks under identical
conditions, we irradiated one pair of flasks and a single flask
separately because of field size constraints. The flasks were
positioned upright during irradiation, partially exposing the
cell monolayer to air. Because protons and helium ions are
scattered mainly at small angles and secondary ions pro-
duced by nuclear reactions are emitted predominantly in
the forward direction, it was assumed that the dose due to
backscattered radiation could be neglected in this experi-
mental setup. To account for any additional stress associated
with cell exposure to air, nonirradiated control flasks were
also placed in an upright position during the experiments
for the same duration as the irradiations. After the irradia-
tions, cells were grown for 11 days at 37 °C under 5% CO2.
Afterward, cell colonies were fixed with 100% ethanol,
stained with crystal violet, and counted under a microscope.
Colonies containing more than 50 cells were labeled as via-
ble. All experiments were performed in triplicate.

The mean survival fraction was calculated by applying
inverse-variance weighting. A curve corresponding to the
LQM was fitted to the survival fraction as a function of the
absorbed dose using the Levenberg-Marquardt method and
applying inverse variance weighting. The survival fraction at
each depth was calculated based on the resulting fitting
parameters for the clinical absorbed dose at that depth
(DcðzÞ; with Dcðzref Þ ¼ 2.0 Gy=RBE, assuming RBE values of
1.1 and 1.3 for protons and helium ions, respectively). To serve
as low LET reference, cells from the same line were exposed to
6-MV x-rays (Appendix E3). The RBE at each depth was calcu-
lated as the ratio between DcðzÞ and the dose of 6-MV x-rays
that would result in the same survival fraction.

Results

Fluorescent images obtained from FNTDs exposed to the
proton and helium ion SOBPs at zref are depicted in

ARTICLE IN PRESS
4 Mu~noz et al. International Journal of Radiation Oncology � Biology � Physics

78



3.7. Publication III

Figure 1. Equivalent images for all irradiation positions can
be found in Appendix E5. In general, the fluorescence inten-
sity of recorded tracks increased with depth because of
increasing ionization density. Additionally, track projections
(ie, lengths) relative to the detector’s surface increased with
depth because of scattering within the phantom. For FNTDs
exposed to helium ions, two well-defined sets of low- and
high-intensity tracks were observed, corresponding to
hydrogen and helium ions, respectively. In comparison,
detectors exposed to protons showed single peaked and nar-
rower fluorescence intensity distributions. On average, 260
§ 27 tracks were recorded per imaged frame.

Figure 2 shows the in-depth distributions of dose, LETF,
and LETD obtained from measurements and simulations.
The consistency between ionization chamber measurements
and simulations validates the geometry and parameters
implemented in the simulations. The energy spectrum and
energy deposition methods employed in the simulations to
obtain LETF agreed within 2%. For LETD, these 2 methods
resulted in average differences of 8%, except for the distal
dose falloff (z ¼ 14.5 cm), where the differences reached
14% and 26% for protons and helium ions, respectively.
Overall, the energy deposition approach resulted in higher
values at the entrance channel and lower values toward the
distal SOBP compared with the energy spectrum approach.
Because of methodology similarities, in the following, LET
measurements are compared against simulation results
using the energy spectrum approach. Using a1 and b1 in
Equation 1, for protons the average differences between sim-
ulations and measurements were 6% and 19% for LETF and
LETD, respectively. These differences increased to 8% and
28% by using a2 and b2: In contrast, FNTDs and simula-
tions showed better agreement for a2 and b2 than for a1 and
b1 in the case of helium ions, with average differences of
11% for both LETF and LETD. However, the values at the
distal dose falloff for LETF and fragmentation tail (z ¼ 17.0
cm) for LETD were not considered in calculating these dif-
ferences. At these positions, the differences reached 46%

and 67%, respectively. Similarly, without considering these
two cases, for a1 and b1 the average differences between
measurements and simulations increased to 31% and 41%
for LETF and LETD, respectively. The LETD at the distal
dose falloff was overestimated by a factor of 2.2 when using
a1 and b1 compared with the simulations. Considering these
observations, the mixed fields generated by helium ions,
using a1 and b1 for the low LET component (ie, hydrogen
ions) and a2 and b2 for the high LET component (ie, helium
ions), were also tested. However, this approach resulted in
an increase of LETF and LETD by less than 1%, which was
deemed negligible. In view of these results, a1 and b1 were
used for protons and a2 and b2 for helium ions in subse-
quent analysis. Thus, according to the measurements, for
protons, LETF ranged from 0.55 § 0.06 to 6.78 § 0.59 keV/
mm and LETD from 0.55 § 0.06 to 8.61 § 0.53 keV/mm
(Table 1). For helium ions, LETF ranged from 2.48 § 0.17
to 9.47 § 1.36 keV/mm and LETD from 2.53 § 0.19 to 40.4
§ 23.0 keV/mm (Table 1).

The LET spectra at zref obtained from both FNTDs and
simulations are shown in Figure 3. LET spectra graphs for
all depths are provided in Appendix E6. For protons, the
LET spectra showed one peak at all depths. Except for the
entrance channel (z ¼ 0.5 cm), where only one peak was
present, the spectra for helium ions were characterized by
the presence of two peaks, with the low- and high-LET
peaks corresponding to hydrogen and helium ions, respec-
tively. It can be noticed that, in all cases, the measured LET
spectra are broader compared with simulations. However,
on average, the position of the primary peaks agreed within
9% and 14% for protons and helium ions, respectively. For
helium ions, the number of secondary hydrogen ions rela-
tive to the total number of ions increased from 13% at
7.5 cm to 32% at 14.1 cm for the measurements and from
22% at 7.5 cm to 39% at 14.1 cm for the simulations. Con-
trarily, at the distal dose falloff, the relative number of
hydrogen ions was 79% and 72% according to the measured
and simulated data, respectively.

20 μm

Protons, z = 12.7 cm Helium ions, z = 12.7 cm

20 μm

(A) (B)

Fig. 1. Maximum fluorescence intensity projection images from fluorescent nuclear track detectors exposed at 12.7 cm in
RW3 solid water to (a) protons and (b) helium ions. A darker color indicates a higher fluorescence intensity. Image size:
1280 £ 1280 pixels (135 £ 135 mm). The same contrast window was applied to both subfigures.
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RBE distributions obtained from clonogenic assays,
FNTDs, and simulations are shown in Figure 4. In all cases,
the RBE sharply increases toward the end of the beam
ranges. The McNamara and Wedenberg models showed an
average percentage difference of 10% and 8%, respectively,
between RBE values obtained from clonogenic assays and
those predicted using FNTDs. For both models, the maxi-
mum discrepancies relative to the clonogenic assays were
observed at the distal SOBP (z ¼ 14.1 cm), where differen-
ces reached 18% and 16% for the McNamara and Weden-
berg models, respectively. Using the measured LETD as
input on the McNamara model resulted in an underestima-
tion of the RBE of 2% on average compared with simula-
tions, with a maximum difference of 5% at the distal dose
falloff. For helium ions, both the LET spectra and LETD

approaches used to calculate the RBE resulted in average dif-
ferences of 12% with respect to the clonogenic assays. For
both methods, the greatest differences were found at the dis-
tal dose falloff, with underestimations of 30% and 18% for
the LET spectra and LETD approaches, respectively.

Compared with simulations, FNTDs yielded RBE values
that were 4% lower on average, with a maximum difference
of 13% at the distal dose falloff. Regardless of the model,
FNTDs predicted average RBE values of 1.1 and 1.4 at the
SOBP (z ¼ 9.6, 12.7, and 14.1 cm) for protons and helium
ions, respectively. Similarly, the clonogenic assays predicted
average RBE values of 1.2 and 1.5 for protons and helium
ions, respectively. The obtained RBE values are summarized
in Table 1.

The in-depth RBE-weighted dose distributions obtained
from measurements (ionization chamber and FNTDs) and
simulations for the proton and helium ion SOBPs are shown
in Figure 5. The average difference between simulations and
experiments for protons was 0.02 Gy, with a maximum dif-
ference of 0.07 Gy located at the distal dose falloff. For
helium ions, the average difference between simulations and
measurements was 0.05 Gy, with the highest deviation of
0.10 Gy situated at the distal SOBP. A close-up of the RBE-
weighted dose distributions at the SOBP can be found in
Appendix E7.
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Fig. 2. LETF and LETD as a function of the depth in RW3 for the studied proton and helium ion SOBPs. (a) LETF and (b)
LETD for the proton SOBP. (c) LETF and (d) LETD for the helium ion SOBP. Measured and simulated depth-dose (right axes
labels) profiles are shown as reference. For FNTDs, error bars indicate the standard uncertainty from detectors exposed under
the same conditions. For simulations, error bars correspond to the statistical uncertainty from independent runs. Uncertainties
are reported with a coverage factor k ¼ 1: Abbreviations: FNTD = fluorescent nuclear track detector; LETD = dose-average lin-
ear energy transfer; LETF = track-average linear energy transfer; SOBPs = spread-out Bragg peaks.

ARTICLE IN PRESS
6 Mu~noz et al. International Journal of Radiation Oncology � Biology � Physics

80



3.7. Publication III

Discussion

As the availability of PBT continues to expand and algo-
rithms emerge to optimize treatments based on both
absorbed dose and LET,33 there is an increasing need for

experimental tools capable of measuring LET in clinical
environments. For HeBT, such tools are also relevant, espe-
cially considering the higher RBE of helium ions compared
with protons and because the LET-based treatment optimi-
zation can be equally implemented as in PBT. However, to

Table 1 Experimental and simulated LETF, LETD, and RBE values at the studied depths for experiments with 5.0-cm wide
proton (1H) and helium ion (4He) spread-out Bragg peaks

Ion Depth [cm]
LETF [keV/mm] LETD [keV/mm] RBE

FNTDs* Simsy FNTDs* Simsy FNTDsz FNTDs§ Simsz Cells
1H 0.5 0.55 § 0.06 0.593 § < 0.001 0.55 § 0.06 0.73 § 0.02 1.02 § 0.01 1.02 § 0.08 1.034 § <0.001 1.05 § 0.07

7.5 0.77 § 0.03 0.861 § <0.001 0.80 § 0.04 1.08 § 0.02 1.03 § 0.01 1.03 § 0.08 1.047 § <0.001

9.6 1.12 § 0.13 1.177 § 0.003 1.67 § 0.16 2.05 § 0.08 1.06 § 0.01 1.06 § 0.08 1.070 § <0.001 1.15 § 0.07

12.7 1.85 § 0.23 1.846 § <0.001 2.96 § 0.50 3.14 § 0.03 1.09 § 0.02 1.10 § 0.08 1.094 § <0.001 1.14 § 0.07

14.1 3.88 § 0.44 3.603 § 0.007 5.15 § 0.69 5.70 § 0.10 1.14 § 0.03 1.17 § 0.09 1.147 § <0.001 1.39 § 0.08

14.5 6.78 § 0.59 6.955 § 0.031 8.61 § 0.53 11.96 § 0.07 1.25 § 0.04 1.32 § 0.10 1.308 § <0.001 1.47 § 0.09
4He 0.5 2.48 § 0.17 2.312 § 0.002 2.53 § 0.19 2.86 § 0.07 1.08 § 0.09 1.06 § 0.09 1.115 § 0.001 0.89 § 0.06

7.5 3.35 § 0.12 2.872 § <0.001 3.81 § 0.16 4.00 § 0.10 1.13 § 0.09 1.11 § 0.09 1.142 § 0.001

9.6 4.11 § 0.02 3.674 § 0.005 5.57 § 0.11 6.12 § 0.09 1.19 § 0.09 1.19 § 0.09 1.210 § 0.001 1.30 § 0.08

12.7 6.07 § 0.37 5.542 § 0.015 9.40 § 0.81 11.35 § 0.07 1.34 § 0.11 1.37 § 0.11 1.362 § 0.001 1.38 § 0.08

14.1 9.47 § 1.36 9.382 § 0.036 17.1 § 1.2 20.57 § 0.29 1.61 § 0.13 1.71 § 0.14 1.643 § 0.001 1.73 § 0.10

14.5 5.23 § 0.24 9.635 § 0.018 40.4 § 23.0 44.04 § 0.40 2.68 § 1.26 2.29 § 0.86 2.320 § 0.002 3.28 § 0.20

17.0 1.20 § 0.22 1.464 § 0.014 1.66 § 0.41 4.89 § 1.42

Depths are reported in RW3 solid water. For FNTD-based LET measurements, the uncertainties indicate the standard uncertainty from detectors
exposed under the same conditions. For RBE values derived from FNTD data, the uncertainties correspond to the combined uncertainty taking into
account the uncertainties on the LET, a and b parameters, and statistical variations. For RBE values obtained from cell experiments, the uncertainty indi-
cates the combined uncertainty of the dose ratio, considering the uncertainty associated with the a and b parameters. For simulations, the uncertainty cor-
responds to the statistical variations from independent runs.
Abbreviations: FNTDs = fluorescent nuclear track detectors; LETD = dose-average linear energy transfer; LETF = track-average linear energy transfer;

RBE = relative biological effectiveness; Sims = simulations.
* a1 and b1 for protons and a2 and b2 for helium ions.
y Energy spectra method.
z McNamara and Mairani (LETD) models for protons and helium ions, respectively.
x Wedenberg and Mairani (LET spectra) models for protons and helium ions, respectively.

Fig. 3. Measured and simulated LET spectra in water at 12.7 cm in RW3 for the (a) proton and (b) helium ion beams. The
spectra are shown normalized to the maximum value. A logarithmic binning from 0.1 to 1000 keV/mm was applied, with 80
and 240 bins to the experimental and simulated data, respectively. Abbreviations: LET = linear energy transfer.
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this date, no standard devices or methods exist to cope with
this need. In this work, we showed that FNTDs can be used
in a clinical setting to measure LET spectra of proton and
helium ion beams. These measurements enable the calcula-
tion of LETF and LETD and can distinguish between compo-
nents resulting from different ion species in mixed ion fields,
such as those encountered in HeBT.

In previous studies, LET spectra in clinical proton,
helium, and carbon ion beams measured with FNTDs were
presented.34 However, in this work, we reported for the first
time direct LET spectra measurements in proton and helium
ion SOBPs, in the sense that no previous knowledge, addi-
tional information—such as Monte Carlo simulations—or a
priori assumptions were required to obtain accurate results.
The latter was possible by merit of the applied sensitivity
correction factor to the FNTDs.17 The proposed method
uses knowledge about the beam energy solely during the

calibration process. This calibration allows for LET meas-
urements in unknown light-ion fields without requiring
information about the energy.17 The authors foresee that
this will allow us to explore even more challenging experi-
mental scenarios in future works, such as additional beams,
anthropomorphic phantoms exposed to multiple fields, out-
of-field measurements, and intracenter comparisons. How-
ever, additional investigations are required to further
increase the accuracy of LET measurements, particularly in
regions with the highest LET. For instance, the fact that dif-
ferent parameters for the calibration curve (Equation 1)
were required supports the hypothesis that the fluorescence
intensity depends both on the LET and type of particle
because of track structure effects. In particular, different ion
species with the same LET produce different energy transfer
distributions around the track core, leading to the same
amount of energy being deposited in different spatial
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Fig. 4. RBE as a function of the depth in RW3 for (a) protons and (b) helium ions. Measured and simulated depth-dose
(right axes labels) profiles are shown as a reference. For experimental data, error bars indicate the combined uncertainty, taking
into account the linear energy transfer, a and b parameters, and statistical fluctuations. For simulations, error bars correspond
to the standard uncertainty from independent runs. Uncertainties are reported with a coverage factor k ¼ 1: Abbreviations:
RBE = Relative biological effectiveness.
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patterns within the crystal and consequently modifying the
fluorescence of the track spots. Discrepancies between simu-
lations and measurements at the distal dose falloff can be
attributed to an increased energy dependence of the fluores-
cence intensity on the particle type outside the LET range
covered by the calibration data, particularly for low-energy
protons and helium ions. According to the calibration curve
(Equation 1), the fluorescence intensity increases monotoni-
cally with the LET. However, it is reasonable to expect that
the fluorescence intensity will eventually saturate or
decrease for each ion type, deviating as LET increases from
the trend set by the calibration. Therefore, improved and
independent calibration curves for protons and helium ions,
spanning the range of clinically relevant LET values, are
required to avoid relying on ions heavier than the ones
under study to extend the calibration curves to the highest
LET levels that might be encountered. Such calibration
curves would require the exposure of FNTDs to low-energy
(<50 MeV/u) monoenergetic protons and helium ions. In
this work, low-energy helium ion beams were achieved by
lowering the energy through absorbers of different thick-
nesses. However, this approach might not be optimal, as it
leads to energy broadening and contamination from par-
ticles generated by nuclear reactions.

Apart from inaccuracies caused by the fluorescence
intensity-to-LET calibration, differences between simula-
tions and measurements can be ascribed to additional fac-
tors, for instance, the broadening of the measured LET
spectra with respect to the simulations. In this case, the
response of the experimental system (both microscope and
FNTDs) to a monoenergetic beam is characterized by a
broad LET distribution because of inherent fluctuations in
the fluorescence excitation-emission detection process and
stochastic energy deposition.17 In contrast, for the energy
spectra approach used in the simulations, the response to a
monoenergetic beam in the LET space is a d function.
Clearly, this extends to mixed broad-energy beams and is
the primary cause of the observed broadening of the LET
spectra. This effect can be partially mitigated by averaging
over more slices to compensate for energy straggling and by
repeatedly imaging the same regions to reduce variations
from fluorescence and detection efficiencies. Another factor
is that the high-LET tail of the LET spectra is not entirely
represented by the measurements, owing to the low likeli-
hood of high-LET events coupled with the relatively low
number of imaged tracks. The latter causes higher discrep-
ancies between measurements and simulations for LETD

than for LETF. This issue can be addressed by scanning
larger areas, albeit at the expense of longer imaging times.
Another option is to use lower magnification objectives to
cover larger areas faster, but this may compromise the
detectability of low-LET events. Clearly, the number of
tracks per frame can be increased by increasing the experi-
mental fluences, but more robust tracking parameters would
be necessary. One additional consideration is the high inher-
ent uncertainty when measuring close to the distal dose fall-
off, due to steep dose, LET, and RBE gradients, which might

further explain the observed larger deviations in that region.
Still, FNTDs are well-suited for high-gradient measurements
because of their small measurement volume. Regarding sim-
ulations, some limitations should also be recognized, for
instance, inaccurate fragmentation cross sections and stop-
ping power data,35,36 as well as discrepancies due to different
scoring techniques.26,29 The latter highlights the importance
of experimental techniques for LET measurements to per-
form independent verifications.

Conceptually similar to this work, measurements of lin-
eal energy (y) spectra have been performed in clinical pro-
ton and helium ion beams and used as input on RBE
models to estimate cell survival or RBE through a measured
physical beam quality descriptor. These studies have been
performed both with tissue equivalent proportional counters
and silicon-on-insulator detectors.37-40 However, it should
be noticed that y and LET are distinct quantities, differing
in how they are defined and measured.41,42 In view of these
differences, RBE models specifically based both on y and
LET have been developed, each requiring the use of the
appropriate input quantities. Determining which model and
physical quantity is more suitable is beyond the scope of
this study.

To better judge the effect of the accuracy of LET meas-
urements on the RBE calculations, the results were com-
pared against in silico and in vitro RBE values. The
differences from both simulations and FNTD-based RBE
values with respect to the clonogenic assays can be attrib-
uted to biological variabilities and to the fact that the RBE
models used in this work were based on best fitting to sets
of clonogenic data, which were characterized by a high dis-
persion. The latter supports future attempts to employ
FNTDs as a tool for RBE verification of computational tools.
The systematic deviation of simulated and FNTD-based
RBE values from the cell-based RBE results, despite differen-
ces in LET, supports the idea that these deviations are linked
to the models and biological variability in our experiments.
Future studies, focused on the cell experiments and in vitro
RBE validation, should assess to what extent a more realistic
simulated geometry would decrease the differences between
simulations and experiments. It is noteworthy that the
RBE’s low sensitivity to variations in LET allows for a cer-
tain degree of variability in the measured LET while still
yielding relatively accurate RBE results. A dedicated study
investigating the sensitivity of the RBE to changes in the
LET could shed light on the required accuracy for LET
measurements. The differences from both simulations and
FNTD-based RBE values with respect to the clonogenic
assays can be attributed to biological variabilities and to the
fact that the RBE models used in this work are based on best
fitting to sets of clonogenic data, which are characterized by
a high dispersion. It is worth noting that these are early
results, as only 1 cell line has been investigated. Further
experiments involving more cell lines and additional beams
are required. Data from such experiments could enhance
the agreement and provide insights into the observed differ-
ences between model predictions and cell experiments. The
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results obtained from the clonogenic assays were consistent
with those reported in previous studies for the same cell line
after exposure to x-rays,43 protons,44 and helium ions.9

In the last step, the RBE-weighted dose distributions
obtained from measurements and simulations were com-
pared. The excellent agreement further demonstrated that
FNTDs can provide results comparable to those from simu-
lations. In principle, FNTD-based LET measurements can
be used with any model parameterized in terms of the LET
and not exclusively with those used in the present study.
The proposed method can also be applied to ions other than
those studied in this work. For this, it is essential to have
LET-based RBE models for all the involved particle species,
including secondary ions. Moreover, the accuracy of LET
and RBE measurements and the requirements for the cali-
bration curve should be evaluated. Another aspect to con-
sider is that the extraction of single peaks from the LET
spectra is expected to become increasingly challenging in
the highly mixed particle fields generated by heavier ions,
such as carbon ions. To incorporate the proposed technique
into clinical routine, it is necessary to automate and increase
the sample imaging throughput, which can be achieved by
dedicated FNTD readers and faster readout systems.45,46 In
addition, the analysis and modeling tools should be inte-
grated and further automated.

Conclusion

The developed methodology allows for direct measurement
of LET spectra, LETF, and LETD in clinical proton and
helium ion beams using FNTDs. Furthermore, these meas-
urements can be integrated into LET-based RBE models to
predict the RBE and, consequently, calculate RBE-weighted
doses for both proton and helium ion beams. Although the
measured LET values exhibited nonnegligible differences
compared with the simulations, we identified possible
approaches to enhance the accuracy. Regarding the RBE,
results indicate that the accuracy of FNTD-based LET meas-
urements is already adequate for achieving results quantita-
tively comparable to simulations. The remaining differences
with respect to in vitro RBE values can be attributed to the
fact that the applied RBE models are based on fitting to data
that are characterized by a large dispersion. Nevertheless,
the observed differences are within the expected range of
uncertainties.
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Abstract

Objective: This work investigates the use of passive luminescence detectors to determine

different types of averaged linear energy transfer (LET) for the energies relevant to proton

therapy. The experimental results are compared to reference values obtained from Monte

Carlo simulations.

Approach: Optically stimulated luminescence detectors (OSLDs), fluorescent nuclear

track detectors (FNTDs), and two different groups of thermoluminescence detectors (TLDs)

were irradiated at four different radiation qualities. For each irradiation, the fluence- (LETf)

and dose-averaged LET (LETd) were determined. For both quantities, two sub-types of aver-

ages were calculated, either considering the contributions from primary and secondary protons

or from all protons and heavier, charged particles. Both simulated and experimental data were

used in combination with a phenomenological model to estimate the relative biological effec-

tiveness (RBE).

Main results: All types of LET could be assessed with the luminescence detectors. The

experimental determination of LETf is in agreement with reference data obtained from simu-

lations across all measurement techniques and types of averaging. On the other hand, LETd

can present challenges as a radiation quality metric to describe the detector response in mixed

particle fields. However, excluding secondaries heavier than protons from the LETd calcula-

tion, as their contribution to the luminescence is suppressed by ionization quenching, leads

to equal accuracy between LETf and LETd. Assessment of RBE through the experimentally

determined LETd values agrees with independently acquired reference values, indicating that

the investigated detectors can determine LET with sufficient accuracy for proton therapy.

Significance: OSLDs, TLDs, and FNTDs can be used to determine LET and RBE in

proton therapy. With the capability to determine dose through ionization quenching correc-

tions derived from LET, OSLDs and TLDs can simultaneously ascertain dose, LET, and RBE.

This makes passive detectors appealing for measurements in phantoms to facilitate validation

of clinical treatment plans or experiments related to proton therapy.

1 Introduction

Proton therapy offers the advantage of highly conformal dose distributions, minimizing exposure of

healthy tissue to ionizing radiation. Compared to high-energy photons, protons generally exhibit

higher biological effectiveness (Paganetti, 2014). To leverage the substantial clinical data available

for photons, and extend this knowledge to protons, the proton dose is scaled by the relative biolog-

ical effectiveness (RBE; ICRU (2007)). Presently, a constant and generic RBE of 1.1 is used in the

clinics (Paganetti et al., 2019). However, decades of in vitro experiments have accumulated a body

of evidence indicating an increase in RBE with decreasing proton energy (Paganetti, 2014; Mohan,

2022). This observation has also been validated in in vivo systems (Gueulette et al., 2005; Saager

et al., 2018; Bahn et al., 2020). The enhanced RBE of protons is tied to the ionization density,
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which is typically quantified through the linear energy transfer (LET). Consequently, the LET has

become an additional physical dimension in treatment planning, leading to the development of

concepts such as LET painting (Bassler et al., 2014) or using averaged LET (LET) as input for

RBE parameterization (Unkelbach et al., 2016; Bertolet and Carabe, 2020; McIntyre et al., 2023).

While LET is a well-defined physical quantity (ICRU, 1970), currently no standard devices exist

for its measurement. To estimate LET in a volume, the particle spectrum is typically averaged

with respect to either the fluence (LETf) or dose (LETd). In mixed particle fields, the calculation

of LETd is strongly dependent of the included secondary ions, which may cause very different

LETd values for the same same radiation field (Kalholm et al., 2021). This contrasts LETf which

is little sensitive to the omission of certain secondaries in proton beams (Petringa et al., 2020). In

proton therapy, however, the RBE is generally parameterized based on LETd with contributions

from primary and secondary protons only (Hahn et al., 2022).

This lack of standardization is in contrast to absorbed dose, for which standard devices and

protocols are in place to ensure traceability and facilitate the comparison of clinical findings (Al-

mond et al., 1999; IAEA, 2000). The absence of a standardized LET definition and assessment

device presents a challenge in establishing common practices for routine clinical applications. With

the growing interest in incorporating LET as a clinical metric, there is an increased need for a

device capable of accurately assessing LET. Such a device can facilitate the development and

implementation of procedures for experimental LET verification and the comparison of different

models or treatment planning algorithms.

Owing to their capabilities, solid-state detectors, including optically stimulated luminescence

detectors (OSLDs), thermoluminescent detectors (TLDs), and fluorescent nuclear track detectors

(FNTDs), are well-suited for assessing LET in proton therapy.

For Al2O3:C OSLDs, both the shape of the emission intensity time profile as well as the

ratio between UV and blue emissions have been correlated with the LET in clinically relevant

proton beams (Sawakuchi et al., 2010; Granville et al., 2014). Recently, the LET determination

with OSLDs relevant to protons was improved by incorporating corrections based on reference

irradiation (Christensen et al., 2022). That approach was used to simultaneously determine LET

and dose with OSLD measurements in an anthropomorphic head phantom to validate a treatment

plan for adaptive proton therapy (Bobić et al., 2024). The measurement technique has been

extended to helium and carbon ions with both Al2O3:C and Al2O3:C,Mg OSLDs (Christensen

et al., 2023).

For TLDs, it has been shown that the dose ratio measured with two different TLD materials

having distinct relative efficiencies can be correlated with the LET of light and heavy ions (Bilski,

2006; Parisi et al., 2019). By utilizing a microdosimetric formalism, based on dose probability

distributions of the specific energy and specific energy response functions for different detector

types, it is possible to model the relative efficiency of LiF:Mg,Ti and LiF:Mg,Cu,P TLDs in a wide

LET range (Parisi et al., 2019). This approach has been exploited to determine the LET and
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assess the RBE for a clinical proton spread-out Bragg peak (Parisi et al., 2019, 2020b).

Unlike OSLDs and TLDs, which rely on the integral signal from all particle interactions, FNTDs

enable a single-track analysis. The technique is based on establishing a relationship between the

fluorescence intensity of individual track spots and the ionization density of the particles passing

through the crystal (Sykora et al., 2008). Hence, FNTDs enable the measurement of LET spectra

(Klimpki et al., 2016). FNTDs based on Al2O3:C,Mg have been employed to measure the LET

spectra of proton and light ion beams (Sawakuchi et al., 2016; Verkhovtsev et al., 2019; Muñoz

et al., 2023, 2024). However, to measure LET spectra and LET with FNTDs, the particle fluence

needs to be reduced below clinically relevant levels, typically to tens of mGy.

As the calculation of LET depends strongly on the type of averaging and the particle types

included, this work aims at identifying the type of LET which can be most accurately assessed

with OSLDs, TLDs, and FNTDs. Additionally, a phenomenological RBE model is used to assess

the RBE through the LET determined with the luminescence detectors. As the employed RBE

model is parameterized in terms of LETd for protons, only this type of LET is used to assess the

RBE. These results would present a significant step towards a passive detector for simultaneous

determination of dose, LET, and RBE.

2 Materials and methods

2.1 Experimental design

All proton irradiations were undertaken at the Danish Centre for Particle Therapy (DCPT) in

Aarhus, Denmark, organised by the EURADOS WG9. The detectors were irradiated in four

positions in two irradiation plans; one 160MeV quasi-monoenergetic beam and one spread-out

Bragg peak (SOBP) consisting of 24 energy layers ranging from 78MeV to 154MeV providing a

10 cm×10 cm×10 cm box, both by lateral scanning. The experimental setup and each measurement

configuration details are available at Bassler et al. (2024) and outlined in table 1. The positions

and fields were chosen such that they cover the conditions relevant to proton therapy, ranging

from a relatively mono-energetic condition, over the middle of the SOBP to the distal edge of

the SOBP with a highly mixed particle field and high LET. The positions in table 1 refer to the

interface between the PMMA slab and the detector surface. The depth is provided in terms of

water equivalent depth.

The absorbed dose to water was in the range 0.5Gy to 1.0Gy for all OSLD and TLD irradiations

with a 10 cm× 10 cm field size. A dose below 2Gy ensures that the effect of overlapping tracks in

the OSLDs and TLDs can be neglected, which otherwise would affect the detector response used to

determine LET (Flint et al., 2016). FNTDs were irradiated at doses around 30mGy to minimize

track overlaps.
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Table 1: The two irradiation plans and four measurement positions used for the experiments. All
positions are detailed in Bassler et al. (2024). The SOBP consists of 24 energy layers ranging from
78MeV to 154MeV. The LET values obtained from Monte Carlo simulations at each position,
where the particles included in the averaging are given in the superscripts.

Plan Position Depth Description LETf/ keV μm−1 LETd/ keV μm−1

/cm LET
p
f LET

all
f LET

p
d LET

all
d

SOBP 1a 10.25 SOBP center 1.14 1.15 2.02 4.46
SOBP 1b 15.25 Distal 95% dose 4.18 4.19 7.13 7.94
SOBP 1c 15.45 Distal 75% dose 5.38 5.39 9.56 10.1
160MeV 2 2.25 Entrance plateau 0.58 0.59 0.90 3.99

2.1.1 Monte Carlo simulations

To compare the experimentally obtained results with OSLDs, TLDs, and FNTDs with independent

reference values, the dose and LET at the four measurement positions were calculated with Monte

Carlo radiation transport methods. The absorbed dose and LET values in water were simulated

with SHIELD-HIT12A (Hansen et al., 2012) based on the geometry detailed at Bassler et al. (2024).

The LET scoring in SHIELD-HIT12A relies on the averaging method defined as method ’C’ in

Cortés-Giraldo and Carabe (2015). Contributions from delta-electrons are not included in the

LET scoring, and all LET values are given for water.

Both LETf and LETd were calculated in two ways, giving a total of four different types of

LET: One method includes contributions from protons and all heavier charged particles, which

is denoted with superscript ’all’. This average is used to reflect all particles that may interact

with the luminescence detectors. The second type of LET considers only the contributions from

primary and secondary protons, referred to with superscript ’p’. This type of LET is in line with

recommendations for proton therapy for LETd given in Hahn et al. (2022).

The simulated field was 10 cm × 10 cm, where dose and LET quantities were scored in water

in bins of 1mm thickness along the central beam axis within an area of 2 cm× 2 cm to match the

extend where the detectors were placed. The simulated dose and LET distributions in the two

irradiation fields are shown in figure 1, where the four measurement positions outlined in table 1

are highlighted.

For position 2 in table 1, the calculated LET
p
d for primary and secondary protons is around

4 times lower than LET
all
d which includes contributions from all particles. This large difference

emphasizes the effect of particles heavier than protons for dose-averaging and is in agreement with

similar simulations with other particle transport code as Geant4 (Petringa et al., 2020) and PHITS

(Parisi et al., 2023). A discussion pertaining to the differences between LET
p
d and LET

all
d can be

found in Petringa et al. (2020) or Kalholm et al. (2021).
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Figure 1: Monte Carlo simulations (SHIELD-HIT12A) of the absorbed dose, LETf and LETd
distributions along the beam axes with the measurement positions indicated with vertical, dashed
lines. (a) shows the SOBP with measurement positions 1a, 1b, and 1c. (b) shows a close-up of
positions 1b and 1c at the distal dose falloff in (a). (c) shows the mono-energetic 160MeV beam
with position 2. The LETf lines overlap with LET values given for water.
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2.2 Luminescence detectors

The luminescence detectors used to determine the LET are listed in table 2. Each detector type

was irradiated in an independent session, where custom made holders were used to accommodate

each detector type and ensure a reproducible positioning. The LET determination with TLDs

was conducted utilizing different protocols and LET calibrations by SCK CEN (Belgium) and IFJ

PAN Krakow (Poland), referred to herein as SCK and IFJ, respectively. The detector preparation

and readout is detailed for all detector types in the supplementary material A.1.

Table 2: Overview of the detector types used for LET determination. The LET was either
determined through a single detector with OSLDs and FNTDs or through the response differences
between two detectors with TLDs. The last column specifies the number of detectors used per
irradiation.

Institute Detector Name Material Density / g cm−3 Dimensions / mm Detectors

PSI OSLD Mipox Al2O3:C 4.0 � 4× 0.1 7− 10
PSI OSLD Al2O3:C,Mg 4.0 � 4× 0.1 7− 10
SCK TLD MCP-7 7LiF:Mg,Cu,P 2.5 � 4.5× 0.9 12− 13
SCK TLD MTS-7 7LiF:Mg,Ti 2.5 � 4.5× 0.9 12− 13
IFJ TLD MCP-N LiF:Mg,Cu,P 2.5 � 3.2× 0.3 7− 8
IFJ TLD MTS-N LiF:Mg,Ti 2.5 � 3.2× 0.3 7− 8
DKFZ FNTD Al2O3:C,Mg 4.0 4.0× 8.0× 0.5 3

2.3 LET determination techniques

The calibrations that relate the OSLD, TLD, and FNTD response to LET are acquired indepen-

dently from the measurements at DCPT presented in section 2.1. As detailed below, the LET

calibrations with OSLD and TLDs from IFJ are based on experimentally acquired data, whereas

both the LET determination with FNTDs and the TLDs from SCK are based on calculations.

2.3.1 LET determination with OSLDs

The OSLDs were prepared from a thin, flexible film as given in supplementary material A.1.1.

The LET determination with OSLDs herein rely on the use of the intensity ratio of the two

emission bands, namely those in the UV and blue bands of Al2O3:C and Al2O3:C,Mg. For both

OSLD materials, the LET calibration curves are obtained by irradiating the OSLDs at known

radiation conditions, where the LET at the detector position is assessed with the Monte Carlo

particle transport code TOPAS (Perl et al., 2012) based on Geant4 (Agostinelli et al., 2003). The

relationship between the OSLD emission ratios and different types of LET is shown in figure 2a–b

for Al2O3:C,Mg OSLDs. The relationships serve as the LET-calibrations. The LET calibration

data in figure 2a–b are acquired at different beam lines. The scatter in the data is partly due to

differences in the Monte Carlo models of the experiments.

To determine the LET, the intensity ratio of the UV and blue emission bands is used to look

up the corresponding LET value from a fit to the data. Similar LET-calibration curves for proton,
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helium, and carbon ions are given in Christensen et al. (2023) for both Al2O3:C and Al2O3:C,Mg

OSLDs.

For dosimetry, the assessed LETf values are used to determine the relative detector efficiency

caused by the ionization quenching, and accordingly to correct the quenched dose. Hence, the

dose-rate independent OSLDs (Christensen et al., 2021) enable a simultaneous determination of

the different types of LET as well as dose
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Protons > 200 MeV

LET
p
f

LET
all
f

(b) OSLD (Experiments, PSI)

Protons > 200 MeV

LET
p
d

LET
all
d

LETf / keVμm−1

0.5

1.0

1.5

2.0

2.5

M
TS

-7
/

M
C

P-
7 (c) TLD (Simulations, SCK)

Protons > 200 MeV

LETd / keVμm−1

(d) TLD (Simulations, SCK)

Protons > 200 MeV

10−1 100 101

LETf / keVμm−1

0.5

1.0

1.5

2.0

2.5

M
TS

-N
/

M
C

P-
N (e) TLD (Experiments, IFJ)

10−1 100 101

LETd / keVμm−1

(f) TLD (Experiments, IFJ)

Figure 2: (a-b) The LET calibrations for Al2O3:C,Mg OSLDs are experimentally obtained and
compiled from different beam lines, which causes some scatter in the data. (c-d) The TLD LET-
calibrations used by SCK are obtained with theoretical and numerical methods. (e-f) The TLD
LET-calibrations from IFJ are experimentally determined from the same beam line. Open mark-
ers illustrate the contributions to the LET from primary and secondary protons, whereas closed
markers include contributions from all charged ions. The left and right columns show LETf and
LETd calibration curves, respectively. The calibrations are independent from the measurements
discussed herein.

2.3.2 LET determination with TLDs: The SCK approach

The MTS-7 glow curve exhibits distinct high-temperature peaks, each with a unique dose and

LET response, while the MCP-7 glow curve shows a less pronounced variation (Parisi et al., 2017).

Therefore, the TLD types were analysed differently. The MCP-7 signal was quantified through
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integration across the entire glow curve, whereas for MTS-7, integration focused specifically on the

main peak area spanning from 150 ◦C to 248 ◦C.

The TLD measurements were quantified in terms of absorbed dose to water through a 60Co

calibration. The ratio of the average doses measured by the MTS-7 and MCP-7 detectors is used

to assess the LET as illustrated in figure 2c–d. The relative detector efficiencies of the MTS-7 and

MCP-7 TLDs were determined by using a lookup table with the relative luminescence efficiencies

of MTS-7 and MCP-7 as predicted by the Microdosimetric d(z) Model based on PHITS simulations,

as detailed in Parisi et al. (2019, 2020b).

The determined TLD efficiencies enable corrections for the TLD efficiency in measured doses,

allowing simultaneous assessment of LET and dose in water by combining MTS-7 and MCP-7

TLDs.

2.3.3 LET determination with TLDs: The IFJ approach

The glow curve for IFJ TLDs was analyzed using the GlowView software (Gieszczyk and Bilski,

2017). For both detector types, the main peak position was aligned to a temperature of 220 ◦C and

the glow curve integrated over the main peak area from 100 ◦C to 240 ◦C (for MCP-N) and from

150 ◦C to 250 ◦C (for MTS-N). Similar to the TLD detectors in section 2.3.2, these TLD detectors

were subject to a dose-to-water calibration derived from 60Co irradiations.

The LET-calibration is based on experiments performed on the AIC-144 cyclotron at IFJ

(Swakon et al., 2010). The TLD detectors were irradiated in a 58.8MeV proton beam, where a

PMMA degrader of variable thickness was used to vary the kinetic energy at the detector position.

The ratio of average detector doses were linked to the LET through particle transport simulations

with SHIELD-HIT12A as illustrated in figure 2e–f.

2.3.4 LET determination with FNTDs

Single proton tracks were reconstructed using in-house developed tools based on track spot seg-

mentation and 3D feature point tracking (Kouwenberg et al., 2016). Background subtraction and

optical aberration corrections were applied to the images. This process resulted in the fluorescence

intensity of each reconstructed track. The fluorescence intensity is related to the LET through

a calibration curve, as shown in figure 3. The reference LET values were estimated analytically

from the residual energy at the detector surface as detailed in (Muñoz et al., 2023). Hence, the

calibration curve does not represent an average quantity, as it is associated to single particles from

mono-energetic beams For consistency, the calibration curve used in this work was determined

from data obtained after re-scanning detectors exposed in a previous work to mono-energetic pro-

tons, 4He- and 12C-ions (Muñoz et al., 2023), but following the scanning protocol used in this

work. From the fluorescence intensity, the LET in water of each track was calculated through the

calibration curve.
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Figure 3: Fluorescence intensity as a function of analytically determined LET in water. The fitted
calibration curve is depicted with a solid line. This curve was used to calculate the LET of each
reconstructed track. Markers show data obtained after exposure to protons, 4He-, and 12C-ions
(Muñoz et al., 2023).

The LET spectra were obtained by binning the LET data from 0.1 keV μm−1 to 1000 keV μm−1

and counting the track frequencies with a bin size of 0.5 keV μm−1. LETf and LETd were calculated

from the LET spectra following the definitions established by the ICRU (1970).

2.3.5 RBE model

To assess how the spread of the LET
p
d measurements affects the RBE predicted values, the RBE

was calculated with a phenomenological model (McNamara et al., 2015). This model was chosen

because it is parameterized in terms of the quantities of interest to this work, and since it is the

phenomenological proton RBE model based on the largest in vitro data set (Rørvik et al., 2018).

The RBE was calculated as

RBE =
1

2Dp

[√(
α

β

)2

x

+ 4Dp

(
α

β

)

x

RBEmax + 4D2
p RBE2

min −
(
α

β

)

x

]
, (1)

for

RBEmax = p0 +
p1

(α/β)x

(
LET

p
d − LETD,x

)
, (2)

RBEmin = p2 + p3

√(
α

β

)

x

(
LET

p
d − LETD,x

)
(3)

where p1, p2, p3 and p4 are fitting parameters given in McNamara et al. (2015) and (α/β)x is

the alpha-beta ratio for X-rays. LETD,x � 0.3 keV μm−1 denotes the dose-averaged LET from

photons, which is subtracted from the LETd from protons for the RBE calculations only. For Dp,
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the simulated dose profiles were scaled to 1.82Gy at the SOPB (plans 1a, 1b and 1c) and at the

maximum of the Bragg peak for the 160 MeV proton beam (plan 2) and the absorbed dose at the

measuring positions was assumed. The RBE was studied for (α/β)x values of 2Gy and 10Gy,

representing radiosensitive and radioresistant tissues, respectively.

2.4 LET determination uncertainties

The uncertainty interval of the assessed LETf and LETd was determined for a 95 % confidence

level (coverage factor k = 2). For both OSLDs and TLDs, the absorbed doses ≤ 1Gy mean that

no correction factors are needed to account for non-linearity effects of signal intensity as function

of dose that come into play only for higher doses. The application of such correction factors would

otherwise contribute to the total uncertainty. For each detector type, the uncertainty components

were combined by means of propagation of uncertainties.

2.4.1 OSLD uncertainties

The LET uncertainties from the OSLDs are here caused by two contributions, one being related

to the estimation of the ratio of the two OSL emissions, whereas the other is derived from the

uncertainty of the LET calibration fit. Although variations between OSLD sensitivities as well

as the photomultiplier efficiency between readouts may vary, the use of reference irradiations and

readouts enable determination of the UV/blue emission ratio with a standard deviation of the

data better than 1% (Christensen et al., 2022). With more than seven OSLDs of each type per

irradiation session, a standard deviation of the mean of the UV/blue emission ratio lower than

0.5% is achieved for each measurement.

As the LET calibration curves in figure 2a–b are obtained through measurements, the LET-

calibration is the largest contribution to the total uncertainty. The confidence interval is estimated

from the fitting parameters.

2.4.2 TLD uncertainties

The uncertainty of the ratio of the average doses measured with the both TLD detector types (MTS

and MCP) was assessed for both detector types used by SCK and IFJ. This uncertainty represents

the contributions from the calibration and the background TLDs, as well as the uncertainty on the

delivered calibration dose. The uncertainty intervals for LET were determined from the TLD dose

ratio and includes the uncertainty on the ratio. For the LET determinations from SCK relying on

the Microdosimetric d(z) Model, the uncertainty of the LET assessment is detailed in (Parisi et al.,

2019) and is around 10%. For consistency between the two TLD methods for LET determination

from SCK and IFJ, the uncertainty from the LET calibration was omitted. This, however, is in

line with previous studies that demonstrate an excellent agreement with experimental data, both

for mono-energetic protons (Parisi et al., 2020b) and SOBPs (Parisi et al., 2019).
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2.4.3 FNTD uncertainties

The uncertainties due to the calibration and statistical variations between detectors were combined.

To estimate the uncertainty of LETf and LETd, the track- and dose-averaged LET spectra were

weighted by the uncertainty obtained from the LET calibration curve. This was done under

the assumption that the uncertainty is proportional to the probability density for each bin and

inversely proportional to the integral probability. The uncertainty due to the statistical spread

from different detectors was calculated as the standard deviation between the predicted LETf and

LETd values.

3 Results and discussion

3.1 Dose limitations for passive luminescence detectors

The OSLD and TLD responses are affected by the local ionization densities, which is the effect

exploited to assess the different types of LET. This means that overlapping ion tracks, which

increases the local doses, may cause a signal change which cannot be distinguished from that of a

higher LET radiation field, i.e. overlapping ion tracks distort the LET assessment above a certain

fluence threshold. In a 230 MeV proton beam, the track overlap starts to affect the LET assessment

above 2.0 Gy (Flint et al., 2016). As the LET increases towards the end of the range of the primary

particles, the corresponding dose limitation is at a (3− 4)Gy level in an SOBP, but is complexly

depending on the particle field and ion track structures. For FNTDs, trap overlap can lead to

erroneous track reconstruction. The FNTDs in this work were irradiated at 30mGy to avoid track

overlap and are unsuitable for clinically relevant doses.

The local dose distributions in mixed particle fields can be estimated numerically with com-

pound Poisson processes (Greilich et al., 2014), which can be used to calculate dose correction

factors for a given particle field and dose. To avoid employing such corrections, clinical treatment

plans may under certain conditions be scaled down accordingly without modifying the LET spec-

tra. However, dose corrections may be needed if the radiation field dose cannot be downscaled to

a suitable fluence level.

3.2 OSLD results

An example of the OSLD readouts is shown in figure 4. The OSLD holder with 7 Al2O3:C and 10

Al2O3:C,Mg OSLDs was irradiated in the position 1a. Figure 4a–b show the reference-corrected

blue and UV emissions, respectively. The ratio of the two was used to determine the LET
p
f in

figure 4c using the calibration curve in figure 2a. Similar approaches are used to determine other

radiation quality metrics and other types of LET.

The determination of the radiation quality enables an estimate of the average ionization quench-

ing to each detector and determining an ionization quenching correction factor through the relative
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Figure 4: Example of a single irradiation of OSLDs in the 1a position, where the holder contained
7 Al2O3:C and 10 Al2O3:C,Mg detectors. (a) shows the reference-corrected blue emissions, and
(b) the reference-corrected UV emissions for all detectors. (c) shows the determined LET

p
f and

(d) the dose to each OSLD after quenching corrections.

detector efficiency of the detector given in Christensen et al. (2023). Applying the quenching cor-

rections to the measured doses leads to the correct doses. Figure 4d shows the dose to each OSLD

after these quenching corrections.

3.3 TLD results

For the TLDs, the spread on the doses measured in the proton fields and for the calibration TLDs

had a standard deviation of the data ranging between 1 % and 7 % for the SCK and between 1%

and 5% for the IFJ TLDs. No systematic trends for TLD dose variations are observed, which

confirms the homogeneity of the proton field over the detector grid, and is in agreement with the

OSLD results in figure 4.

The TLD doses and dose ratios are provided in the supplementary table A.1 for both MTS-N

and MCP-N TLDs from IFJ as well as the MTS-7 and MCP-7 TLDs from SCK. The delivered

doses varied between the sessions, particularly for position 2, which means that the SCK and IFJ

doses cannot be directly compared. The dose ratios are used to determined the different types of

LET through the calibrations in figure 2.

3.4 FNTD results

A typical maximum fluorescence intensity projection of an FNTD is illustrated in figure 5a. For all

FNTD images acquired, approximately 9 600, 6 900, and 15 700 tracks were analyzed at positions
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1b, 1c, and 2, respectively. Notably, this track count is around one order of magnitude larger than

the typical number studied with this technique.

The resulting LET spectra at the studied positions are presented in figure 5b with peaks

located at (3.3, 3.7, 0.65) keV μm−1 for detectors exposed at positions 1b, 1c, and 2, respectively.

In addition to the shifting of the maximum, it can noticed that the LET spectra broaden with

increasing depth due to the upstream energy straggling. It should be noted that no FNTDs were

irradiated at position 1a due to the high fluences expected during the experiments, which could

result in track overlapping, thus hindering the accuracy of the results.

Figure 5: (a) Example of a maximum fluorescence intensity projection image from a Al2O3:C,Mg
FNTD irradiated in plan 1b. (b) LET spectra measured with FNTDs for the studied fields. The
plan 1a was not measured with the FNTDs.

Additionally, it is worth noting that due to their high detection efficiency, FNTDs record all

charged particles interacting with the crystal, not just protons. However, given the low experi-

mental fluences and short range of the secondaries, the likelihood of detecting a sufficient number

of charged particles heavier than protons in the scanned volumes is low enough to assume that the

assessed LET corresponds primarily to contributions from protons.

3.5 LET assessment

All LET determination results are compiled in figure 6a–p for the four types of LET investigated.

The LET obtained through simulations is illustrated with a solid line in each subplot of figure 6.

The shaded band around the simulation results corresponds to the LET variation for a 1mm

offset to reflect the positioning uncertainty. The detector position is taken as the water equivalent

thickness (WET) of half the detector thickness for OSLDs and TLDs, and half the WET of

the maximum scanned depth for FNTDs. The horizontal error bars illustrate the WET of each

detector, whereas the vertical error bars represent the 95 % confidence interval. The four types of

LET were experimentally determined with the two TLD methods and two OSLD types, whereas

the FNTDs were used to determine LET
p
f and LET

p
d only.
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Figure 6: Determination of the four types of LET with the luminescence detectors for the four
positions 1a (middle of the SOBP), 1b (95% distal dose edge (DDE)), 1c (75% DDE), and 2
(entrance region) defined in table 1. Each column shows the results for a given kind of LET.
The depth is relative to the interface between the PMMA-plate and detector holder, where each
detector is positioned at a depth that corresponds to its center. The FNTDs were not irradiated
in plan 1a and only used to determine LETf and LETd for protons.
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Particularly the determination of the LETf is accurate across all detector types and field com-

plexity, where all measurements agree with the simulations within the (k = 2) uncertainties. This

also applies to position 1c at the very distal edge of the SOBP, where a slight misalignment would

largely affect the results due to the sharp dose and LET gradients. That agreement for LETf

contrasts that of LETd, where all detectors exhibit larger deviations—both among themselves and

relative to the LETd values obtained from simulations.

The deviation of the determined LET with respect to the values obtained from Monte Carlo

simulations is summarised in table 3. Each entry in the table denotes the mean numerical value

of the relative deviation between the experimentally and numerically determined LET for all four

measurement positions. The deviation at a 15%-level is mainly a result of the steep LET gradients

at the distal edge, where a 1mm misalignment causes an LET variation of that order of magnitude.

All experimental LETf values are within the uncertainties of the reference Monte Carlo derived

LETf values. One shared advantage of all the studied detectors is that they are small-sized and,

therefore, suitable for measurements in steep dose and LET gradients.

Table 3: The mean absolute deviation of the LET determination with passive luminescence de-
tectors relative to the values derived from Monte Carlo simulations across the four irradiation
positions in table 1. All experimental LETf determinations are in agreement with the ones from
simulations within the uncertainties.

Deviation from reference values / %

Detector LET
p
f LET

all
f LET

p
d LET

all
d

OSLD (Al2O3:C) 15 16 18 18
OSLD (Al2O3:C,Mg) 15 15 15 17
TLD (SCK) 14 14 40 43
TLD (IFJ) 16 16 36 28
FNTD 11 − 16 −
Mean deviation 14 15 25 26

Whilst the OSLDs and FNTDs determine LETf and LETd equally accurate as summarised in

table 3 the two TLD groups determine LETf more accurately than LETd. For FNTDs, it is in

principle also possible to measure the fragments. However, the low likelihood of these events to

occur in proton beams would require to increase the scanned area several orders of magnitude,

increasing the post-processing time significantly.

3.6 RBE estimations

The RBE was calculated using the phenomenological model defined in section 2.3.5 and the exper-

imentally determined LET
p
d values. The results are listed in table 4, where the uncertainty values

represent only the effect of propagating the LET
p
d uncertainty in the calculation of the RBE. The

RBE determinations from the positions 1a and 2 agree well between the detectors and simulations

within the experimental uncertainties propagated through the RBE model.
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Table 4: Determination of the RBE for each detector and irradiation position for (α/β)x equal
to 2.0Gy and 10 Gy. The dose Dp was for each position scaled such that the dose to the SOBP
region or the maximum of the single energy layer was 1.8Gy. The RBE was estimated with the
LETd from protons determined from each detector, and the phenomenological model described in
McNamara et al. (2015). The RBE was estimated from the Monte Carlo (MC) simulated values,
where the uncertainty is assessed through a 1mm variation of the position along the central beam
axis. The uncertainties represent a coverage factor of k = 1.

Plan (α/β)x Dp RBE RBE OSLD RBE OSLD RBE TLD RBE TLD RBE FNTD
/ Gy / Gy MC (Al2O3:C) (Al2O3:C,Mg) (SCK) (IFJ)

1a 2.0 1.82 1.16 ± 0.01 1.12 ± 0.02 1.11 ± 0.02 1.13 ± 0.04 1.14 ± 0.02 —
1b 2.0 1.73 1.43 ± 0.05 1.43 ± 0.03 1.42 ± 0.05 1.30 ± 0.12 1.30 ± 0.06 1.40 ± 0.05
1c 2.0 1.36 1.62 ± 0.07 1.56 ± 0.02 1.59 ± 0.05 1.43 ± 0.24 1.37 ± 0.05 1.51 ± 0.07
2 2.0 0.55 1.10 ± 0.01 1.12 ± 0.15 1.11 ± 0.01 1.06 ± 0.04 1.07 ± 0.05 1.09 ± 0.01

1a 10.0 1.82 1.07 ± 0.01 1.05 ± 0.01 1.04 ± 0.01 1.05 ± 0.02 1.06 ± 0.01 —
1b 10.0 1.73 1.18 ± 0.02 1.18 ± 0.01 1.18 ± 0.02 1.12 ± 0.05 1.12 ± 0.02 1.17 ± 0.02
1c 10.0 1.36 1.25 ± 0.03 1.22 ± 0.01 1.24 ± 0.02 1.17 ± 0.10 1.14 ± 0.02 1.20 ± 0.03
2 10.0 0.55 1.03 ± 0.00 1.03 ± 0.04 1.03 ± 0.00 1.02 ± 0.01 1.02 ± 0.01 1.02 ± 0.00

The deviation increases for the two points at the distal edge, 1b and 1c, where not only the

positioning of the detector is important but also the signal averaging across the detector volume.

At the sharp LET
p
d gradients relevant to positions 1b and 1c, in particular the FNTDs and thin

OSLDs, where the surface was analysed, are in good agreement with the simulations. These results

align with a recent study, where FNTDs were demonstrated to be able to assess LET and RBE in

clinically relevant helium ion beams (Muñoz et al., 2024).

The agreement between the RBE values derived from the experimentally determined LET
p
d

values and the ones derived from the independent simulation of the radiation field, confirms that

the luminescence detectors can determine LET with sufficient accuracy in proton beams.

3.7 LET averaging challenges

The definition of LET with respect to fluence or dose weighting presents fundamental distinctions.

Generally, equivalent values of LET
all
f and LET

p
f typically yield comparable detector responses.

This trend is depicted in figure 2a,c,e for OSLDs and TLDs, where both types of LETf are similar

across all energies and detector types. This agreement is mainly due to the low fluence of secondary

particles heavier than protons combined with low luminescence efficiency for the high-LET sec-

ondaries. Specifically, the luminescence efficiency of OSLDs and TLDs generally diminishes with

increasing ionization density, here parameterized through LET (Vana et al., 1996; Christensen

et al., 2023). Consequently, high-LET secondaries contribute minimally to both the luminescence

signal, due to their low luminescence efficiency, and to LET
all
f due to their low fluence and thus

low weighting in its calculation. This provides the monotonic relationship between the OSLD and

TLD responses and both LET
p
f and LET

p
f .

Unlike the case for LETf, different types of LETd may result in very different LETd values

as illustrated in figure 2b,d. Particularly for proton beams above 200 MeV, the contribution of
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high-LET secondaries to LET
all
d becomes significant due to the dose-weighting. However, their

contribution to the detector luminescence contrasts the relatively large contribution to LETd

sharply: Instead of proportionally increasing the luminescence signal, the high-LET secondaries

exhibit a lower efficiency due to the elevated ionization densities. This phenomenon leads to the

separation of the LETd observable in figure 2b,d, where LET
all
d can take on values up to ten times

that of LET
p
d in the entrance region of proton beams above 200MeV.

Moreover, the LET
all
d calibrations for OSLDs and TLDs in figure 2b,d highlight how the LET

all
d

in proton beams above 200 MeV may equal the LET
all
d close to the Bragg peak region, although the

detector response is very different. Consequently, the detector response of OSLDs and TLDs cannot

be uniquely correlated with LET
all
d in calibration functions, as e.g. an LET

all
d value of 4 keV μm−1

is linked to two very different OSLD or TLD responses. Using LET
all
d to describe the radiation

quality of a mixed particle field to determine dose corrections for ionization quenching can thus

pose challenges: Two distinct detector responses can be associated with the same LET
all
d value,

i.e. with the same ionization quenching correction factor, which can result in wrong quenching

corrections for dosimetry.

The low contribution to the luminescence from high-LET secondaries, due to their low lumi-

nescence efficiency caused by ionization quenching, indicates that the heavy secondaries can be

neglected from the calculation of LETd. This indicates that LET
p
d is a better radiation quality

metric for the OSLDs and TLDs than LET
all
d , which aligns with recommendations for harmonizing

LETd in proton therapy in (Hahn et al., 2022). This observation is consistent with findings from

Grün et al. (2019), where LETd was deemed insufficient as a predictor of RBE in mixed parti-

cle fields. Conversely, Resch et al. (2020) concluded, for different definitions of LETd and LETf

than those investigated here, that the response of radiochromic film is better described through

dose-weighting.

However, the necessity of employing an artificial particle filtering, by excluding particles heavier

than the primary, for LETd to effectively describe the luminescence detector response highlights a

limitation of LETd, as the heavier secondaries do interact with the detector and contribute to the

luminescence.

Furthermore, Kalholm et al. (2023) demonstrated that in vitro cell survival in proton therapy

was better modeled using radiation quality metrics other than LET. Similarly, for the response

of OSLDs to light ion beams, neither LETf nor LETd were found to provide the most accurate

description of the radiation fields (Christensen et al., 2023). These findings collectively suggest

that alternative radiation quality metrics or LET-weighting schemes beyond dose or fluence may

offer a more precise characterization of mixed particle fields relevant to proton therapy.
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Conclusions

This study highlights the potential of passive luminescence detectors for simultaneously assessing

dose, LET and RBE in proton therapy. OSLDs and FNTDs were capable of evaluating the four

investigated types of LET using a single detector, whereas LET for TLDs was determined through

the dose ratio of two TLD types.

Experimental determination of LETf were in agreement with reference values obtained via

Monte Carlo simulations, both for contributions from primary and secondary protons (LET
p
f ) or

considering all charged ions (LET
all
f ). However, for mixed particle fields, LETd presents challenges

as a radiation quality metric due to the influence of high-LET secondaries. While high-LET

secondaries heavily influence LET
all
d , their contribution to the luminescence signal is conversely

suppressed due to elevated ionization quenching.

For the assessment of radiation quality for dosimetric corrections of ionization quenching in

mixed particle fields, corrections are more accurately estimated through LETf than LETd, unless

contributions from secondaries heavier than protons are neglected.

Given their compact size and passive nature, luminescence detectors are well-suited for em-

bedded measurements in phantoms, and in particular anthropomorphic phantoms. This makes

them suitable for supporting research in proton therapy dosimetry, or for postal audits, as well as

facilitating assessment of LET and RBE,
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Chapter

4 Discussion

With the growing availability of proton-beam therapy (PBT) and ion-beam therapy (IBT),
as well as techniques for treatment planning involving linear energy transfer (LET) and rel-
ative biological effectiveness (RBE), tools capable of measuring LET and RBE are becoming
increasingly relevant. In this thesis, novel methods and techniques for measuring LET and
assessing RBE using aluminum oxide doped with carbon and magnesium (Al2O3:C,Mg)-based
fluorescent nuclear track detectors (FNTDs) and optically stimulated luminescence detectors
(OSLDs) have been developed. These tools are intended to be used in the commissioning
of computational algorithms such as treatment planning systems (TPSs), to perform quality
assurance tasks, or to conduct measurements in research settings.

4.1. Methodological developments
4.1.1. FNTDs sensitivity correction

Since the introduction of Al2O3:C,Mg-based FNTDs for dosimetry applications, one of the
main challenges in achieving accurate and reproducible measurements has been the variable
sensitivity between crystals. One of the major advances resulting from the work performed
in this thesis was the development of an experimental approach to determine the sensitivity
of single crystals and derive a detector-specific sensitivity correction factor. This correction
not only improves the accuracy of LET measurements with FNTDs, but also introduces
traceability to a reference set of detectors and readout device. Thus, through a series of cross
calibrations, it is possible to relate measurements with FNTDs of different batches and other
imaging systems to the reference set of FNTDs and microscope used during the calibration.
Consistent with independent previous works [44, 47, 48], the results presented in Publica-

tion I show that FNTDs exhibit large variations in sensitivity between single crystals, with
differences of up to a factor of four between the least and most sensitive elements in the studied
sets. The results in Publication I also show that, due to their short range in aluminum oxide
(Al2O3), α-particles can be effectively used to derive a detector-specific sensitivity correction
factor without affecting LET measurements in light-ion beams. Additional advantages of us-
ing α-particle sources for sensitivity determination are that they are compact, inexpensive,
readily available, and highly reproducible.
Sensitivity variations are not exclusive to FNTDs and are also observed with thermolu-

minescent dosimeters (TLDs) and OSLDs. In fact, the practice of exposing a reference set
of detectors to a standard radiation field to determine the sensitivity of individual detec-
tors relative to the reference set has long been used with TLDs and OSLDs [214]. However,
returning TLDs and OSLDs to their original unirradiated state is relatively easy through
thermal or optical treatment. In contrast, FNTDs require special, high-cost instrumentation,
with no guarantee that the crystal response will return to its original state [232]. The use
of α-particles and confocal microscopy allows probing of the detector’s response in a small
subvolume, leaving the rest for the actual measurements without the need to erase the signal
from the reference radiation field.
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Since radiophotoluminescence (RPL) does not require the crystal to be exposed to ionizing
radiation, it is also possible to probe the unexposed FNTDs to determine the concentration
of color centers and derive a sensitivity correction. This approach has already been applied
to detectors exposed to photon beams by excitation with blue light and detection of the
green emission [46]. However, the same color centers can transform differently, so the initial
state cannot fully describe the kinematics of the charge carriers within the crystal lattice upon
exposure to ionizing radiation. In contrast, the interrogation of transformed color centers after
α-particle exposure can better describe the migration of charge carriers and the transformation
of color centers induced by heavy charged particles.
The results from the blind test showed that the sensitivity correction increases the accu-

racy of the predicted track average linear energy transfer (LF ) and dose average linear energy
transfer (LD) for both single- and mixed-ion beams. The better agreement between mea-
surements and theoretical values for LF than for LD can be attributed to the asymmetric
weight inherent to dose averaging, where a higher weight is given to high-LET tracks. These
high-LET tracks are the result of energy straggling and luminescent emission fluctuations
causing an apparent higher LET. In all cases, the results show that the sensitivity correction
improves the precision and reduces the combined uncertainty of the measured LF and LD by
a factor of approximately three.

4.1.2. Calibration curve for LET measurements with FNTDs
The results of the FNTDs exposed to monoenergetic protons, 4He-, 12C-, and 16O-ions pre-
sented in Publication I are qualitatively consistent with previous studies [43, 44], particularly
with those from the same working group in which this thesis was conducted [45, 48]. However,
a larger FNTD sample size per energy/ion combination and the use of the sensitivity correction
allowed for a better correlation between the fluorescence intensity and LET. At a quantita-
tive level, non-negligible differences were observed between previously published calibration
curve fitting parameters and those obtained in this work, even when using the same model
and fitting procedure [45]. This change can be attributed in part to FNTD batches having
different average sensitivities. However, changes in the response of the confocal microscope
cannot be disregarded.
To ensure accurate and reproducible results, potential changes in the readout system were

investigated. These changes may occur due to the unavoidable degradation of components
or unintended damage. To monitor changes in the response of the laser scanning confocal
microscopy (LSCM) system used throughout this thesis, a simple but robust protocol was
developed and implemented in the workflow (Appendix B). The protocol involved imaging
the same reference FNTD under identical conditions at the beginning of each readout session.
This revealed significant changes in the response and, at the same time, enabled the correction
of these changes by introducing an intersession correction factor. In fact, this protocol enabled
to readily overcome significant changes that occurred during the timeframe of the thesis, such
as the replacement of the sample-focusing objective and the laser light source. While the
sensitivity correction provides traceability to a reference FNTD set, the intersession correction
factor provides temporal traceability to the LSCM system at the time of calibration.
In previous works where the fluorescence intensity was studied as a function of LET, a one-

to-one relation between these quantities and across multiple ion species has been assumed [43,
45]. However, this assumption can be attributed to a lack of accurate results masking more
subtle effects. The accuracy of the results in Publication I enabled to observe, for the first
time, that the fluorescence intensity not only depends on LET but also on the type of particle.
This means that using a single calibration curve to model the fluorescence intensity as a
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function of LET for multiple ion species is an oversimplification. Such behavior can have
significant repercussions on the LET spectra and, consequently, on the values of LF and LD
if a single calibration curve is applied. However, due to the lack of data in overlapping LET
ranges between different ion species, no definitive conclusions could be drawn. This effect was
further investigated during the clinical tests with proton and 4He-ion spread-out Bragg peaks
(SOBPs).

4.1.3. Calibration curves for LET measurements with OSLDs

The results of OSLDs exposed to monoenergetic protons, 4He-, 12C-, and 16O-ions show
differences in the relative efficiency of the UV emission between aluminum oxide doped with
carbon (Al2O3:C) and Al2O3:C,Mg. Contrarily, the relative efficiency of the blue emission
is almost identical for both materials. For Al2O3:C, the measured relative efficiency as a
function of LD is consistent with previous studies on this material [35]. These results suggest
that the blue emission of both Al2O3:C and Al2O3:C,Mg can only be used for absorbed dose
measurements without corrections for optically stimulated luminescence (OSL) quenching in
light-ion beams with LD not exceeding 10 keV µm−1. Corrections are necessary above this
value to avoid underestimating the measured absorbed dose.
For both Al2O3:C and Al2O3:C,Mg, the results show that the blue- to UV-signal ratio is

dependent not only on the ionization density metrics Qeff, LF , and LD, but also on the type of
particle. This type of dependence imposes limitations on the application of the blue- to UV-
signal ratio for measuring Qeff, LF , and LD in mixed light-ion fields. It is worth noting that
the blue- to UV-signal ratio shows less dependence on the particle type when parameterized
in terms of Qeff compared to LF and LD. The difference in OSL response observed between
different types of light-ions with the same LET can be attributed to track structure effects.
These effects cause variations in how energy is deposited within the crystal at a microscopic
level [233].
In PBT, ions heavier than protons, which can exhibit a high-LET, are generated as a result

of nuclear reactions. However, their number relative to that of primary and secondary protons
may be sufficiently small to be disregarded, allowing the blue- to UV-signal ratio to be used for
assessing the LET in PBT. This assumption finds support in previous studies where Al2O3:C
was employed to measure LF and LD in clinically relevant proton beams [37], as well as in
results reported in Publication IV. It should be noted that, in the context of PBT, the impact
of secondary ions heavier than protons on the response of solid-state detectors and biological
systems is commonly neglected but remains a subject of debate [234, 235].
In IBT, the number of secondary ions resulting from nuclear reactions is often comparable

to that of the primary ions [48]. However, the majority of secondary ions have a lower atomic
number than the primary ions. In He-ion therapy, most secondary ions correspond to protons
and heavier H-ion species [87]. Therefore, it is reasonable to speculate that the blue- to UV-
signal ratio can be used to measure the LET in He-ion radiotherapy, as it shows a smaller
dependence on the ion type between protons and He-ions compared to heavier ions. In C-ion
radiotherapy, mixed ion fields consist mainly of H-ions (including protons) and He-ions, but
also a non-negligible proportion of all ions between He and C can be present. Therefore,
accurately deriving LET results through the blue-to-UV signal ratio appears to be more
challenging due to its strong dependence on the ion type within the range of expected ion
species. Further studies are required to establish the reliability of the blue- to UV-signal ratio
for LET measurements in IBT.
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4.1.4. Integration of RBE models

The primary advantage of FNTDs is their ability to evaluate both the LET spectra and LD.
As a result, FNTDs allow for the calculation of RBE using either a track-by-track approach or
directly from LD. While the track-by-track approach may be considered more complex, as it
requires calculation of linear-quadratic model (LQM) α and β parameters before calculating
the RBE, it provides the possibility to analyze components associated with different ion species
independently and apply specific RBE models for each type of particle. However, in this case,
LET-based RBE models for all particle species that could be encountered in the mixed-ion
field are required. In contrast, the LD approach only requires plugging the values directly
into the appropriate RBE model. However, because the RBE depends on the type of ion,
this approach can lead to inaccurate results. In the case of PBT, the LD approach may be
sufficient if the effect of secondary ions is excluded.
The methods developed in this thesis were applied to four specific RBE models (Table 2.1).

However, in principle, any RBE model parameterized in terms of the LET can be used in
conjunction with FNTDs. The McNamara- and Wedenberg-RBE models were preferred over
others due to their widespread use in TPSs and Monte Carlo simulation analysis routines [236–
238]. Additionally, the McNamara model was selected because it is based on a relatively large
clonogenic cell survival dataset [86]. The Mairani-RBE models were chosen as they are the
only models tailored for He-ions and parameterized in terms of LET [83, 87]. Moreover, all
the applied models are based on the LQM formalism, facilitating their simultaneous imple-
mentation into the workflow. It is worth noting that the modified microdosimetric kinetic
model (mMKM) is also often used in TPSs [196, 239]. Therefore, calculating microdosimetric
quantities from FNTD-based LET measurements would be advantageous.
For OSLDs, the absence of spectroscopic LET information implies that only RBE models

based on LF and LD can be used. As LD-based methods are frequently employed in com-
putational engines for calculating RBE in PBT [236–238], an experimental approach relying
solely on LD seems appropriate for evaluating the RBE in clinical proton beams. In He-ion
therapy, it is preferable to use approaches that rely on spectroscopic information of the ion
field due to the contribution of H-ions to the particle fluence. However, previous studies have
shown that LD-based RBE models are capable of accurately predicting the RBE in clinically
relevant 4He-ion SOBPs, despite the presence of secondary H-ions [87]. Therefore, if LD can
be assessed with sufficient accuracy with OSLDs, these detectors can be used to predict RBE
in He-ion radiotherapy. In C-ion radiotherapy, knowledge of the particle composition of the
radiation field is essential for RBE calculations due to the complexity of mixed ion fields [240].
Consequently, the absence of spectroscopic information, combined with the challenge of ac-
curately determining the LET, poses significant obstacles to utilizing the blue- to UV-signal
ratio for determining RBE with OSLDs in C-ion radiotherapy. However, dedicated studies
are required to determine the applicability of OSLDs for RBE measurements in IBT.

4.2. Clinical tests
4.2.1. LET measurements in clinical proton and 4He-ion beams

In previous studies from the same group where this thesis was conducted, LET spectra for
protons, 4He-, and 12C-ions were measured using FNTDs [47, 48]. These studies addressed
variations in the sensitivity of FNTDs by employing Monte Carlo simulations. With this
approach, a scaling factor is calculated to shift the measured LET spectra so that the position
of the peak associated with the primary particles matches that obtained from simulations.
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However, this approach has its limitations, as it relies on precise knowledge of the experimental
setup and the accuracy of the measurements is inherently dependent on the accuracy of
the simulations. Moreover, such corrections are applicable only to specific scenarios, and
any alteration in the experimental geometry – whether intentional or unintentional – would
render the correction invalid. The accuracy of the LET results presented in Publication III
was achieved by using the detector-specific sensitivity correction factor method developed
in earlier stages of this thesis (Subsection 4.1.1). One advantage of this methodology for
addressing sensitivity variability is that it enables unbiased comparisons between experiments
and simulations. Furthermore, this approach has the potential to facilitate the experimental
study of LET in more challenging scenarios in future work, such as full treatment plans in
anthropomorphic phantoms.
The need for two specific calibration curves to accurately measure the LET in proton and

4He-ion SOBPs strongly supports the hypothesis that the fluorescence intensity depends not
only on the LET but also on the type of particle. For the studied beams, this effect increases
with the LET of the particles and, therefore, is particularly pronounced at the distal dose-
falloff. However, it is possible to take advantage of the FNTDs spectroscopic information
to mitigate potential effects due to particle type dependence. Concretely, in a typical LET
spectrum the components of each particle type are somewhat isolated due to the rapid increase
in the electronic stopping power with the charge of the particles (Figure 2.3(a)). This is in
turn reflected in the fluorescence intensity spectra, where clearly defined peaks are observed,
each associated with a specific ion type [48]. Therefore, applying the appropriate calibration
curve to each component becomes feasible. In fact, such approach was applied to the mixed
H/He-ion fields in the studied 4He-ion SOBP (Publication IV). However, a drawback of this
approach is the need to establish separate calibration curves for each particle species that may
be encountered. Additionally, each of these calibration curves must cover the entire range of
possible LET values.
The results obtained from the simulations indicate agreement for LF but significant dif-

ferences for LD between the two implemented scoring methods. The latter, despite apply-
ing the same filters to score only particles with atomic numbers equal to or less than the
primary particles, as recommended for protons [25]. Overall the differences between both
implemented methods were larger for the 4He-ion SOBP. Compared to the particle spectra
scoring approach, the method based on scoring the energy deposition generally predicts higher
and lower LD values at the entrance channel and the distal dose-falloff, respectively. These
differences can be attributed to two independent factors. First, the particle energy scoring
approach relies on updated electronic stopping power data, which differs from that defined
internally in the simulation code. Second, the energy deposition is scored in finite volumes,
where the particles lose some of their energy, resulting in volumetric averaging. The fact that
two commonly applied scoring techniques can render such differences shows the importance
of developing suitable experimental devices for the comparison and/or validation of compu-
tational tools. However, besides comparing simulations against experimental techniques for
their validation, LET scoring techniques must be standardized to improve comparisons of
clinical observations between different centers [25].
The LET spectra obtained from FNTDs show good agreement with those obtained from

simulations in terms of the position of the maxima. However, there are noticeable differences
in their shape. Specifically, the measured LET spectra tend to be wider than the ones obtained
from simulations. This difference can be attributed to energy straggling in the scanned thin
crystal layers, fluctuations in fluorescence emissions, and the quantum efficiency of the detector
that collects the fluorescence light. All of these effects combine to deliver LET values that
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may appear to be either lower or higher than their actual values, thereby widening the LET
spectra. To reduce the effect of energy straggling, more slices can be acquired at different
depths to average over a larger sample of track-spots, at the expense of increasing the imaging
time. Another approach would be to increase the pinhole aperture to image thicker slices, but
this would also reduce the overall spatial resolution of the images. Rescanning the same area
can reduce fluctuations in fluorescence emission and detection, but it also increases imaging
times proportionally to the number of rescanning cycles. Spectra covering a wide range of
values tend to exhibit more signal noise, which may require scanning a larger area to reduce
it, with the drawback of longer imaging times. Therefore, it is advisable to carefully optimize
the scanning parameters for each application.
In summary, the results of the clinical tests with proton and 4He-ion SOBPs demonstrate

that FNTDs are suitable for LET measurements in clinically relevant proton and He-ion
beams. However, it is important to note that the studied beams represent highly idealized
scenarios, consisting of single beams with regular shapes. If the complexity of the beam ar-
rangement and/or the phantom geometry are increased, careful consideration of the detector
position is essential to avoid tracks with steep angles relative to the FNTDs surface. Ad-
ditionally, the beam fluences should be appropriately scaled while maintaining the relative
weights of the fields to prevent track overlapping in the images. Both angled and overlapping
tracks can lead to failures in the track reconstruction algorithm or inaccuracies in the results.

4.2.2. RBE measurements in clinical proton and 4He-ion beams
The trends of the RBE values calculated from the FNTD-based LET measurements are con-
sistent with those obtained from the clonogenic cell survival assays. However, for the proton
SOBP, the FNTDs predicted RBE values that were systematically higher than the ones ob-
tained from the cell experiments. This overestimation can be explained by the method used to
derive the RBE models. Particularly, the parameters for RBEmax and RBEmin (Equation 2.19)
in the models were obtained through best fitting techniques to sets of cell survival data for a
wide variety of cell lines from different laboratories, which are characterized by high disper-
sion [85, 86]. Therefore, due to biological and lab-to-lab variabilities, it cannot be expected
that experiments with single cell lines will exactly match the model predictions. Overall, there
was good numerical agreement between the RBE values predicted by the FNTDs and those
derived from the clonogenic cell survival assays for the 4He-ion SOBP. However, an exception
occurred at the distal dose-falloff, where the RBE was underestimated by the FNTDs by a
factor of almost 0.8. The RBE results for the 4He-ion SOBP are consistent with previous
reports for the same cell line [83, 87]. The better correlation of the RBE between FNTDs and
cells for the 4He-ion SOBP than for the proton SOBP can be attributed to data used to derive
the parameters for RBEmax and RBEmin in the applied model. Specifically, the derivation of
these parameters relied on a relatively large dataset for A549 cells [83, 87], which is the same
cell line used in this work for in-vitro validation.
To decouple the biological variability and further examine the RBE predictive capabilities

of FNTDs, in-silico experiments were conducted. The RBE obtained from simulations showed
remarkable quantitative consistency with the values obtained from the FNTDs. This supports
the hypothesis that the discrepancies between clonogenic cell survival assays and FNTDs can
be mostly attributed to biological variabilities. Additionally, this confirms that FNTDs are
suitable for validating computational tools for RBE calculations in proton and He-ion beams.
It is important to note that the relative differences between simulations and FNTDs in terms
of RBE are lower than those for LF and LD. This is attributed to the robust stability of the
RBE models in response to variations in the input LET quantities.
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4.2. Clinical tests

For both protons and He-ions, the LET spectra and LD approaches resulted in nearly
identical RBE values, except for the distal dose-falloff in the 4He-ion SOBP. In the latter
scenario, the LD-based method yielded a higher RBE, which seems to be reasonable given
that utilizing LD overlooks the distinct contributions of H- and He-ions to the RBE. Based
on these findings, the LD approach appears to be adequate for protons across the entire
range of potential RBE values. Additionally, this approach is simpler to implement and its
computational cost is lower, when compared to the LET spectra approach. However, for
He-ions, LET spectroscopic information may be necessary to accurately determine the RBE
in regions characterized by a high mixture of H- and He-ions.
In the final step, the RBE-weighted doses obtained experimentally from the FNTD-based

RBE values and ionization chamber dose measurements were compared against simulations.
This scenario resembles what could be done in a clinical validation. Notably, the differences
were below 0.1 Gy for a prescribed RBE-weighted dose of 2.0 Gy at the SOBP (assuming a
constant RBE of 1.1 and 1.3 for protons and He-ions, respectively) at all studied positions
along the proton and 4He-ion SOBPs. These results confirm that FNTDs are a suitable tool
for experimental validation of RBE-weighted dose distributions. However, further studies are
required to investigate more complex scenarios, as is the case with LET.

4.2.3. Luminescent detectors comparison study
The comparison study reveals that all of the examined detectors have the potential to measure
LF and LD in PBT. In all cases, the agreement between experiments and simulations was
better for LF than for LD, irrespective of the detector type. It is worth noting that all
detectors underestimated LD at the distal falloff. For FNTDs, this is consistent with the
results reported in Publication III and discussed in the previous subsection. When comparing
with the simulations and considering both LF and LD, FNTDs provide the most accurate
results, followed by Al2O3:C,Mg OSLDs. This supports the initial motivation to investigate
Al2O3:C,Mg-based FNTDs and OSLDs.
TLDs and OSLDs offer the advantage of being capable to measure both LET and absorbed

dose [32, 37]. However, for dose measurements, LET-dependent correction factors are neces-
sary to correct for the quenching of luminescent signals due to increased ionization density.
To obtain LET with TLDs in the comparison study, pairs of differently doped materials were
used. Therefore, with this approach, two detectors must be exposed to accurately measure
the absorbed dose [32]. On the other hand, OSLDs can measure LET and absorbed dose
simultaneously with a single detector [37]. In principle, FNTDs can be used to measure the
absorbed dose from the LET spectra [45]. However, this approach can only be used to measure
doses several orders of magnitude lower than those used clinically due to track overlapping.
Additionally, the precision of absorbed dose measurements with FNTDs is dependent on the
precision of the LET-spectra.
The impact of ions heavier than protons, which can be generated by nuclear reactions in

PBT, on LF and LD was investigated through Monte Carlo simulations. For this, both only
protons and all ions including protons were considered in the calculation of LF and LD. The
results indicate that LF is nearly insensitive to nuclear fragments, while a significant increase
in LD was observed. This increase, consistent with nucleus-to-nucleus cross sections [241],
was particularly pronounced at the entrance channel and decreased towards the protons end
of range. LD exhibits a greater sensitivity to the inclusion of heavier ions due to the quadratic
increase with LET (Equation 2.14). The results show that TLDs and OSLDs can be used
to measure LF and LD in PBT when considering only protons, as well as protons and all
secondary heavier ions. However, specifically tailored calibration curves are necessary. Al-
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4. Discussion

though FNTDs have the potential to measure all ions that interact with the detector, the
probability of detecting nuclear fragments in proton beams is low due to the small volumes
that are imaged coupled with the low number of nuclear fragments relative to the number of
protons. Therefore, for all practical purposes, it can be assumed that LF and LD measured
with FNTDs correspond to that of only protons.
To estimate the RBE at the measurement positions, the LD results obtained from all the

studied detectors were used as input in the McNamara-RBE model. Despite the differences
in LD, the RBE values obtained from all detectors showed good agreement with each other,
as well as with the simulations. This once again demonstrates the low sensitivity of the RBE
model to variations in LD. The calculations, assuming an α/β-ratio of 10 Gy for X-rays,
yielded results consistent with the RBE values obtained from FNTDs exposed in the proton
SOBP presented in Publication III, where the α/β-ratio for X-rays was (9.3 ± 1.1) Gy.
However, the RBE values obtained using the LD measured with all detectors used in the
comparison study are systematically smaller than those observed in the in-vitro experiments
reported in Publication III and previous studies with Chinese hamster ovary (CHO) cells
(α/β-ratio of (11.5 ± 1.5) Gy for X-rays) [32].
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Chapter

5 Summary and conclusions

In this thesis, novel methods for assessing linear energy transfer (LET) and relative biolog-
ical effectiveness (RBE) in proton-beam therapy (PBT) and ion-beam therapy (IBT) using
aluminum oxide doped with carbon and magnesium (Al2O3:C,Mg)-based fluorescent nuclear
track detectors (FNTDs) and optically stimulated luminescence detectors (OSLDs) have been
developed. These methods were tested in simplified clinical scenarios relevant to PBT and
IBT, and systematically validated through in-silico and in-vitro techniques.
To enhance the accuracy and precision of LET measurements using FNTDs, a novel ap-

proach to derive a detector-specific sensitivity correction factor was developed. This method
involves exposing the FNTDs to α-particles to indirectly assess the sensitivity of each crystal
relative to a reference set. The results demonstrate that this correction results in a signifi-
cant improvement in the accuracy and precision of the LET measurements utilizing FNTDs.
Furthermore, the sensitivity correction establishes traceability to the reference set of detec-
tors and the imaging system. With a reliable means to account for variable sensitivities, a
calibration curve relating the fluorescence intensity of single light-ion tracks to the LET was
established. This calibration is intended to measure LET spectra in unknown light-ion fields.
Motivated by previous research involving aluminum oxide doped with carbon (Al2O3:C)

OSLDs, the feasibility of using Al2O3:C,Mg-based OSLDs for measuring LET and absorbed
dose in PBT and IBT was explored. The results demonstrate that the blue- to UV-signal
ratio of Al2O3:C,Mg can be correlated with both the track average linear energy transfer
(LF ) and dose average linear energy transfer (LD). Exploiting this relationship, calibration
curves for measuring LF and LD in unknown light-ion fields were established. Additionally,
the results indicate that the so-called Qeff factor can serve as an ionization density descriptor,
with the added advantage of reducing the dependence of the blue- to UV-signal ratio on the
particle type. For Al2O3:C,Mg, both the blue- and UV-signals can be used to measure the
absorbed dose. However, comparisons with ionization chamber measurements indicate that
the UV-signal can provide more accurate results.
To investigate the capabilities of FNTDs in assessing both LET and RBE in clinically rele-

vant scenarios, FNTDs were exposed to proton and 4He-ion spread-out Bragg peaks (SOBPs)
at various depths within a solid water phantom. The LET spectra, LF , and LD measured
with FNTDs were compared with dedicated Monte Carlo simulations. When particle-specific
calibration curves were applied to the FNTDs, an overall good agreement was found between
measurements and simulations. To assess the RBE from the LET measurements, RBE mod-
els for protons and He-ions parameterized in terms of LET were integrated into the FNTD
data analysis workflow. For both protons and He-ions, approaches based on LET spectra and
LD were implemented. The RBE values obtained from FNTDs were validated by compar-
ison with clonogenic cell survival assays for a single cell line and Monte Carlo simulations.
For consistency, in the latter case, the same models used with FNTDs were applied. The
results demonstrate that FNTDs are suitable for assessing the RBE in proton and 4He-ion
clinical beams, which can be utilized to evaluate the RBE-weighted dose. The developed
methods have the potential to facilitate future studies investigating more complex geometries
and beam arrangements. Following a similar approach as the one developed, methods to
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5. Summary and conclusions

derive microdosimetric quantities using FNTDs have the potential to allow the integration of
microdosimetric-based RBE models.
The comparison study represents the first dedicated effort to systematically evaluate differ-

ent luminescent detectors with already proven capabilities to measure LET in proton beams
under identical experimental conditions. This study demonstrated that FNTDs, OSLDs,
and thermoluminescent dosimeters (TLDs) are potentially good candidates for LF and LD
measurements in PBT. An additional advantage of OSLDs and TLDs is their capability to
measure absorbed dose. However, for all studied detectors, enhanced techniques or calibration
protocols may further improve their accuracy for LET measurements. The latter is particu-
larly true for LD at regions characterized by high-LET particles, such as the distal dose-falloff,
where the largest deviations from Monte Carlo reference data were found.
Both FNTDs and OSLDs possess favorable characteristics for assessing LET and RBE in

PBT and IBT. Both types of detectors are small-sized, which helps mitigate volume effects
when measuring in regions characterized by steep LET gradients and prevents significant
perturbations in the radiation fields that could lead to inaccurate results. Additionally, both
FNTDs and OSLDs are capable of measuring the LET over a range that covers all possible
values of both primary and secondary ions. In the case of FNTDs, the ability to derive LET
spectroscopic information can be considered notable within the context of passive-luminescent
detectors, and provides the means for handling mixed-ion fields. However, typical FNTD
workflows can be labor-intensive and time-consuming. In contrast, measuring the LET in
mixed-ion fields with OSLDs can be challenging due to the dependence of the blue- to UV-
signal ratio on the type of particle. Nevertheless, fully automated end-to-end workflows for
OSLDs, better suited for routine clinical applications, have been developed. Regardless of the
detector type, standardized and robust protocols, as well as solid traceability chains, must be
developed prior to routine clinical applications to ensure consistent and reproducible results.
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Appendices

A. Specifications of the readout systems
Tables A.1 and A.2 respectively list the specifications and parameters of the devices used
for imaging fluorescent nuclear track detectors (FNTDs) and for the readout of optically
stimulated luminescence detectors (OSLDs) throughout this thesis.

Table A.1.: Details of the laser scanning confocal microscopy (LSCM) system for
imaging fluorescent nuclear track detectors (FNTDs).

Characteristics Technical Details
Manufacturer Carl Zeiss Microscopy GmbH (Jena, Germany)
Model LSM-710 equiped with the ConfoCor-3 module
Detector Pixel wise avalanche photodiode in Geiger mode
Excitation source HeNe laser (red, 633 nm wavelength)
Objective Plan Apochromat 63x/1.4 Oil DIC M27
Beam splitter Main dichroic beam splitter 488/562/633
Emission filter Low-pass filter 655
Dwelling time 40.63 µs
Imaging area 135 µm × 135 µm (1280 × 1280 pixels)

Table A.2.: Details of the system for the readout of optically stimulated luminescence
detectors (OSLDs).

Characteristics Technical Details
Manufacturer Technical University of Denmark Nutech (Roskilde, Denmark)
Model Risø Reader (TL/OSL-DA-20)
Detector Photomultiplier tube (PMD9107Q-AP-TTL)
Excitation source Light emission diode (green, 525 nm wavelength)
Emission filter UV band-pass filter (Hoya U-340)
Stimulation mode Pulsed
Pulse duration 100 µs stimulation followed by 100 µs quiescence
Total readout time 300 s

B. Intersession correction factor
A daily quality assurance protocol was established to ensure the proper functioning of the
laser scanning confocal microscopy (LSCM) system and to monitor its performance during all
readout sessions. A single FNTD, previously exposed to α-particles from a 244Cm radioactive
source, served as the reference sample. This FNTD was irradiated using the same experimental
setup as described in Publication I (Section 3.5). At the beginning of each readout session,
the FNTD was imaged at least seven consecutive times, with 15-minute intervals between
acquisitions. The initial four scans aimed to stabilize the system, particularly the laser-light
source. Careful attention was given to consistently scan the same region of the FNTD to
mitigate coloration-related luminescence variations. A well-known constellation of α-particle
track spots, which was established in the initial stages of the investigation, served as a visual
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Appendices

reference for this purpose (Figure B.1(a)). It is worth noting that a relatively low laser
power of 5 % was utilized to image the reference FNTD to prevent sample bleaching, which
would render the correction ineffective. The last three readouts in a given readout session
were utilized to determine the average fluorescence intensity for that specific session (Id).
A baseline average fluorescence intensity (IB) was established during 10 dedicated readout
sessions taking place after servicing the microscope, including the replacement of the focusing
objective. To account for any variations between readout sessions, an intersession correction
factor (kd) was introduced. This correction was calculated for each readout session, as follows:

kd =
IB
Id
. (B.1)

Figure B.1(b) displays an excerpt of the inverse of kd obtained from November 2020 to
July 2021. The complete dataset comprises over 90 readout sessions, continuing until March
2023. It is evident that around April and May 2021, the response of the imaging system
began to consistently decrease. Upon investigation, a leakage of immersion oil was discovered
in the focusing objective, resulting in oil accumulation and light attenuation. After replacing
the defective objective and giving general service to the microscope, the relative response
increased by over 40 %. These results underscore the importance of monitoring the readout
system. Even under regular conditions, variations of up to 10 % were detected. However,
these variations were effectively corrected in the measurements using kd. Beyond ensuring
accurate results, the intersession correction factor provides traceability to the moment when
the FNTD calibration curve for linear energy transfer (LET) measurements was established,
as well as facilitating cross-calibration between independent systems.

20 μm

(a) Reference FNTD (b) Microscope response

Figure B.1.: (a) Maximum fluorescence intensity projection image (1280 pixels × 1280 pixels) of
the reference fluorescent nuclear track detector (FNTD) exposed to 244Cm α-particles. (b) Inverse of
the intersession correction factor (kd) as a function of the session number. The gray dashed vertical
line indicates the moment when the focusing objective was replaced, with arrows pointing towards
the before and after of this event. The hatched box indicates the sessions where the relative response
decreased and the malfunction was detected. The green horizontal line spans the sessions after the
general service, when the baseline response was established. Reference dates are shown in black.
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