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Abstract

The LHCb detector has undergone a major upgrade for Run 3 of the LHC enabling it
to operate at a five times higher instantaneous luminosity and to read out the entire
detector at a frequency of 40 MHz, corresponding to the bunch crossing frequency
of the LHC. The main tracking stations of the spectrometer were replaced by the
Scintillating Fibre (SciFi) Tracker, a large, high granular tracking detector based on
250µm scintillating fibres readout by arrays of silicon photomultipliers (SiPMs). The
SiPM signals are processed and digitised by a custom ASIC at 40 MHz. Further digital
electronics perform clustering and data compression before sending the data via optical
links to the data acquisition system.
This thesis describes the LHCb SciFi Tracker and the commissioning of its front-end
electronic. It highlights the calibration of the frontend ASICs’ detection thresholds, a
crucial task to ensure the detector’s optimal performance. It is shown that, following the
calibration of the detection thresholds, the detector achieves a hit detection efficiency
of 99 % and a single hit resolution of <100µm while maintaining a sufficiently low
noise rate.

Zusammenfassung

Der LHCb-Detektor wurde für Run 3 des LHC einem umfassenden Upgrade unter-
zogen, um den Betrieb bei einer fünfmal höheren Luminosität und das Auslesen des
gesamten Detektors mit einer Frequenz von 40 MHz, entsprechend der Kollisions-
rate am LHC, zu ermöglichen. Die Hauptspurkammern des Spektrometers wurden
durch den Scintillating Fibre (SciFi) Tracker ersetzt, einen großen, hochgranularen
Detektor basierend auf 250µm szintillierenden Fasern, die von Arrays von Silizium-
Photomultipliern (SiPMs) ausgelesen werden. Die Signale der SiPMs werden von
einem eigens dafür entwickeltem ASIC mit einer Frequenz von 40 MHz verarbeitet
und digitalisiert. Weitere digitale Elektronik führt ein Clustering und Datenkompressi-
on durch, bevor die Daten über optische Verbindungen an das Datenerfassungssystem
gesendet werden.
Die vorliegende Arbeit präsentiert den LHCb SciFi Tracker und die Inbetriebnahme
seiner Frontend-Elektronik. Der Schwerpunkt liegt hierbei auf der Kalibrierung der De-
tektionsschwellen des Frontend-ASICs, welche eine entscheidende Aufgabe darstellt,
um die optimale Funktionsweise des Detektors zu gewährleisten. Es wird gezeigt, dass
der Detektor durch die Kalibrierung der Detektionsschwellen eine Nachweiseffizienz
von 99 % und eine Ortsauflösung von <100µm erreicht, während gleichzeitig eine
ausreichend niedrige Rauschrate beibehalten wird.
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Preface

The work presented in this dissertation was carried out within the SciFi Tracker work-
ing group within the LHCb collaboration. The collaboration currently consists of
more than 1000 authors from 120 institutes worldwide. No part of this work would
have been possible without the numerous contributions of other people; constructing,
commissioning, and operating a detector on the scale of the LHCb SciFi Tracker is a
collaborative effort of dozens of physicists, technicians, and engineers.
During the assembly of the SciFi Tracker at CERN, the author was, together with an-
other student and under the supervision of a postdoctoral researcher from Heidelberg
University, responsible for commissioning the frontend electronics. This includes the
development of the measurement procedures and analysis methods, running and
analysing the tests, and documenting the results in a dedicated database. These tests
ensure the correct functionality of the complete signal chain from silicon photomulti-
pliers to the data acquisition chain and also include the first calibration measurements.
The author developed the software tool ScurveFit to analyse the calibration mea-
surements and extract the calibration constants. Furthermore, the detector assembly
was frequently assisted by installing detector modules or connecting and testing cables
and optical fibres.
Following the installation of the SciFi Tracker in the LHCb experimental cavern, the au-
thor was instrumental in the commissioning of the entire detector, working alongside
several members of the SciFi Tracker project and other LHCb collaboration members.
The author’s primary responsibility was the calibration of the detector, and they con-
tributed to all steps of the calibration procedure. This included data collection using
the LHCb experimental control and data acquisition system, analysis of the raw data
using algorithms they implemented within the LHCb software framework, fitting
of the calibration curves using their developed tool, and the storage of calibration
constants in a dedicated database. Furthermore, the author supported the global data
taking of the LHCb experiment, taking several week-long on-call shifts as the first
point of contact for the SciFi Tracker in case of any issues.
The author, under the guidance of a postdoctoral fellow at CERN, conducted the mea-
surements of the hit detection efficiency, single hit resolution, and noise rates. While
the author was solely responsible for recording the various data sets and analysing
them, it is important to note that this work was not possible without the contributions
of several current and former members of the collaboration, as they utilised or were
based on previously existing algorithms in the LHCb software framework.
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1 Introduction

The field of particle physics has made significant progress since its emergence in the
early 20th century, thanks to a close interplay between theoretical ideas and precise
experimental data. Our current state of knowledge is summarised in a well-tested
theory called the Standard Model of Particle Physics [1–6], which describes all known
fundamental particles and their interactions. The rapid progress the field has seen has
often been made possible by employing novel ideas, concepts, and technologies in the
design of particle detectors.
The first particle detectors employed photographic plates or scintillating screens [7]
and used the human eye as a light detection device to uncover the nature of radioactiv-
ity in the early 20th century. Photographic emulsions [8], cloud chambers [9], and later
bubble chambers [10] made particle trajectories visible, leading to the discoveries of
the positron [11], the pion [12], and many new particles in the following decades. The
development of the first electronic detectors started with the invention of the Geiger-
Müller tube [13], based on the ionisation of a gas by a particle. This concept was further
developed into photomultiplier tubes [14], significantly increasing the sensitivity of
scintillation counters. With the development of the multi-wire proportional chamber
in 1968 [15], electronic detectors were equipped with an increasing number of readout
channels, finer granularity, and higher rate capability. This trend was only amplified
by the advancements in semiconductor technologies and the development of the first
silicon tracking detectors in the early 1980s [16]. The higher rate capabilities of these
new technologies allowed for studying increasingly rare processes which, amongst
other particles, led to discovery of the gluon [17–19], the carrier of the strong force,
and the 𝑍 and 𝑊± bosons [20–22] which mediate the weak force.
Today’s particle physics experiments employ various detector concepts and technolo-
gies to measure the properties of fundamental particles. Arguably, the most complex
detector systems have been constructed and are operated at the Large Hadron Collider
(LHC), where the four experiments ALICE, ATLAS, CMS, and LHCb investigate the
properties of fundamental particles in collisions of highly energetic protons with un-
precedented precision. In searching for exceedingly rare processes and higher precision
to probe the Standard Model, the LHC experiments push the detector technologies
to even finer granularities, higher rate capability, increased radiation tolerance, and
larger data rates. At the forefront of this development is the LHCb experiment, which
has recently completed an ambitious upgrade of its detector and readout system.
The LHCb experiment is designed to precisely reconstruct decays of heavy-flavour
hadrons1 and to shed light onto physics beyond the Standard Model by studying
CP-violation [23], discovering new particles directly [24] or indirectly through their
contribution to loop processes [25]. From 2010 to 2018, the experiment collected the
world’s largest sample of events containing 𝑏 and 𝑐 hadrons. Despite the unprecedented

1Hadrons are composite particles made of two or more quarks bound by the strong force.
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1 Introduction

size of the data set, many of the key flavour physics observables remain statistically
limited [26] and require a significantly larger data set to reach the precision of today’s
theory calculations and sensitivity to possible new physics effects.
To collect this larger data set, the upgraded LHCb detector, described in Chapter 2, is
operated at a five times higher instantaneous luminosity2 and collects events at the
LHC collision frequency of 40 MHz. The new running conditions required an upgrade
of all detectors, readout electronics, and the entire data acquisition and trigger system
to cope with the higher multiplicities, irradiation levels, and data rates. The main
tracking stations have been replaced by the Scintillating Fibre (SciFi) Tracker described
in Chapter 3. With its 250µm diameter scintillating fibres, it provides a sufficiently
small granularity to cope with the increased number of particles in each collision. The
scintillation light is detected by arrays of silicon photomultipliers (SiPMs), and their
signals are processed and digitised by a complex chain of readout electronics at a
frequency of 40 MHz, matching the LHC bunch crossing frequency.

In the scope of this dissertation, significant contributions have been made to the
commissioning and calibration of the readout electronics while supporting various
steps during the construction and installation and participating in the operation of the
detector. A well-documented quality assurance during construction and meticulous
commissioning is the foundation of a future stable operation of a large and complex
detector, as it allows for spotting potential issues early on and to gain first experi-
ence in operating the detector on a large scale. The commissioning of the frontend
electronics during the assembly of the SciFi Tracker is summarised in Chapter 4 and
first experiences in operating the detector are given in Chapter 5. The main work
presented in this dissertation focuses on the calibration of the detector, an integral part
of the commissioning and operation of every detector. Precise and careful calibration
is necessary to convert digital values to meaningful information and to ensure the
detector’s best performance. The calibration of the SciFi frontend electronics, based on
the pulse height spectra of SiPMs, is discussed in Chapter 6. In order to achieve optimal
tracking performance, the SciFi Tracker must maintain a high hit detection efficiency
and single hit resolution while minimising the occurrence of noise hits. Chapter 7 con-
tains measurements of these metrics based on data from LHCb Run 3, using different
settings derived from the previously mentioned calibration. Finally an outlook for the
remainder of the data taking in Run 3 is given.

2Luminosity ℒ = 1
𝜎

d𝑁
d𝑡 is a measure of the rate of events (d𝑁

d𝑡 ) relative to their cross section (𝜎).
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2 The LHCb Experiment

The LHCb experiment is one of the four large experiments at the LHC at CERN.
Designed initially to primarily study decays of hadrons containing 𝑏 and 𝑐 quarks, it
has shown remarkable capabilities in various other fields, including but not limited to
electroweak, heavy ion, and fixed target physics [27]. This broader physics programme
is reflected in the design of the upgraded detector, which will be discussed in this
chapter. The original detector operated successfully from 2009 to 2018 and is described
in detail in References [28, 29].

2.1 The Large Hadron Collider

The LHC, located at the border between France and Switzerland near Geneva, is the
world’s largest and most powerful particle accelerator. It consists of two supercon-
ducting storage rings with a circumference of 26.7 km and is designed to accelerate
and collide protons up to a centre-of-mass energy of 14 TeV and an instantaneous
luminosity in the order of 2 × 1034 cm−2 s−1 [30]. The two counter-rotating proton
beams comprise up to 2800 bunches, each containing about 1.8 × 1011 protons [31].
The nominal bunch spacing is 25 ns, resulting in a collision rate of 40 MHz. As shown
in Figure 2.1, the bunches are collided at four points along the accelerator where the
large experiments ALICE, ATLAS, CMS, and LHCb are located.
The data-taking campaigns at the LHC are divided into Runs, the first two of which
took place from 2009 to 2013 and 2015 to 2018. Run 3 has started in 2022 and is sched-
uled to continue until the end of 2025 [32]. During Run 3, the LHC collides protons
with a centre-of-mass energy of √𝑠 = 13.6 TeV and a peak instantaneous luminosity
of 2 × 1034 cm−2 s−1. While ATLAS and CMS use the total but continuously decaying
luminosity delivered by the LHC, LHCb uses luminosity levelling [33] to keep the
luminosity lower but constant throughout a fill1. In Run 3, the LHCb detector is op-
erated at a five times higher instantaneous luminosity compared to Run1 and Run2
of ℒ = 2 × 1033 cm−2 s−1, which results in about five proton-proton (𝑝𝑝) collisions on
average per bunch crossing [34]. In special fills, the LHC also delivers collisions of
heavy ions, such as lead and xenon, as well as proton-ion collisions.

2.2 The LHCb Detector

The LHCb detector, shown in Figure 2.2, is a single-arm forward spectrometer cov-
ering angles relative to the beamline of 10 mrad to 300 mrad in the x-z plane and up

1A fill refers to the period where protons are injected into the LHC, accelerated to the desired energy,
and then collided until the beams are dumped, which usually occurs after several hours.
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2 The LHCb Experiment

CMS

ALICE

ATLAS

LHCb

1011 Protons

Figure 2.1 Schematic view of the LHC accelerator ring with its two beam pipes and the four
crossing points with their experiments. The two beams are made up of up to 3546 individual
bunches, each containing ≈1011 protons. Adapted from Reference [35].
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2.2 The LHCb Detector

Figure 2: Layout of the upgraded LHCb detector.

maintenance and to guarantee access to the beam pipe.
The particle tracking system comprises an array of pixel silicon detectors surrounding

the interaction region called vertex locator (VELO), the silicon-strip upstream tracker
(UT) in front of the large-aperture dipole magnet, and three scintillating fibre tracker
(SciFi Tracker) stations downstream of the magnet.1 All three subsystems were designed to
comply with the 40MHz readout architecture and to address the challenges associated with
the increased luminosity. The upgraded VELO, based on hybrid silicon pixel detectors, is
described in Sect. 3, and the UT is described in Sect. 5. The SciFi Tracker, which replaces
both the straw-tube Outer Tracker and silicon-strip Inner Tracker systems used in the
downstream tracking stations in the original LHCb experiment, is described in Sect. 6.

The particle identification (PID) is provided by two ring imaging Cherenkov detectors
(RICH1 and RICH2) using C4F10 and CF4 gases as radiators, a shashlik-type electromag-
netic calorimeter (ECAL), an iron-scintillator tile sampling hadronic calorimeter (HCAL),
and four stations of muon chambers (M2–5) interleaved with iron shielding.2 The Scintil-
lating Pad Detector and Pre-Shower, which were part of the previous calorimeter system,
as well as the most upstream muon station, have been removed due to their reduced role in
the full software trigger compared to the former hardware L0. The upgraded ring imaging
Cherenkov detectors (RICHs) are described in Sect. 7, the calorimeters are described in
Sect. 8, and the muon system is described in Sect. 9.

1Upstream and downstream are intended in the direction of increasing z.
2 The muon detector consisted of five stations of which the first (M1) has been removed – see text. For
historical reasons the remaining stations kept their original names.

3

Figure 2.2 Layout of the LHCb detector. Particles collide inside o the Vertex Locator and their
collission products are detected in the forward region by the other sub-detectors [34].

to 250 mrad in the y-z plane, corresponding to a pseudorapidity2 range of 2 < 𝜂 < 5
[28]. The right-handed coordinate system has its origin at the nominal 𝑝𝑝 interaction
point inside the Vertex Locator (VELO), the z-axis pointing along the beamline in
the direction of the muon stations, and the y-axis pointing vertically upwards. The
geometry of the LHCb detector is unique among the LHC experiments and was chosen
because, at high energies, pairs of 𝑏𝑏 quarks are predominantly produced with small
opening angles relative to the beam axis [36]. Due to the dominant production mech-
anism and the low mass of the 𝑏 quark compared to the centre-of-mass energy, the
𝑏𝑏 pair is highly boosted with respect to the laboratory frame. The resulting hadrons,
for example 𝐵 mesons, will therefore typically fly for about a centimetre from their
point of production before they decay, leading to a distinctive displaced vertex. Sepa-
rating this secondary vertex from the primary vertex of the 𝑝𝑝 collision is a key feature
of LHCb and the purpose of the first sub-detector, the VELO. The VELO, together
with the dipole magnet, the Upstream Tracker (UT), and the SciFi Tracker, forms the
tracking and spectrometer system of LHCb responsible for precisely reconstructing
charged particle trajectories and measuring their momenta, it is described in detail
in Section 2.3. Particle identification is provided by a set of ring-imaging Cherenkov
detectors (RICH1, RICH2), the calorimeter system (ECAL, HCAL), and the muon
stations (M2-M5), which are described in Section 2.4. The data acquisition system
(DAQ) and the software-based trigger are both described in Section 2.5

2Pseudorapidity describes the angle of a particle relative to the beam axis. It is defined as 𝜂 =
− ln [tan ( 𝜃

2 )].
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2 The LHCb Experiment

2.3 Tracking System

The tracking system is at the heart of LHCb and consists of the VELO around the
interaction region, the UT just before the magnet, the dipole magnet, and the main
tracking detector, the SciFi Tracker, after the magnet. The magnet provides a vertical
magnetic field along the y-axis and has a bending power of 4 T m [37]. By measuring
the trajectories of charged particles and their deflection in the magnetic field, their
momentum can be estimated. Each sub-detector has been specifically designed for the
conditions during Run 3 of the LHC.

2.3.1 Vertex Locator

The Vertex Locator, or VELO [38], is a silicon pixel detector that surrounds the interac-
tion region at LHCb. It is designed to provide an excellent vertex resolution to separate
the primary 𝑝𝑝 vertex from displaced vertices in the collision. The detector consists of
52 modules arranged in two moveable halves as shown in Figure 2.3 that can be closed
to a radius of 5.1 mm around the beam. In order to sit so close to the interaction point,
the VELO is closely integrated into the LHC vacuum system and only separated from
the primary vacuum by a 150µm thin corrugated aluminium foil.
The L-shaped modules are composed of four sensor tiles, each of them read out by
three VeloPix ASICs [39], as shown in Figure 2.3b. Each ASIC has an active matrix of
256 × 256 pixels with a pixel size of 55µm × 55µm leading to a total of over 41 million
pixels for the entire VELO. The sensors and ASICs are designed to withstand high
particle fluxes of up to 900×106 particles per second in the busiest region and tolerate a
high integrated ionising radiation dose of 4 MGy, as well as a total non-ionising3 dose
of 8 × 1015 neq cm−2. Pixel hits are grouped into clusters by the VeloPix and encoded
into 30 bit giving a peak data rate of 15.1 Gbit/s for the most central ASIC and up to
2.85 Tbit/s for the whole VELO [34].

2.3.2 Upstream Tracker

The Upstream Tracker (UT) [40] is located just in front of the dipole magnet. Being so
close to the magnet, it experiences a significant magnetic field, which is exploited to get
a first momentum estimate from matching VELO tracks to hits in UT. This information
is used to speed up the matching of VELO tracks to SciFi Tracker hits. The UT also
plays a vital role in reconstructing tracks from particles decaying after the VELO, e.g.
long-lived kaons and lambda particles.
The detector consists of four layers of silicon strip sensors, as illustrated in Figure 2.4,
arranged in a so-called x-u-v-x geometry, where the two innermost layers are rotated by
+5° and −5°, respectively, to provide a measurement of the y coordinate. Each layer is
composed of several staves that house the sensors and readout electronics. Depending
on the expected occupancy, sensors with different granularities are mounted through-
out the detector to keep the average occupancy below 1 %. Most of the detector is

3The non-ionising radiation dose is typically expressed as neutron equivalent dose (neq cm−2), which
is defined as the dose of 1 MeV neutrons producing the same radiation damage as induced by an
arbitrary particle dose with a specific energy distribution.
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2.3 Tracking System

The minimal, nominal spacing between modules is 25mm and the Side A modules are
displaced in z by +12.5mm relative to the Side C modules to ensure the two sides overlap
when closed to provide a complete azimuthal coverage.

The rectangular pixel detectors are arranged in a rotated ‘L’ shape, as shown on Fig. 9
(right). The purpose of the 45� rotation around the z axis is to minimise any risk of the
detectors grazing the RF box during installation.

Figure 9: Left: schematic top view of the z � x plane at y = 0 (left) with an illustration of the
z-extent of the luminous region and the nominal LHCb pseudorapidity acceptance, 2 < ⌘ < 5.
Right: sketch showing the nominal layout of the ASICs around the z axis in the closed VELO
configuration. Half the ASICs are placed on the upstream module face (grey) and half on the
downstream face (blue). The modules on the Side C are highlighted in purple on both sketches.

3.2.4 Expected particle fluxes and irradiation

The most-occupied 2 cm2 ASIC will experience 8.5 charged particles in every bunch
crossing. The LHCb upgrade expects an average bunch-crossing rate of 27 MHz, with a
peak rate of 40 MHz. Particles traverse detectors at relatively high angle and on average,
given the pixel size of 55µm ⇥ 55µm, 2.6 pixels will record the passage of an ionising
particle. For the busiest ASIC, this implies a peak pixel-hit rate of ⇠ 900 million/s.

Section 3.3.1 describes the dedicated ASIC developed for the VELO upgrade, which
has digital logic that groups hits into super-pixel packets (SPPs) encoded by 30 bits. The
busiest ASIC records hits in ⇠ 1.5 SPPs per traversing particle, giving a maximum SPP
rate of 520 million/s, or 15.1 Gbit/s from the most central ASIC, see Fig. 8 (right). The
peak total data rate out of the whole VELO may reach 2.85 Tbit/s and the readout
scheme is designed accordingly. The power needed for such FE processing is significant
and performant on-detector cooling is vital.

The pixel ASIC and silicon sensors are designed to tolerate a high and non uniform
fluence, which ranges from 5⇥1012 to 1.6⇥1014 neq/cm2 per 1 fb�1 of integrated luminosity
exposure. With 50 fb�1, it is expected that some ASICs accumulate an integrated flux
of 8 ⇥ 1015 neq/cm2. With this dose, leakage currents of around 200µA/cm2 (⇠ 7 nA
per pixel) are expected with 1000V of bias voltage at �25�C. In terms of total ionising
radiation dose, the ASICs must remain fully operational up to 4MGy.
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Figure 2.3 Left: top view of the VELO in the z-x plane showing the 26 modules on each side.
In addition the luminous region and the nominal pseudorapidity acceptance of LHCb are
shown. Right: sketch of the arrangement of ASICs around the z axis for the closed VELO. Half
of the ASICs are located on the front side (grey) and half on the back side (blue) [34].

equippedwith sensors with a strip pitch of 187.5µm and strip length of 99.5 mm, while
the central region uses two different sensor types with a pitch of 93.5µm but different
strip length of 99.5 mm and 51.45 mm for the innermost sensors [34]. The sensors
are read out by up to eight custom frontend ASICs called SALT [41] that digitise the
signals at 40 MHz. Both the sensors and SALT ASICs are designed to withstand an
integrated non-ionising dose of up to 4 × 1014 neq cm−2 [34].

2.3.3 Scintillating Fibre Tracker

The last detector in LHCb’s tracking system is the Scintillating Fibre (SciFi) Tracker
[40], located behind the dipole magnet. It is responsible for charged particle tracking
and provides the best momentum estimate by extending tracks from the VELO or
UT and measuring their bending in the magnetic field. The SciFi Tracker, shown
in Figure 2.5, consists of 12 layers arranged in three stations (T1, T2, T3) with the
four layers of each station following the same x-u-v-x geometry as the UT where the
stereo layers (u, v) are rotated by ±5°. Each layer covers an area of about 30 m2 and is
built from 250µm diameter scintillating fibres arranged in multilayer fibre mats. The
scintillation light is detected by silicon photomultipliers (SiPMs) located at the top
and bottom of the detector, outside of the acceptance of LHCb. The SiPM signals are
processed and digitised by custom frontend electronics at the LHC bunch crossing
frequency of 40 MHz leading to a total data rate of about 20 Tbit/s. Over the lifetime
of the detector, the fibres are expected to see an integrated ionising dose of 35 kGy and
the SiPMs a collected non-ionising fluence of 6 × 1010 neq cm−2 while still maintaining
the required hit efficiency of 99 % and a hit resolution better than 100µm [34]. As the
SciFi Tracker, and especially its readout electronics, are the subject of this dissertation,
a comprehensive overview is given in Chapter 3.
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2 The LHCb Experiment

Figure 27: Drawing of the four UT silicon planes with indicative dimensions. Di↵erent colours
designate di↵erent types of sensors: Type-A (green), Type-B (yellow), Type-C and Type-D
(pink), as described in the text.

detector electronics and the hybrids, and patch panels that distribute the high voltage to
the silicon detectors.
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Figure 28: A 3D view of the UT system.
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Figure 2.4 Schematic of the four UT planes showing the rotation of the inner two layers. The
colours indicate the different sensor types utilising different strip pitches and lengths [34].

and are used for determining the deflection of the charged particle tracks caused by the
magnetic field [75]. The inner two stereo layers, U and V , have their fibres rotated by
±5� in the plane of the layer for reconstructing the vertical position of the track hit.
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Figure 42: Front and side views of the 3D model of the SciFi Tracker detector.

Each station is constructed from four independently movable structures referred here
as C-Frames, with two C-Frames on each side of the beam pipe. The carriages of the
C-Frames move along rails fixed to a stainless steel bridge structure above the detector,
supported by stainless steel pillars. To simplify production, each station is built from
identical SciFi modules about 52 cm wide and spanning the full height, except for a few
modules near the beam pipe. The T3 station is instrumented with six modules on each
C-Frame. T1 and T2 stations have one less module on each side for instrumenting the
smaller acceptance at those locations due to the opening angle of LHCb.

6.1.3 Detector technology

The detector modules are constructed as a honeycomb and carbon-fibre sandwich con-
taining eight ⇠ 2.4m long and ⇠ 13 cm wide SciFi mats made from six staggered layers
of fibres. A thin mirror is glued to the fibre end to reflect additional light back to the
readout side [76]. In the experiment, these mirrors are located near the y = 0 plane. From
there, four fibre mats point upward and four downward, spanning a total height of almost
5m. Near x = 0, a few special modules are used in order to take into account the presence
of the beam pipe. Those modules have one mat shortened to accommodate the beam pipe
radius, as seen in the centre cutaway module in Figure 42. A more detailed description of
the modules is found in Section 6.3.

The optical signal from the scintillating fibres are detected by 128-channel arrays of
SiPMs with a channel pitch of 250 µm. The SiPMs are discussed in Section 6.4. At the
readout end of each module, 16 SiPM arrays are bonded to a 3D printed titanium alloy
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Figure 2.5 Illustration of the SciFi Tracker [34]. Left: front view of the SciFi Tracker. The
module are shown in orange and the fibre mats of one module are highlighted in blue. Right:
side view of the three detector stations.
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2.4 Particle Identification

2.4 Particle Identification

The particle identification (PID) system provides crucial information to suppress
combinatoric backgrounds and control misidentification rates in many LHCb analyses.
The two ring-imaging Cherenkov detectors (RICH1, RICH2) allow for distinguishing
between pions, kaons, and protons, while photons and electrons are identified in the
calorimeter system (ECAL, HCAL); lastly, muons are detected in the muon stations
(M2-M5) [34, 42].

2.4.1 Ring-imaging Cherenkov Detectors

The two RICH detectors provide charged hadron discrimination between pions, kaons,
and protons over a momentum range of 2.6 to 100 GeV/c. Both detectors use fluoro-
carbon gas radiators but with different refractive indices. Charged particles traversing
the radiator emit Cherenkov photons under a characteristic angle depending on their
mass, momentum, and the refractive index of the radiator. The Cherenkov light is
reflected by a set of flat and spherical mirrors, focusing the ring images onto planes
of photon detectors. By reconstructing the opening angle from the ring images and
combining it with the momentum from a track, particles with different masses can be
distinguished by their Cherenkov angle.
The first RICH detector, RICH1, is located before the dipole magnet and uses a C4F10
gas radiator allowing for PID in the momentum range of 2.6 to 60 GeV c−1, while
RICH2, located after the magnet behind the SciFi Tracker, uses CF4 covering the higher
momentum range of 15 to 100 GeV c−1. The Cherenkov photons are detected using
multi-anode photomultiplier tubes (MaPMTs) of different granularities depending
on the occupancy requirements. RICH1 and the inner region of RICH2 are equipped
with MaPMTs with a pixel size of 2.88 mm × 2.88 mm while the outer areas of RICH2
use devices with a pixel size of 6 mm × 6 mm [34]. A custom ASIC called CLARO [43]
has been designed that provides single photon counting at rates of up to 107 hits per
second and can tolerate an integrated non-ionising dose of 1013 neq cm−2.

2.4.2 Calorimeter System

The electromagnetic calorimeter (ECAL) is located just behind RICH2 and is used to
identify electrons and photons. Electrons are identified by matching clusters in the
ECAL to reconstructed tracks, which also take into account the emission of bremsstrahlung
photons. Consequently, photons are identified by clusters in the ECAL without an
associated track. The hadronic calorimeter (HCAL) sits directly behind the ECAL,
providing additional PID information on hadrons.
Both the detectors employ the same basic principle of alternating layers of plastic
scintillator and absorber tiles with wave-length shifting fibres running through to
collect and transmit the scintillation to photomultiplier tubes (PMTs). In the case of
the ECAL lead with a total of 25 radiation lengths is used as an absorber, while the
HCAL uses iron with a total of 5.6 interaction lengths. The detectors also share the
same readout electronics that process and digitise the PMT signals at a rate of 40 MHz
[34, 42].
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2 The LHCb Experiment

2.4.3 Muon Stations

The four muon stations M2 to M5 are the last detectors in LHCb and provide identifi-
cation of muons, which are essential in many LHCb analyses. At the LHC’s energies,
muons can easily traverse the entire detector as they do not feel the strong interac-
tion and do not develop electromagnetic showers as bremsstrahlung is suppressed
compared to electrons. Consequently, muons are identified by filtering out all other
particles using thick layers of absorbers and matching the muon hits to reconstructed
tracks.
The muon stations are composed of multi-wire proportional chambers (MWPCs) and
interleaved with 80 cm of iron absorber with a total interaction length of about 20. The
stations are divided into four regions, each one equipped with MWPCs of a different
granularity to cope with the large variation in particle rates from the centre to the edge
of the detector [34].

2.5 Data Acquisition and Trigger System

The LHCb data acquisition system (DAQ), shown in Figure 2.6, uses a synchronous
readout where all sub-detectors send their data every bunch crossing at a frequency
of 40 MHz, making the system essentially trigger-less [34]. Data is sent from the
detector frontends via optical links from the experimental cavern to the data centre
at the surface. The data centre hosts the event builder (EB) servers that contain the
data acquisition boards (TELL40) and the graphics processing units (GPU) running
the high-level trigger application (HLT1). Each TELL40 is connected only to a single
sub-detector and is therefore configured with a specific firmware that decodes the
data, orders it by bunch crossing, and creates a sub-detector-specific event fragment,
before sending it to the network connecting all EBs. The EBs assemble all sub-detector
data fragments and, once completed, push the events to the HLT1 GPUs. Events that
are accepted are stored on a buffer before being picked up by the second high-level
trigger (HLT2) running on general-purpose CPU servers called event-filter farm. Data
processed by HLT2 is subsequently sent to permanent storage.
At the nominal luminosity in Run 3 data rates can reach up to 4 TB/s, whereas only
about 10 GB/s can be recorded to permanent storage [34]. In addition, the rates of
potentially interesting events involving decays of hadrons containing 𝑏 and 𝑐 quarks
are in the order of 300 kHz and 1 MHz, respectively. To reduce the data rate by a
factor of 400 and maximise the number of recorded signal events, a full offline-quality
reconstruction of the events needs to be performed. Subsequently, only a subset of the
event information will be saved while discarding the rest. This real-time analysis [44]
was already pioneered during the Run 2 data taking of LHCb [45] and was developed
into a two-stage software trigger system for Run 3, consisting of HLT1 and HLT2. HLT1
performs an inclusive selection based on charged particle reconstruction, reducing the
data rate by a factor of 20. The data is temporarily stored on a large disk buffer while
the real-time alignment and calibration are performed [46]. The data is then picked
up by HLT2, where the full offline-quality reconstruction and final selection of signals
is performed.
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2.5 Data Acquisition and Trigger System

Figure 2.6 Schematic of the LHCb DAQ system. The detector frontends are located on the top.
The event builder nodes and the event filter farm are separated by a large buffer. Adapted
from Reference [34].
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2.5.1 Readout & Control Boards

The backend electronics of theDAQ system are based on a common customboard called
PCIe40 [47]. The board is based on an FPGA4 and features 48 bidirectional optical links
with a bandwidth of up to 10 Gbit/s connected to MiniPod5 transceivers. The board’s
functionality is configured by flashing the device with one of three different firmware
types: SODIN, TELL40, and SOL40. The readout supervisor SODIN is responsible
for controlling and synchronising the entire DAQ system by distributing the 40 MHz
LHC clock as well as timing and trigger information. The PCIe40 cards configured
as TELL40 receive the data from the frontend electronics. They are responsible for
decoding it and merging events from the same bunch crossing before shipping the
data to the DAQ network. The TELL40 firmware, therefore, also contains logic that is
specific to each sub-detector. The SOL40 boards act as interface boards between the
various components of the DAQ system. They forward the clock signal, timing and
fast control (TFC) commands from the SODIN to all frontend electronics and readout
boards via optical links, establishing a synchronous readout of the whole detector.
They also provide communication between the experiment control system and the
frontend electronics by relaying the slow control information.

2.5.2 Experiment Control System

The experiment control system (ECS) [48] is the central interface between the operator
of the detector and the various subsystems. It allows to configure, monitor, control,
and operate all aspects of the experiment. This includes the high and low voltages,
cooling systems, the DAQ with the frontend electronics and backend TELL40s boards,
the TFC system consisting of SODIN and SOL40 boards, the high-level triggers HLT1
and HLT2, as well as different safety systems. The system builds on the Joint Controls
Project (JCOP) [49] that defines a common architecture and framework for the four
LHC experiments. Within the architecture, the different subsystems are organised in a
tree-like structure where the nodes can either be logical systems or actual equipment,
allowing for the concurrent use of different systems during commissioning tests or
calibration phases.

4Intel Arria10. Intel Corporation, Santa Clara, United States.
5Broadcom MiniPod. Broadcom Inc., Palo Alto, United States.
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Scintillating fibres have been used in tracking detectors for several decades as they
allow the instrumentation of large areas with intrinsically fast, low-mass detectors in
various geometries[50]. However, only in the past decade, with the advent of silicon
photomultipliers (SiPMs) in combination with small-diameter scintillating fibres, new
interest has been sparked in the technology and led to the development of the LHCb
SciFi Tracker.
The Scintillating Fibre (SciFi) Tracker is the new main tracking detector of LHCb for
Run 3 and beyond. It replaces the former hybrid detector consisting of the Inner Tracker
(IT) [51] and the Outer Tracker (OT) [52]. The ITwas a cross-shaped siliconmicrostrip
detector that covered the innermost area of the tracking stations and provided a spatial
resolution of 50µm and a hit efficiency of greater than 99 %. The OT covered most of
the 30 m2 detector area of each layer and was constructed from 2.4 m long gas straw
tubes with a diameter of 4.9 mm able to measure hits with a resolution better than
200µm and hit detection efficiency above 99 % [53]. Initially designed for a peak
instantaneous luminosity of 2 × 1032 cm−2 s−1 with occupancies of 10 %, it was later
successfully operated at a luminosity of 5 × 1032 cm−2 s−1 leading to an occupancy of
25 %. However, with the further increase in luminosity for Run 3, it was shown that the
OT performance would degrade, and some modules would need to be replaced with
detectors of higher granularity [26]. In addition, the switch to a trigger-less 40 MHz
readout would have required the replacement of all frontend electronics of the IT and
OT. Several possible scenarios and technologies were studied, including increasing
the area of the IT along with shorter OT modules. However, ultimately, the decision
was made for a scintillating fibre tracker as a cost-effective, lightweight, and uniform
detector. This chapter gives an overview of the design and working principle of the
LHCb SciFi Tracker.

3.1 Performance Requirements

Like any detector, the SciFi Tracker must meet various performance requirements while
considering geometric and budgetary constraints. To ensure an excellent tracking
performance, the detector must have a hit detection efficiency of over 99 % and a spatial
resolution of less than 100µm in the bending plane of the dipole magnet. The detection
layers must have an area of approximately 6 m × 5 m to cover the full acceptance and
provide mechanical rigidity to ensure that the detector elements are stable within
50µm or 300µm along the x- and z-axis, respectively. The detector elements must also
be straight along their length within a precision of 50µm [40].
The detector granularity must be small enough to keep the occupancy low and avoid
compromising hit efficiency at an instantaneous luminosity of 2 × 1033 cm−2 s−1. To
limit multiple scattering and secondary particle production, the material budget in the
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acceptance should not exceed 1 % per layer [40].
The readout electronics must comply with the specifications of the new DAQ system
and operate at a frequency of 40 MHz without dead time [40].
Finally, the required performance must be maintained for the lifetime of the detector,
during which an integrated luminosity of 50 fb−1 is expected to be collected [40].

3.2 Detector Design

The SciFi Tracker consists of three stations (T1, T2, T3) located between the dipole
magnet and RICH2 as shown in Figure 2.2. Each of the three stations is composed of
four detection layers instrumented with a single detector technology based on 250µm
diameter plastic scintillating fibres arranged in multilayer fibre mats. The detector
covers an acceptance ranging from 20 mm from the beam pipe up to distances of
±3186 mm in the horizontal and ±2425 mm vertical directions. The layers are arranged
in a x-u-v-x geometry with the u and v layers rotated by +5° and −5°, respectively,
as shown in Figure 2.5. The x layers have their fibres oriented vertically to provide
measurements of the deflection of particles in the bending plane of the magnet, while
the inner two stereo layers, u and v, are used to reconstruct the vertical position of a
track hit.
Each station comprises four individually moveable structures called C-Frames, with
two C-Frames on either side of the beam pipe. The C-Frames are equipped with
approximately 52 cm wide identical modules spanning the full height of the detector,
except for the innermost modules, which feature a cut-out for the beam pipe. The
C-Frames in station T3 are equipped with six modules, whereas in T1 and T2, only five
modules are needed to cover a similar angular acceptance.
The detector modules are constructed using a sandwich of honeycomb and carbon
fibre and contain eight 2424 mm long and 130.4 mm wide fibre mats made from six
layers of staggered fibres. A mirror is glued to the fibre ends at one end of the fibre
mat to reflect light on the readout side. The mats are oriented such that the mirror is
located at 𝑦 = 0 and the readout side points upwards or downwards. A more detailed
description of the fibre mats and modules is given in Section 3.4.
The light emitted by the scintillating fibres is read out by arrays of SiPMs with 128
channels with a pitch of 250µm, and their signals are processed by a chain of custom
frontend electronics at a rate of 40 MHz. The analogue signals of each SiPM channel
are first processed and digitised by a custom ASIC called PACIFIC and later grouped
into clusters on a dedicated FPGA before being sent out to the DAQ system. The SiPMs
are discussed in Section 3.5, while the frontend electronics are described in detail in
Section 3.6.
The signal generation in the SciFi Tracker is shown in Figure 3.1. A charged particle
traversing a fibre mat produces scintillation photons (black dots) in each fibre along its
trajectory, which are detected by the SiPM arrays (yellow squares) after propagation
through the fibre. As the fibres and SiPM channels are not aligned, multiple channels
typically detect the light. By clustering these channels, the location at which the particle
crossed the fibre mat can be reconstructed from the barycentre of the cluster.
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ionising particle

FibreFired pixelPhoton

Figure 3.1 Illustration of the detection principle of the SciFi Tracker. The six layers of scintil-
lating fibres are shown in front and the SiPM channels and pixels in the back. The scintillating
photons created by the traversing particle are shown as black dots and the subsequently
fired SiPM pixels as yellow squares. Adapted from Reference [40].

3.3 Scintillating Fibres

The SciFi Tracker uses double-clad blue-green emitting plastic scintillating fibres1 with
a circular cross-section and a diameter of 250µm. The fibres were chosen due to their
fast decay time of 2.4 ns and long attenuation length of 3.5 m [54].
When a charged particle traverses the fibre, it loses energy due to ionisation; typically,
an energy deposit of a few eV is needed to produce an excitation in the polystyrene
base polymer. However, polystyrene has a poor quantum efficiency and long relaxation
time, which is why a first dopant, an organic fluorescent dye (p-Terphenyl [40]) with
matched excitation energy levels and high quantum efficiency of >95 %, is added.
Energy is transferred from the polystyrene base to the primary dye predominantly
via radiation-less dipole-dipole interactions (Förster transitions), where the excited
energy state of the dye will quickly relax (less than a few ns) by emission of a photon
[55]. In order to increase the transparency of the fibre, a secondary dye (tetraphenyl-
butadiene, TPB [40]) acting as a wavelength shifter is added. It absorbs the excitation
of the primary dye, either radiative or non-radiative, and emits photons at a longer
wavelength such that re-absorption in the fibre is less likely [55]. The resulting photon
emission spectrum peaks in the range of 450 to 500 nm.
A schematic of the fibre is shown in Figure 3.2. The fibre’s core is made of doped
polystyrene surrounded by two claddings of decreasing indices of refraction. The
inner cladding is made of Polymethylmethacrylate (PMMA, 𝑛 = 1.49) and the outer
cladding of a fluorinated polymer (FP, 𝑛 = 1.59). The scintillation light is transported
through the fibre via total internal reflection at the interface between the fibre core

1Kuraray SCSF-78MJ. Kuraray Co., Ltd., Tokyo, Japan.
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Figure 3.2 Sketch of a scintillating fibre with two claddings. The emission of light due to the
ionising particle is shown as yellow cone. In addition the critical angles for the propagation
of light through fibre due to total internal reflection are shown. Adapted from Reference [55].

and the cladding system. Total internal reflection at the boundary between two media
occurs if the angle of incidence exceeds a critical angle given by 𝜃𝑐𝑟𝑖𝑡 = arcsin (𝑛2

𝑛1
).

For the interface between the inner and outer claddings, this gives 𝜃𝑐𝑟𝑖𝑡 = 72.4°, result-
ing in an opening angle of 26.7° at the centre of the fibre and trapping efficiency of 5.3 %.

The scintillating fibres have an intrinsic light yield of about 8000 photons per MeV
of deposited ionisation energy. This results in about 18 to 20 detected photons at the
SiPMs for a minimum ionising particle2 traversing one detection layer of the SciFi
Tracker close to the beam pipe [34]. Irradiation of the scintillating fibres over the
lifetime of the detector will reduce the light yield. Simulations have shown that the
fibres in the innermost region of the detector will be exposed to up to 35 kGy of ionising
dose. The dose profile, however, falls off quickly to about 50 Gy at the readout end of
the fibres. Several irradiation campaigns have been performed and have shown that
a signal loss of about 40 % is expected for hits in the most irradiated regions of the
detector due to a loss of transparency in the fibres [34]. In addition, oxygen diffusion
into the fibres further modifies the transparency, resulting in a loss of attenuation
length of about 1 to 2 % per year [56].

3.4 Fibre Mats & Modules

The scintillating fibres are wound into fibre mats on threaded winding wheels with a
diameter of about 82 cm as described in [57]. Thewinding ensures that fibres are placed
in a regular pattern with a pitch of 275µm forming a matrix of six staggered layers,
as shown in Figure 3.3a. Fibres are glued together using epoxy loaded with 20 % (by
weight) of titanium dioxide to shield neighbouring fibres from crosstalk. A thin black
polyimide foil is glued to both sides of the fibre mat to provide mechanical stability

2The mean energy loss rate of particles in matter due to ionisation is decreasing with momentum until
it reaches a minimum from where it starts increasing again. A particle with a momentum close to the
minimum mean energy loss rate is called a minimum ionising particle. The minimum is typically
found at 𝛽𝛾 = 𝑝

𝑀𝑐 ≈ 3.
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electrons). An improvement of the attenuation length observed in the preseries production
was also seen in the light yield. Otherwise, the single-fibre light yield, extrapolated
to zero distance from the photon detector, was very stable around a mean of about
6.8± 0.5 photoelectrons, and was always above the acceptance limit of 5 photoelectrons.

6.3 Fibre mats and modules

6.3.1 Fibre mats

As found in Ref. [83] fibre mats are produced by winding six layers of fibres on a threaded
winding-wheel with a diameter of approximately 82 cm. The winding puts the fibres in
a regular hexagonal matrix with a horizontal fibre pitch of 275 µm. Titanium-dioxide
loaded epoxy (20% w/w) is used to bond the fibres to each other and to provide some
shielding for cross-talk and for the di↵usion of light escaping the cladding. Thin black
polyimide foils are bonded to the fibre mat on both sides to provide mechanical stability
as well as some amount of light shielding.

Additionally, the fibre mats are cut precisely to the desired length (2424mm) and
width (130.6mm) after having a polycarbonate end-piece added with precision holes for
aligning the SiPMs to the fibre mat at the readout end, as seen in Fig. 44. The mirror
end has two 2mm-thick polycarbonate end-pieces for alignment and optical milling. The
foil mirror44 is bonded with epoxy to them and the fibre mat.

Figure 44: Left: view of a fibre mat with a microscope before and after the side fibres are cut
away. Right: a photo of a fibre mat with the polycarbonate end-pieces and SiPM alignment
holes. Figures from Ref. [83].

6.3.2 Modules and C-Frames

Modules are built from eight fibre mats and two half-panels. Each half-panel is made
of 19.7mm thick polyaramid honeycomb cores laminated on the outer side with a single
0.2mm carbon-fibre reinforced polymer (CFRP) skin. In order to minimise internal
stresses, which could deform the module, a symmetric design was chosen, with the two
half-panels sandwiching the fibre mats. The cross-section and design of a module is shown
in Fig. 45. Each C-Frame contains two layers of modules with 10—12 modules in total,

44 Enhanced Specular Reflector from 3MTM corp.
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Figure 3.3 Pictures of a fibre mat [57]. Left: microscope picture of the fibre mat before and
after themat is cut to the correct width. Right: picture of the fibremat with the polycarbonate
end-piece.

and shielding from light. The fibre mats are cut to the desired length (2424 mm) and
width (130.6 mm), and a transparent plastic end-piece is glued to the readout side as
shown in Figure 3.3b, while a thin foil mirror is applied to the other side.

Eight fibre mats, arranged in two rows with four lying side by side in each row, are
assembled to form one module, as shown in Figure 3.4. The mats are sandwiched
between two half-panels made from about 20 mm of polyaramid honeycomb laminated
with a thin (0.2 mm) carbon-fibre reinforced polymer layer that provides the necessary
mechanical rigidity while keeping a low material budget.

3.5 Silicon Photomultipliers

Silicon photomultipliers (SiPMs) are a relatively new technology for the detection
of photons [58, 59], and consist of arrays of small (15 to 70µm) pixels of avalanche
photodiodes (APDs) connected in parallel. They combine single photon sensitivity,
high detection efficiency and high granularity, making them ideal devices for photon
detection in a high-resolution scintillating fibre tracker.

In its simplest form, a photodiode is a reversed-biased p-n junction. A p-type semicon-
ductor contains a large concentration of positive charge carriers, called holes, whereas
an n-type semiconductor has a surplus of electrons. At a p-n junction, the majority
charge carriers of either side diffuse to the other side and recombine, creating a zone
void of free charge carriers, called depletion zone. The diffusion process continues
until an equilibrium with the electric potential created by the separation of charges is
reached. When applying an external voltage to the junction in the same direction as
the intrinsic electric field, the depth of the depletion zone increases, and in this case,
the junction is called reverse-biased.
Photons with an energy above the semiconductor’s bandgap can be absorbed in the
depletion region and create electron-hole pairs. These pairs are separated in the elec-
tric field and drift towards their respective electrodes, inducing a small current. The
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Figure 3.4 Exploded view of one fibre module of the SciFi Tracker showing the eight fibres
mats, two half-panels, and aluminium end plugs. Adapted from Reference [57].

primary electron is typically referred to as photoelectron (pe).
The APD extends the principle of the p-n diode by adding a multiplication of the

primary charge carriers. The doping profile, as shown in Figure 3.5 is modified such
that a high electric field is obtained within a small region between the highly doped n+
and p-doped layers. In this region, very high electric fields in the order of 105 V cm−1

are formed such that a single free charge carrier, either produced by the absorption of
a photon or thermally, can trigger an avalanche of newly created electron-hole pairs. If
the reverse bias voltage exceeds the so-called breakdown voltage (𝑉𝑏𝑑), the avalanche
becomes self-sustaining, and the APD is operated in Geiger mode. In this mode the
APD delivers a large discharge current that is independent of the magnitude of the
primary ionisation and the APD becomes a counting device, sensitive to single photons.
The avalanche is stopped when the voltage falls below breakdown due to an external
resistor called quench resistor.

In an SiPM, multiple APD pixels operated above breakdown are connected in parallel
and form a single channel. The signal is, therefore, the analogue sum of all pixels and
is proportional to the number of detected photons. This is illustrated in Figure 3.6,
where the pulse height spectrum of an SiPM under pulsed illumination is shown. The
first peak, called pedestal, corresponds to the noise level of the readout electronics,
whereas all following peaks are due to one or more pixels firing. The distance between
the peaks is a measure of the signal amplitude per photoelectron and corresponds to
the multiplication factor of the electrons in an avalanche called gain. The width of the
peaks is given by the width of the noise and slight variations in the capacitance of the
individual pixels that lead to variations in the signal amplitude.
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Figure 3.5 Schematic cross section of an avalanche photo diode with a n-on-p doping
structure. The approximate electric field strength across the diode is shown on the right.
Adapted from Reference [60].

The dynamic range of an SiPM starts from the detection of single photons and is limited
by the total number of pixels in the SiPM. At high light intensities, the linearity is lost
as each pixel is more likely to be hit by multiple photons.

3.5.1 Pulse Shape

The key characteristics of the pulse shape of an SiPM can be understood by looking at a
simplified electricalmodel following [61]. In the circuit, shown in Figure 3.7a, the diode
capacitance 𝐶𝑑 is initially fully charged and biased at 𝑉𝑏𝑖𝑎𝑠, and the conceptual switch 𝑆
is open. No current flows through the series resistor𝑅𝑑 or the quench resistor𝑅𝑞. When
an electron-hole pair is created due to photo absorption or thermal generation, the
switch closes, and the capacitance 𝐶𝑑 begins to discharge through the series resistance
𝑅𝑑, causing a voltage drop over 𝑅𝑞. As 𝑅𝑑 is typically small, a rapid surge in current,
given by

𝐼𝑑(𝑡) ≈ 1 − exp (−
𝑡

𝑅𝑑𝐶𝑑
) = 1 − exp (−

𝑡
𝜏𝑑

) , [3.1]

occurs with a time constant 𝜏𝑑, that reaches its maximum

𝐼𝑚𝑎𝑥 =
𝑉𝑏𝑖𝑎𝑠 − 𝑉𝑏𝑑

𝑅𝑞 + 𝑅𝑑
[3.2]

after about 1 ns. At this time, 𝑡𝑚𝑎𝑥, the voltage over the diode drops to 𝑉𝑏𝑑, which is
insufficient to sustain the discharge, and quenching occurs, closing the conceptual
switch 𝑆. The diode capacitance 𝐶𝑑 begins to recharge causing the voltage over 𝑅𝑞 to
decrease and leading to an exponentially decreasing current

𝐼𝑞 ≈ exp ⎛⎜
⎝

−
𝑡

𝑅𝑞𝐶𝑑
⎞⎟
⎠

= exp ⎛⎜
⎝

−
𝑡

𝜏𝑞
⎞⎟
⎠

[3.3]
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Figure 3.6 Typical pulse height spectrum of an SiPM. Every peak corresponds to a certain
number of fired pixels.

with a time constant 𝜏𝑞, also called recovery time, in the order of several 10 ns. The
resulting pulse shape is shown in Figure 3.7b. The total amount of charge released by
the discharge of the APD is approximately given by

𝑄 = 𝐼𝑚𝑎𝑥 ⋅ 𝜏𝑞 =
𝑉𝑏𝑖𝑎𝑠 − 𝑉𝑏𝑑

𝑅𝑞 + 𝑅𝑑
⋅ 𝑅𝑞𝐶𝑑 = Δ𝑉 ⋅ 𝐶𝑑. [3.4]

where Δ𝑉 = 𝑉𝑏𝑖𝑎𝑠 − 𝑉𝑏𝑑 is called over voltage. The multiplication factor or gain (𝐺) is
obtained by dividing the total amount of charge by the elementary charge 𝑒

𝐺 =
𝑄
𝑒 =

Δ𝑉 ⋅ 𝐶𝑑
𝑒 . [3.5]

As 𝐶𝑑 is fixed by the architecture of the SiPM, the gain factor is thus only controlled by a
single parameter Δ𝑉, called overvoltage. Typical gain values that can be achieved are in
the range of 105 to 107. In addition, there is an implicit dependence on the temperature
as 𝑉𝑏𝑑 does depend on it. SiPMs are typically operated at stable temperatures to
eliminate this dependency, so Δ𝑉 is kept constant.

3.5.2 Dark Counts

Dark counts are avalanches triggered without incoming and detected photons but
caused by the diode’s thermal excitations or tunnelling effects. The signals are, there-
fore, the same as those created by a photon-induced discharge and cannot be distin-
guished. The rate at which dark counts appear is called the dark count rate (DCR). Due
to its thermal origin, the DCR is strongly temperature-dependent but also increases
with the applied overvoltage. Additionally, silicon lattice defects created through
irradiation drastically increase the DCR.
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Figure 3.7 Left: simple equivalent circuit for an externally biased SiPM pixel. Right: graph of
the current flow in the circuit after closing of the switch S. Adapted from Reference [61].

The DCR can be suppressed by exploiting the fact that a true signal, e.g. a particle
crossing a scintillator generating multiple photons, will fire multiple SiPM pixels in
coincidence, thus creating a large signal. In contrast, dark counts only produce single-
pixel (1 pe) signals. Applying a threshold to the signal above the one photon signal,
the DCR can effectively be suppressed. As dark counts are of thermal origin, the DCR
can be further reduced by operating the SiPM at lower temperatures.

3.5.3 Optical Crosstalk

In the discharge of a pixel, infrared photons can be generated and travel to neighbour-
ing pixels. These photons can then trigger an avalanche themselves. This effect is
called direct optical crosstalk and is a form of correlated noise, as secondary pulses are
produced simultaneously with the primary pulse. Crosstalk can also be observed with
significant delay with respect to the primary pulse. This phenomenon is then called
delayed optical crosstalk and is explained by infrared photons being absorbed in the
silicon substrate of the neighbouring pixel. The subsequently released electron first
slowly diffuses out of the substrate before drifting to the amplification zone where the
secondary pulse is induced with a delay in the order of ≈20 ns [62]. Each crosstalk-
induced avalanche again has the chance to produce further crosstalk photons. Optical
crosstalk can be reduced by introducing an optically opaquematerial around the pixels,
so-called trenches; a method that has been applied for the SiPM arrays of the SciFi
Tracker.
Due to crosstalk, dark counts can reach amplitudes above 1 pe, requiring larger dis-
criminator thresholds for suppression and possibly impacting the detection efficiency
for real signals.

3.5.4 After Pulsing

After pulsing is another form of correlated noise found in SiPMs. The charge carriers
in an avalanche can become trapped at impurities or defects in the crystal lattice and
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Figure 3.8 Top: picture of an SiPM array assembly for the SciFi Tracker with flex cable and
connector. Bottom: microscope picture of the active area between the two dies of one SiPM
array showing the individual channels and pixels. Adapted from Reference [63].

be released with some delay, triggering a secondary avalanche. Typically, after-pulsing
occurs with delays of a few 100 ns.

3.5.5 SiPM Arrays

The SciFi Tracker uses a total of 524 288 SiPM channels to read out the light from the
scintillating fibres. The channels are grouped into 128-channel arrays produced by
Hamamatsu3 and feature 4 × 26 APD pixels with a size of 57.5µm × 62.5µm and a
pitch between channels of 250µm [34]. The array comprises two dies of 64 channels
with a 220µm gap between them. The geometry was chosen such that four arrays
cover the entire width of the fibre mat and that the height of the channels extends by
about 20 % over the height of the mat.
The full assembly of the array bonded to a custom flex PCB is shown in Figure 3.8. A
100µm thin epoxy window protects the front of the silicon while a stiffener is glued
to the back to provide mechanical support. The PCB also hosts a Pt1000 temperature
sensor to monitor the temperature.
The average breakdown voltage of the SiPM channels is measured in Reference

[64] to be 51.75 V with variations in the range of ±300 mV. The temperature depen-
dence of the breakdown voltage is (60 ± 2) mV K−1, requiring a cooling system with a
temperature stability of 1 K. In addition, the arrays were grouped according to their
average breakdown voltage. Since four arrays are always biased by a common power
3Hamamatsu Photonics KK, Hamamatsu, Japan.
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4.2. Waveform analysis and correlated noise measurement

V [V]∆
2 4 6

C
or

re
la

te
d 

no
is

e 
[%

]

0

5

10

15

20

25

30
Total
Direct cross-talk
After-pulse
Delayed cross-talk

(a)

V [V]∆
2 4 6

C
or

re
la

te
d 

no
is

e 
[%

]

0

5

10

15

20

25

30
Total
Direct cross-talk
After-pulse
Delayed cross-talk

(b)

Correlated noise [%]
0 5 10

N
um

be
r o

f e
nt

rie
s

0

2

4

6

8

10 Total
Direct cross-talk
After-pulse
Delayed cross-talk

(c)

Correlated noise [%]
0 5 10

N
um

be
r o

f e
nt

rie
s

0

10

20

30

40

50

60

70
Total
Direct cross-talk
After-pulse
Delayed cross-talk

(d)

Figure 4.7 – Correlated noise average (top) and distribution at ∆V = 3.5V (bottom) of H2017
detectors measured with QA samples from the first lot (left) and the second lot (right). The
after-pulse is measured with a threshold of 0.5 PE. The uncertainty band (top plots) correspond
to the RMS between all measured devices.

4.2.4 Direct cross-talk of irradiated detectors

The application of the waveform analysis to irradiated detectors yields valid results apart from
the measurement of delayed correlated noise which is dominated by the high DCR. Some
precautions must nevertheless be taken in the data acquisition and the interpretation of the
results. The high DCR produces a large baseline fluctuation from overlapping dark pulses
which alters the VBD and DiXT measurements. This is mitigated by implementing a veto time
interval (400 ns) before the trigger in the oscilloscope data acquisition.

Non-irradiated detectors illuminated with continuous light (injected random pulse frequency
flight) are used to verify that no systematic error is introduced by the analysis. The calculation
of the breakdown voltage using the pulse amplitude is found to be very robust. The obtained
value is almost independent of the noise level (maximum 50 mV deviation for flight ≈ 10 MHz
with respect to the reference without light).

The DiXT probability is measured in a very short time window (1 ns) from the trigger time.
In high DCR conditions, there is a significant probability that two random pulses occur very
close in time such that their overlap fulfils the DiXT detection condition. The occurrence of
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6.2. Results for the Hamamatsu H2017
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Figure 6.31: DCR measured as a function of the temperature. K1/2 is extracted from the fit in
the range of -50◦C to -10◦C. Pixel saturation is present for DCR higher than 100MHz.
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Figure 6.32: Cluster sum distribution for different irradiation level. Image taken from [73].

cluster sum distribution. For irradiation levels of 3 and 6·1011 neq/cm2 the light yield decreases
by less then 5% over the measured ∆V range. For 12·1011 neq/cm2 the observed decrease is
10%. However, this can also be caused by a gain decrease. For this radiation level the gain
cannot be computed directly due to the absence of visible PE peaks.

Regarding NCR, its values strongly depends on the clustering thresholds and is shown as a
function of the seed threshold in Fig.(6.33) for different irradiation levels. For H2017 using
standard thresholds, ∆V =3.5 V at -45◦C, the NCR obtained is 50 MHz.

In Fig.(6.34), the NCR as a function of the DCR for different ∆V is shown. Each dashed line
corresponds to one ∆V value (constant total correlated noise) and each arrows indicates a
constant irradiation level. In the region above 10 MHz all dashed lines converge indicating
that the random overlap of dark counts is the dominant source. Below 10 MHz, the curves
separate showing that the correlated noise becomes the dominant source of NCR since a
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Figure 3.9 Left: measurement of the correlated noise as a function of the overvoltage [62].
Right: measurements of the dark count rate per channel as a function of the temperature
for three different overvoltages. The SiPMs for the SciFi Tracker are nominally operated at
3.5 V overvoltage. A linear fit is used to extract the temperature coefficient. [63].

supply channel, this ensures a homogenous over-voltage and, thus, performance. At
the nominal overvoltage for the SciFi Tracker of 3.5 V, the photon detection efficiency
of the SiPM was measured to be (43.5 ± 3.5) %. [64]
The probability of secondary avalanches due to crosstalk has been significantly reduced
in the development of the SiPMs by the addition of optical trenches in between the
individual pixels that absorb the infrared photons emitted in the primary avalanche.
The measurement of the correlated noise is shown in Figure 3.9a. At the nominal over
voltage and a temperature of −40 °C direct crosstalk was measured to be ≈3.3 % and
delayed crosstalk to be ≈3.5 % while after-pulsing is negligible [34, 62]. The recovery
time 𝜏𝑞 is (84.0 ± 0.2) ns [64] .
The SiPMs are expected to accumulate only a relatively low ionising dose of about
50 Gy as they are located at the edge of the acceptance. However, of greater concern is
the damage due to non-ionising energy loss, where the integrated fluence is expected
to be up to 6×1011 neq cm−2 and will significantly increase the DCR from about 40 kHz
to 550 MHz per channel at room temperature. Coupled together with crosstalk, the
single-pixel dark counts then have a significant probability of creating signals with
amplitudes similar to those coming from real tracks. As shown in Figure 3.9b, the
DCR decreases by about half for every 10 K decrease in temperature. By operating
the SiPMs at −40 °C the increase in DCR due to irradiation over the lifetime of the
detector can be mitigated and kept to an acceptable level of about 14 MHz per channel
at the nominal overvoltage of 3.5 V as shown in Figure 3.9b. In addition to cooling the
SiPMs, the rate of noise clusters due to the DCR will be further reduced by appropriate
detection thresholds and a cluster algorithm that will be described in the following
section.
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Figure 3.10 Photograph of a complete set of frontend electronics of one SciFi Readout Box
including the light injection system mezzanine board. Adapted from Reference [67].

3.6 Frontend Electronics

The frontend electronics of the SciFi Tracker are an integral part of the detector as they
digitise and process the SiPM signals at the LHC bunch crossing frequency of 40 MHz.
The electronics are located at the top and bottom of each module in so-called Readout
Boxes (ROBs) split into two equal halves called HalfROBs. Each HalfROB comprises
threemodular elements, as shown in Figure 3.10, each providing a specific functionality.
The PACIFIC Board houses the PACIFIC frontend ASICs that process and digitise the
SiPM signals with three comparators whose combined output is encoded in a 2-bit
word. The signals of one SiPM array are always read out by two PACIFIC ASICs,
resulting in a data rate of 10.24 Gbit/s. The data is then shipped to the Cluster Board
where two FPGAs perform a cluster search over the 128 channels of one array and
calculate the hit position. Finally, the Master Board serialises the data using eight GBTx
ASICs [65], each with a bandwidth of 4.8 Gbit/s, and transmits it via VTTx [66] optical
links to the DAQ system.

3.6.1 PACIFIC ASIC

The PACIFIC4 has been specifically designed for the requirements of the SciFi Tracker
to process and digitise the analogue SiPM signals at 40 MHz. The ASIC allows to read
out 64 SiPM channels and was developed using TSMC’s5 130 nm CMOS6 process. Each
channel contains an analogue processing, digitisation, slow control, and serialisation
synchronised with the 40 MHz bunch clock of the LHC. A simplified schematic of
4low-power ASIC for the Scintillating Fibre Tracker.
5Taiwan Semiconductor Manufacturing Company Limited, Hsinchu, Taiwan.
6Complementary metal–oxide–semiconductor (CMOS) is a type of metal–oxide–semiconductor field-
effect transistor (MOSFET) fabrication process that uses complementary and symmetrical pairs of
p-type and n-type MOSFETs for logic functions.
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FUNCTIONAL BLOCK DIAGRAM

The analog processing chain used for the Scintillating Fibre Tracker detector at LHCb has been split in different blocks to fit the
requirements. The channel block diagram depicted in figure 2 includes:

• Pre-amplifier: it includes the current mode input stage already tested in the previous versions of the ASIC. It has a double
feedback loop that sets the desired DC voltage at the input node and keeps at the same time a low input impedance over
a broad bandwidth. The output structure has been modified to allow the selection over four different output gains. The
current signal is then converted to voltage by means of a transimpedance amplifier (TIA). With respect to previous version,
a filter has been added to avoid reaching the maximum slew rate of the TIA.

• Shaper: it has the function to reduce the peak duration of the signal to integrate as much signal as possible in the minimum
time. For that purpose, it reduces the tail produced by the sensor. It must be configurable to cope with the large difference
in signal shape from the different manufacturer devices. From the previous version, the shaping time has been changed to
fit last SiPM version.

• Integrator: it is formed by two interleaved gated integrators switching at half the system clock frequency (20MHz). This
structure allows to reduce the dead time almost to zero.

• Offset trim: a configurable block with trimming DACs allows to individually fine tune the DC voltage of each integrator (2
per channel). It is based on a current DAC with some mirrors and pass gates to change in both directions (up and down
from usual value).

• Track and Hold: two single ended track and hold circuits based on gated capacitors are used to mix the two signals and
keep the output stable between clock edges.

• Digitization: the conversion from analog to digital is based on three comparators with configurable thresholds. This
scheme allows a non linear conversion adjusted to the desired operating conditions and range.

Figure 2: PACIFICr5 Channel block diagram

Some other blocks are also included to set the correct operation points of the circuit and configure tunable parameters. This
blocks are a common biasing block controlled by a digital slow control block. This slow control is based on I2C standard. At
the output of every four channels, an encoder and serialization block is also included. It generates a bit stream at 320MHz,
encoding the three outputs of each channel comparators in two bits and concatenating the encoded output of the four channels.
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Figure 3.11 Simplified block diagram of one PACIFIC channel consisting of five stages where
the analogue SiPM signals processed and digitised [68].

the processing blocks in each channel is shown in Figure 3.11. The five processing
stages consisting of the pre-amplifier, shaper, integrator, track and hold (T&H), and
the digitisation are described in the following sections.

Amplification

The first stage in the PACIFIC signal processing is the pre-amplifier, or input stage, that
directly connects to the SiPM anodes. The input stage uses a novel double feedback
current conveyor [69] with a low input impedance of 50 Ω and a broad bandwidth of
≈250 MHz and allows for the selection of four output gains. In addition it is possible
to adjust the SiPM bias voltage in the range from 100 to 700 mV in steps of 40 mV. The
current conveyor is followed by a trans-impedance amplifier to convert the current
signal to a voltage. Figure 3.12a shows the output of the input stage for several SiPM
signals recorded with an oscilloscope. The tails of the signals can been extending over
several 𝑥-axis divisions, each measuring 20 ns.

Shaping

As discussed in Section 3.5.5, the SiPM signals have a recovery time of ≈84 ns leading
to a long tail that extends over several 25 ns LHC clock cycles. The long signal tails seen
at the pre-amplifier output shown in Figure 3.12a would lead to unwanted spillover
from one bunch crossing to the following. In addition, the light from particles that
traverse the scintillating fibres at different locations along their length will arrive with
delays of up to 15 ns [71]. In order to minimise the spillover and the fluctuation of the
integrated signal depending on the signal arrival time, a fast shaper is used.
The implementation of the shaper is based on a pole-zero filter circuit as shown

in Figure 3.13. To analyse the frequency dependence of the circuit it is instructive to
employ the mathematical treatment by means of the transfer function 𝐻(𝑠) in Laplace
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The PACIFIC has been designed using deep sub-micron
technology and the actual implementation uses a 130nm
process. For its use in the SciFi tracker, it will be available
in a 256 pin BGA package of only 12 x 12 mm2 area on the
final carrier board.

The PACIFICr3[2] was the first full size prototype providing
real measurements of signals from 64 channels and includ-
ing the analog processing, digital control and serialization.
PACIFICr4[3] followed with some improvements and bug fixes
for increased performance. This prototype was successfully
tested in a particle beam with complete SciFi tracker modules
and a provisional data acquisition (DAQ).

Readout and control: The output data of the PACIFIC is
processed by an FPGA and then transmitted using the GigaBit
Transceiver (GBT) data link[5] provided by CERN. The GBT
also provides a Slow Control Adapter chip[5] (GBT-SCA) for
monitoring and slow control communication. The standard
protocol chosen for the communication between the GBT-
SCA and the ASIC is I2C. The configuration will be stored
in a set of registers that will be accessed through the I2C
slave implemented in the ASIC. This slave is based on a
design provided by the microelectronics section of the CERN
PH-ESE group. It is fully compliant with the I2C standard,
using 10 bit addressing mode introduced in version 1 of the
standard and multi-byte read and write commands based on
the automatic increment of the address by the slave, both
compliant with the GBT-SCA design.

II. TEST RESULTS

The PACIFICr5 prototype overall performance has been
characterized first with electrical tests and charge injection,
and later with SiPM sensors, exposed to triggered light pulses.
pulses[4].

The results are close to expectations obtained from detailed
simulations and tests of previous prototypes. Figures 3, 4 and
5 show the analog signals at different stages from light pulses
on the SiPM. The photon peak structure is clearly visible and
allows to count the fired cells on the SiPM. The preamplifier
reproduces the signal input shape, while the shaper reduces
the tail. The Track and Hold output is the integrated result of
the shaped signal during 25 ns.

A comparator threshold scan over its full range was per-
formed at constant input light intensity. In figure 6 the average
hit probability was plotted versus the threshold, which is
usually referred to as ’S-curve’. The photopeak structure
transforms into a step-like digital output. The light amplitude
can be reconstructed by a differentiation of this curve, which
is useful for absolute threshold calibration.

A. Testbeam

During 2017 two test-beam campaigns have been performed
at the DESY test beam facility, using the PACIFICr4b and
PACIFICr5 with 64 channels readout. The set-up consisted in
a SciFi reference telescope split in two parts. Each half of
the reference telescope featured two fibre layers for X and Y

Fig. 3. PACIFICr5: Preamplifier output.

Fig. 4. PACIFICr5: Shaper output.

Fig. 5. PACIFICr5: Track & Hold output.

measurement. In the middle of the telescope two devices under
test (DUT) were placed and read out by PACIFIC ASICs.

The DAQ collected the data from both systems and time
stamped it with a counter based on two scintillation tiles which
provided the trigger for the readout. The timestamps permitted
event identification and later merging the data.
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Figure 3.12 Oscilloscope measurements of the PACIFIC pre-amplifier and shaper output from
light pulses where the 1 to 4pe signals are visible as distinct bands [70]. One division on
the horizontal axis corresponds to 20ns in both images. Left: output of the pre-amplifier
showing the long tail of the SiPM signals. Right: measurement of the shaper output. The
long tail of the signals has been reduced.
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Figure 3.13 Pole-zero circuit consisting of a capacitor and two resistors as used within the
PACIFIC shaper to cancel the slow component of the SiPM signals. Adapted from Reference
[72].
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space7. The frequency dependent output of a circuit is then given by

𝑉𝑜𝑢𝑡(𝑠) = 𝐻(𝑠)𝑉𝑖𝑛(𝑠) [3.6]

with the complex variable 𝑠 related to the frequency 𝜔 by 𝑠 = 𝜎 + 𝑖𝜔 where 𝜎 is a
constant ensuring convergence. For the pole-zero circuit in Figure 3.13 the transfer
function is

𝐻𝑝𝑧(𝑠) =
𝑠 + 1

𝜏1

𝑠 + 1
𝜏2

=
𝜏2
𝜏1

1 + 𝑠𝜏1
1 + 𝑠𝜏2

, [3.7]

with 𝜏1 = 𝑅1𝐶 > 𝜏2 = 𝑅1𝑅2
𝑅1+𝑅2

𝐶 [55, 73]. An exponential input signal

𝑉𝑖𝑛(𝑠) = ℒ [exp (−
𝑡

𝜏1
)] =

1
𝑠 + 1

𝜏1

[3.8]

with a time constant equal to 𝜏1 will result in an exponential output signal

𝑉𝑜𝑢𝑡(𝑠) = 𝐻𝑝𝑧(𝑠) ⋅ 𝑉𝑖𝑛(𝑠) =
1

𝑠 + 1
𝜏2

[3.9]

with a time constant 𝜏2. Since 𝜏1 > 𝜏2 the pole-zero filter shortens the exponential tail
of the input signal as can be seen in Figure 3.12b. Both time constants can be tuned in
the PACIFIC via special registers that control the resistances 𝑅1, 𝑅2, and the capacitance
𝐶.

Integration

After the amplification and shaping stage, the signals are integrated in each 40 MHz
clock cycle. A design based on two interleaved gated integrators, as shown in Fig-
ure 3.14, has been chosen to avoid any dead time in the data acquisition. This is
achieved by switching between the integrators at a frequency of 20 MHz, which means
that while one integrator is working, the other is being reset.
Each integrator comprises an amplifier with capacitive feedback, a resistor, and a
switch. An input voltage 𝑉𝑖𝑛 will lead to a current through the resistor 𝑅1 that charges
the capacitor 𝐶. The current is given by

𝐼 =
𝑉𝑖𝑛(𝑡)

𝑅 = −𝐶
d𝑉𝑜𝑢𝑡(𝑡)

d𝑡 , [3.10]

which, after integration with respect to time, yields

𝑉𝑜𝑢𝑡(𝑡) = −
1

𝑅𝐶 ∫
𝑡

0
𝑉𝑖𝑛(𝑡) d𝑡 + 𝑐𝑜𝑛𝑠𝑡. [3.11]

Thus, the output voltage is proportional to the integral of the input voltage.

7The Laplace transform of a time dependent function 𝑓 (𝑡) with 𝑓 (𝑡 = 0) = 0 is defined by 𝐹(𝑠) =
ℒ [𝑓 (𝑡)] = ∫∞

0 𝑓 (𝑡) exp (−𝑠𝑡)d𝑡.
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Figure 3.14 Schematic of the dual interleaved integrator used in the PACIFIC. Each integrator
consists of an operational amplifier with capacitive feedback. Switching between the two
integrators allows for an operation without dead time. Adapted from Reference [72].

Track and Hold

The integrators are followed by a passive track-and-hold stage shown in Figure 3.15a
consisting of two capacitors 𝐶1 and 𝐶2 and a series of switches. It is responsible for
stabilising the signals from the two integrators and merging them before digitisation.
The track-and-hold stage samples the outputs of the integrators in an interleaved
manner with a frequency of 20 MHz. While integrator 1 is working, its output 𝑉1

𝑖𝑛𝑡 is
connected to the capacitor 𝐶1 but disconnected from the shared output 𝑉𝑜𝑢𝑡; at the
same time, integrator 2 is disconnected from the capacitor 𝐶2, but 𝐶2 is connected
to 𝑉𝑜𝑢𝑡. Additional switches have been implemented that disconnect the capacitors
from ground for a brief period (≈1 ns) during the switching process between the
two integrator inputs. This arrangement significantly reduces the amount of signal
spillover from one clock cycle to the next [68].
The output of the track-and-hold stage is shown in Figure 3.15b, where the signals
from 0 to 4 pe are visible as separate bands. The integration and track and hold stages
are very sensitive to the relative time between the signals and the system clock. The
delay needs to be carefully tuned so that the signals are maximally integrated. This
will be further discussed in Section 6.2.

Digitisation

In the last processing stage, the analogue signals are digitised by three comparators.
The comparator thresholds can be adjusted in the range of 0 to 750 mV with three
independent 8 bit DACs per channel. A hysteresis of 10 mV has been added to prevent
repetitive switching if the signal is close to the threshold voltage [72]. The digital
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usually referred to as ’S-curve’. The photopeak structure
transforms into a step-like digital output. The light amplitude
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A. Testbeam

During 2017 two test-beam campaigns have been performed
at the DESY test beam facility, using the PACIFICr4b and
PACIFICr5 with 64 channels readout. The set-up consisted in
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Fig. 3. PACIFICr5: Preamplifier output.

Fig. 4. PACIFICr5: Shaper output.
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measurement. In the middle of the telescope two devices under
test (DUT) were placed and read out by PACIFIC ASICs.

The DAQ collected the data from both systems and time
stamped it with a counter based on two scintillation tiles which
provided the trigger for the readout. The timestamps permitted
event identification and later merging the data.
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Figure 3.15 Left: track and hold circuit. Adapted from Reference [68]. The input is switched
alternating between the output of the two integrators 𝖵𝟣

𝗂𝗇𝗍 and 𝖵𝟤
𝗂𝗇𝗍. Additional switches

between the capacitors and ground help to reduce spillover by momentarily disconnecting
the capacitors [68]. Right: oscilloscope measurement of the track and hold output from light
pulses [70]. The 0 to 4pe signals are visible as well separated bands.

outputs of all three comparators are added, resulting in a 2 bit output. The output of
four channels is serialised together at 320 MHz leading to a data rate of 5.12 Gbit/s per
PACIFIC ASIC.
Digitisation based on three comparators has been chosen as it drastically reduces the
required bandwidth with minimal to no loss in resolution when compared to a 6 bit
ADC [74]. The three comparators effectively cut away the 1 pe noise of the SiPMs while
still providing enough pulse-height information for a precise position reconstruction.
This requires the thresholds to be calibrated with respect to the pulse height spectrum
of the connected SiPM channel, which allows for the conversion of signal amplitudes
from photoelectrons to DAC values. In practice, this is done by performing threshold
scans under pulsed illumination, as will be discussed in Chapter 6.

Serialisation

After the digitisation of the SiPMs signals by the three comparators the digital output
is serialised. The output of the three comparators of each channel is sampled with a
frequency of 40 MHz. To reduce the required bandwidth the three bits are arithmeti-
cally added together and encoded in a 2 bit value. The outputs of four channels are
then written to a register and from there single bits are pushed to the output with the
help of a shift register sampled at 320 MHz.
To ensure a synchronous data taking across all 8192 PACIFIC ASICs, the serialiser
receives a special SYNC TFC signal. This signal is evaluated at the rising edge of the
external 320 MHz clock and resets the clock generation in the ASIC. It thereby ensures
that the additionally generated 20 MHz and 40 MHz clocks are generated at the same
predetermined time.

31



3 The LHCb Scintillating Fibre Tracker

3.6.2 PACIFIC Board

The PACIFIC Board serves as the carrier board for four PACIFICASICs and provides the
connection for two SiPM arrays (256 channels in total) via four high-density connectors.
The connectors feature 80 pins, of which 64 are used for the 64 channels of one SiPM
die, and the remaining pins are connected to the bias voltage and ground. Additionally,
one line is reserved for the Pt1000 temperature sensor housed on the SiPM assembly’s
backside. The analogue signals of one SiPM (128 channels) are routed to two PACIFICs
whose outputs are then forwarded via a high-speed interconnect to the Cluster Board.
In addition, the board also features two Pt1000 temperature sensors and a monitoring
circuit for the SiPM bias voltage, which are all read out by ADCs located on the Cluster
Board.

3.6.3 Cluster Board

The Cluster Board houses two radiation tolerant FPGAs8 that each process the output
of two PACIFICs (one SiPM array) [75]. The FPGAs run an online cluster-finding
algorithm that groups neighbouring channels from the same SiPM array into clus-
ters and encodes their position in 8 bit [34]. This significantly reduces the data rate
from 10.24 Gbit s−1 to 4.8 Gbit s−1 and, in combination with the PACIFIC comparator
thresholds, suppresses the rate of dark clusters while maintaining a high hit detection
efficiency.
Besides the two FPGAs, the Cluster Board also contains a GBT-SCA [76] Slow Control
Adapter ASIC that enables communication to the FPGAs and the connected PACIFIC
Board via the JTAG and I2C interfaces. In addition, the SCA features 31 analogue
inputs that are multiplexed to a common ADC. Each input has a switchable current
source to read out temperature sensors such as Pt1000s. They are connected to the
temperature sensors on the Cluster Board (3), PACIFIC Board (2), and SiPMs (2). Four
further lines are used to monitor the bias voltage of the individual SiPM dies.

Cluster Finding

The cluster-finding algorithm is responsible for combining signals in multiple channels
belonging to the same particle and rejecting signals due to noise. The principle of
the algorithm is illustrated in Figure 3.16. The figure shows the analogue signal in
each SiPM channel as well as the three PACIFIC thresholds 𝑉𝑡ℎ1, 𝑉𝑡ℎ2, and 𝑉𝑡ℎ3.
If calibrated the thresholds correspond to the number of detected photoelectrons.
Typical threshold settings are 1.5 pe, 2.5 pe, 4.5 pe. Each channel is assigned a weight
𝑤𝑖 corresponding to the threshold value in photoelectrons that has been passed. A
cluster is formed when the sum of the weights of two or more neighbouring channels
is larger than the sum of the first and second threshold, as is the case for clusters
(a) and (c) in Figure 3.16. Additionally, a single channel can also form a cluster if
the amplitude exceeds 𝑉𝑡ℎ3, such as cluster (b). The channels around (e) do not
fulfil these conditions and, therefore, do not produce a cluster. The position of the
cluster is computed from the weighted average of all included channels, rounded to

8Microchip Technology Igloo2. Microchip Technology Inc., Chandler, United States.
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Figure 3.16 Illustration of the cluster-finding algorithm. The height of each rectangle repre-
sents the amount of charge measured in one channel. The PACIFIC comparator thresholds
are indicated by dashed lines. Six clusters are identified by the algorithm as indicated by
the blue colours. Signals below the lowest threshold are not considered and are shown in
grey. Adapted from Reference [34].

half a channel position and encoded in an 8-bit word. This half-channel precision is
enough to provide the required hit resolution of less than 100µm [34]. If the number
of channels in a cluster exceeds four, the cluster is flagged as large and combined with
the subsequent cluster fragment, such as cluster (d) [77]. The position of these clusters
is simply the median position.

Data Format

The maximum number of clusters that can be sent by the cluster FPGA is limited by the
bandwidth of the GBTx ASICs that are used to serialise the data of a bunch crossing.
The GBT transport protocol uses 112 bit wide frames to pack the data. Within these 112
bits, 20 bits are used for the header and 92 bits for the clusters. The header contains the
12-bit bunch crossing number (ranging from 0 to 3653) that is required by the TELL40s
to associate the clusters from different parts of the SciFi Tracker to the same event. A
further 5 bits are used to encode the number of formed clusters, while the remaining
3 bits contain additional meta information. The clusters are encoded in 9-bit words,
resulting in a maximum of ten clusters that can be send out per bunch crossing. The
position of the cluster is encoded in 8 bits. As each Cluster FPGA processes the data of
one SiPM (128 channels) this allows for encoding the cluster position within the SiPM
with half-channel precision. For large clusters consisting of more than four channels
only the first and last 9-bit cluster fragments are encoded, with the last cluster having
the ninth bit set to 1 to indicate the end of the large cluster. Since both the header
and data sizes are fixed this data format is called fixed-header fixed-data (FF). If the
clustering algorithm finds more than ten clusters, only the first ten are sent. In the high
occupancy regions of the SciFi Tracker, a fixed-header variable-data (FV) data format is
therefore used to frame the clusters which allows for sending up to 16 clusters per link
by extending the frame into the next bunch crossing when needed.
In addition special variants of the FF and FV formats, called non-zero-suppressed (NZS),
exist that not only send the found cluster information but also transmit the raw 2-bit
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output of each PACIFIC channel. As the data volume exceeds the capacity of a single
frame, multiple frames are needed to send the data. This also means that the data
taking can not take place at the nominal rate of 40 MHz. The NZS data formats are
used when calibrating the detector, as will be discussed in Section 6.1, and are also
invaluable for debugging purposes.

3.6.4 Master Board

The data from the clustering FPGAs is serialised in the Master Board by the GBTx ASIC
[65] and sent to the DAQ system via optical VTTx [66] links. The frontend electronics
data stream is organised so that the clustered data from one SiPM is serialised by one
GBTx ASIC and transmitted over a single optical fibre. Each Master Board, therefore,
houses eight GBTx ASICs and four VTTx transmitters with two fibres per transmitter.
A separate GBTx configured for bidirectional communication, called Master GBTx,
together with a bidirectional VTRx [66] transceiver, provides the communication to
the experimental control (ECS) and timing and fast control (TFC) systems. The GBTx
ASIC features a set of tunable clock outputs used to drive the different parts of the
frontend electronics. The tuning of these clocks during the assembly of the detector is
discussed in Section 4.8.
The Master Board also contains an additional FPGA, the so-called Housekeeping
(HK) FPGA. It is used to operate the light injection system (LIS) that is discussed in
Section 3.6.5 and is responsible for monitoring various status registers of the Master
GBTx. The Master GBTx is connected to a GBT-SCA, referred to as the Master SCA,
which is used to control the eight data GBTx, the HK FPGA, and the LIS. It also reads
out the eight temperature sensors (NTC thermistors) located on the Master Board and
monitors the input voltage.
Power is supplied to theMaster Board by an external 8 V power supply (see Section 3.7)
and transformed by 13 FEASTMP [78] DC/DC converters to the various voltages
required by the PACIFIC and Cluster Boards. An additional connection supplies the
bias voltage to the SiPMs.

3.6.5 Light Injection System

The light injection system (LIS) allows for injecting light into the SiPM arrays for
calibration and commissioning purposes. It is therefore central to the work presented
in this thesis (see Chapters 4 and 6), and considerable time was spend to commission
it and tune its parameters. The system is shown in Figure 3.17. It consists of a VCSEL
laser diode driven by the same radiation tolerant GigaBit Laser Driver (GBLD) [79]
ASIC that is used in the VTTx and VTRx modules. The laser diode is connected to a
plastic optical fibre, where the last 13 cm of the fibre, corresponding to the width of one
fibre mat, are embedded in an aluminium bar and scratched to allow the light to escape.
The aluminium bar with the embedded scratched fibre is called light injection bar and
sits directly on top of the clear plastic fibre mat end piece, as shown in Figure 3.17,
through which the light reaches the SiPMs. Four light injection bars and two LIS
mezzanine boards, each hosting two GBLDs and VCSELs, are embedded within the
aluminium end plugs of each module.
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The GBLD settings such as the bias and modulation currents are configured via the
Master SCA. The input to the GBLD, from here on called LIS pulse, is generated in the
HK FPGA and determines the delay and duration of the light pulse. The LIS pulse is
generated based on a dedicated TFC calibration command from the control system
called Calib C that is sent in one of the 25 ns bunch crossing periods. The light pulses
need to be in phase with the PACIFIC integration period to be fully integrated. For
this purpose, two clocks are generated on the Master Board that allow to set the delay
and width of the light pulse relative to the Calib C pulse. The interplay of the signals
involved in the generation of the LIS pulse is illustrated in Figure 3.18. Upon arrival of
the Calib C pulse, the start of the LIS pulse is given by the first rising edge of the Start
Clock, and similarly the first rising edge of the Stop Clock determines the end of the LIS
pulse as indicated by the solid black lines in Figure 3.18. The delay of the LIS pulse
can be adjusted in 512 steps with a granularity of 48.8 ps by shifting the phase of both
clocks simultaneously. The pulse width is given by the phase difference between the
start and stop clocks [80]. Typically, a pulse width of ≈15 ns is used. When the Start
Clock sampling of the Calib C pulse approaches the clock edge (<1 ns), the order of
the signals is not guaranteed due to jitter. As a result, the generated LIS pulse becomes
metastable and jumps by 25 ns in either direction. To avoid this scenario, the Calib
C pulse can be sampled on the falling instead of the rising edge of the TFC clock,
effectively shifting it by 12.5 ns.
As the clocks are all operated at a frequency of 40 MHz it is impossible to set delays
larger than 25 ns. To shift the pulse by a full 25 ns period, the Calib C pulse needs to
be issued in the previous or next bunch crossing period. The latency of the Calib C
pulses as well as the LIS delay need to be adjusted to inject the light at the correct time
into the SiPMs, so that the signals are optimally integrated by the PACIFIC. Both are
crucial steps before the calibration of the PACIFIC thresholds and will be discussed in
Section 6.2.

3.7 Infrastructure & Services

The operation of the SciFi Tracker is enabled by a set of services that include the power
supplies for the electronics and the bias voltage for the SiPMs, as well as the cooling
systems. All of the systems work together to ensure a stable and efficient operation of
the detector throughout the data-taking periods.

3.7.1 Low Voltage

The frontend electronics of the SciFi Tracker are powered by radiation tolerantW-IE-NE-R9

MARATON power supplies that have been specifically developed for the operation
at the LHC and have been used successfully in the previous iteration of the LHCb
detector. Each unit features 12 individual low voltage channels that can provide up to
300 W of power [82]. One channel supplies the voltage of 8 V for up to two ROBs.
The power supply consists of three main components: the power box, a primary recti-
fier, and a control module. The rectifier converts the 230 V ACmains voltage to a 385 V

9W-IE-NE-R Power Electronics GmbH, Burscheid, Germany.
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GBLD
VCSEL

Optical fibre

Light injection bar

Fibre mat end piece

Figure 3.17 Schematic of a fully assembled detector module showing the interface between
the light injection system and the fibre mat end pieces. The top half of the module end plug
is removed to show the routing of the LIS optical fibres and light injection bars. The light is
send from the mezzanine board to the fibre mats via optical fibres. Inside the light injection
bar the fibre is scratched to allow the light to escape. Adapted from Reference [81].

System Clock
Calib C Pulse

Start Clock
Stop Clock

LIS Pulse

Figure 3.18 Timing diagram of the LIS pulse generation in the HK FPGA. Adapted from Refer-
ence [80]. The start and stop clocks are provided by one of the Data GBTxs on the Master
Board. Upon reception of the Calib C pulse (blue), the LIS pulse (orange) is generated from
the first rising edge of the start and stop clocks within the Calib C pulse.
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DC voltage that is then fed to the power boxes. The control module is connected to
the LHCb experiment control system and allows for the remote control of the power
supplies and monitoring of their status. The rectifiers and control modules are located
far away from the detector in a dedicated counting room, whereas the power boxes
producing the low voltage are located close to the detector to limit power losses due to
the high currents (≈20 A) combined with the long distance between the experiment
and the counting room.

3.7.2 SiPM Bias Voltage

The SiPM arrays are biased by CAEN10 power supplies that deliver a voltage in the
range of 0 to 100 V with up to 20 mA, and an accuracy of ±0.05 % (±50 mV) [83].
Each CAEN channel supplies four SiPM arrays. In case of defects, single SiPM dies
(64 channels) can be disconnected through an intermediate switch panel. The power
supply modules are housed in a crate that contains the primary power supply, allowing
remote control and monitoring of the system’s status.
In addition the bias voltage can be adjusted for each SiPM channel individually via the
PACIFIC input stage within a small range 600 mV.

3.7.3 Electronics Cooling

Each Readout Box produces a heat load of close to 100 W during operation that needs
to be cooled away in order to limit the temperature of the electronics to a maximum
of 50 °C [84]. The ROBs are, therefore, tightly mounted to aluminium cooling blocks
with water pipes running through them that dissipate the heat.

3.7.4 SiPM Cooling

In order to keep the dark count rate to an acceptable level after irradiation of the detector,
the SiPMs need to be cooled to −40 °C, as mentioned in Section 3.5.2. The SiPM arrays
are glued to 3D-printed titanium cooling bars and housed in an insulating shell called
Cold Box. The single phase coolant11 is circulated through vacuum insulated supply
and return lines and connected via flexible bellows to the Cold Boxes. The cooling
liquid temperature can be adjusted in the range of +30 to −50 °C12 [34].
To prevent condensation and ice formation on the inside of the Cold Box, the whole
assembly is constantly flushed with dry air at a dew-point of −70 °C. In addition, the
Cold Boxes and bellows are wrapped in thin heating wires to maintain a stable outer
temperature above the cavern dew-point [34].

10CAEN S.p.A., Viareggio, Italy.
11Either an environmental friendly Fluoroketone or a Perfluorohexane (C6F14) [34].
12To mitigate radiation damage in the SiPMs a coolant temperature of 30 °C is used to anneal the SiPMs

during periods without beam at LHC.
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4 Frontend Electronics Commissioning

during Detector Assembly

The SciFi Tracker was assembled at the LHCb experimental site at LHC Point 8 between
2019 and 2022. While all individual components passed quality assurance (QA) tests
during their production, integrating the various components into the C-Frames intro-
duces new complexities and potential points of failure. The commissioning during
the assembly of the detector before installing it in the LHCb experimental cavern,
therefore, serves as a crucial step in identifying and addressing any issues that may
arise. This includes verifying the functionality of the whole readout chain, as well as
mechanical compatibility and the interface to the LHCb data acquisition system. In
addition, the commissioning enables the validation of the calibration procedure and
the first optimisation of detector settings.
After the complete assembly of each of the 12 C-Frames, a series of tests is carried
out to ensure the correct functioning of the frontend electronics and to validate the
whole signal chain from the SiPMs to the DAQ system. The test sequence is split into
four stages, as shown in Figure 4.1. In the first stage, the basic functionality of the
electronics is tested. This includes verifying the communication to the Master GBTx
through the optical control links and configuring the various components within each
ROB. In the second stage, the readings of the different temperature and voltage sensors
on the electronics are checked. The last two stages involve testing the full data-taking
chain. The third stage includes a careful tuning of the internal clocks of all components
within a ROB to ensure error-free data transmission and subsequent bit error rate
measurements. The final stage tests the entire data-taking chain by recording signals
injected by the LIS. The data recorded in this final stage also allows for the initial
calibration of the PACIFIC comparator thresholds.
While the initial commissioning procedure was already established, significant con-
tributions have been made in the scope of this thesis to implement the last stage of
tests involving the whole readout chain using the LIS. In addition, the responsibility to
carry out the entire test procedure was gradually taken over. Therefore, a summary of
the frontend commissioning of all 12 C-Frames is presented here. A comprehensive
discussion of each step in the commissioning procedure and a detailed description of
the setup and control system can be found in Reference [85].
In total 236 ROBs were tested during the assembly of the detector, including 472 con-
trol links, 3776 data links, and 483 328 channels. The remaining 20 ROBs were only
installed after installation of the C-Frames in the experimental cavern due to time
constraints.
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Communication to
Master GBTx

Configuration
of ROBs

Optical Fibre
Mapping

Optical PowerTemperature SensorsVoltage Sensors

Clock Phase Scans Bit Error Ratio
Tests

Light Injection Tests

Figure 4.1 Test sequence of the frontend electronics commissioning during the assembly of
C-Frames. The sequence is divided into four stages, progressing from basic functional tests
to tests of the entire readout chain.

4.1 Commissioning Setup during Detector Assembly

The commissioning setup represents a slice of the final system that is installed in the
LHCb cavern, see Section 3.7, and allows for the commissioning of a single C-Frame.
It consists of a MARATON power supply with 12 channels that deliver the low voltage
for the frontend electronics. Three CAEN power supplies with a total of 96 channels
are used to bias the SiPM arrays, meaning each channel supplies four neighbouring
SiPM arrays corresponding to one fibre mat. Cooling for the electronics is provided
by a portable water chiller, while a small cooling plant cools the SiPMs to −40 °C.
A dedicated server is equipped with two CPUs and nine PCIe40 cards, of which
eight are configured as TELL40s while the remaining one is configured as combined
SODIN/SOL40. The TELL40s receive the data from the frontend electronics and merge
the data from events belonging to the same bunch crossing. Each card supports up
to 48 physical links; however, due to firmware limitations, the TELL40s could only
process data from 24 links. As a result, only half of the, up to 384 links of one C-Frame
can be read out simultaneously, and the commissioning steps that require recording
data are performed twice. To avoid re-patching optical fibres for the two halves, two
TELL40 firmware versions have been compiled, each with 24 active data links. The
active links are split into the lower and upper half of the C-Frame. No such limitation
exists for the SODIN/SOL40 firmware, and all ROBs can be controlled by one card.

4.2 Communication to Master GBTx

After powering up the frontend electronics with the MARATON power supply, the
first test is to check the communication between the ROBs and backend electronics
via the bi-directional control links. The Master GBTx on each Master Board recovers
the clock from the incoming data stream on the control link and replies by sending its
own GBT frames. If the header of the transmitted frames is recognised 15 times by the
SOL40, the frames are locked, and communication between the frontend and backend
has been established. If the header is missed more than four times without detecting
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eight valid headers in-between, the communication is lost again [86]. The state of the
links is monitored throughout the commissioning of the ROBs by dedicated counters
on the SOL40 that count the number of clock cycles without frame-lock.
During the commissioning of all C-Frames, corresponding to 472 HalfROBs, only once
the communication to theMaster GBTx could not be established, and the corresponding
HalfROB was replaced.

4.3 Configuration of ROBs

After the connection of the SOL40 to the ROBs has been successfully established, the
internal communication protocols and control registers are tested by configuring the
various components of the frontend electronics. The complete sequence to prepare the
ROBs for data taking consists of a reset followed by a configure command. The reset
puts the electronics in a well-defined state. First, the MasterGBTx is configured, and
the reference clocks for all Data GBTx are set; after that, power to the Cluster and PA-
CIFIC Boards is provided by enabling the DC/DC converters. Next, the Data GBTx are
configured to provide the external clocks to the Cluster FPGAs and PACIFICs. Finally,
a reset of the Cluster FPGAs and PACIFICs is issued, and the initial configuration of
the PACIFICs is loaded.
During the commissioning of the first C-Frame, stability issues during the reset proce-
dure were discovered that led to the loss of communication with the HalfROBs. It was
found out that the low voltage would fall below the required minimum operational
voltage of the DC/DC converters of 6.5 V due to excessive ringing. In order to stabilise
the input voltage, specifically designed capacitor boards were added to each of the
low-voltage supply lines on the C-Frames.
While the reset programs all ROBs with the same minimal configuration, the configure
command prepares the ROBs for data taking by loading the individual settings for
each of the Master Boards, Cluster Boards, and PACIFICs. These values are determined
from the quality assurance tests during production and stored in a dedicated database.
This includes the LIS bias and modulation currents. The configuration also contains
the serial numbers of all boards, which are checked before applying the configuration.
This is important to verify that the optical control links are connected to the intended
HalfROBs. In addition, a 10-bit location identifier is written to a register of the HK
FPGA that is used to verify the correct mapping of the data links that will be discussed
in Section 4.4.
In total, the configuration failed for two HalfROBs due to the inability to write or read
the LIS registers on the HK FPGA. The two affected HalfROBs were exchanged for
spare ones.

4.4 Optical Fibre Mapping

The correct mapping of optical fibres to the control and data links on the HalfROBs is
facilitated by the location identifier that is programmed on every HK FPGA during
configuration. The ID of each data link is constructed in the Cluster FPGA from the
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10-bit of the HalfROB ID1 followed by three additional bits. These bits are set by
dedicated pins on the connector between the Cluster Board and Master Board, which
are either set to 1.5 V or ground depending on the location on the Master Board. The
same principle is used to identify the two FPGAs on each Cluster Board.
The location ID is transmitted when initiating the data taking in special GBT frames
called SYNC frames. These frames are used to synchronise the bunch crossing IDs in
the TELL40s. They consist of the 12-bit bunch crossing ID followed by a fixed SYNC
pattern of which the 13 least significant bits are used to transmit the data link ID. The
TELL40s capture the SYNC frames, and the data link ID is stored in a dedicated register,
where it can be read out and compared to the expected ID.
Like this, the mapping of the optical fibres for all C-Frames was verified, and only
one issue was found. For one HalfROB, two neighbouring data links were sending
incorrect IDs due to a faulty connection between the Cluster Board and Master Board,
which caused one of the bits to be stuck at 0. The whole ROB was replaced.

4.5 Optical Power

Sufficient optical power on the control and data links is crucial for the detector’s opera-
tion as it guarantees the signal integrity over the long optical fibres that connect the
LHCb cavern and the DAQ system. Great care was taken during the production and
QA of ROBs to keep the VTRxs and VTTxs clean. In addition, every optical fibre on
the C-Frame was cleaned and inspected before being connected.
Based on a previous study [87] that evaluated the power budget for the LHCb ex-
periment assuming 400 m long fibres from the detector to the data centre and three
breakpoints, a limit of 224µW is taken for the commissioning. In practice, a stronger
limit of 300µW was applied, and fibres that fell below it were inspected and cleaned.
The optical power is measured by the optical transmitter and receiver modules of
the PCIe40 cards with a precision of 10 % [85]. In total, only 8 out of the 472 tested
control links and 11 out of 3776 data links measured an optical power of below 300µW,
corresponding to less than 0.5 % of all tested links. However, as can be seen from the
histogram in Figure 4.2, all of the links are above the critical limits of 224µW and
therefore deemed operational.

4.6 Temperature Sensors

The frontend electronics are equipped with various temperature sensors, as mentioned
in Section 3.6, totalling a number of 82 sensors for one ROB. The readings of all 19 352
sensors are checked to ensure that all of them are functional and provide accurate
values. The estimated precision is in the range of ±2 °C for the Pt1000 sensors readout
by the SCA on the Cluster Board; this includes the sensors found on the SiPMs, PACIFIC
Board and Cluster Board itself [85]. For the NTC on the Master Board, the precision is
±3 °C. The uncertainty is mainly governed by the integral non-linearity of the ADC,
the knowledge of the current source, and the tolerance of the sensors.
1The HalfROB ID is constructed from the station (2 bit), layer (2 bit), quarter (2 bit), module (3 bit),
and HalfROB (1 bit) numbers.
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Figure 4.2 Results of the optical power measurements. Left: histogram of the optical power
measured for each of the 3776 tested data links. Right: histogram of the optical power for all
472 tested control links. The dashed lines indicate the lower limit below which the optical
transmission is expected to degrade.

The measured values of all sensors split up into Master Board, Cluster Board, PACIFIC
Board, and SiPM temperatures, are shown in Figure 4.3. TheMaster Boards and Cluster
Boards register similar average temperatures of around 27 °C, whereas the PACIFIC
Boards measure higher temperatures of around 31 °C. This is due to the PACIFIC
Boards being furthest away from the cooling block, which is located just behind the
Master Board, and the PACIFIC drawing a significant amount of power. Importantly,
none of the temperature sensors on the ROBs provide unreasonable values below
the cooling water temperature of 20 °C, and the temperatures also do not exceed the
maximum of 35 °C, indicating good thermal contact between the components and the
cooling blocks. The temperature readings, therefore, also proved useful in detecting
an incorrect mounting of the ROBs to the C-Frame.
The distribution of the SiPM temperatures shown in Figure 4.3d exhibits multiple
peaks because no coolant was circulated during the commissioning of the electronics.
The SiPMs were, therefore, subject to the temperature in the assembly building, with
large variations throughout the year. Only one sensor was found to be defective, and
upon inspection of the Pt1000 sensor mounted on the SiPM array, it was found that its
resistance deviated by about 20 % from the nominal value leading to an unreasonable
reading of 80 °C. It was decided to leave the affected SiPM on the C-Frame and mask
the sensor in the control system.

4.7 Voltage Sensors

As introduced in Section 3.6, each HalfROB features one monitoring circuit on the
Master Board for the supply voltage and 16 circuits to monitor the bias voltage of each
SiPM die.
The input voltage of the HalfROBs is monitored through a voltage divider by the ADC
of the Master SCA with a precision of about ±2 % [85]. A minimum voltage of 6.5 V is
required to power the FEASTMP DC/DC converters and ensure a stable operation of
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Figure 4.3 Histograms of the temperature readings for all temperature sensors on the tested
Master Boards, Cluster Boards, PACIFIC Boards, and SiPMs. The dotted lines show the set
point of the water cooling plant, while the dashed lines show the upper temperature limit.
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Figure 4.4 Left: histogram of the monitored low voltage supplied to the frontend electronics.
The voltage set at the power supply is indicated as dotted line. The lower limit below which
the frontend electronics are not able to operate is shown as dashed line. Right: histogram
of the measured SiPM bias voltages with the set point indicated by the dotted line.

the frontend electronics. A histogram of the measured voltages is shown in Figure 4.4a.
The voltage is always below the set point of 8 V due to the voltage drop in the cables.
The vast majority of monitored voltages are around 7.1 V; in addition, two distinct
peaks are observed. During detector assembly, one MARATON channel powers two
ROBs, drawing a combined current of about 20 A. However, stations T1 and T2 are
equipped with fewer modules, so the outermost ROBs do not share a low-voltage
channel with their neighbours. As only half the current is drawn over the channel, only
half the voltage drop occurs over the cables, and the monitored voltage is slightly larger.
The small peak to the left in Figure 4.4a is due to a MARATON channel delivering a
voltage of less than 8 V. As a result, the monitored voltage for the connected HalfROBs
is slightly smaller but still above the limit and stable throughout the commissioning.
The SiPM bias voltage is monitored through voltage divider circuits located on the
PACIFIC Boards and readout by the Master SCA ADC. Each SiPM die (64 channels)
features its own bias line and monitoring circuit. In order to verify the correctness
of the monitored voltage the bias voltage at the CAEN power supplies is set to 50 V.
Figure 4.4b shows the distribution of the monitored voltages. As can be seen the
distribution is not centred around the nominal voltage of 50 V, indicated by the dashed
line. On average the monitored voltage is about 0.15 V higher. At this stage, however,
the monitored voltages are considered okay if they do not differ by more than ±1 V.
The calibration of the conversion factor of theMaster SCAADC values to themonitored
voltage was postponed to a later stage; it is described in detail in Reference [85]. Only
once a monitored voltage outside of the required range was measured. The monitoring
circuit of one SiPM die reported a value of 0 V. The SiPM die was indeed not biased
due to a broken bias line within the corresponding ROB; it was therefore replaced.
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Figure 5.28: Clocking scheme of the SciFi front-end electronics. The error-free
data transmission relies on the clock domain crossings labelled as (A)–(E). BER test
patterns can be generated at three different points along the data path as indicated
by the thick arrows.

between the different components: The SiPM signals digitised by the PACIFIC
ASICs are transfered at 320Mbit/s to the Cluster FPGA. In a first stage inside
the FPGA, the serial data is deserialised in order to perform the clustering in the
subsequent step. Afterwards, the clustered data is again serialised in order to be
transfered to the Data GBTX, which prepares the GBT frames to be sent via the
optical link to the back-end.

In addition to the normal operating mode as just described, Fig. 5.28 shows two
types of test patterns that can be generated at three different points along the path
of the data. These patterns are used to determine the BER of each data link and
are discussed in detail in the following.

GBTX PRBS

The GBTX PRBS is one of two BER test patterns used in the SciFi front-end
electronics. As the name suggests, it consists of a pseudorandom binary sequence
(PRBS) that is generated by the GBTX ASIC. It is implemented by a 7-bit linear
feedback shift register that produces a PRBS7 sequence [96]. The register value is
copied 16 times to fill the 112 bits of payload of the GBT frame.

Due to the pseudorandom nature of the pattern, an appropriate decoder at the
back-end can predict the sequence and compare it against the received data. It

100

Figure 4.5 Illustration of the clocking scheme and data flow in one data link of the SciFi
frontend electronics [85]. At each of the clock domain crossings labelled A to E the clock
phases are adjusted to ensure an error-free data transmission.

4.8 Clock Phase Scans

The different parts of the frontend electronics are driven by a set of clocks of various
frequencies that all need to be carefully tuned to achieve an error-free data transmission
between the different digital processing stages. Figure 4.5 illustrates the distribution
and interplay of clocks for one data link. Going from left to right, the SiPMs signals
are digitised by the two PACIFICs and transferred at a rate of 320 Mbit/s to the Cluster
FPGA. Inside the Cluster FPGA, the data is first deserialised before the clustering
algorithm is performed. In the last stage, the clusters are serialised at 160 Mbit/s and
transferred to the Data GBTx from where they are shipped to the TELL40 at 4.8 Gbit/s.
The data taking is synchronised by the SYNC pulse that resets the PACIFIC clocks and
ensures that the 40 MHz and 20 MHz in the PACIFIC are generated synchronously.
The various clocks provided to each stage in the frontend electronics are derived
on the Data GBTx from the same 40 MHz reference clock of the Master GBTx. The
clocks derived from the Data GBTx range from 40 to 320 MHz and need to be tuned
to achieve the highest possible stability in the transfer of data between the different
processing stages. The phase of the Master GBTx clock does not have an impact dur-
ing this time of the commissioning but will be relevant during the actual data taking
at the LHC, as it allows the fine-tuning of the phase with respect to the bunch crossings.

The clocks are tuned by injecting a known pattern into the data stream, scanning
through the phase and counting the number of errors in the pattern received by the
TELL40s. Practically, the clocks are scanned from right to left in Figure 4.5, fixing the
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determined optimal phases one by one. Two types of test patterns can be injected at
three different points, as indicated by the thick arrows in Figure 4.5: at the Data GBTx,
the Cluster FPGA, and the PACIFIC.
The GBTx PRBS pattern consists of a 7-bit pseudo-random binary sequence (PRBS)
that is copied 16 times to fill the 112 bit of the GBT frame. It can be generated by
the Data GBTx and the Cluster FPGA and allows for probing of the processing chain
starting from the clustering stage in the Cluster FPGA. A corresponding decoder in
the TELL40 firmware compares the received data to the expected pattern and counts
the number of mismatches, i.e. bit errors, and stores them in a register. For each of the
16 PRBS words within a GBT frame a separate 8-bit counter exists.
The second pattern called the PACIFIC SyncPattern, not to be confused with the SYNC
TFC signal, is generated by the PACIFIC. It consists of a 4-bit pattern that can be set by
the Cluster FPGA via special pads on the PACIFIC and is duplicated to produce the
8-bit word at the PACIFIC output. A special block in the TELL40 firmware decodes
and analyses the received data and counts the number of bit errors. For each PACIFIC
channel, corresponding to two output bits, a separate 8-bit counter exists. The PACIFIC
SyncPattern is passed through the Cluster FPGA without performing clustering. Due
to bandwidth limitations in the FPGA only the outputs of 32 PACIFIC channels can be
tested at the same time. Tests involving the PACIFIC SyncPattern, therefore, need to be
performed four times to cover all 128 channels connected to one Cluster FPGA.

An example of a clock phase scan between the Cluster FPGA serialiser and Data
GBTx is shown in the left panel of Figure 4.6 for one 7-bit PRBS word inside the GBT
frame. Within the phase range covered by the filled area, no errors in the pattern have
been observed, while on the outside, the number of bit-errors is at the maximum value
of 255. The results for all 16 data links (256 PRBS words) of one exemplary ROB are
shown in the right panel of Figure 4.6, where variations in the width and centre of the
error-free interval are observed. However, a common interval without errors, indicated
by the dashed lines, can be identified, allowing for the operation of all data links stably
with the identical clock phase setting.

4.8.1 FPGA Serialiser Clock (A)

The Cluster FPGA serialiser clock is the first clock that is tuned; it drives the transmis-
sion of data from the Cluster FPGA serialiser to the Data GBTx. As shown in Figure 4.5
the GBTx PRBS pattern is used for this scan. Since this pattern is generated in the
Cluster FPGA, the clustering and serialiser clock must be moved synchronously.
Figures 4.7a and 4.7b show a summary of the centres and widths of the error-free
intervals for the PRBS corresponding to all tested data links. As shown in Figure 4.7a,
the central values are all within the common interval indicated by the dashed lines.
It should be noted that the absolute values of the central values have no further sig-
nificance; rather, the relative differences are important. The interval widths shown in
Figure 4.7b measure the signal quality and have a theoretical limit given by the inverse
of the transmission frequency shown by the dashed line. The distribution has a peak
around 5.24 ns and a shoulder around 4.6 ns from electrical lines with a slightly worse
signal quality.

47



4 Frontend Electronics Commissioning during Detector Assembly

25.0 27.5 30.0 32.5 35.0
FPGA Serialiser Phase [ns]

0

50

100

150

200

250

Bi
t E

rro
rs

0 32 64 96 128 160 192 224 256
PRBS Word

22

23

24

25

26

27

28

29

FP
GA

 Se
ria

lis
er

 P
ha

se
 [n

s]

Data Interval w/o Errors Interval Centre Common Interval

Figure 4.6 Left: bit errors for one PRBS word depending on the phase between the Cluster
FPGA serialiser and the Data GBTx. Right: clock phase intervals without errors for all 256
PRBS words (16 words per data link) of one exemplary ROB. The common interval is indicated
by dashed lines.

4.8.2 FPGA Clustering Clock (B)

After the FPGA serialiser clock has been tuned and set to the central value, the next
clock that is scanned is the one between the Cluster FPGA clustering and serialiser
blocks. The distributions shown in Figures 4.7c and 4.7d differ significantly from the
previous ones. The different peaks can be attributed to the different words inside one
GBT frame, and entirely depend on the routing of signals in the FPGA. Importantly,
the central values lie well within the common overlap region with plenty of margins
and thus allow for a stable and error-free transmission.

4.8.3 FPGA Deserialiser Clock (C)

Starting from the FPGAdeserialiser clock, the PACIFIC SyncPattern is used for the clock
scans, as the GBTx pattern is generated after the deserialiser block. The clustering clock
is kept fixed to the previously determined optimal value, and only the deserialiser
clock is varied. The PACIFIC and SYNC pulse clocks are varied synchronously to
avoid any interference. The distributions of the interval centres and widths shown in
Figures 4.8a and 4.8b indicate good quality of the data transmission, the central values
are well within the common overlap, and the width is very close to the theoretical
maximum of 6.25 ns. The variations in the centres and widths of the error-free interval
are again due to the routing of the signals inside the FPGA and depend on the specific
firmware.

4.8.4 PACIFIC Clock (D)

Fixing the value of the FPGA deserialiser clock, the 320 MHz PACIFIC clock can be
scanned, and as before, the SYNC pulse clock needs to be moved accordingly. The
theoretical upper limit for the interval widths is 3.125 ns. Due to the routing of the
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Figure 4.7 Results of the clock phase scans using the GBTx PRBS pattern for the 236 tested
ROBs (3776 data links, 60 416 PRBS words). Left: histogram of the interval centres. The dashed
indicate the common overlap of all intervals. Right: histogram of the interval widths with
the dashed line indicating the theoretical limit derived from the respective transmission
speeds.
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signals across multiple PCBs with variation in the lengths of the signal lanes, the mea-
sured error-free intervals exhibit large variations and the common interval amounts to
1.2 ns as indicated by the dashed lines in Figure 4.8c. The distribution of the measured
interval centres, shown in the same figure, extends over the common interval. However,
this is not an issue, as the interval widths, shown in Figure 4.8d, are very close to the
theoretical limit of 3.125 ns, leaving enough margin to operate all PACIFICs with a
common phase setting.

4.8.5 SYNC Pulse Clock (E)

In the last step, the SYNC pulse clock is tuned. Although the SYNC pulse is not
strictly part of the data transmission chain, it plays a critical role in synchronizing data
taking across all PACIFIC ASICs. As mentioned in Section 3.6.1, the SYNC pulse is
sampled by the PACIFIC at a frequency of 320 MHz. If the SYNC pulse clock is varied
by more than 3.125 ns, the signal is evaluated on the previous or next rising edge. This
causes the PACIFIC output and, therefore, the test pattern to shift by one clock cycle,
leading to bit errors at the receiving end. Figure 4.8e shows that the measured centres
of the error-free intervals have a large spread, due to variations in the trace length
from the Cluster FPGA (where the SYNC pulse is generated) to the PACIFIC. This is
also reflected in the small common interval of 0.9 ns. The interval widths, shown in
Figure 4.8f, however, are close to the theoretical limit of 3.125 ns, so that a common
phase setting can be used for all SYNC pulse clocks.

4.9 Bit Error Ratio Tests

After tuning the clocks of the frontend electronics, the data transmission quality is
evaluated by measuring the bit error ratio (BER). This includes the transmission
through the frontend electronics and the transmission via the optical links, whose
output power has been validated in a previous step, presented in Section 4.5. The
bit error ratio is defined as the number of bit errors divided by the total number of
transmitted bits. Following the specifications of the Versatile Link in Reference [87]
the BER should not exceed <10−12.
The BER is measured by injecting the PACIFIC SyncPattern into the data stream and
recording the number of total bits send and the number of bit errors detected at the
TELL40. In order to acquire high enough statistics to probe the BER, the test is run for
three hours. As the Cluster FPGA has limited bandwidth, four sets of measurements
are recorded to cover all 128 channels of one data link. Additionally, the tests are carried
out with two different versions of the PACIFIC SyncPattern: 0x5 (0b10100101) and
0xA (0b01011010). Therefore, covering all channels using both SyncPatterns takes
24 hours. Figure 4.9 shows the distribution of the bit error ratios for all 3776 tested data
links. Most data links measure a BER in the range of 10−15 to 10−14, and only a few
links are close to the limit of 10−12. In total, about 8.005 × 1017 bits were probed, and
4054 errors were observed, giving an average BER over all data links of ≈5.1 × 10−15.
Importantly, none of the data links have a BER above the limit, indicating a high-quality
data transmission in all 3776 tested data links.
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Figure 4.8 Results of the clock phase scans using the PACIFIC SyncPattern for the 236 tested
ROBs. Left: histogram of the interval centres. Right: histogram of the interval widths.

51



4 Frontend Electronics Commissioning during Detector Assembly

10 16 10 15 10 14 10 13 10 12 10 11 10 10

Bit Error Ratio
0

250

500

750

1000

1250

1500

1750

Da
ta

 L
in

ks BERLimit = 10 12BERAll = 5.1 10 15

Figure 4.9 Distribution of the measured bit error ratios for all 3776 tested data links. The
required operational limit of 10−12 is shown as dashed line while the combined bit error ratio
of all links is indicated by the dotted line.

4.10 Light Injection System Tests

The last tests in the frontend electronics commissioning are designed to probe the
entire signal chain. Whereas the digital processing has been tested and tuned during
the clock phase scan discussed in Section 4.8, the light injection system tests also probe
the analogue signal generation and processing. As described in Section 3.6.5, the
light injection system (LIS) allows for injecting light pulses into the fibre mat end-
pieces from where the SiPM arrays detect them. The LIS tests, therefore, allow for
identifying broken SiPM or PACIFIC channels. In addition, a preliminary calibration
of the PACIFIC comparator thresholds can be performed.

4.10.1 LIS Mapping Test

In the first step, the correct functionality and mapping of the LIS drivers is checked.
For this test, the SiPM arrays are biased at the nominal 3.5 V overvoltage, and their
currents are monitored. The dark current of one SiPM bias channel, corresponding to
four adjacent SiPMs, is typically around 100µA and increases by about 200µA when
illuminated by the LIS with a frequency of 20 kHz.
In order to further tune the LIS, the correct mapping between the fibre mats and the
LIS GBLDs needs to be confirmed to ensure that the settings determined during the
QA of the LIS are written to the intended device. As shown in Figure 4.10, the LIS
controlled by HalfROB H0 is connected to the fibre mats 0 and 2 while H1 is connected
to mats 1 and 3. Unfortunately, it is not known which driver connects to which fibre
mat due to an oversight during the production of the fibre modules. A first mapping
check was done during the LIS QA, however, an additional test was performed here.

52



4.10 Light Injection System Tests5 Commissioning of the SciFi Front-End Electronics

D
0-
TX

R
D
Y

D
1-
TX

R
D
Y

H0 H1

+8V GND
Low Voltage

0 1 2 3
DATA

R
es
et

TF
C

C
lk

LI
S
C
lk

0 1 2 3 4

Debug

SiPM
Bias Voltage

CB0 CB1 CB2 CB3
D0 D2 D3 D4 D5 D6 D7

D
2-
TX

R
D
Y

D
3-
TX

R
D
Y

C
-T
X
R
D
Y

C
-R
X
R
D
Y

C
-R
X
va
lid

D
4-
TX

R
D
Y

D
5-
TX

R
D
Y

D
6-
TX

R
D
Y

D
7-
TX

R
D
Y

0 1 2 3
DATA

D
4-
TX

R
D
Y

D
5-
TX

R
D
Y

D
6-
TX

R
D
Y

D
7-
TX

R
D
Y

C
-T
X
R
D
Y

C
-R
X
R
D
Y

C
-R
X
va
lid

SiPM
Bias Voltage

+8V GND
Low Voltage

D
2-
TX

R
D
Y

D
3-
TX

R
D
Y

D
0-
TX

R
D
Y

D
1-
TX

R
D
Y

Debug

0 1 2 3 4

LI
S
C
lk

TF
C
C
lk

R
es
et

D0
CB0

D2
CB1

D3 D4
CB2

D5
CB3

D7

Observe precautions
for handling

e lec t ros ta t i c dev ice

0 1 4 5 6 7
CTL DATA

0 1 4 5 6 7
CTL DATA

D1 D1 D6

Figure 5.38: SciFi ROB cover with the routing of the LIS GBLDs to the fibre mats
indicated. Image modified from Ref. [117].

in the SiPM and PACIFIC channels. In the absence of ionising radiation in the
assembly hall, these tests are performed with the help of the light injection system
(LIS). As described in detail in Section 4.5, the LIS allows to inject light pulses
into the scintillating fibres towards the end of the fibre mats near the SiPM arrays.
Thereby, it is possible to test the full data chain and identify channels that do not
register any signals from the incident photons. This can either be caused by broken
SiPM or PACIFIC channels, or due to an insufficient electrical connection between
the two.

The tests involving the LIS are subdivided into three steps that are discussed in
the following.

5.13.1 Functional Test and Mapping

As a first step, the functioning of the LIS itself is verified. This is done only with the
help of the SiPM arrays that are biased with the nominal overvoltage �V = 3.5V. By
monitoring the current drawn from the CAEN modules with and without injected
light pulses, the correct functioning of the LIS can be confirmed. Typical dark
currents are in the order of 100 µA per HV channel, corresponding to four adjacent
SiPM arrays. It increases to about 200 µA when illuminating the SiPMs with 15 ns
wide LIS pulses at a rate of 20 kHz. However, large variations in the light intensity
can be observed that depend on the determined operating settings of the GigaBit
Laser Drivers (GBLDs) during the QA of the fully assembled fibre modules.

For further tuning of the light intensity, the mapping between the GBLDs and
light bars must be known for each module. As illustrated in Fig. 5.38, the light bars
mounted on fibre mats 0 and 2 are controlled by HalfROB H0, while mats 1 and 3
are illuminated by the GBLDs connected to H1. However, due to the routing of the
LIS fibres within the end plugs of the modules, it is not clear at first which GBLD

112

Figure 4.10 Schematic of the SciFi ROB cover plate with the routing of the LIS to the fibre
mats [85].

To determine the mapping, only one of the two GBLDs on each LIS is enabled, and the
currents are monitored again.

4.10.2 LIS Delay Scans

In order to verify that all channels detect incident light using the LIS, it is first necessary
to ensure that the light pulse is triggered at the right time with respect to the PACIFIC
clock so that the SiPM signals are fully integrated. This is done by varying the delay
as described in Section 3.6.5 and measuring the signal amplitude in a LIS delay scan
procedure.
The complete procedure consists of recording threshold scans under pulsed illumina-
tion from the LIS at different LIS delays and extracting the photoelectron gain for each
of them. It is explained in detail in Chapter 6 and is crucial for properly calibrating
the PACIFIC comparator thresholds. However, at the time of the detector assembly, a
different approach to optimising the LIS delay was used as the complete procedure was
too time-consuming due to limitations in the PCIe40 firmware and control software.
In the simplified version of the LIS delay scan, the thresholds are fixed while the LIS
delay is varied. As no proper calibration of the thresholds existed during the scan,
any combination of thresholds is suitable as long as they are above the pedestal. For
the delay scans, the three comparator thresholds were set to 15, 30, and 45 DAC above
the pedestal. These threshold settings roughly correspond to 1.5 pe, 2.5 pe, and 3.5 pe,
respectively, based on the typical gain of 15 DAC per photoelectron when operating
the SiPM at an overvoltage of 3.5 V. The position of the pedestal is determined from
a threshold scan without light injection. An example of such a scan is shown in Fig-
ure 4.11, where the ratio of events over threshold divided by the number of all events
is shown as a function of the comparator threshold. The pedestal is given by the point
where the ratio equals 0.5 as indicated by the black dashed line. In addition the three
comparator thresholds calculated from the pedestal are shown as colourful dashed
lines.
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Figure 4.11 Example of a threshold scan without light injection. The pedestal position,
indicated by the black vertical dashed line, is given by the point where the S-curve reaches
a ratio of 0.5. The three threshold values are shown as colourful dashed lines.

Depending on the delay between the LIS pulse and the PACIFIC, the signals from
the SiPMs will be more or less integrated. By keeping the thresholds constant, the
signals have a higher or lower chance of passing the thresholds. Therefore, the ratio
of events over the threshold divided by the total number of collected events can be
used as a proxy for the signal amplitude. Figure 4.12a shows the ratio of events over
the three thresholds 𝑉𝑡ℎ1, 𝑉𝑡ℎ2, and 𝑉𝑡ℎ3 as a function of the LIS delay. Since one LIS
driver injects the light over the width of one fibre mat, the ratio is averaged for the 512
channels corresponding to one fibre mat. The maximum of the curve gives the optimal
LIS delay. For all three thresholds the same optimal delay is found (as it should). The
distribution of the optimal LIS delay for all 2048 channels of one ROB is shown in
Figure 4.12b split by the four fibre mats. The outer fibre mats (0 and 3) register the light
from the LIS at the same optimal delay. Due to differences in the latency of the Calib
C command used to trigger the LIS, the inner two mats, which are controlled by one
HalfROB but read out by the other, register the light one bunch crossing earlier or later.
This is an unwanted artefact of the routing of the LIS which needs to be accounted for
when performing the calibration of the comparator thresholds discussed in Chapter 6.

4.10.3 LIS Threshold Scans

Since the PACIFIC digitises the SiPM signals using a simple set of comparators and not
a full ADC, as described in Section 3.6.1, threshold scans under pulsed illumination
need to be performed to measure the pulse height spectrum of the SiPM. At each step
in a threshold scan, several thousand events are recorded, and the number of events
over the threshold is counted while injecting light pulses of ≈15 ns length with the LIS.

54



4.10 Light Injection System Tests

35 40 45 50 55 60 65
LIS Delay [ns]

0.00

0.05

0.10

0.15

0.20Ra
tio Vth1Vth2Vth3

a

0 25 50 75 100
LIS Delay [ns]

0

100

200

300

400

Ch
an

ne
ls

Mat 0
Mat 1
Mat 2
Mat 3

b

Figure 4.12 Left: measurement of the ratio of events over threshold as a function of the LIS
delay. Each point is the average over the 512 channels of one fibre mat, with the error bars
indicating the standard deviation. Right: distribution of the optimal LIS delays for all 2048
channels of one ROB. Channels belonging to the different mats are shown with different
colours.

The resulting curve is called S-curve.
Threshold scans with light injection from the LIS are performed using the optimal LIS
delays determined in the previous step. As shown in Figure 4.12b multiple threshold
scans have to be done at different LIS delay settings to ensure that light pulses are
injected at the correct time for all channels. In principle, the previous test also allows for
the checking of dead SiPM or PACIFIC channels by verifying that all channels register
a significant ratio of events over the threshold. However, performing a threshold
scan with light injection allows checking the individual S-curves and exercising the
calibration procedure explained in detail in Chapter 6.

S-curve Integral

In order to verify if a channel is broken, a simple but robust metric has been constructed
from the S-curves. The so-called S-curve Integral measures the area below the S-curve
starting from the pedestal position, as shown in Figure 4.13a. If the channel does not
register any light, the S-curve Integral measured from the S-curve with (LIS) and
without (Pedestal) light injection will be identical. Figure 4.13b shows the S-curve
Integral as measured for all 483 328 tested channels. A clear separation between the
distributions of the S-curve Integral with and without light injection can be seen, with
only three channels showing no difference. These three channels did not register light
and were found to be broken already during the SiPM QA. Putting the numbers into
relation, this corresponds to a quota of 6.2 × 10−6 broken channels.

LIS Intensity

During the quality assurance of the LIS, the bias and modulation currents of the
drivers were tuned to deliver an intensity of about 1.5 pe on average over all 512
channels corresponding to one fibre mat. Assuming a Poisson distribution for the
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Figure 4.13 Left: exemplary S-curves with (LIS) and without (Pedestal) light injection for one
comparator. The S-curve integral is shown as shaded areas and the pedestal position is
indicated as dashed line. Right: distribution of the S-curve integral with (LIS) and without
(Pedestal) light injection for all 483 328 tested channels.

detected photons, this intensity is needed to measure 5 pe signals with sufficiently
large statistics. Being able to measure the 5 pe signals is vital as the highest of the three
PACIFIC comparator thresholds is nominally set to 4.5 pe.
The light intensity is measured using a fit to the S-curve of each channel. The fit
model is described in detail in Chapter 6. Figure 4.14a shows the measured light
intensity of one light injection bar over the 512 channels corresponding to one fibre
mat. Because the optical fibres of the LIS are scratched by hand, the light intensity is
not uniform across all channels. This is not an issue as long as all channels see enough
light (>1 pe). The light intensity for all 483 328 channels is shown in Figure 4.14b. The
average intensity is 1.45 pe with a standard deviation of 0.39 pe. For the majority of
the channels the LIS, therefore, delivers enough light for a successful calibration of the
comparator thresholds up to 5 pe. However, a small tail extending down to 0.5 pe can
be seen with a potentially negative impact on the calibration. If the light intensity is too
low events with higher photoelectron amplitudes are less likely, and due to the lower
statistics the calibration of these thresholds becomes unreliable or even impossible.
This will be further discussed in Chapter 6.

4.11 Commissioning Summary

During the assembly of the SciFi Tracker from 2019 to spring 2022, 12 C-Frames with a
total of 236 Readout Boxes have been successfully tested. The remaining 20 ROBs were
installed after the installation of the C-Frames in the LHCb experimental cavern.
The commissioning procedure described in this chapter allowed for verifying that the
whole electronics chain from SiPMs to the DAQ works as designed. The first threshold
scans with light injection from the LIS were also recorded. From these measurements,
the average light intensity of the LIS can be determined. A high enough intensity is
crucial for successfully calibrating the PACIFIC comparator thresholds. The intensity
was within the desired range with an average of 1.45 pe and only three out of 483 328
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Figure 4.14 Left: LIS light intensity for the 512 channels of one fibre mat. Right: distribution
of the light intensity for all 483 328 tested channels.

tested channels were found to be broken
Phase scans of the internal clocks of the frontend electronics were performed and
showed that a stable and sufficiently error-free data transmission with a bit error ratio
of 5.1 × 10−15 can be achieved using a common set of phase settings across all tested
data links.
Some shortcomings, e.g. in the design of the power delivery, were identified, and solu-
tions that address the issues were implemented. ROBs that failed to pass a certain test
were replaced with spare ones and repaired if possible. In addition to verifying the
functionality of the electronics, the commissioning also allowed for gaining first experi-
ence in the operation of the detector on a large scale and enabled crucial developments
in the control software, various firmwares, and analysis tools.
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The SciFi Tracker was successfully installed in the LHCb experimental cavern before
the start of Run 3 in April 2022. With the start of Run 3 also a new period for the SciFi
Tracker started. The whole system underwent the same commissioning procedure as
presented in the previous chapter, verifying that the installation went as planned and
that all frontend electronics work as expected. At the same time the whole detector
was integrated into the LHCb control and DAQ systems, to allow for synchronous data
taking with all sub-detectors of LHCb.
Using a preliminary calibration of the PACIFIC comparator thresholds determined
from the light injection threshold scans performed during the assembly phase of the
SciFi Tracker the first data from proton-proton collisions was recorded. Figure 5.1
shows the number of reconstructed clusters in each of the 4096 SiPMs of the SciFi
Tracker from a 2022 data-taking run. The 12 layers, with their four quadrants Q0 to
Q3, are shown one after each other along the 𝑦-axis. The SiPMs of each quadrant
are shown along the 𝑥-axis going from the beam pipe at 𝑥 = 0 to the outside of the
detector. The number of cluster decreases, as expected, from the beam pipe, indicated
by the black circle in the center of each layer, towards the outside of the detector. The
very central region of the detector is also expected to see less clusters due to the fibre
mats being slightly shorter to accommodate the beam pipe. In general the figure
shows that the SciFi Tracker works and is able to reconstruct hits from real particles.
However, it is also evident that the detector is not optimised yet. Several areas with
a significantly larger number of detected clusters can be seen, e.g. in Q2 of layer 2.
Due to the PACIFIC comparator thresholds settings being too low, in some cases even
below the pedestal, channels in these areas produce an excessive amount of noise
clusters. In contrast the thresholds in some other parts of the detector are too high
resulting in a lower hit detection efficiency and, therefore, lower number of cluster
than expected. Additionally, three SiPMs show no clusters (small white rectangles),
since the corresponding data links are disabled and excluded from the data taking due
to transmission issues.
In parallel to the commissioning of the detector, the SciFi Tracker is regularly included
in the global LHCb data taking, enabling the reconstruction of particle tracks and
allowing for a first look at the tracking performance. Figure 5.2a shows the distribution
of the number of SciFi hits per reconstructed tracks; here T tracks are shown, which
are reconstructed using only the clusters of the SciFi Tracker. The distribution peaks
at value of 10 hits per track with an average of 10.34. In simulation (dashed line),
where the hit detection efficiency of the SciFi is assumed to be 99 % and the detector
is perfectly aligned, the same distribution peaks at 12 hits per track, i.e. each layer
provides a hit to the track. Looking at the distribution of the number of hits per track
per SciFi layer in Figure 5.2b, it becomes apparent that some layers, such as layer 7,
are particularly inefficient. This is predominantly due to high comparator thresholds
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of (2.5, 3.5, 4.5) pe based on the preliminary calibration results from the assembly of
C-Frames, and sub-optimal alignment. The calibration of the thresholds, which will
also allow for the nominal lower threshold settings, is the topic of the next chapter.
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during 2022 data taking. Layers are numbered from 0 to 11 and ordered with increasing z
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Figure 5.2 Distributions of the number of SciFi hits per T track for data recorded during Run
3 in 2022 and from simulation. All distributions have been normalised to the same number
of tracks. Left: distribution of the number of SciFi hits per track. Right: distribution of the
number of SciFi hits per track for each layer. Layers are numbered from 0 to 11 and ordered
with increasing z positions.
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6 Frontend ASIC Calibration

The frontend ASIC of the SciFi Tracker, called PACIFIC, responsible for processing
and digitising the SiPM signals, does not implement a full ADC, but rather digitises
the SiPM signals with a set of three comparators per channel (see Section 3.6.1). To
reconstruct the particle hits and suppress noise, the outputs from multiple PACIFIC
channels are combined into clusters in the Cluster FPGA using the algorithm described
in Section 3.6.3. As no full amplitude information of the signal in each channel is
available for the clustering algorithm, the PACIFIC comparator thresholds must be
calibrated to correspond to the equivalent of signals with 1 pe, 2 pe, 3 pe, and so on.
The calibration of the comparator thresholds consists of two parts. First, threshold
scans under pulsed illumination from the LIS are performed for each of the three
comparators of all 524 288 channels. The data is then fitted based on an analytical
description of the SiPM pulse height spectrum. The fit allows for determining the
threshold values corresponding to the discrete photoelectron amplitudes and gives
access to other parameters, such as the light intensity of the LIS.
A detailed description of the threshold scan procedure is given in Section 6.1, followed
by the time alignment of the LIS in Section 6.2. The calibration model and the method
are presented in Sections 6.3 and 6.4. Finally the calibration results are discussed in
Section 6.6. The correct calibration of the comparator thresholds is essential for the
operation of the SciFi Tracker as it directly impacts the detector’s hit detection and
noise suppression capabilities. The impact of the comparator threshold settings on the
hit detection efficiency, single hit resolution, and noise rate is evaluated in Chapter 7.

6.1 Light Injection Threshold Scan

The PACIFIC digitises the SiPM signals using a simple arrangement of three com-
parators with adjustable thresholds, as described in Section 3.6.1. The thresholds
of each of these comparators need to be calibrated with respect to the pulse-height
spectrum of the connected SiPM channel. This is done using a threshold scan under
pulsed illumination from the LIS. In a threshold scan, the full range of the comparator
threshold values is scanned, and at every step, the ratio of events over the threshold for
a set number of events is recorded. At the same time, light is injected into the SiPMs
using the LIS. The resulting spectrum is shown in Figure 6.1. The black markers show
the ratio of events over the threshold for different comparator threshold DAC values,
which, due to its shape, is typically called S-curve. Each DAC value corresponds to
a specific comparator threshold voltage, and higher DAC values also typically give
a higher voltage. The underlying pulse-height spectrum, obtained by differentiating
the black data points, is shown as a shaded area. It is characterised by discrete peaks
originating from the electronic noise or the firing of one or more SiPM pixels, as indi-
cated by the dotted lines. At the beginning of the scan, the threshold is set below the

61



6 Frontend ASIC Calibration

40 60 80 100 120
Threshold [DAC]

0.0

0.2

0.4

0.6

0.8

1.0

Ra
tio

0 pe

1 pe

2 pe
3 pe 4 pe 5 pe

Pulse Height Spectrum
Threshold Scan

Figure 6.1 LIS threshold scan for one PACIFIC comparator and corresponding pulse-height
spectrum. The distance between steps is a measure of the signal amplitude. The amplitude
of the first photoelectron (1 pe) is typically lower due to the hysteresis of the comparator.

electronics’ noise level, also called pedestal. Thus, the ratio of events over the threshold
divided by all events is exactly one. Once the threshold is set above the noise level,
the ratio is reduced, as some signals fall below the threshold. The ratio continues to
fall until the threshold is set between two peaks, leading to the characteristic step-like
shape of the S-curve.

6.1.1 Data Taking & Processing

A threshold scan progresses in a number of steps, each consisting of two distinct phases:
configuration of the comparator thresholds and recording of events. The thresholds
are configured based on a pre-defined sequence that instructs the experimental control
system to configure the PACIFIC comparator thresholds with a specific threshold value
based on the current step number. This information is stored in special summary XML
files which are later used in the analysis of the threshold scans. The threshold scans
need to be conducted separately for each of the three comparators of one channel
because their output is added together and encoded in a 2-bit number, which loses
all information about which comparator has fired. As a result, a total of 768 steps
must be scanned to cover the full dynamic range of the 8-bit threshold DAC of all
three comparators. During the scanning process of one comparator, the other two
are set to the maximum threshold value of 255 DAC. This ensures that the digits sent
by the PACIFIC are either 00 or 01. Higher values are not possible as the other two
comparators are functionally disabled by the high threshold setting of 255 DAC.
During the data-taking phase, a fixed number of events is recorded by issuing the
Calib C command at a fixed frequency of ≈20 kHz which also simultaneously triggers
the LIS pulse. In order to compare the two integrators of one PACIFIC channel, the
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15 

reception of a trigger condition adjustable by ECS  (typically at the end of a step, during step runs), as a 
dedicated COUNTER fragment. Its format is shown in Figure 8. 

 

Figure 8: Format of a COUNTER fragment. Words are 16 and 32 bits, little‐endian ordering 
 

The first frame is a header, made of (NC, ACT and ALIGN are optional and can be removed): 

 8 BlockCounters BC[0] to BC[7] 
 NC = Number of PACIFIC counters per channels ( 6 or 8, depending on the configuration) 
 ACT[31:0] and ALIGN[31:0] are 4 bytes each, and contain on their LSB [23:0] the firmware 

active_fiber[23:0] configuration and the aligned_fiber[23:0] parameter 

Frames #1 to #N contain the counter values C(L,CH,V). Each line contains the counters of 2 channels: 

 L is the active link number (0 for 1st active link to N_active_links‐1 for the last active link) 
 CH is the SiPM channel number (from 0 to 127) 
 V = 0 to 7, indicates one of the 8 (or 6) counter values per SiPM channel 
 In a firmware configuration where 6 counters per channel are implemented, C(L,CH,V)=0 for V=6 

and 7 

Byte endianness: All the header words and counters are written (by default) in little‐endian order. 

FSIZE: 
The COUNTER fragments have a fixed size, only dependent on the number of active  links of the TELL40 
partition:  FSIZE 32 1 64 _  
For example, a TELL40 partition with 20 enabled links will produce COUNTER fragments of 40,992 bytes. 
4 internal clock cycles (at 200 MHz, i.e. 20 ns) are required by the data processing module to produce one 
line of the fragment. Thus, sending a whole COUNTER fragment for 20 links requires 25.6 µs, at an instant 
output data rate of 12.8 Gbits/s. 

3.4 SciFi Special Fragment (FTYPE=0x52, FTSpecial) 

 Empty fragment 3.4.1

Empty  (or  truncated)  fragments  are  SPECIAL  fragments  (FTYPE=0x52) with  a null  FSIZE,  consisting of  a 
unique 256‐bit data frame filled will padding zeroes. They are produced in the following cases: 

Figure 6.2 Illustration of the FTCalibration TELL40 data format. Each block indicates one
16 or 32 bit word. The first row contains the header information and each subsequent row
contains the counter values for two channels [88]. The counts C(l,c,i) are ordered by the
TELL40 link (l), SiPM channel (c), and the counter index (i).

same number of events is recorded in even and odd bunch periods. The frontends
are instructed to send non-zero-suppressed data that contains the raw PACIFIC digits
for each event. The TELL40s then perform an online counting of the PACIFIC digits
using four 16-bit counters1. Two sets of these counters are implemented per channel
to allow the recording of data for the two integrators of each channel separately by
splitting the counting of events into even and odd bunch period. At the end of each
data-taking step, the counters are encoded in a special TELL40 calibration data format,
called FTCalibration, shown in Figure 6.2, and saved to disk.
Once the data from all steps has been written to disk, it undergoes a series of

processing steps to generate the S-curves. In the context of this dissertation, the entire
processing chain, as illustrated in Figure 6.3, has been integrated within the LHCb
software framework [89]. The data processing occurs event by event, starting with
the decoding of the FTCalibration raw data. The data format structure is displayed
in Figure 6.2. The header, consisting of the first 256 bits, contains amongst others the
two 32-bit words, ACT and ALIGN. These words encode which of the up to 24 TELL40
links took part in the data collection. It is crucial information for mapping the TELL40
data link to its counterpart on the frontend electronics. Each subsequent group of 128
bits contains the counter values for one channel. The first four 16-bit words contain
the counts for the even bunch periods, and the last four contain the counts for the odd
ones. Each group of four counter values is stored with the information of the step
number, channel, and integrator into an FTCounter object.
To construct S-curves, the FTCounters from all steps corresponding to one channel,
integrator, and comparator need to be combined. It is impractical to keep all 3 145 728
FTCounters from all channels, integrators, and comparators in memory, so the data is
temporarily buffered in a file for easy retrieval. Once all events have been decoded and
stored in the buffer, the S-curves are created channel by channel using the information
stored in summary XML files, which allows the mapping of the step number of an
FTCounter to a specific setting of the comparator thresholds. The S-curves are then
saved to disk in a simple tuple-like format, where each entry corresponds to one
S-curve.

1Even though only two of the four possible PACIFIC outputs are expected, counters for all four have
been implemented in the TELL40 firmware.
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Figure 6.3 Overview of the algorithms used to create S-curves from FTCalibration raw banks.
The algorithms are shown as blue rounded rectangles, data as yellow parallelograms, while
additional dependencies are shown as green ovals.

6.2 Light Injection Time Alignment

The generation of light pulses by the LIS is triggered by the Calib C command of the
TFC system, as previously described in Section 3.6.5. TFC command are issued in a
particular bunch clock period by the SODIN board and then distributed to all frontend
electronics via the SOL40 boards through ≈400 m long optical fibres. In addition the
processing of the Calib C command, generation of the LIS pulse and processing of the
signals by the frontend electronics also takes time. All of this introduces a significant
latency between the bunch period where the TFC command was issued and when
the resulting light pulse is seen by the frontend electronics. This latency needs to be
corrected for such that the data is recorded when the LIS pulse is triggered.
However, this only allows for changes in steps of 25 ns, but as previously mentioned
in Section 3.6.5, the LIS pulse needs to be injected at the right time within one 25 ns
bunch clock period in order to align it with respect to the PACIFIC integration interval.
In addition special care needs to be taken to select the correct Calib C phase in the
frontend electronics.

6.2.1 Calib C Latency

To determine the latency of the Calib C command, the command is sent at a spe-
cific bunch period, and data is recorded using a random trigger to ensure that all
bunch periods are uniformly sampled. The PACIFIC comparator thresholds are set to
(1.5, 2.5, 3.5) pe and the frontend electronics are configured to send the raw PACIFIC
output (NZS data). In the bunch period where the LIS pulse is triggered, the PACIFIC
output is expected to be higher on average due to the detection of light. An example
of such a measurement can be seen in Figure 6.4a, where the average of the PACIFIC
output (mean digit) of 128 channels corresponding to one SiPM is shown as a function
of the bunch period number. In this case, the Calib C command was issued in bunch
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period 92. The following four bunch periods contain no data due to the NZS data
requiring four bunch periods to be transmitted from the frontend electronics to the
TELL40s, as mentioned in Section 3.6.3. A clear peak can be seen 11 bunch periods
later originating from the detection of light from the LIS pulse by the SiPM. Some of
the light is also visible one bunch period later, which is likely due to the LIS pulse
extending into the next bunch period.
The Calib C command and other TFC signals are transmitted to the frontend electronics
through control links, with one control link assigned to each HalfROB. When adjusting
for the latency of the Calib C command, it is important to consider the mapping of the
LIS. As explained in Section 4.10.1, the LIS controlled by one HalfROB injects light into
one of the two fibre mats read out by the other HalfROB. Therefore, when adjusting
the latency of HalfROB H0, the data recorded for fibre mats 0 and 2 should be used,
while for H1, the data from mats 1 and 3 should be used.
Once the latency differences have been adjusted, a cross-check is carried out by record-
ing time alignment events (TAE). This process saves the previous and following two
bunch periods in addition to the selected period. Due to bandwidth limitations when
using NZS data, this is limited to ±2 bunch periods and is therefore not suitable for
finding larger latencies. Similar to Figure 6.4a, Figure 6.4b shows an example of the
average of the PACIFIC digits for the bunch period where the Calib C command was
issued, as well as the two before and after. The light from the LIS pulse is observed
in the same bunch period where the Calib C command is sent, which indicates that
the latency has been correctly adjusted. Figure 6.5 shows the latency of the Calib C
command for the entire detector after correcting the latencies for all 512 HalfROBs.
For most SiPMs, the LIS pulse is detected during the same bunch period as the Calib
C command, resulting in a latency of zero. However, some SiPMs detect light either
earlier or later, which is indicated by coloured boxes. The remaining latency differences
are caused by interference with other TFC settings, which make it impossible to adjust
both HalfROBs of one ROB correctly, or by low light intensity from the LIS which
prevents a clear signal from being identified. Unfortunately, this issue could not be
investigated further within the time frame of this dissertation, so the calibration of the
corresponding PACIFIC channels is also delayed.

6.2.2 Calib C Phase Selection

As discussed in Section 3.6.5, the LIS pulse can become meta-stable if the LIS Start
Clock is close to the edge of the Calib C pulse. To avoid this scenario, the Calib C phase
can be shifted by 12.5 ns. In order to find the LIS Start Clock delays at which the Calib
C phase needs to be shifted, a measurement is performed where the complete delay
range is scanned for both phase settings. A set of NZS TAE data is recorded for each
delay and phase setting. Figure 6.6 shows the average PACIFIC digits for one SiPM
for the different LIS delay settings and the two phase settings. In the central bunch
period (delays 0 to 25 ns) the average signal amplitude is rising for both phase settings
until a delay of 12.7 ns. Here, the curve for a phase setting of 12.5 ns suddenly drops
off. Looking into the next bunch period, it becomes apparent that the pulse is now
generated 25 ns later. In order to keep the pulse within the same bunch period, it was
decided to set the Calib C phase to 0 ns for most of the delay range and only switch
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Figure 6.4 Left: exemplary measurement of the average amplitude as a function of the bunch
period for one SiPM. The LIS has been triggered in bunch number 300. Right: measurement
of the average amplitude after adjustment of the Calib C latencies for two bunch periods
before and after the bunch where the LIS is triggered.
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Figure 6.5 Overview of the Calib C latencies after adjustments for each SiPM in the detector
where the latency is indicated by the colour. Latency differences are expected to show up in
groups of eight SiPMs corresponding to either fibre mats 0 and 2 if controlled by HalfROB
H0, or mats 1 and 3 if controlled by HalfROB H1.
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Figure 6.6 Measurement of the amplitude (mean digit) for 128 channel corresponding to
one SiPM as a function of the LIS delay using both Calib C phase settings. The error bars
show the standard deviation in the amplitude between the channels. The range of LIS delay
where the Calib C phase is set to 0ns is shown as grey shaded area.

the phase within a LIS delay of 1.4 to 10.6 ns as indicated by the grey shaded areas.

6.2.3 LIS Pulse Delay

After the latencies have been adjusted so that the LIS is triggered in the correct bunch
period, the next step is to adjust the LIS pulse delay relative to the PACIFIC clock so
that the SiPM signals are maximally integrated by the PACIFIC.
As described in Section 3.6.5, the LIS pulse is generated in the Housekeeping FPGA
of the Master Board from the combination of the Calib C TFC command and two
deskewable clocks that set the start and stop of the pulse. Once the Calib C command
is received, the LIS pulse is generated starting from the first rising edge of the Start
Clock and lasts until the first rising edge of the Stop Clock signal. By adjusting the Start
Clock phase, the LIS pulse delay with respect to the PACIFIC clock can be adjusted. To
keep the pulse width the same, the Stop Clock needs to be shifted by the same amount.
The delay of the LIS Start Clock needs to be adjusted so that the PACIFIC integrators
fully integrate the SiPM signals. Figure 6.7a shows S-curves recorded at different LIS
delay settings for an exemplary channel. Only within a few nanoseconds around the
optimal delay setting are the characteristic steps clearly visible; after that, the S-curves
degrade until only a single transition remains that corresponds to the pedestal of the
channel due to less and less of the SiPM pulse being integrated. In order to find the
optimal LIS delay, the amplitude per photoelectron called gain is extracted from the
S-curve using a fit that is described in detail in Section 6.3. Plotting the gain versus
the LIS delay results in a curve as shown in Figure 6.7b, where the gain for all 512
channels corresponding to one fibre mat has been averaged. In this particular example,
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Figure 6.7 Left: examples of S-curves at different LIS delays for one comparator. Right:
average gain as a function of the LIS delay for all 512 channels of one fibre mat.

the maximum gain is at a delay of ≈14.3 ns. For delays larger than ≈21 ns, the S-curves
barely exhibit their characteristic steps, and the gain can not be determined reliably.
The optimal delay settings for all data links are shown in Figure 6.8. The optimal LIS
delay is found in the range of 14 to 15 ns for most data links. The presence of some
outliers can be explained by the missing latency adjustment, resulting in the LIS pulse
not being triggered in the correct bunch period.

6.3 S-curve Model

In order to set the PACIFIC comparator thresholds to the correct photoelectron ampli-
tudes, the threshold DAC needs to be calibrated with respect to the connected SiPM
channel; this is done by recording threshold scans under pulsed illumination from the
LIS as presented in Section 6.1 and fitting the entire S-curve to determine the threshold
DAC values corresponding to the discrete photoelectron signals. In the following
section, an analytical description of the S-curve will be derived.
The pulse height spectrum of an SiPM under pulsed illumination is characterised by a
set of separated peaks corresponding to zero, one, or more of the SiPM’s pixels firing
as shown in Figure 6.1. Every fired pixel in turn corresponds to the detection of a
photon. The location of the first peak, called pedestal, corresponds to the amplitude of
the electronic noise. All further peaks stem from events with one or more detected
photons. Since each pixel produces approximately the same signal, the peaks are
separated by the same distance called gain. Knowing the pedestal 𝑝0 and gain 𝑔, the
amplitudes 𝑝𝑛 for any number of photoelectrons is then given by

𝑝𝑛 = 𝑝0 + 𝑛 ⋅ 𝑔. [6.1]

Looking closer at the peaks in Figure 6.1, it becomes apparent that the peaks are getting
progressively wider. This can easily be understood when remembering that the signal
in an SiPM is the analogue sum of all pixels. Therefore, all variations in the signals are
also added together. The two notable contributions here are the standard deviation
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Figure 6.8 Overview of the optimal LIS delay for each SiPM in the detector.

of the electronic noise 𝜎0, corresponding to the width of the pedestal peak, and the
variation in the gain between individual pixels 𝜎1. The width of the n-th peak is then
the sum of squares of the two contributions

𝜎𝑛 = √𝜎2
0 + 𝑛 ⋅ 𝜎2

1 . [6.2]

Each peak can, to a good approximation, be described by a Gaussian

𝐺𝑛(𝑥) =
1

𝜎𝑛√2𝜋
⋅ exp ⎛⎜

⎝
−

(𝑥 − 𝑝𝑛)2

2𝜎2
𝑛

⎞⎟
⎠

[6.3]

with mean 𝑝𝑛 and width 𝜎𝑛. The number of events in each peak follows a distribution
determined by the photon statistics. For coherent light sources, like a laser, the number
of emitted photons follows a Poisson distribution

𝑃(𝑛) =
𝜇𝑛𝑒−𝜇

𝑛! [6.4]

with mean and variance 𝜇 [90]. This distribution is then sampled with a binomial
distribution due to the finite detection efficiency of the SiPM. Since the convolution
of a Poisson with a binomial distribution generates a Poisson distribution again, the
original nature of the photon statistics is preserved. A complication, however, arises
from the fact that SiPMs suffer from crosstalk. As discussed in Section 3.5.3, crosstalk
is a form of noise where additional pixels fire correlated to a primary discharge. This
effectively shifts the spectrum towards higher mean values. In general, the probability
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of 𝑛 pixels firing is given by

𝑃(𝑛) =
⎧{
⎨{⎩

𝑃0(0) , 𝑛 = 0
∑𝑛

𝑘=1 𝑃0(𝑘) ⋅ 𝑃𝑘(𝑛) , 𝑛 > 0
[6.5]

where 𝑃0(𝑘) is the probability distribution of the primary signals and 𝑃𝑘(𝑛) the proba-
bility of 𝑘 triggered pixels given 𝑛 primaries. The explicit form of the crosstalk proba-
bility distribution 𝑃𝑘(𝑛) varies and several models have been proposed in the literature
[91–93]. A detailed discussion of a selection of two models is provided in Section 6.3.1.

The full pulse height spectrum can now be described by a sum of Gaussian distri-
butions 𝐺𝑛 multiplied by the probability to detect 𝑛 photoelectrons

𝑃𝐻(𝑥) = ∑
𝑛

𝑃(𝑛) ⋅ 𝐺𝑛(𝑥). [6.6]

Considering now that the PACIFIC digitises the SiPM signals with a set of comparators
and not a full ADC, the pulse height spectrum as shown in Figure 6.1 can not be mea-
sured directly and a threshold scan as explained in Section 6.1 needs to be performed.
For a given threshold, the measurement consists of counting the number of events over
the threshold, which in the language of probability distributions is the definition of
the complementary cumulative distribution function

𝐹𝑋(𝑥) = 1 − 𝐹𝑋(𝑥) = 1 − ∫
𝑥

−∞
𝑓 (𝑥) d𝑥. [6.7]

Substituting Equation 6.4 for 𝑓 (𝑥) the following function for the threshold scan is
obtained

𝑇𝐻(𝑥) = 1 − ∫
𝑥

−∞
𝑃𝐻(𝑥) d𝑥

= 1 − ∫
𝑥

−∞
∑
𝑛

𝑃(𝑛) ⋅ 𝐺𝑛(𝑥) d𝑥

= 1 − ∑
𝑛

𝑃(𝑛) ∫
𝑥

−∞
𝐺𝑛(𝑥) d𝑥

= 1 − ∑
𝑛

𝑃(𝑛) ⋅ Φ𝑛(𝑥)

[6.8]

with Φ the cumulative distribution function of the Gaussian distribution given by

Φ𝑛(𝑥) =
1
2

⎡⎢
⎣
1 + erf ⎛⎜⎜

⎝

𝑥 − 𝑝𝑛

𝜎𝑛√2
⎞⎟⎟
⎠

⎤⎥
⎦

. [6.9]

Figure 6.9a shows an example of a threshold scan for one PACIFIC comparator. It is
characterised by a series of steps as described by Equation 6.8. Looking at the distance
between the steps, it becomes apparent that their location can not be described by the
single gain parameter assumed in Equation 6.1. Instead, individual gain parameters 𝑔𝑖
are introduced for each of the steps, with 𝑔0 the gain of the first photoelectron, 𝑔1 for
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Figure 6.9 Left: threshold scan of one comparator showing the discontinuity at a DAC value
of 128. Right: measurement of the threshold voltage step as a function of the threshold DAC
for a different comparator during QA of the PACIFIC [94]. The discontinuities occur every 32
DAC values.

the second photoelectron, and so on. Equation 6.1 then becomes

𝑝𝑛 =
⎧{
⎨{⎩

𝑝0 𝑛 = 0
𝑝0 + ∑𝑛−1

𝑖=0 𝑔𝑖 𝑛 > 0
. [6.10]

The gain of the 1 pe signal is typically lower due to the hysteresis of the comparator.
The hysteresis protects the comparator from repetitive switching if the signal is close
to the threshold. However, it also means that the signals need to be slightly larger than
the given threshold voltage to trigger the comparator. The 1 pe signals therefore have
a gain that is lower by about 4 DAC given the ≈10 mV hysteresis.
The hysteresis does not impact the higher gain values and should, therefore, be identical.
However, the comparator threshold DAC is not entirely linear as is evident from the
discontinuity in Figure 6.9a at a DAC value of 128. Figure 6.9b shows a measurement
of the threshold voltage step size for each of the threshold DAC values during the
QA of the PACIFIC. The step size is approximately −2 to −3 mV over the full range
of DAC values, but shows distinct spikes every 32 DAC. These spikes have the effect
that different threshold DAC values result in the same threshold voltage, thus leading
to the observation of an effectively larger gain in a threshold scan as can be seen in
Figure 6.9a around a DAC value of 127.

6.3.1 Evaluation of Crosstalk Models

Several analytical models of crosstalk in SiPMs exist in the literature. Following Refer-
ence [93], the models discussed here can all be derived from the same assumptions that
crosstalk events are preferably generated in pixels directly adjacent to the pixel where
the primary avalanche was triggered. This has led to the adoption of the binomial
distribution to describe the number of crosstalk events 𝑘 given 𝑚 neighbouring pixels
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around the primary pixel

𝑃(𝑘) = (
𝑚
𝑘 )𝑝𝑘(1 − 𝑝)𝑚−𝑘, [6.11]

with 𝑝 the probability of triggering a crosstalk event.
Any triggered pixel, either the primary or secondary, can induce crosstalk in 𝑛 ad-
ditional neighbouring pixels. This cascading means that Equation 6.11 needs to be
applied for each pixel in the sequence. It can be shown that for 𝑚 = 1, the probability
distribution to detect 𝑘 triggered pixels is given by the geometric distribution

𝑃(𝑘) = 𝑝𝑘−1(1 − 𝑝) [6.12]

with the crosstalk probability 𝑝, while for𝑚 → ∞ it corresponds to the Borel distribution

𝑃(𝑘) =
(𝜆𝑘)𝑘−1 ⋅ exp(−𝜆𝑘)

𝑘! [6.13]

with the mean number of crosstalk events 𝜆. The parameters 𝑝 and 𝜆 of the two
distributions are related by

1 − 𝑝 = exp (−𝜆) . [6.14]

The photon statistics 𝑃(𝑛) for each model can be derived using Equation 6.5. The
compound distribution of the geometric distribution Equation 6.12 and the Poisson
distribution is the so-called geometric Poisson distribution [91, 95]

𝑃(𝑛) =
⎧{
⎨{⎩

𝑒−𝜇 𝑛 = 0

∑𝑛
𝑘=1 (𝑛−1

𝑘−1)(1 − 𝜆)𝑛−1 (𝜇𝑘)𝑘−1 exp(−𝜇𝑘)
𝑘! 𝑛 > 0

, [6.15]

while for the case of the Borel distribution Equation 6.13 the generalised Poisson
distribution [92, 96]

𝑃(𝑛) =
𝜇(𝜇 + 𝑛𝜆)𝑛−1 exp(−𝜇 − 𝑛𝜆)

𝑛! [6.16]

is derived.
Figure 6.10 shows a comparison of the two models where Equation 6.15 and Equa-
tion 6.16 have been evaluated up to 𝑛 = 10 for an average number of primary pho-
toelectrons 𝜇 = 1.5 pe and average number of crosstalk events of 𝜆 = 0.07 pe. These
values correspond to the expected light intensity of the LIS (Section 4.10.3) and the
measured total crosstalk probability Section 3.5.5. The two graphs are almost identical,
with only small differences appearing for higher 𝑛.

The two crosstalk models presented here have been evaluated using light injection
threshold scans obtained during the C-Frame commissioning described in Chapter 4.
Exemplary fit results of the entire model based on Equation 6.8 using the different
crosstalk models are shown in Figure 6.11a; visually, the fit results are identical. Look-
ing at the distributions of the goodness-of-fit (𝜒2/𝑁𝐷𝑜𝐹) for all tested channels, the geo-
metric Poisson model is performing marginally better with an average 𝜒2/𝑁𝐷𝑜𝐹 = 9.48
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Figure 6.10 Comparison of the two crosstalk models showing the probability to detect n
photoelectrons.

compared to the 9.56 for the generalised Poisson model, as shown in Figure 6.11b. The
distributions for the amount of crosstalk 𝜆 and average light intensity 𝜇 are shown
in Figure 6.12a and Figure 6.12b, respectively. Again, the distributions are almost
identical with equal mean values of 𝜆 = 0.34 pe and standard deviations of 0.013 pe.
The average light intensity also shows no sensitivity to either model, and the two
distributions in Figure 6.12b are almost identical with mean intensities of 𝜇 = 1.47.
In conclusion, neither of the two crosstalk models is strongly favoured by the data.
Looking back at Figure 6.10, this becomes clear. The calibration fits are only performed
for 𝑛 = 5, where both models give almost identical probabilities; only for higher values
of 𝑛 can the models be separated. In addition, the overall amount of crosstalk is rela-
tively low with an average value of 0.34 pe, resulting in a crosstalk probability of 3.3 %
according to Equation 6.14. The decision was made to use the generalised Poisson
model simply due to ease of implementation.

6.4 Calibration Procedure

To facilitate the calibration of all 524 288 channels, a software tool called ScurveFit2
has been developed and implemented in C++, leveraging the threading capabilities
of modern multi-core CPUs. For each S-curve, a sequence of configurable algorithms
is executed as shown in Figure 6.13. The three major steps are the differentiation of
the S-curve and subsequent peak finding, the estimation of the S-curve model’s initial
parameters, and the final likelihood fit of the S-curve.

2The source code is available athttps://gitlab.cern.ch/pacific-calibration/scurvefit.
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Figure 6.11 Left: exemplary threshold scan and fit result for both crosstalk models. Right:
distribution of the goodness-of-fit for all channels.
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Figure 6.12 Left: distribution of the measured crosstalk values for both crosstalk models.
Right: distribution if the light intensity for both crosstalk models.
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Figure 6.13 Overview of the algorithms and data flow in the calibration software. Algorithms
are shown as blue rounded rectangles while input and outputs are shown as yellow parallel-
ograms.

6.4.1 Peak Finding

In the first step, the derivative of the S-curve is calculated to obtain the pulse height
spectrum. Following Equation 6.8, the derivative needs to be multiplied by an addi-
tional factor −1. An exemplary spectrum is shown in Figure 6.14a. The derivative is
given by the central finite differences

Δ𝑓𝑐𝑒𝑛𝑡𝑟𝑎𝑙(𝑥𝑖) =
1
2 [𝑓 (𝑥𝑖+1) − 𝑓 (𝑥𝑖−1)] , [6.17]

apart from the edges where the forward and backward differences

Δ𝑓𝑓 𝑜𝑟𝑤𝑎𝑟𝑑(𝑥𝑖) = 𝑓 (𝑥𝑖+1) − 𝑓 (𝑥𝑖), [6.18]
Δ𝑓𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑(𝑥𝑖) = 𝑓 (𝑥𝑖) − 𝑓 (𝑥𝑖−1) [6.19]

are used.

The spectrum shown in Figure 6.14a is then searched for peaks. As discussed in
Section 6.3, the distance between the first two peaks is typically lower, and the widths
of the peaks increase, making it challenging to find the peaks. The peak finding algo-
rithm is a simplified version of the algorithm described in Reference [97]; by computing
the second differences a peak can be identified by a local minimum surrounded by a
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Figure 6.14 Left: example of the derivative of an S-curve (black markers) with the found
peaks (green triangles) and gaussian fits (red line) of each peak. Right: second differences
used to identify the peaks on the right for two smoothing window sizes.

local maximum on either side. The second differences are given by

Δ2𝑓 (𝑥𝑖)𝑐𝑒𝑛𝑡𝑟𝑎𝑙 = 𝑓 (𝑥𝑖+1) − 2 ⋅ 𝑓 (𝑥𝑖) + 𝑓 (𝑥𝑖−1), [6.20]
Δ2𝑓 (𝑥𝑖)𝑓 𝑜𝑟𝑤𝑎𝑟𝑑 = 𝑓 (𝑥𝑖+2) − 2 ⋅ 𝑓 (𝑥𝑖+1) + 𝑓 (𝑥𝑖), [6.21]

Δ2𝑓 (𝑥𝑖)𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑 = 𝑓 (𝑥𝑖) − 2 ⋅ 𝑓 (𝑥𝑖−1) + 𝑓 (𝑥𝑖−2), [6.22]

where the forward and backward differences are again used at the edges of the his-
togram.
The second differences are smoothed using a moving average to reduce the influence
of statistical fluctuations. The smoothed value of each point 𝑥𝑖 denoted as ̃𝑥𝑖 is given
by the average of the surrounding values calculated as:

̃𝑥𝑖 =
𝑥𝑖−𝑛 + ⋯ + 𝑥𝑖 + ⋯ + 𝑥𝑖−𝑛

2 ⋅ 𝑛 + 1 [6.23]

where 2 ⋅ 𝑛 + 1 is the smoothing window size. Figure 6.14b shows the smoothed second
differences of Figure 6.14a for two window sizes. First, a coarse peak search is carried
out using a larger smoothing window size of 7, which is only able to resolve four out
of the five peaks. The first two peaks are merged due to the smoothing. Therefore, a
second fine peak search with a smaller window size of 3 is performed in the vicinity of
the first found peak. Using this smaller window size, the double peak structure can be
resolved, as shown in Figure 6.14b by the two minima around 115 DAC, and the peaks
can be identified.
The found peak candidates are then verified by fitting a Gaussian distribution to each
individual peak. The fit parameters are used in the next step to estimate the initial
parameters of the S-curve.
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6.4.2 Initial Parameter Estimation

Correctly estimating the initial parameters for the final calibration fit is crucial to ensur-
ing proper convergence and stability. The important parameters are the light intensity,
pedestal, gain, and width parameters, all of which are estimated using the peaks from
the previous step.

The light intensity is estimated by considering the peak areas 𝐴𝑖 given by

𝐴𝑛 = √2𝜋 ⋅ 𝜎𝑛 ⋅ ℎ𝑛 [6.24]

with the Gaussian peak width 𝜎𝑛 and height ℎ𝑛. The areas are expected to follow, to
first approximation, a Poissonian distribution

𝐴(𝑛) ≈
𝜇𝑛 exp(−𝜇)

𝑛! [6.25]

as discussed in Section 6.3. By fitting a Poissonian to the data as shown in Figure 6.15a
the light intensity is directly estimated from the mean value 𝜇. The fit is not expected to
give perfect agreement with the data as effects such as crosstalk are not accounted for.
However, it reliably provides a good first estimate of the light intensity. The crosstalk
is not estimated from the data; instead, an initial value of 𝜆 = 0.03 pe is assumed based
on the measurement of the crosstalk during the SiPM QA.

The pedestal and gain values are estimated from the peak positions. As previously
discussed, the gain between the pedestal given by the position of the first peak (𝑛 = 0)
and the 1 pe peak is typically lower due to the hysteresis of the PACIFIC comparators.
This leads to the observed piecewise linear trend seen in Figure 6.15b that can be
described by the following function

𝑝(𝑛) =
⎧{
⎨{⎩

𝑝0 + 𝑛 ⋅ 𝑔𝑙𝑜𝑤 , 0 ≥ 𝑛 ≤ 1
𝑝1 + 𝑛 ⋅ 𝑔ℎ𝑖𝑔ℎ , 𝑛 > 1

[6.26]

with the two slopes 𝑔𝑙𝑜𝑤 and 𝑔ℎ𝑖𝑔ℎ parametrising the gain and the intercept 𝑝0 the
pedestal.

The last missing ingredient for the S-curve model are the widths 𝜎0 and 𝜎0. They
are estimated from a linear fit to the variance of the peaks given by the square of the
peak width as shown in Figure 6.15c. Following Equation 6.2 the variance is given by

𝑉𝑎𝑟(𝑛) = 𝜎2
0 + 𝑛 ⋅ 𝜎2

1 [6.27]

and the parameters 𝜎0 and 𝜎0 are thus given by the square roots of the intercept and
slope of the linear fit.
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6.4.3 S-curve Likelihood Fit

In an S-curve, as shown in Figure 6.15d, each measurement point is the result of a series
of trials that have either of two outcomes: the signal is above the threshold or below
it. Thus, the number of events over the threshold 𝑚 can be treated as a binomially
distributed random variable. The probability 𝑃 of finding 𝑚 signals over the threshold,
out of 𝑁 tested signals, is given by

𝑃(𝑚; 𝑁, 𝜀) =
𝑁!

𝑚!(𝑁 − 𝑚)!𝜀
𝑚(1 − 𝜀)(𝑁−𝑚). [6.28]

The goal is to estimate the parameter 𝜀 given the measurements of 𝑚 and 𝑁. The
log-likelihood function for 𝜀 is given by

ln 𝐿(𝜀) = 𝑚 ln 𝜀 + (𝑁 − 𝑚) ln(1 − 𝜀) [6.29]

and setting the derivative of ln 𝐿 to zero gives

̂𝜀 =
𝑚
𝑁, [6.30]

where the hat denotes the estimator of the true parameter 𝜀. The ratio 𝜀𝑖 for each
threshold value 𝑥𝑖 is parametrised by

𝜀𝑖( ⃗𝜃) = 1 −
𝑁

∑
𝑛=0

𝑃(𝑛) ⋅ Φ𝑛(𝑥𝑖) [6.31]

with

𝑃(𝑛) =
𝜇(𝜇 + 𝑛𝜆)𝑛−1 exp(−𝜇 − 𝑛𝜆)

𝑛! , [6.32]

Φ𝑛(𝑥) =
1
2

⎡⎢
⎣
1 + erf ⎛⎜⎜

⎝

𝑥 − 𝑝𝑛

𝜎𝑛√2
⎞⎟⎟
⎠

⎤⎥
⎦

, [6.33]

𝑝𝑛 =
⎧{
⎨{⎩

𝑝0 𝑛 = 0
𝑝0 + ∑𝑛−1

𝑖=0 𝑔𝑖 𝑛 > 0
, [6.34]

𝜎𝑛 = √𝜎2
0 + 𝑛 ⋅ 𝜎2

1 , [6.35]

as discussed in Section 6.3. The goal is then to estimate the parameters ⃗𝜃 of the model
from the known measurements of 𝑚 and 𝑁. Following Reference [98] the likelihood
function for the whole set of measurements 𝑚𝑖 and 𝑁𝑖, 𝑖 = 1, … , 𝑁𝑏𝑖𝑛 is given by their
joint probability

𝐿( ⃗𝜃) =
𝑁𝑏𝑖𝑛

∏
𝑖=1

𝑃(𝑚𝑖; 𝑁𝑖, 𝜀(𝑥𝑖, ⃗𝜃)). [6.36]

Taking the logarithm gives the log-likelihood function

ln 𝐿 ⃗𝜃) =
𝑁𝑏𝑖𝑛

∑
𝑖=1

[𝑚𝑖 ln 𝜀(𝑥𝑖, ⃗𝜃) + (𝑁𝑖 − 𝑚𝑖) ln(1 − 𝜀(𝑥𝑖, ⃗𝜃))] . [6.37]
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Figure 6.15 Examples showing various peak properties as a function of the photoelectron
number n and fits used to determine the initial parameters as well as the final fit of the
S-curve. Top left: peak areas and Poisson fit used to determine the light intensity. Top right:
peak positions and linear fits used to determine the pedestal and gain parameters. Bottom
left: peak variance and linear fit used to determine the width parameters. Bottom right:
example of an S-curve, fit result (solid red line), and initial estimate (dashed blue line).

The likelihood ratio test theorem poses that the likelihood chi-square defined by

𝜒2
𝐿 = −2 ln (

𝐿(𝜀)
𝐿( ̂𝜀)) = 2 [ln 𝐿( ̂𝜀) − 𝐿(𝜀)] [6.38]

asymptotically obeys a chi-square distribution [99, 100]. For the binomial log-likelihood
function (Equation 6.37) and using ̂𝜀(𝑥𝑖) = 𝑚𝑖

𝑁𝑖
the likelihood chi-square becomes

𝜒2
𝐿 = 2

𝑁𝑏𝑖𝑛

∑
𝑖=1

⎡⎢
⎣
𝑚𝑖 ln ⎛⎜

⎝

𝑁𝑖𝜀(𝑥𝑖, ⃗𝜃)
𝑚𝑖

⎞⎟
⎠

+ (𝑁𝑖 − 𝑚𝑖) ln ⎛⎜
⎝

𝑁𝑖(1 − 𝜀(𝑥𝑖, ⃗𝜃))
𝑁𝑖 − 𝑚𝑖

⎞⎟
⎠

⎤⎥
⎦

[6.39]

The likelihood chi-square function is minimised using the MINUIT3 library to deter-
mine the parameters ⃗𝜃.

3MINUIT is distributed as part of the ROOT framework [101].
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6.5 Threshold Calculation

So far, only the S-curve has been discussed, but not the actual calibration of thresholds.
The important parameters for calculating the thresholds are the position of the pedestal
𝑝0 and the gain parameters 𝑔𝑖. These parameters are determined from the S-curve fits
described in the previous section for the two integrators of each channel. However,
the thresholds can not be set separately for each of the integrators and therefore a
weighted average

𝑝0 =
𝑤0𝑝0

0 + 𝑤1𝑝1
0

𝑤0 + 𝑤1 [6.40]

𝑔𝑖 =
𝑤0𝑔0

𝑖 + 𝑤1𝑔1
𝑖

𝑤0 + 𝑤1 [6.41]

is computed with weights 𝑤𝑛 = 𝑁𝐷𝑜𝐹/𝜒2 for the two integrators.
To discriminate between signals with different number of photoelectrons the thresholds
are typically set to the half-way point between them. Equation 6.10 therefore becomes

𝑝(𝑡) =
⎧{
⎨{⎩

𝑝0 + 1
2 ⋅ 𝑔0 𝑛 = 0

𝑝0 + 1
2 ⋅ 𝑔𝑛 + ∑𝑛−1

𝑖=0 𝑔𝑖 𝑛 > 0
. [6.42]

As discussed in Section 6.2 the LIS delay is optimised such that the PACIFIC maximally
integrates the SiPM signals and, therefore, measures the highest gain. However, the
signals due to the detection of particles in the scintillating fibres do not arrive all
simultaneously. This is mainly due to the propagation of light in the fibres with a
time of 6 ns m−1 which considering the 2.5 m long fibres leads to spread of 15 ns in the
arrival time of the signals at the SiPMs. Signals that arrive out of timewith respect to the
optimum for the PACIFIC integrator will not be integrated fully, therefore measuring
a lower amplitude. Since the thresholds have been determined at the optimal time,
these signals also have a lower chance of passing the comparator thresholds, effectively
reducing the hit detection efficiency.
In order to ensure a high detection efficiency along the whole length of the fibres,
the thresholds need to be scaled down to account for the loss of signal amplitude
due to the different arrival times of the signals. The scaling factor can be derived by
considering a simulation of the PACIFIC track and hold output for a one photoelectron
signal, as shown in Figure 6.16. Depending on the arrival time of the SiPM pulse, only
a certain fraction of the pulse will be integrated. Signals arriving early with respect to
the PACIFIC integration window will only have their tail integrated which includes an
undershoot due to the shaping of the signal (see Figure 3.12b), and therefore yields a
negative amplitude. The more of the pulse is integrated, the higher the amplitude, and
the maximum is reached when the aforementioned undershoot is outside the 25 ns
integration window. Due to the peaking structure, the output of the track-and-hold
stage is strongly dependent on the arrival time of the signals, and within a range of
±3 ns, the amplitude is reduced by 20 %. Considering the range of arrival times of 15 ns
as mentioned above, indicated by the black dashed lines in Figure 6.16, the amplitude
is reduced by 68 %. This coincides with the scaling factor that needs to be applied.
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Figure 6.16 Simulation of the PACIFIC track and hold output as a function of the signal arrival
time for a 1 pe signal [102].

Introducing the scaling factor 𝑠 Equation 6.42 becomes

𝑝(𝑡) =
⎧{
⎨{⎩

𝑝0 + 𝑠 ⋅ 1
2 ⋅ 𝑔0 𝑛 = 0

𝑝0 + 𝑠 ⋅ (1
2 ⋅ 𝑔𝑛 + ∑𝑛−1

𝑖=0 𝑔𝑖) 𝑛 > 0
. [6.43]

However, it is immediately evident that this scaling factor could trivially be combined
with the factor of 1/2, and that separating the two is simply a matter of definition and
habit.

6.6 Calibration Results

After the successful time alignment of the LIS presented in Section 6.2 the first full
calibration of the entire detector was performed. This means recording threshold scans
for the two integrators and three comparators of each of the 524 288 channels and
fitting the resulting 3 145 728 S-curves using the model and procedure described in
Sections 6.3 and 6.4. The results of the calibration fits are discussed and compared to
the initial results obtained from the LIS threshold scans during the detector assembly
presented in Section 4.10.
During the C-Frame assembly, only one of the three PACIFIC comparators was scanned,
and the SiPMs were operated at ambient temperature. For the calibration of the entire
detector, threshold scans for all three comparators have been performed, and the
SiPMs were cooled at a set point of −40 °C. In both cases, the SiPM were operated at
an overvoltage of 3.5 V above breakdown.
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Figure 6.17 Left: Histograms of the LIS intensity determined from light injection thresh-
old scans taken during the assembly of C-Frames and with the complete detector. Right:
Histograms of the crosstalk determined from light injection threshold scans taken during
assembly and with the final detector.

6.6.1 Intensity

The amount of light the LIS provides is crucial to ensure a reliable calibration of the
comparator thresholds. The LIS should provide a high enough light intensity such that,
on average, 1.5 pe are detected by the SiPMs. This ensures that the 5 pe signals can be
measured with adequate statistics. During the QA of the LIS, the bias and modulation
currents were tuned to ensure this intensity. During the C-Frame assembly the light
intensity was then measured again using threshold scans as presented in Section 4.10.
The LIS intensity is shown in Figure 6.17a for the initial calibration performed during
the C-Frame assembly and the first full calibration of the detector. The entries in
both histograms have been normalised to the total number of entries since only one
comparator was scanned during the assembly phase. For both measurements, the LIS
pulse width was set to 15 ns.
Comparing the two histograms, the average LIS intensity has reduced by more than
half from about 1.45 pe to only 0.65 pe detected by the SiPMs on average. This is below
the specification of the LIS and has a negative impact on the quality of the calibration,
especially considering that about 40 % of all channels detect less than 0.5 pe.
It is possible that the low light intensity can be traced back to the optimization of
the LIS delay. In principle, the light intensity should not be affected by the LIS delay,
and only the gain, the fraction of the SiPM signal being integrated, should change.
This is demonstrated in Figure 6.18a, where the gain is plotted against the LIS delay.
However, when the intensity is plotted against the LIS delay, as shown in Figure 6.18b,
a significant decrease can be seen within the 10 to 25 ns range. This is also where the
gain is at its highest, and it is coincidentally where the Calib C phase is set to 0 ns, as
indicated in the figures by the grey shaded area. Unfortunately, this was discovered
only at a later stage, so further investigations were not possible in the scope of this
dissertation. Therefore, the LIS light intensity was left unchanged.
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Figure 6.18 Average gain (left) and light intensity (right) for the 512 channels corresponding
to one fibre mat as a function of the LIS delay. The range of LIS delays where the Calib C
phase is set to 0ns is indicated by the grey shaded area.

6.6.2 Crosstalk

Unlike the light intensity, the crosstalk probability is not expected to impact the cali-
bration of the thresholds. However, it is an essential parameter in the description of
the S-curve as discussed in Sections 6.3 and 6.3.1. Crosstalk is mostly determined by
the design of the SiPMs and applied over voltage as discussed in Section 3.5.3. For the
nominal 3.5 V overvoltage, the expected probability for direct crosstalk is 3.3 % giving
an average of 0.034 pe crosstalk events according to Equation 6.14.
The measured crosstalk probabilities are shown in Figure 6.17b again for the detec-
tor assembly and the calibration of the whole detector. The distributions are almost
identical, with a mean value of about 0.035 pe of crosstalk events.

6.6.3 Pedestal

The integrators are part of the analogue processing in the PACIFIC and integrate the
SiPMs signals within each 25 ns bunch period. Without any input signal, the output of
the integrator is given by its DC baseline, also referred to as pedestal. Precise knowl-
edge of the pedestal is crucial to determine the pulse height of the signals and to set
the comparator thresholds correctly. Noise signals will trigger the comparator if the
thresholds are set too close or even below the pedestal.
Figure 6.19a shows the pedestal distributions for the detector assembly and the com-
plete detector. A shift of about 12 DAC is observed. However, it is not expected that
the pedestal will be identical between the two measurements as the low-voltage power
supply systems used during the assembly of the detector and in the complete detector
installed in the cavern are different.

6.6.4 Gain

The pulse height of a detected photoelectron, here called photoelectron gain, is a
measure of the signal amplitude. Accurately measuring the gain for each discrete
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Figure 6.19 Left: Histograms of the crosstalk determined from light injection threshold scans
taken during assembly and with the final detector. Right: Mean (markers) and standard
deviation (error bars) of the five gain parameters as measured from light injection threshold
scans during assembly and with the complete detector.

photoelectron signal is a key aspect of the threshold calibration. Together with the
pedestal it allows to convert an amplitude expressed in photoelectrons into a PACIFIC
comparator threshold in DAC values. As discussed in Section 6.3 the gain is given by
the distance between the steps in an S-curve. Due to non-linear effects in the compara-
tor threshold DAC, one gain parameter per step is needed.
The mean values and standard deviations of the five gain parameters 𝑔𝑛 (see Equa-
tion 6.1) are shown in Figure 6.19b while the individual distributions are shown in
Figure A.1. As discussed in Section 6.3, the 1 pe amplitude 𝑔0 is typically lower by
about 4 DAC compared to the other ones due to the hysteresis of the comparators.
With the complete detector the gain is about 3 DAC lower compared to the C-Frame
assembly, likely due to differences in the overvoltage. The widening of the distributions
of 𝑔3 and 𝑔4 for in both measurements is due to the typically large non-linearity at a
threshold DAC value of 128 as shown in the S-curve in Figure 6.9a. For the complete
detector, 𝑔4 shows a significantly bigger spread indicated by the error bars, with a
standard deviation of 3.2 DAC. Due to the low LIS intensity of 0.65 pe, the 5 pe signal,
corresponding to 𝑔4 can not be resolvedwith large enough statistics, and the Likelihood
fit produces unreliable results. This becomes apparent when looking at the correlation
between the light intensity and the gain for the two data sets shown in Figure 6.20. A
clear correlation between the low light intensity and spread of the gain can be observed
for the measurement with the complete detector, while no correlation is present in the
data from the assembly.

6.6.5 Width

The twowidth parameters 𝜎0 and 𝜎1 describe the electronic noise and the gain variation
between the individual pixels, respectively. Similar to the crosstalk parameter, the
two noise parameters are not expected to impact the calibration significantly but
are an essential ingredient in the correct description of the S-curve. Checking their
distributions, therefore, allows for verifying the calibration fits.
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Figure 6.20 Heat maps showing the correlation of the gain parameter g4 with the LIS light
intensity determined during assembly and in the complete detector.
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Figure 6.21 Distributions of the two width parameters 𝜎𝟢 and 𝜎𝟣 determined from light
injection threshold scans during the C-Frame assembly and in the final detector.

The measured values for both parameters are shown in the two panels of Figure 6.21.
The distributions of the electronic noise 𝜎0 measured during the assembly and with
the complete detector have similar shapes with only a shift of about 0.12 DAC between
the mean values. The distributions differ vastly for the variation in the width 𝜎1. While
the peak value is almost identical between the two measurements with a value of
≈1.5 DAC, the measurement from the complete detector exhibits a large tail towards
smaller values and a slight tail towards higher values. Since the variations in gain
between the individual pixels are a property of the SiPMs and are not expected to
change when operated at the same overvoltage, the large tails of the distributions hint
at some issues in the calibration fits. Considering the correlation of 𝜎1 with the LIS
intensity as shown in Figure 6.22a, a trend can be seen where lower intensities tend
to give higher values of 𝜎1. The large tail towards lower values of 𝜎1 is present for
intensities below 1 pe and leads to fits with a worse fit quality as shown in Figure 6.22b.
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Figure 6.22 Heat maps showing the correlation of the width 𝜎𝟣 with the light intensity and
the fit quality in the complete detector.

6.6.6 Fit Quality

The fit quality (𝜒2/𝑁𝐷𝑜𝐹) calculated according to Equation 6.39 is shown in Figure 6.23
for the initial calibration during the C-Frame assembly and the first calibration of
the entire detector. With a mean value of 23.2 compared to 11.9, the fit quality is
significantly worse. Comparing the two-dimensional distributions of the fit quality
versus the light intensity for the measurements during the assembly of the detector
and with the complete detector shown in Figure 6.24 no clear correlation between the
light intensity and fit quality is observed that would explain the worse fit quality.

6.6.7 Thresholds

Using the pedestal and gain parameters determined from the calibration fits the thresh-
olds are calculated using Equation 6.43. Figure 6.26 shows the threshold DAC values
minus the pedestal for all channels of the SciFi Tracker for exemplary threshold set-
ting of (1.5, 2.5, 3.5) pe and a scaling factor of 68 %. The distribution for each of three
comparators 𝑉𝑡ℎ1, 𝑉𝑡ℎ2, 𝑉𝑡ℎ3 show two peaks. The large peaks are at DAC values of
10 DAC, 18 DAC, and 26 DAC, respectively, which are the expected values considering
the average gain of 12 DAC and a scaling of 68 %. The second smaller peaks are located
at higher DAC values. Channels with these threshold DAC values are in regions of
the detector that could not be calibrated (see Section 6.2) and therefore use the gain
values determined during the assembly of the detector which are on average 3 DAC
larger and have no scaling applied. Figure 6.26 shows the threshold DAC values minus
the pedestal for one comparator of all channels in the SciFi Tracker. The regions with
higher thresholds correspond to the same regions where the LIS latency or LIS delay
is not correctly set (see Figures 6.5 and 6.8).

Integrator Differences

The PACIFIC integrates the SiPM signals within each 25 ns bunch period using two
interleaved integrators (see Section 3.6.1). While one integrator is working, the other is
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Figure 6.23 Distribution of the fit quality of the calibration fits to light injection threshold
scans during the C-Frame assembly and with the complete detector.
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Figure 6.24 Heat maps showing the correlation of the fit quality and the light intensity
determined during the C-Frame assembly and in the complete detector.
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Figure 6.25 Distributions of the threshold DAC values for exemplary threshold setting of
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Figure 6.27 Box plot of the differences in the determined photoelectron thresholds between
the two integrators of each PACIFIC channel. The box shows the 25th and 75th percentiles,
and the orange line indicates the median (50th percentile). The whiskers mark the 5th and
95th percentiles.

being reset. As each of the two integrators within one PACIFIC channel is connected to
the same three comparators, a uniform behaviour is important to ensure a consistent
performance across all bunch periods.
The difference of the calibrated thresholds corresponding to photoelectron amplitudes
𝑝𝑛 between the two integrators are shown in Figure 6.27. The median difference is
zero up to the 5 pe threshold, as indicated by the orange line. The boxes show the
25th to 75th percentiles while the whiskers correspond to the 5th and 95th percentiles,
respectively. The difference in the pedestal (0 pe threshold) is negligible and far below
1 DAC. The differences increase to higher threshold values to about ±2 DAC. For the
5 pe threshold, the effect of the low LIS intensity becomes apparent again. As already
discussed in Section 6.6.4, the low intensity leads to unreliable fit results for the 5 pe
threshold, which then also results in large differences of ±5 DAC between the two
integrators. Considering an average gain of about 12 DAC this variation is significant.
Whether this has an impact on the performance of the SciFI Tracker in terms of hit
detection efficiency or noise rates needs to be studied.

Comparator Differences

In contrast to the integrators, differences in the comparators do not directly influence
the performance as the thresholds are set and calibrated separately for each comparator.
However, having precise knowledge of the correlation between the three comparators
of one channel would allow the threshold of all three based on the calibration of one
of them. This would reduce the time it takes to perform a threshold scan by a factor of
three.
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Figure 6.28 Box plots of the differences in the determined photoelectron thresholds between
the three comparators of each PACIFIC channel. The box shows the 25th and 75th percentiles,
and the orange line indicates the median (50th percentile). The whiskers mark the 5th and
95th percentiles.

Analogous to the differences between the two integrators, Figure 6.28 shows the dif-
ferences between comparators 𝑉𝑡ℎ1 and 𝑉𝑡ℎ2, and 𝑉𝑡ℎ1 and 𝑉𝑡ℎ3. A slight bias of
0.5 DAC and −0.5 DAC can be seen for 𝑉𝑡ℎ2 and 𝑉𝑡ℎ3, respectively. Looking at the
5th and 95th percentiles, the overall spread approaches ±4 DAC. These variations are
significant regarding the gain of 12 DAC and illustrate the need to calibrate each com-
parator individually. The large spread for the 5 pe threshold can again be attributed to
the low light intensity and unreliable fit result.

6.7 Calibration Summary

The calibration of the PACIFIC comparator thresholds is integral for the successful
operation of the SciFi Tracker. The method presented in this chapter allows for cali-
brating the threshold DAC of all 1 572 864 comparators using threshold scans under
pulsed illumination from the LIS.
For an accurate calibration the injection of the light onto the SiPMs needs to be synchro-
nised with the PACIFIC integration window, such that the resulting SiPM signals are
maximally integrated. This has been achieved for 97 % of the detector. Furthermore a
sufficient LIS light intensity of 1.5 pe on average is required to resolve signals up 5 pe
with sufficient statistics. Due to an unresolved issue with the LIS, the light intensity
was only 0.65 pe on average, resulting in an unreliable calibration for about 17 % of all
channels for thresholds larger than 4 pe. Rectifying these issues was, unfortunately,
not possible within the time frame of this dissertation.
Nonetheless, the comparator thresholds for 417 792 out of 524 288 channels have been
successfully calibrated. Using this calibration, the performance of the SciFi Tracker
will be evaluated for different threshold settings in the following chapter.
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Tracking charged particles and reconstructing their momenta with high precision
is crucial for the physics programme of LHCb. Located behind the dipole magnet,
the SciFi Tracker is responsible for charged particle tracking and provides the best
momentum estimate by measuring the deflection of tracks from the VELO and UT
detectors inside the magnetic field. The performance of the SciFi Tracker therefore has
a direct impact on the tracking and spectrometer performance. To achieve the physics
goals of the LHCb experiment, the SciFi Tracker is required to have a high hit detection
efficiency of ≈99 %, a spatial resolution better than 100µm, while at the same time
maintaining a low noise cluster rate below 2 MHz per SiPM [40].
The SciFi Tracker reconstructs particle hits and rejects noise by building clusters from
the 2-bit amplitude information of each channel already in the frontend electronics.
The 2 bits encode how many of the three comparators of a PACIFIC channel were
exceeded, and if the thresholds are calibrated, correspond to the number of detected
photoelectrons (pe). The cluster-finding algorithm, introduced in Section 3.6.3, only
considers channels where the signals exceed the lowest threshold (𝑉𝑡ℎ1). Adjacent
channels with an amplitude above the lowest threshold are grouped, and if the sum of
their amplitudes exceeds the sum of the lowest and middle threshold (𝑉𝑡ℎ2), a cluster
is formed. In addition, single channels can form a cluster if their amplitude exceeds
the highest threshold (𝑉𝑡ℎ3). The ability of the SciFi Tracker to detect particle hits and
to reject noise from thermal excitations in the SiPMs, therefore, directly depends on the
chosen threshold settings and their correct calibration; lower thresholds are expected
to result in a higher detection efficiency and higher noise rate while higher threshold
will yield a lower detection efficiency and lower noise rate. The hit resolution, on the
other hand, is not expected to be strongly dependent on the threshold settings.
Using the calibration constants determined in the previous chapter, three threshold
configurations (1.5, 2.5, 3.5) pe, (1.5, 2.5, 4.5) pe, and (2.5, 3.5, 4.5) pe have been com-
puted according to Equation 6.43 for two scaling factors of 68 % and 100 %. The scaling
factor has been introduced in Section 6.5 to account for the different arrival times of
signals. The resulting six threshold settings, summarised in Table 7.1, are applied to
the detector to evaluate the hit detection efficiency, hit resolution, and noise cluster
rates. All measurements have been carried out with the SiPMs cooled at a cooling
plant set point of −40 °C1 and operated with 3.5 V overvoltage.

7.1 Hit Detection Efficiency

A high hit detection efficiency is crucial as it directly affects the tracking efficiency and
thus the physics performance of the LHCb experiment. The more measurement points
are available the better the track reconstruction and subsequent momentum estimate.
1The temperature at the SiPMs is about 2 °C higher.
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Table 7.1 Summary of the threshold settings used to evaluate the performance of the SciFi
Tracker.

𝑉𝑡ℎ1 [pe] 𝑉𝑡ℎ2 [pe] 𝑉𝑡ℎ3 [pe] Scaling Factor [%]
1.5 2.5 3.5 68
1.5 2.5 4.5 68
2.5 3.5 4.5 68
1.5 2.5 3.5 100
1.5 2.5 4.5 100
2.5 3.5 4.5 100

Assuming a hit detection efficiency for the SciFi Tracker of 99 % (97.3 % including
acceptance gaps) about 99.6 % of tracks will have ten or more hits in the SciFi Tracker
[103].
The hit detection efficiency 𝜀 is defined as the number of observed hits in a region of
the SciFi Tracker divided by the number of expected hits. The number of expected
hits is estimated by considering charged particle tracks from 2023 PbPb collision data
and extrapolating the tracks to the layer under study. The number of observed hits is
estimated from tracks with an associated hit in the layer under study. As illustrated in
Figure 7.1, a hit in the SciFi is considered to be a line spanned by the x location of the
hit evaluated at 𝑦 = 0 and the orientation of the fibre mat. For each track the distance
of closest approach between the lines spanned by the track and the hits in the SciFi is
calculated. A track is considered to be associated if the distance of closest approach is
less than 1 mm. The efficiency at a location ⃗𝑥 is then given by

𝜀( ⃗𝑥) =
𝑁𝑇𝑟𝑎𝑐𝑘𝑠

𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑( ⃗𝑥)
𝑁𝑇𝑟𝑎𝑐𝑘𝑠

𝑢𝑛𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑( ⃗𝑥) + 𝑁𝑇𝑟𝑎𝑐𝑘𝑠
𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑( ⃗𝑥)

. [7.1]

During the time of the data taking the VELO was not closed to its nominal aperture
but opened to about 49 mm resulting in an asymmetric acceptance for tracks recon-
structed using the VELO and SciFi Tracker. For the measurements presented in the
following only so-called T tracks have been considered. T tracks are reconstructed
using exclusively the hits in the SciFi Tracker [104] and are therefore not affected by
the limited VELO acceptance. In order not to bias the efficiency measurement, the layer
under study is excluded from the track reconstruction. Only well reconstructed tracks
with a 𝜒2/𝑁𝐷𝑜𝐹 less than 2, at least one hit in each of the remaining 11 SciFi layer, a
momentum larger than 2 GeV, as well as a transverse momentum above 400 MeV have
been selected. Furthermore, high-multiplicity events with an estimated number of SciFi
hits above 10 000 were removed by a global event cut prior to the track reconstruction
and only events with a track-multiplicity between 2 to 100 were considered. All event
and track selection criteria are summarised in Table A.1.

The hit detection efficiency is evaluated for each of the six threshold configurations
listed in Table 7.1 from the distribution of the measured inefficiencies in each channel
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R

Hit

Track

z
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y

Figure 7.1 Illustration of the association of a track (black line) to a SciFi hit (blue line). A SciFi
hit only contains information about the x position, a line is constructed from the x position
and the orientation of the fibre mat. The distance of closest approach (R) between the track
and the hit is shown in orange.
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Figure 7.2 Hit efficiency for different threshold configurations and scaling factors wit the
markers indicating the median hit efficiency and the errors the 25th and 75th percentiles of
a log-normal distribution.

weighted by the number of tracks through the channel. Only channels with at least
ten tracks passing through them were considered. Additionally channels close to gaps
in the detector have been excluded2. Figure 7.2 shows the median hit efficiency as
obtained from a log-normal fit [105] to the individual distributions. The error bars in-
dicate the 25th and 75th quantiles of the fitted log-normal distribution. The individual
distributions and fit results are given in Figure A.4. Using the lowest thresholds settings
of (1.5, 2.5, 3.5) pe and a scaling factor of 68 % the median hit detection efficiency is
98.0 %. As expected, increasing the highest threshold by 1 pe only slightly lowers the
efficiency to 97.7 %, while increasing all three thresholds by 1 pe to (2.5, 3.5, 4.5) pe
yields an efficiency of 97.0 %. A similar trend is observed when using a scaling factor
of 100 %, where the efficiencies are 97.7 %, 96.5 %, and 93.2 %, respectively for the three
threshold settings. The efficiency per channel varies by about 3 to 8 % as shown by the
size of the error bars. This indicates that some parts of the detector are more efficient
than others.

Looking at themedian hit efficiency for each of the twelve layers, shown in Figure 7.3a
for one of the threshold configurations, two things are immediately noticeable: the
central two layers in each station, indicated by the dotted line, have a systematically
lower hit detection efficiency and the hit efficiency is decreasing towards the back of
the detector. The lower efficiency in the central two layers is reflected by the geometry
of the SciFi Tracker, where each station is composed of four layers with the two inner
layers rotated by ±5°. While the vertical layers reach efficiencies of up to ≈99 %, the
stereo layers have a hit detection efficiency that is about 1 to 1.5 % lower on average.
Figure 7.4 shows the average efficiency in dependence of the x and x position of track
intercept for a stereo layer (layer 2) and a vertical layer (layer 3). The lower efficiency in
the rotated layer is predominantly observed at 𝑦 = 0 with an alternating pattern. Due
to the rotation of the stereo layer by 5°, some fibre mats from the upper quadrant reach
into the lower one and also the other way around as is illustrated in Figure 7.3b. The

2The excluded SiPM channels are 0, 1, 62, 63, 64, 65, 126, 127 as they lie at the edge of an acceptance
gap.
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Figure 7.3 Left: Median hit detection efficiency as a function of the SciFi layer. The error bars
indicate the 25th and 75th percentiles of a log-normal distribution. Right: Illustration of
one module in a stereo layer of the SciFi Tracker with four fibre mats in the upper quadrant
and four mats in the lower quadrant. Two mats from the upper quadrant reaching into the
lower one the other way around as shown by the shaded triangles. Adapted from Reference
Reference [103].

areas where the fibre mats of either quadrant reach into the other are shown as shaded
triangles. As only the hits in the fibre mat intersected by the track are considered, it is
possible that due to misalignment the fibre mat belonging to the opposite quarter is
picked out and searched for hits; since a hit is unlikely to be found the efficiency will
be reduced.
The decrease in efficiency of about 0.5 % towards the last layers can be attributed to
a sub-optimal time alignment of the detector relative to the bunch crossings. The
processing of the SiPM signals by the PACIFIC is sensitive to their arrival time (see
Section 3.6.1). Signals that arrive either to late or to early with respect to the PACIFIC
clock will not be integrated fully, resulting in a lower total charge and are therefore
less likely to pass the thresholds and create clusters, thus reducing the hit detection
efficiency. The time alignment procedure, described in Reference [106], was biased
due to the large amount of secondaries present in the PbPb collisions, and thus the
wrong working points were chosen.

Figure 7.5 shows an overview of the average hit detection efficiency for every SiPM
in the SciFi Tracker. The loss in hit efficiency in the stereo layers can be seen, as well as
the generally lower efficiency in station T3 (layers 8 to 11). In addition one group of
16 SiPMs corresponding to one module in layer 0, quadrant Q2, have a significantly
lower hit efficiency of ≈80 %. Comparing this to Figure 6.26, the threshold settings are
not the cause for the loss in efficiency since they are comparable to the neighbouring
SiPMs; misalignment is the likely cause for these inefficiencies.
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Figure 7.4 Hit efficiency in dependence of the x and y position of the track intercept for a
stereo layer (left) and a vertical layer (right) using threshold settings (𝟣.𝟧, 𝟤.𝟧, 𝟥.𝟧)pe with
68% scaling.
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Figure 7.5 Overview of the average hit detection efficiency per SiPM in the detector using
threshold settings (𝟣.𝟧, 𝟤.𝟧, 𝟥.𝟧)pe with 68% scaling. Layers are numbered from 0 to 11
and ordered with increasing z positions. The SiPMs are numbered from 1 to 96 or −1 to −96
according to their x position within the LHCb coordinate system. Positive indices correspond
to positive x while negative indices correspond to negative x.
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7.2 Hit Resolution

The hit resolution of the individual sub-detectors is one factor contributing to the
momentum resolution of the LHCb spectrometer. At the location fo the SciFi Tracker
the particles have already traversed a significant amount of material, so that the mo-
mentum resolution is limited by the multiple scattering for momenta up to about
80 GeV [26]. However, a low hit resolution in the SciFi is still beneficial as it aids the
pattern recognition allowing for smaller search windows when searching for candidate
tracks [26].
The hit resolution is determined using well reconstructed T tracks from 2023 PbPb
data. Only tracks with a track-fit 𝜒2/𝑁𝐷𝑜𝐹 < 2, hits in all twelve SciFi layers, and
a momentum larger than 10 GeV have been considered. As the performance of the
pattern recognition and tracking algorithms tends to decrease for too high occupancies,
high-multiplicity events with an estimated number of SciFi hits above 10 000 were
removed by a global event cut. The events and track selection criteria are summarised
in Table A.2. For a given track the estimated hit position from the track in each SciFi
layer is compared with position of the recorded hit. The resulting distribution is shown
in Figure 7.6a, where the core of the distribution is fitted by a Gaussian function. A hit
resolution of 138µm given by the width of the distribution is measured. The threshold
settings only have a small impact on the hit resolution, with about 1µm variation going
from the lowest to the highest threshold setting, as shown in Figure 7.6b.

As was already discussed in Section 7.1 the alignment of the detector elements is not
yet ideal and is therefore also expected to impact the measured residuals. Figure 7.7
shows the mean and width of the unbiased residuals in each of the twelve SciFi layers
for one of the tested threshold settings. The mean of the unbiased residual shown
in Figure 7.7a shows no clear dependence on the layer and the values are scattered
between −50 to 50µm. The width of the unbiased residuals shown in Figure 7.7b, on
the other hand is varying significantly with the layer number. The stereo layers in
stations T1 and T3 (layers 1, 2, 9, and 10) exhibit residual widths larger than 160µm,
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Figure 7.6 Left: Distribution of the unbiased residuals for threshold of (𝟣.𝟧, 𝟤.𝟧, 𝟥.𝟧)pe with
68% scaling. A Gaussian is fitted to the core of the distribution. Right: width of the unbiased
residual distribution for three different threshold settings.

97



7 First Detector Performance Studies

0 2 4 6 8 10
Layer

0.20
0.15
0.10
0.05
0.00
0.05
0.10
0.15
0.20

M
ea

n 
Un

bi
as

ed
 R

es
id

ua
l [

m
m

] PbPb (5.36 TeV)LHCb SciFi Unofficial

Thresholds: (1.5, 2.5, 3.5)
Scaling Factor: 68%

a

0 2 4 6 8 10
Layer

0.10

0.12

0.14

0.16

0.18

0.20

Un
bi

as
ed

 R
es

id
ua

l W
id

th
 [m

m
] PbPb (5.36 TeV)LHCb SciFi Unofficial

Thresholds: (1.5, 2.5, 3.5)
Scaling Factor: 68%

b

Figure 7.7 Mean and width of the unbiased residuals as a function of the SciFi layer for
threshold settings of (𝟣.𝟧, 𝟤.𝟧, 𝟥.𝟧)pe with 68% scaling.

while some of the vertical layers (3, 4, and 8), are close to the design goal of 100µm.
Figure 7.8 shows the distribution of the width of the unbiased residuals throughout the
whole detector, where the residuals have been accumulated always for 512 channels
corresponding to one fibre mat. The best hit resolution, in the order of 75 to 100µm,
is measured for the central modules of layers 3, 4, 7, and 8. The hypothesis that the
low hit efficiency in the group of 16 SiPMs in layer 0, quadrant Q2 (see Figure 7.5), is
due to mis-alignment has to be rejected, as the width of the unbiased residuals is not
significantly larger compared to the neighbouring fibre mats.
It is evident that the measurement of the hit resolution contains a series of systematic
effects, as shown in Figures 7.7 and 7.8, that require further investigations. However, it
should also be noted that the detector reaches the design requirement of providing a
single hit resolution of <100µm.

7.3 Noise Cluster Rates

A limiting factor for the performance of the SciFi Tracker is the rate of noise clusters
due to dark counts of the SiPMs. A high noise cluster rate will lead to a higher chance
of reconstructing spurious tracks not associated to a real particle. In addition, the
limited bandwidth of the readout electronics, which allows to send a maximum of
10 or 16 clusters per SiPM and per event, should not be dominated by noise clusters
such that the real clusters will not be transmitted. Based on the available bandwidth, a
noise cluster rate of 2 MHz per SiPM or 16 kHz per channel is tolerable [107].
The noise cluster rate is evaluated from data collected during periods where no beam
was circulated in the LHC and the SiPMs were cooled at a cooling plant set point of
−40 °C. The noise cluster rate for a particular channel 𝑥 is given by the number of
noise hits (𝑁𝑛𝑜𝑖𝑠𝑒) divided by the number of recorded events (𝑁𝑒𝑣𝑒𝑛𝑡𝑠) and the bunch
spacing of 25 ns

𝑅 (𝑥) =
1
25 ⋅

𝑁𝑛𝑜𝑖𝑠𝑒 (𝑥)
𝑁𝑒𝑣𝑒𝑛𝑡𝑠

GHz. [7.2]
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Figure 7.8 Overview of the width of the unbiased residual per fibre mat (four SiPMs) through-
out the detector using threshold settings (𝟣.𝟧, 𝟤.𝟧, 𝟥.𝟧)pe with 68% scaling. Bins with low
statistics are shown in white.

Figure 7.9 shows the median noise cluster rates per channel for each of the six threshold
configurations. The median, the 25th, and 75 quantiles are obtained from a log-normal
fit to the distribution of the noise cluster rates per channel. The distributions and fit
results are provided in Figure A.8. With the lowest threshold settings of (1.5, 2.5, 3.5)
pe and a scaling factor of 68 % the median noise cluster rate per channel is measured
to be ≈500 Hz. Setting the highest threshold to 4.5 pe reduces the noise rate by a factor
of two, while increasing all thresholds by 1 pe gives a reduction by factor of ten. A
similar trend can be observed for the measurements using a scaling factor of 100 %,
however, the noise cluster rates are overall lower by a factor of 15.

It is not expected that the noise rate is uniformly distributed across thewhole detector,
but rather a gradient from the first to the last layer is expected as the SiPMs located
here receive a higher non-ionising dose due to backscattering of low-energy neutrons
from the calorimeter system [34]. Figure 7.10 shows the noise cluster rate for every
channel in the SciFi Tracker, where a gradual increase in the rates from layer 0 to layer
11 can be seen. It should be noted that the detector so far was exposed to very little
radiation corresponding to about 1.55 fb−1 of integrated luminosity or about 3 % of the
total expected luminosity. In some areas, such as layer 2 quadrant Q2, the rate of noise
clusters per channel is close to zero. These areas correspond to exactly the regions
where the calibration constants have not yet been updated, as shown previously in
Figure 6.26, and the constants determined during the assembly of the detector are still
used. The thresholds in these regions are therefore higher by about 5 DAC or 0.4 pe,
resulting in significantly lower noise rates of just a few hertz.
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Figure 7.9 Noise cluster rates for different threshold configurations and scaling factors with
the markers indicating the median noise cluster rate and the error bars the 25th and 75th
percentiles of a log-normal distribution.
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Figure 7.10 Overview of the noise cluster rate per channel using threshold settings
(𝟣.𝟧, 𝟤.𝟧, 𝟥.𝟧) with 68% scaling.

7.4 Noise Digit Rates

Clusters in the SciFi Tracker are constructed from the 2-bit output (digits) of the
individual PACIFIC channels using the algorithm discussed in Section 3.6.3. These
digits have four possible values ranging from 0 to 3 corresponding to the number of
fired comparators in a given channel. Considering the noise rates for the different
digits, thus allows for investigating whether the thresholds have been set correctly. If a
threshold is set too low the noise digit rate is expected to be higher, conversely if it is
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Figure 7.11 Noise rates for the raw PACIFIC outputs (digits) for different threshold configura-
tions and scaling factors. The markers indicate the median and the error bars the 25th and
75th percentiles of a log-normal distribution.

set to too high the noise digit rate is lower. Equivalent to Equation 7.2, the noise digit
rate per channel 𝑥 for digits ≥ 𝑖, 𝑖 ∈ [1, 2, 3] is given by

𝑅𝑖 (𝑥) =
1
25 ⋅

𝑁𝑛𝑜𝑖𝑠𝑒,𝑖 (𝑥)
𝑁𝑒𝑣𝑒𝑛𝑡𝑠

GHz [7.3]

with 𝑁𝑛𝑜𝑖𝑠𝑒,𝑖 (𝑥) the rate of digits ≥ 𝑖 in channel 𝑥.
Figure 7.11 shows the median noise digits rate per channel for the six threshold settings
in Table 7.1. The rates for digits ≥ 1, ≥ 2, and ≥ 3 are shown as different markers and
colours. From the lowest to the highest threshold settings the noise rates for all three
ADC counts reduces by about a factor of ten for both scaling factors. This illustrates the
effectiveness of the cluster-finding algorithm. While the rate of single channel signals
with an amplitude above the lowest threshold (digit ≥ 1) is in the order of 10 kHz for
a scaling factor of 68 %, the corresponding noise cluster rate is only about 500 Hz (see
Figure 7.9).
Channels with threshold settings that are too high or too low can be identified by

looking at the distribution of the noise digit rate for digits greater than or equal to
one across the entire detector. This is illustrated in Figure 7.12 where a few channels
with a noise digit rate exceeding 1 MHz appear as yellow lines, while channels with a
lower-than-average noise digit rate appear as blue rectangles.
For example, in layer 8, Q1, SiPM 64 to 80, there is a group of channels with a noise
digit rate of approximately 103 Hz located next to a group with rates around 107 Hz.
By comparing this to the threshold values in Figure 6.26, it is evident that the channels
with lower noise digit rates have thresholds that are about 5 DAC higher than expected.
On the other hand, channels with higher noise digit rates have thresholds that are
about 5 to 10 DAC lower than expected. This implies that the thresholds are set below
the 1 pe amplitude. Given that the predominant noise in the SciFi Tracker is from
single photoelectron dark counts, this leads to a high digit noise rate.
Thoughmore channels with high noise rates can be observed, investigating all channels
with excessive noise rates was unfortunately beyond the scope of this thesis. However,
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Figure 7.12 Overview of the noise rate of the raw PACIFIC output per channel for digits ≥ 𝟣
using threshold settings (𝟣.𝟧, 𝟤.𝟧, 𝟥.𝟧) with 68% scaling.

it is vital to investigate such channels and adjust their thresholds accordingly to ensure
optimal and uniform performance of the detector.

7.5 Performance Summary

The initial measurements of the hit detection efficiency, single hit resolution, and noise
cluster rate of the SciFi Tracker have shown promising results. The hit detection effi-
ciency and single hit resolution have been evaluated using data collected during the
PbPb data-taking in 2023. Although the measured median hit detection efficiency of
98 % and the median hit resolution of 138µm across the entire detector do not yet
meet the design values, the measurements have shown that with accurately calibrated
comparator thresholds, a good alignment of the detector in time relative to the bunch
crossings, and a precise spatial alignment, a hit efficiency of over 99 % and a hit resolu-
tion of less than 100µm can be achieved.
Comparing the performance for different threshold settings yields the expected be-
haviour: lower thresholds result in higher hit efficiency and higher noise cluster rates,
whereas higher thresholds give lower efficiency and noise cluster rates. This is sum-
marised in Figure 7.13, where the hit efficiency and noise cluster rates are plotted for
all six tested threshold settings. Using 1.5 pe and 2.5 pe for the lowest and middle
threshold, a hit efficiency of around 98 % or 97 % is measured for scaling factors of 68 %
and 100 %, respectively. Using the highest tested threshold settings of (2.5, 3.5, 4.5) pe
efficiencies of 97 % and 93 %, respectively for scaling factors of 68 % and 100 %. The
influence of the threshold settings on the single hit resolution is with about 1µm
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Figure 7.13 Hit detection efficiency versus noise cluster rate per channel for the six evaluated
threshold settings. The markers show the median values and the error bars the 25th and
75th percentiles of the corresponding log-normal distributions.

negligible.
Even with the lowest threshold settings of (1.5, 2.5, 3.5) pe, the measured noise cluster
rate per channel of 500 Hz is well below the limit of 16 kHz. However, it is important
to note that the detector has not yet been irradiated significantly. The noise cluster
rates cited here were measured at 1.55 fb−1[108] of integrated luminosity, which only
accounts for about 3 % of the total expected integrated luminosity of 50 fb−1. Addi-
tionally, it was found that some channels have excessively high noise rates due to low
threshold settings. This requires a careful examination of the threshold calibration for
these channels.
It is clear that the measurements presented in this study are influenced by several
systematic effects such as the alignment of the detector in space and the accuracy of
the threshold calibration, among others. These effects should be further investigated
to ensure that the detector performs optimally. However, it should be noted that the
measurements have also shown that the detector achieves the desired performance
with a hit detection efficiency of >99 % and a single hit resolution of <100µm.
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8 Outlook

The successful calibration of the PACIFIC comparator thresholds, as discussed in
Chapter 6, has proven to be an essential step towards optimizing the detector. The initial
performance measurements, presented in Chapter 7, have shown promising results
in hit detection efficiency, single hit resolution, and noise rates. This improvement is
reflected in the distribution of clusters throughout the detector, as shown in Figure 8.1
for one data-taking run from the beginning of 2024. Compared to the same distribution
from the beginning of Run 3 (see Figure 5.1), the current measured cluster occupancy
is considerably smoother, mainly due to the calibration of the comparator thresholds.
Only one SiPM with an excessive number of clusters is observed in layer 11; this SiPM
was previously excluded and was thus not calibrated. Currently, only four out of 4096
SiPMs are excluded due to transmission issues between the frontend electronics and
the DAQ system.
Moreover, since the start of Run 3, a better understanding of the time and spatial
alignment of the detector has been achieved, resulting in a much-improved tracking
performance. Figure 8.2a displays the number of SciFi hits per track for two runs,
255366 from the beginning of Run 3 in 2022, 289069 from early 2024, and simulation.
In run 255366, the distribution peaks at a value of ten hits per track, and only a few
tracks have 12 SciFi hits, but it is now completely shifted towards 12 hits per track
in run 289069, almost comparable to simulation. This indicates that the detector is
more efficient in detecting particle hits overall. The remaining inefficiency can be
predominantly attributed to just three layers, as shown in Figure 8.2b, and overall the
performance has improved and is nowmore uniform across all twelve layers compared
to the beginning of Run 3.
Looking ahead to the remainder of the data taking in Run 3 of the LHC, it is expected
that the SciFi Tracker will reach its design performance. This will be achieved by
calibrating the remaining detector channels and improving the spatial alignment of
the detector elements.
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during 2024 data taking.
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9 Conclusion

The work presented in this dissertation contributed to the assembly, commissioning,
and operation of the LHCb SciFi Tracker and highlights the complexity and challenges
that arise in commissioning and operating modern large-scale particle detectors in
environments such as the Large Hadron Collider.
The SciFi Tracker uses 250µm thin scintillating fibres arranged in six-layer fibre mats.
The scintillation light is read out by silicon photomultiplier (SiPM) arrays, and the
signals are processed and digitised by a custom frontend ASIC, called PACIFIC, at the
LHC bunch crossing rate of 40 MHz. The PACIFIC shapes and integrates the SiPM
signals every bunch period and digitises the integrated signal using three comparators
with adjustable thresholds. Using the combined output of these comparators, an online
zero-suppression and cluster-finding is performed by a dedicated FPGA before the
clusters are shipped to the data acquisition (DAQ) system.
The SciFi Tracker is part of the more extensive upgrade of the entire LHCb detector for
Run 3 of the LHC, which was completed in the spring of 2022. The upgrade enables
the experiment to record a data set that is five times larger than the two previous
runs combined. This is achieved by operating the detector at a higher instantaneous
luminosity, reading out the entire detector at the rate of 40 MHz, and performing a
fully software-based event selection. In order to cope with the increase in occupancy,
the main tracking stations, previously based on gas straw tubes, were replaced by the
SciFi Tracker.
Assembly of the twelve C-Frames that comprise the three stations of the SciFi Tracker
progressed from 2019 to 2022 and was accompanied by an extensive commissioning
of the frontend electronics. While the individual components that constitute the
SciFi Tracker were all previously tested and their performance verified in test beam
campaigns, the system was, for the first time, operated on the scale of C-Frames in the
scope of this dissertation. After the assembly of each C-Frame, a series of tests was
carried out to ensure the correct functionality of the up to 24 Readout Boxes (ROBs),
corresponding to 98 304 channels, and their integration into the LHCb data acquisition
and experimental control systems. A key challenge was establishing the readout of
the detector at a frequency of 40 MHz with sufficiently low transmission errors. This
required careful tuning of several clocks along the data path for hundreds of data
links per C-Frame, resulting in a stable transmission with an overall bit error ratio of
5.1 × 10−15. The final test in the sequence consisted of probing the entire signal chain
from SiPMs to the DAQ by performing threshold scans of the PACIFIC comparator
thresholds under pulsed illumination from the light injection system (LIS). Only three
out of more than 480 000 tested channels were found to be broken. Furthermore, these
measurements allowed for the first calibration of the comparator thresholds.
After the successful installation of the SciFi Tracker for the beginning of Run 3 in spring
2022, the detector commissioning and integration into the LHCb control and DAQ
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9 Conclusion

systems continued. With the preliminary calibration of the comparator thresholds
determined during the assembly of the C-frames, the first data from proton-proton
collisions was recorded, allowing for the successful reconstruction of particle tracks,
albeit not yet with the highest possible efficiency.
Calibrating the comparator thresholds is central to ensure a high tracking performance
of the SciFi Tracker. Since the PACIFIC does not feature a full ADC but digitises the
SiPM signals using three comparators per channel, no complete amplitude information
is available to reconstruct the clusters and suppress noise. The comparator thresholds,
therefore, must be calibrated to determine the equivalent photoelectron amplitudes.
A method was developed and presented that allows for calibrating the thresholds
from threshold scans recorded under pulsed illumination of the LIS. To ensure that the
PACIFIC maximally integrates the SiPM signals, the light pulses have to be injected at
the correct time. This was achieved for 97 % of the detector and ultimately allowed for
the first calibration of the SciFi Tracker. However, due to an unresolved issue with the
LIS so far, the delivered light intensity was too low, such that the calibration of about
17 % of all channels proved to be unreliable for signals with 4 pe and higher.
Based on the calibration of the comparator thresholds presented in this dissertation, six
different threshold configurations were generated for the entire detector to evaluate the
performance of the SciFi Tracker. The hit detection efficiency and single hit resolution
were measured using particle tracks recorded during 2023 PbPb data taking. The
measurements have shown that the detector achieves the design requirements of a hit
detection efficiency of >99 % and a single hit resolution of <100µm while maintaining
a sufficiently low noise cluster rate of 500 Hz per channel. However, it was also shown
that the measurements are affected by several systematic effects, such as the spatial
alignment of the detector and the threshold settings, and that further studies are
necessary to achieve a uniform performance across the whole detector.
The calibration of the PACIFIC thresholds was only the first step in optimising the
detector performance. With the ongoing effort to optimise the detector, the SciFi Tracker
is expected to reach or even surpass the required performance for the remainder of
the data-taking period.
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A Appendix

A.1 Gain Distributions

The following figures show the distributions of the five gain parameters 𝐺𝑎𝑖𝑛0 to 𝐺𝑎𝑖𝑛4
for as determined from light injection threshold scans during the detector assembly and
with the complete detector. The distributions are normalised to the number of entries,
since only one of the three comparators was scanned during the detector assembly
while for the complete detector all three were scanned.
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Figure A.1 Histograms for the five gain parameters 𝖦𝖺𝗂𝗇𝟢 to 𝖦𝖺𝗂𝗇𝟦 for the detector assembly
and the complete detector.
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A.2 Threshold Differences

Threshold scans are recorded separately for the two integrators and the three com-
parators of each PACIFIC channel. The following figures show the differences in the
thresholds determined for the two integrators Int0 and Int1 and the differences between
the three comparators 𝑉𝑡ℎ1, 𝑉𝑡ℎ2, and 𝑉𝑡ℎ3.
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Figure A.2 Distributions of the differences in the determined thresholds between the two
integrators of each channel.
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Figure A.3 Distributions of the differences in the determined thresholds between the three
comparators of each channel. Comparator Vth1 is used as a reference.
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A.3 Hit Detection Efficiency

The following section contains a summary of the event and track selection criteria
for the hit detection efficiency and all log-normal fits used to determine the median
efficiency and the 25th and 75th percentiles.

Table A.1 Event and track selection criteria for the hit detection efficiency measurements.

Variable Selection
Global event cut < 10000
Number of tracks ≥ 2, < 100
Chi square per d.o.f. < 2
Momentum > 2 GeV
Transverse momentum > 400 MeV
Number of hits on track = 11
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Figure A.4 Hit inefficiency distributions and log-normal fits for the six different threshold
configurations.
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Figure A.5 Hit inefficiency distributions and log-normal fits for each of the 12 SciFi Tracker
layers. The data was recorded using threshold settings (𝟣.𝟧, 𝟤.𝟧, 𝟥.𝟧)pe with 68% scaling.
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A.4 Single Hit Resolution

The following section contains a summary of the event and track selection criteria for
the single hit resolution measurements and all Gaussian fits used to determine the
mean and width of the residuals.

Table A.2 Event and track selection criteria for the single hit resolution measurements.

Variable Selection
Global event cut < 10000
Chi square per d.o.f. < 2
Momentum > 10 GeV
Number of hits on track = 12
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Figure A.6 Unbiased hit residual distributions and Gaussian fits for three different threshold
configurations.
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Figure A.7 Unbiased hit residual distributions and Gaussian fits for each of the 12 SciFi
Tracker layers. The data was recorded using threshold settings (𝟣.𝟧, 𝟤.𝟧, 𝟥.𝟧)pe with 68%
scaling.
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A.5 Noise Cluster Rates

In this section the distributions of the measured noise cluster rates per channel are
shown including the log-normal that are used to determine the median and the 25th
and 75th percentiles.
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Figure A.8 Noise cluster rate histograms and log-normal fits for the six tested threshold
settings.

120



A.6 Noise Digit Rates

A.6 Noise Digit Rates

In this section the distributions of the measured noise digit rates per channel are shown
including the log-normal that are used to determine the median and the 25th and 75th
percentiles. The distributions for digits ≥ 1, ≥ 2, and ≥ 3 are shown separately.
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Figure A.9 Noise digit rate distributions and log-normal fits for digits ≥ 𝟣 for the six tested
threshold settings.
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Figure A.10 Noise digit rate distributions and log-normal fits for digits ≥ 𝟤 for the six tested
threshold settings.
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Figure A.11 Noise digit rate distributions and log-normal fits for digits ≥ 𝟥 for the six tested
threshold settings.
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