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Abstract
Proton therapy is a promising form of brain radiotherapy due to its characteristic
Bragg peak profile sparing normal tissue. However, late side effects have been observed
and the underlying mechanisms are not fully understood. An end-to-end pipeline
was first proposed to investigate late brain tissue-specific radiation-induced effects
associated with the central nervous system (CNS) as a function of dose and linear
energy transfer (LET) at the single-cell level in 3D for a well-established preclinical
experiment mimicking patient treatment. This pipeline includes Monte Carlo-based
dose and LET calculation, target delivery verification, image processing tasks in-
cluding preprocessing, local-affine multi-step registrations, a topology-preserving
segmentation, and analysis modules using 2-point density correlation functions, the
Riemann elastic metric, and the CNS network size to measure compactness, shape
and size heterogeneity. As a proof of principle, the pipeline was applied to investigate
the observed radiation-induced astrogliosis segmented with a Dice coefficient of 0.86,
achieving a maximum dose and LET uncertainty of 2.5 Gy and 2 keV/mum. In
conclusion, the analysis reveals that the process of astrogliosis can be considered as
a functional acting unit showing a radiation-induced late effect as a function of the
brain tissue type, dose and LET indicating a variable relative biological effectiveness.

Zusammenfassung
Die Protonentherapie ist aufgrund ihres charakteristischen Bragg-Peak-Profils, das
normales Gewebe besonders schont, eine vielversprechende Form der Hirnbestrahlung.
Es wurden jedoch späte Nebenwirkungen beobachtet, und die zugrunde liegenden
Mechanismen sind nicht vollständig geklärt. Wir haben erstmalig eine End-to-End-
Pipeline entwickelt, um späte hirngewebsspezifische strahleninduzierte Effekte im
Zusammenhang mit dem Zentralnervensystem (ZNS) als Funktion der Dosis und
des linearen Energietransfers (LET) auf Einzelzellebene in 3D für ein etabliertes
präklinisches Experiment, das die Patientenbehandlung nachahmt, zu untersuchen.
Die Pipeline umfasst Monte-Carlo-basierte Dosis- und LET-Berechnungen, Zielverifi-
zierung, Bildverarbeitungsaufgaben einschließlich Bildvorverarbeitung, lokal-affine
mehrstufige Registrierungen, topologieerhaltende Segmentierung und Analysemodule
unter Verwendung von 2-Punkt-Dichtekorrelationsfunktionen, der Riemannschen
Elastizitätsmetrik und der ZNS-Netzwerkgröße zur Messung von Kompaktheit, Form
und Größenheterogenität. Als proof of principle wurde die Pipeline verwendet, um
die beobachtete strahleninduzierte Astrogliose zu untersuchen, segmentiert mit einem
Dice-Koeffizienten von 0.86, mit einer maximalen Dosis und LET-Unsicherheit von
2.5 Gy und 2 keV/mum. Zusammenfassend zeigt die Analyse, dass der Prozess der
Astrogliose als eine funktionelle Einheit verstanden werden kann, die einen strah-
leninduzierten Späteffekt als Funktion des Hirngewebetyps, der Dosis und der LET
aufweist, was auf eine variable relative biologische Wirksamkeit hinweist.
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1Introduction

Radiotherapy is one of the most common forms of therapy to treat cancer using the
ionization power of particles. The last few years have been exciting times for hadron
therapy, with more and more treatment facilities being built [146] and new types
of particles being used [140, 241]. The most used particle for hadron therapy are
protons [146]. An advantage over conventional photon therapy is the characteristic
Bragg peak of protons, which allows efficient sparing of normal tissue with maximal
dose delivery in the target tumor region [151]. However, particles such as protons
generally have a higher ionization density than photons caused by a higher linear
energy transfer (LET). To compare and relate physically the treatment modalities
achieving the same clinical/biological endpoint, the concept of Relative biological
effectiveness (RBE) has been established for the clinical application. In general,
some recent in vitro and in vivo studies indicate that the RBE is dependent on
treatment parameters such as dose and LET [235]. In addition, it was found that the
RBE is also related to medical/biological parameters such as tissue type, biological
endpoint or volume effect, describing the increased tissue complication with increased
irradiated volume [56, 170, 243].
In general, there exist three options to investigate the RBE:
Clinical assessment, in vivo in animals or in vitro.
In vitro experiments allows the modeling of RBE under controlled experimental
conditions. However, the translational predictions are very limited because cells
are considered outside of a living organism without the possibility to study cell
interactions related to the tissue. Fundamental in vivo effects such as volume effects
can not be considered. Most in vitro RBE experiments use the clonogenic survival
as a measure for biological effectiveness [235]. This measure is capable of modeling
tumor response. However, its predictive value for the response of normal tissue cells
is limited [235]. In addition, the conventional approach of using cloning assays to
model RBE dependent on cell survival introduces substantial uncertainty due to
delayed abortive cells, which complicates the binary classification between dead and
live cells [109].
Another option is to perform clinical assessments directly. Clinical assessments are
very difficult to perform because of the lack of cellular resolution and the fact that
often only physiological endpoints can be considered. Furthermore, influencing factors
caused by the human lifestyle of the study participants as well as environmental
influences in general are difficult to control [235]. In addition, it is challenging to
standardize the relevant treatment parameters such as irradiated volume, location of
the tumour, individual radiosensitivity, comorbidities or patient positioning [235].
All in all, this can only reveal an integral response that has clinical implications as a
locally resolved response.
In contrast to in vitro or clinical studies, in vivo preclinical studies overcome the
limitations of not being able to adequately control confounding factors and have the
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potential to be clinically translatable. This is due to the fact that clinically relevant
physical and medical parameters can be used for in vivo preclinical studies that
mimic the clinical treatment [235]. Unfortunately, there are only limited in vivo data
for the radiation-induced responses to date [136, 236] due to the manifold issues of
in vivo experiments [235].
In general for the clinical routine a constant RBE value of 1.1 for protons independent
of dose and LET has been historically established and used until today as a result
of the uncertainty of experimental in vitro and in vivo data [169, 171]. However,
some serious radiation-induced late effects of brain proton radiotherapy have been
clinically observed in patients, such as radiation necrosis of the central nervous
system (CNS), which may be associated with a variable RBE [8, 29]. This reveals
increased clinical evidence of a variable RBE. Such brain lesions may be caused by
the breakdown of the blood-brain barrier, which affects the CNS [5, 10, 38]. As
a result, the assumption of a constant RBE is becoming less and less acceptable.
However, the underlying mechanisms are not fully understood and most in vivo
experiments focus only on early tissue responses [168, 200, 237]. Saager, et. al [200]
proposed a reliable preclinical model based on the spinal cord of rats, considering
the radiation-induced myelopathy as clinical/biological endpoint. Nonetheless, a
preclinical model to study RBE at the single cell level in 3D in the context of the
CNS, especially for the brain, has not been established to date.
As a first step to address these issues, a preclinical in vivo experiment based on the
irradiation of mice was established to investigate the late effects of brain proton
radiotherapy at the single cell level in 3D as a function of normal brain tissue,
dose and linear energy transfer (LET) [222]. The preclinical in vivo experiment
incorporates a wealth of information in multimodal images. These include X-ray
images for accurate proton irradiation, Cone-beam computed tomography (CBCT)
images for treatment planning and Monte Carlo simulation, Magnetic resonance
imaging (MRI) to monitor the health of the mice, and histological images of cells to
visualize biological effects at the single cell level in 3D. The goal of this preclinical
experiment is to mimic the clinical proton radiation therapy with physically and
clinically equivalent treatment parameters, to investigate late side radiation effects
on normal brain tissue at the single cell level in 3D indicating variable RBE.
Fur this purpose, an end-to-end pipeline has been developed for the correlation and
analysis of the radiation response as measured by cell-level histology with physical
treatment parameters such as dose and LET.
Generally, such a pipeline must meet a number of requirements in terms of target
accuracy (dose delivery and registration), segmentation and analysis. In general,
targeting accuracy for small animal irradiation is recommended to be on the order
of 0.1mm [254], especially for proton irradiation due to the characteristic Bragg
peak. Furthermore, segmentation should preserve the morphology of cells to reveal,
for example, radiation-induced responses of astrocyte processes that allow synapse-
astrocyte communication via neurotransmitters [44]. In addition, the segmentation
and analysis should be designed in a way that it is simultaneously sufficiently sensitive
and specific. The analysis should also be able to resolve brain region-specific, dose-
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dependent, and LET-dependent responses indicative of RBE effects. Moreover, the
analysis should be able to resolve further large-scale biological phenomena, such as cell
tiling, to investigate systematic underlying processes at the cellular level. In summary,
the aim of this work is to establish a pipeline that can meet these requirements to
better understand the cellular mechanisms that could trigger radiation necrosis and
the radiation-induced response as a function of the physical treatment parameters
(dose and LET) at the single cell level in 3D in vivo.
The proposed pipeline in this thesis consists of five modules in total that meet the
requirements:
• Monte Carlo Simulation of 3D dose and LET distribution
• Treatment planning and dose delivery verification
• Registration of the image modalities
• Detecting of radiation-induced response by segmentation
• Analysis of the radiation-induced response
As a first step to demonstrate the feasibility of studying late radiation-induced effects
at the single-cell level, the pipeline was applied to our preclinical in vivo experiment
to study the radiation-induced response of astrocytes (astrogliosis) as a function of
brain region, dose, and LET, indicating the variability of RBE.
The thesis reflects the pipeline structure.
The foundations of our pipeline are explained in Chapter 2-4.
Chapter 5 describes the experimental setup and the workflow of the preclinical
experiment for the investigation of late side effects induced by radiation.
Chapters 6 and 12 show how the Monte Carlo (MC) simulation of the 3D dose and
LET distributions was performed and the statistical uncertainty of the dose and
LET simulations.
Chapters 7 and 13 describe the preprocessing steps for dose delivery verification,
registration, and segmentation.
In Chapters 8 and 14, a dose delivery quantification approach is proposed that
determines and minimizes the dose placement uncertainties, the a-priori dose, caused
by positional uncertainties during treatment. With this approach, the a-priori dose
can be adjusted to obtain an MC-computed a-posteriori dose minimizing the effect
of positional uncertainties on dose delivery.
In Chapters 9 and 15, the multi-step registration approach is illustrated using
a 4′,6-Diamidin-2-phenylindol-Magnetic resonance imaging template (DAPI-MRI
template) to correlate histology images with the dose and LET distribution, and the
residual registration errors are quantified. This registration approach is based on a
Graphics processing unit accelerated (GPU-accelerated) 3D B-spline interpolator,
self-developed Napari packages, and a GPU-enabled registration toolkit performing
local-affine transformations.
In Chapters 10 and 16, to segment reactive astrocytes as a result of proton irradiation,
a U-Net model was proposed that was trained with a topology preserving loss. The
performance has been benchmarked against other machine learning approaches such
as Random Forest as well as traditional methods such as Thresholding. In addition,
the effect of preprocessing and the choice of an appropriate loss was investigated.

5



In Chapters 11 and 17, the analysis modules for the investigation of the radiation-
induced response in terms of astrogliosis are presented. Four analysis modules were
conducted in three brain regions (the hippocampus, the midbrain, and the thalamus):
The analysis of the number density of astrocytes in predefined cubes, the analysis
of the compactness of astrogliosis using 2-point density correlation functions, the
analysis of the heterogeneity of astrocytic shape using the Riemann elastic metric,
and the size of processes of reactive astrocytes as a function of dose and LET.
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2Interaction of protons with
matter

2.1 Doses and LET
2.1.1 Definition

This section is based on [111, 162, 172, 205, 261]. The physical dose describes the
energy E deposited into a mass element dm. The physical dose deposited results
from two main types of interactions: Coulomb interactions and the nuclear reactions.
For the first time, Bohr [22] described the interaction of charged particles with matter
by means of the calculating of momentum of a stationary unbound electron and the
impact parameter b, the distance of the closest path in the absence of the Coulomb
interaction. According to the definition of the impact parameter three regimes can be
defined for the intersection of protons with matter with respect to the atomic radius a.

"Soft" collision a≪ b :
Coulomb interactions with the entire atomic electrons resulting in a small energy
transfer.

"Hard" collision a ≈ b :
Coulomb interactions with single electrons result in large energy losses and determine
the range in matter.

"Nuclear" collision a≫ b :
Coulomb interactions with the entire atomic nucleus determine the lateral penumbral
sharpness. Generation of Bremsstrahlung, but it is negligible for the therapeutic
energy window in the radiology (a few MeV - 300 MeV). There are also nuclear
reactions with the nucleus, but these are less frequent.

All these described interactions result in the characteristic depth dose profile con-
sisting of a low dose build-up region at the entrance of the matter followed by the
so-called Bragg peak (the maximum energy deposition region) compared to photons.
This is a key advantage of protons over photons that is exploited in proton therapy
to protect normal tissue behind the tumor. The main contribution to the physical
dose for a proton beam comes from the Coulomb interactions [15]:
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Proton beam energy Contribution by Coulomb interactions
100 MeV 95 %
150 MeV 90 %
250 MeV 80 %

Tab. 2.1: The contributions to the absorbed dose from Coulomb interactions for different
proton energies.

To include quantum mechanical effects, the impact parameter b was replaced by
the momentum transfer, which takes on the task of distinguishing between different
collision types such as "soft" and "hard" collisions. The first quantum mechanical
description was done by Hans Bethe using a perturbation theory in the the charge z
of the particle up to the second order and extending the formula to the relativistic
case. Bloch extended this to the fourth order. Further corrections such as the density
and shell correction were added to the formula. The density correction by Fermi is a
consequence of the fact that the electric field of the projectiles is prone to polarize
the atoms of the target. This leads to a shielding effect of the electric field far
from the particle path and a smaller contribution to the energy loss without this
consideration. Nonetheless, this effect is not significant for energies larger than 103

MeV, which are outside of the therapeutic window of proton irradiation, The shell
effect is only important when the velocity of the particles is of the same order of
magnitude as the velocity of the orbital electrons of the atoms of the target, where
the assumption that the orbital electrons are stationary is no longer valid. Like the
previously described effect, this is also negligible. Thus, for our therapeutic energy
range of proton irradiation the Bethe-Block formula up to the second order looks like

−
(

dE

dx

)
= 4πNAr2

emec
2ρz2

eff
Z

A

1
β2

[
1
2 ln

(
2mec

2β2γ2Tmax

I2

)
− β2

]
(2.1)

NA: Avogadro constant
re = e2/(4πϵ0mec

2): Classical electron radius
e: Elementary charge
ϵ0: Vacuum permittivity
me: Rest mass of electron
c: Speed of light
ρ: Density of the target
Z: Atomic number of the target
A: Atomic mass of the target
I: Mean excitation energy
β = v/c: Speed of the projectile given by v
γ = 1/

√
1− β2: Lorentz factor

with the maximum energy transfer per collision given by

Tmax = 2mec
2β2γ2

1 + 2γme/M + m2
e/M2 (2.2)
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dependent on the rest mass of the projectile M ,
and with the effective charge zeff [13],

zeff = z
(
1− exp

(
−125βz− 2

3
))

, (2.3)

with the atomic number z of the projectile. This describes the collection of electrons
by low-energy incident particles, especially heavy ions. Note that the Bethe-Bloch
formula describes the mean loss of energy in matter. This means that to obtain the
mean range of the particles, the energy loss described by the Bethe-Bloch formula
must be integrated to over the energy according to

R =
∫ 0

E

dE

dE/dx
(2.4)

In radiotherapy the definition of the linear energy transfer, LET , is common. The
LET is defined by the mean energy loss dE of the considered particle through matter
along a distance dl. The so-called unrestricted LET including all secondary electrons
corresponds to the electronic stopping power, which can be described by the Bethe-
Bloch formula 2.1. In general, there is no one type of particle with a specific energy
level. Thus, it is necessary to weight the LET by the underlying energy and particle
type. There are two weighting techniques. In our work, the dose-averaged LET is
used, LETd, defined as

LETd =
∑

p=particle type
∫

LETp(E)Dp(E) dE∑
p=particle type

∫
Dp(E) dE

(2.5)

LETp(E) corresponds the LET with an energy E of all particles of type p. Dp(E)
denotes the dose of all particles of type p with an energy E.

2.1.2 Detection
This section is based on [205]. There are a variety of dosimetric approaches to
dose measurement based on ionization of gases or semiconductors, scintillation in
certain materials, radiochromic films, luminescence, or chemical processes. Ionization
chambers, semiconductor detectors, scintillation detectors, and radiochromic films
are the most common dose measurement methods.
Ionization chambers in the simplest form correspond to a plate or cylindrical capacitor
filled with a gas. A so-called multi-layer ionization chamber consists of a large number
of parallel plate ionization chambers arranged in a row, which operate simultaneously
to read out the dose [69]. When, for example, a proton hits the chamber, electron-ion
pairs are produced, resulting in a ionization current. This current is proportional to
the energy of the incoming radiation.
The operation of semiconductor detectors is similar to that of ionization chambers.
Incoming radiation produces electrons and electron holes in the semiconductor, where
the number of generated electrons is proportional to the energy of the incoming
radiation.
On the other hand, the scintillation detectors use the luminescence in organic
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materials, fluids, inorganic substances or noble gas. This effect is due to the excitation
of the atoms, which results in a spontaneous emission of photons with an energy
similar to the incoming radiation. Nowadays, CCD sensors are employed to analyze
these photons.
Another option is radiochromic film. Radiochromic films are based on the darkening
of the film caused by the chemical reaction of the incoming radiation. The coloration
(darkening) of the film can be read out with a transmission scanner and correlated
to the dose D applying the following calibration [149],

D(I) = a + c · 10log(I)−log(I0) − 1
10log(I)−log(I0) − b

(2.6)

The parameters a, b, c denote the fitting parameters. I0 corresponds to the intensity
of the light of a non-irradiated film. I corresponds to the intensity of the light of an
irradiated film.

2.2 Simulation via Monte-Carlo
This section is based on [20, 33, 185, 205, 208, 265]. Since the Bethe-Bloch equation
(2.1) is just a rough approximation of the mean energy loss by interactions of particles
with matter, Monte Carlo simulations are required to model the interactions via the
Boltzmann transport equation and to compute the resulting dose and LET. Monte
Carlo simulations involve generating a large number of particles and tracking their
behavior statistically. The more particles simulated, the more accurate the results
become. In general, Monte Carlo simulation in radiotherapy consists of three key
elements:
The Geometric modeling including the treatment machine, the beam line, and the
irradiated anatomy,
Particle tracking modeling of interactions using cross-sectional data for different
materials and particle types,
Scoring of the physical quantities in the target anatomy.
Accurate geometric modeling is needed to accurately simulate the particle trajectory.
Thus, geometric modeling involves the representation of the irradiated anatomy using
voxelized images. For this purpose, CT imaging based on X-ray images is commonly
used. X-ray imaging is based on the physical principles of X-ray generation and the
interaction of X-ray photons with tissue. X-ray photons are generated by an X-ray
tube consisting of a cathode and an anode in a vacuum. The cathode emits a focused
stream of electrons that are accelerated toward the anode. When the high-speed
electrons hit the anode, they undergo a sudden deceleration. This rapid deceleration
causes the electrons to release energy in the form of X-rays. The X-ray spectrum
consists of a continuous spectrum (Bremsstrahlung) and characteristic X-rays, which
are produced when electrons eject inner-shell electrons from the anode material.
The interaction of X-ray photons with tissues can be described by the attenuation of
the X-ray photon beam obeying the Beer-Lambert law. For a non-monoenergetic
X-ray photon beam for inhomogeneous matter along the photon beam line L, the
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Beer-Lambert law looks like

I =
∫

w(E) exp
(
−
∫

L
µ(E, s)ds

)
dE, (2.7)

where I denotes the intensity of the outgoing X-ray photons and µ describes the
attenuation coefficient depending on the energy E and the position in the material s.
w(E) corresponds to the incoming energy spectrum of the X-ray photons. The main
relevant contributions to the attenuation of X-ray photons for the X-ray imaging
(<150 keV) are given by the photoelectric effect, the Compton effect and the Rayleigh
effect.
The photoelectric effect is a phenomenon in which photons ionize atoms and eject
electrons. The energy of the photon is transferred to the electron. For the photo-
electric effect to occur, the energy of the photon must be greater than or equal to
the binding energy of the electron in the material to break free the electrons. The
attenuation is inversely proportional to E3 and proportional to the atomic number
Z given by Z4. Thus, the photoelectric effect is the most dominant effect at low
energies and for materials with higher atomic numbers leading to high attenuation.
On the other hand, the Compton effect describes the scattering of photons by elec-
trons for higher energy of photons as it is the case with the photoelectric effect.
The Rayleigh effect describes the scattering of a X-ray photon at an atom or a
molecule without any energy being transferred to it, except for possible changes in
the rotational energy. This effect has only a small impact on X-ray imaging.
The final 2D X-ray image is a negative projection of the scanned anatomy, with
denser areas that have absorbed more X-ray photons appearing lighter (white or
gray) and lighter areas that have absorbed less X-ray photons appearing darker.
To obtain 3D information and images, X-rays are taken from multiple angles to
create cross-sectional images and reconstructed in computed tomography (CT). For
example, consider 1D parallel beam X-ray projections generated from a 2D parallel
beam geometry. The attenuation coefficient in the 2D Euclidean space µ(x, y) can
be reconstructed by a set of line integrals p(ϑ, χ) with ϑ ∈ [0, 2π), χ ∈ R given by

p(ϑ, χ) =
∫

µ(x, y) δ(xcos(ϑ) + ysin(ϑ)− χ) dxdy (2.8)

Applying now the filtered backprojection, which used the Fourier transformation
P (ϑ, u) of p(ϑ, χ) given by F

P (ϑ, u) =
∫

µ(x, y) exp(−2πiu(xcos(ϑ) + ysin(ϑ))) dxdy (2.9)

The attenuation coefficient in the 2D Euclidean space µ(x, y) can now be computed
as follows

µ(x, y) =
∫

P (ϑ, u) exp(2πiu(xcos(ϑ) + ysin(ϑ)))|u| dϑdu (2.10)

This expression is equal to the inverse Fourier transform given by

µ(x, y) =
∫
F−1[u · P (ϑ, u)](ϑ, xcos(ϑ) + ysin(ϑ))) dϑ (2.11)

=
∫
F−1[u · P (ϑ, u)](ϑ, χ) dϑ (2.12)
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Now in our case assume that there exists a Fourier transform F [f ](u) of a function
f , which is equal to |u|. This function is known as the filter kernel. In general, the
attenuation coefficient expression in 2.10 can then be expressed using the convolution
theorem as

µ(x, y) =
∫
F−1[F [f ](u) · P (ϑ, u)](ϑ, χ) dϑ (2.13)

=
∫
F−1[F [f ](χ) · p(ϑ, χ)](ϑ, χ) dϑ (2.14)

This means that, for example, the reconstruction of 2D X-ray images can be conducted
by applying a convolution of a filter kernel and each projection p(ϑ, χ). However,
image acquisition using a parallel beam X-ray setup is not as fast.
For this reason, a fan-beam geometry approach is commonly used for 2D X-ray
imaging, which records a projection by illuminating the entire detector. Therefore,
2D X-ray imaging fan-beam geometry was developed, recording one projection by
illuminating the whole detector. For this reconstruction task, there exists also an
analytic procedure [33]. To acquire 3D images cone-beam computed tomography
(CBCT) geometry is commonly used. This means that a rectangular grid of detector
pixels are irradiated similar to the fan-beam geometry in 2D, but now in 3D. The
X-ray illumination is performed along a circular trajectory acquiring projections. This
means that only the 2D slice associated with the trajectory of the X-ray source can be
accurately reconstructed [245]. Nonetheless, there are some filtered-backprojection-
type reconstruction alternatives [64].
A further essential step is the conversion of the Hounsfield scale HU used in CT
to the material density required to model the particle interaction by Monte Carlo
simulation.
The Hounsfield scale HU is defined as

HU = 1000µTissue − µWater

µWater
(2.15)

By definition, air has a Hounsfield value of -1000 because µair is equal to zero, and
water has a Hounsfield value of zero.
To convert the Hounsfield scale to the required materials a so-called Hounsfield
look-up table (HLUT) is generally used in radiotherapy.
A common approach is the so-called Schneider approach [206]. This approach is
based on CT-specific correction factors, which are used to assign tissues of similar
Hounsfield values to the corresponding material density value. If CT-specific cor-
rection factors are not available, the so-called Mata approach can be used, where a
CT-specific HLUT is generated to assign material classes of a given density [181].
To mimic the behavior of particles Monte Carlo simulations are based on the genera-
tion of pseudo-random numbers provided by an initial state, a seed value, to sample
step lengths, energy losses and interaction type according to a specified distribution.
True randomness is not possible without any external sources, because given the same
initial conditions (e.g., the state of the system and the algorithm), a computer will
produce the same output every time. True randomness, on the other hand, implies
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that outcomes are unpredictable and cannot be determined from any known set of
initial conditions. As a result, given the same seed, you’ll get the same sequence of
numbers. However, pseudo-random numbers obey the same statistical properties
that resemble true randomness, making them suitable for MC simulation.
A variety of sampling methods exist for sampling from complex distributions such
as energy loss. All of these methods are based on the sampling from a uniform
distribution on the interval [0,1]. The most commonly used method of sampling
is the Inverse-Transform method. Consider the transformation η = P (x) for the
cumulative distribution P (x) of the probability distribution function p(x), where η
corresponds to a uniformly distributed pseudo-random number and x corresponds
to a pseudo-random number according to a probability distribution function p(x)
that models, for example, the step size. Then the inverse transformation is given by
x = P −1(η). This means that any pseudo number obeying a complex distribution
can easily be sampled by the uniform distribution on the interval [0,1]. For instance,
the probability distribution function of the step length l can be determined by

p(l) = λ−1
m exp(−l/λm) (2.16)

with the mean path length λm = 1/ρσ. σ denotes the total cross section and ρ
corresponds to the atomic density of the material. According to the Inverse-Transform
sampling method as described above the step length l is obtained by

l = −λm ln(1− η) (2.17)

If no inverse transformation exists, it is necessary to use other approaches such as
the rejection sampling [36]. In general, the MC simulation procedure for a primary
particle involves the following steps:
• Kick off a particle in the phase space.
• Model material by its density and their transition.
• Compute σ for the current energy of the particle at material boundary.
• Calculate λm.
• Sample step length l.
• Decide the type i of interaction following the distribution Pi = σi/σ given by the

differential cross section σi of the interaction type.
• Sample and update other quantities such as the energy loss or directional changes

from given probability distribution functions for the specified interaction type.
• If secondaries are produced by the decided interaction type, they can be considered

by the steps described above.
• Score the dose and the LET at the end of the track in the target volume.
• Start the procedure from the beginning except when the particle is below a

predefined energy threshold or is outside the considered phase space.
In radiotherapy, Monte Carlo simulations are generally considered the gold stan-
dard for dose and LET calculations due to their accuracy and ability to handle
complex treatment scenarios. However, they are relatively slow until now, so dose
and LET computations for treatment optimization are done in clinical routine by
approximations such as the pencil-beam kernel method and the point-kernel method.
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2.3 Biological interaction and relative biological effect
This section is based on [205, 261] When radiation hits biological matter, as in
proton therapy, interaction processes emerge, which lead to a series of radiation
damages, both intentional in the tumor and unintentional in normal tissue. The
success of radiation therapy is limited by the unwanted reactions of normal tissues.
The goal is to maximize the tumor complication probability (TCP) while minimizing
the normal tissue complication probability (NTCP). In general, the regenerative
ability of tumor cells is less than that of normal tissue. This effect is exploited by
fractionated radiotherapy. Due to the characteristic Bragg peak, proton radiotherapy
offers a decisive advantage in the protection of normal tissue.
Among other things, the ionization density is crucial for the radiation effect, which
induces secondary biochemical processes. This means that high LET particles,
which possess a high ionization density, cause more biological radiation damage.
The Deoxyribonucleic acid (DNA) in the cell nucleus is generally very sensitive to
radiation. The most critical damages are the double-strand breaks (DSB) in the DNA,
which results into gen mutations, chromosomal aberrations, genomic instability, and
cell death such as necrosis. Necrosis is referred to as accidental cell death. The cell
size increases, organelles of the cells break up and the cell content flows out into the
extracellular space. This in turn causes inflammation. Compared to single-strand
breaks, which can be repaired error-free with an accuracy of 99 %, DSBs are very
difficult to repair.
To compare high-LET (proton) radiotherapy with low-LET (photon) radiotherapy
in terms of higher ionization potential and damage, Relative Biological Effectiveness
(RBE) was introduced. The definition is based on the absorbed dose of a reference
radiation Dref and the dose DY of the investigated radiation, resulting in the same
amount of biological injury, as follows

RBE = Dref

DY

∣∣∣∣
Biological isoeffect

(2.18)

As mentioned above, the RBE depends on the LET, but also on the dose (decreasing
RBE with increasing dose [271, 276]), as well as on the biological endpoint [168] such
as the onset of necrosis or also the time. The relationship between RBE and LET is
still a part of the current state of research. However, some trends are observed in
vitro that the RBE is nearly independent for low LET radiation less than 10 keV/µm,
reaches a maximum at 100 keV/µm, and then decreases [37, 46, 127, 207].
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3Cells of Central nervous
system

The central nervous system (CNS) is a complex and vital component of a body
responsible for coordinating and regulating numerous physiological processes. It
consists of the brain and the spinal cord. The CNS plays a pivotal role in regulating
and coordinating nearly all bodily functions. Its tasks encompass sensory processing,
motor control, cognitive functions, emotional regulation, and the maintenance of
homeostasis. In the CNS there are two types of cells: Neurons and glial cells, which
depict the whole of all nerve cells in the CNS [204].
Neurons are the fundamental building blocks of the nervous system and play a
central role in transmitting information throughout the body. This allows us to
perceive our environment, control our movements, and carry out a wide range of other
physiological functions [204]. Glial cells in the CNS can be divided into oligodrocytes,
microglia and astrocytes [204].
Oligodendrocytes are central to myelination and the maintenance of neuronal func-
tion in the CNS. Their role in myelinating axons and maintaining the integrity of
the myelin sheath is crucial for efficient nerve signal transmission [130, 141]. In
neuroinflammatory conditions, these cells can be both affected by inflammation and
contribute to the inflammatory response. Understanding their role in neuroinflam-
mation is critical to developing treatments that can preserve or restore myelin and
improve outcomes in neuroinflammatory diseases such as multiple sclerosis [158].
Microglia are the resident immune cells of the CNS and play crucial roles in main-
taining brain health, responding to injury and infection, and regulating the immune
response in the brain. They are derived from myeloid progenitor cells, which originate
in the yolk sac during early embryonic development. They migrate to the CNS and
become resident immune cells [70]. When microglia detect signs of injury or infection,
they can become activated and release pro-inflammatory cytokines/chemokines [104].
This response helps recruit other immune cells to the site of injury or infection [193].
They can exist in different states of activation, ranging from a resting, surveillance
state to pro-inflammatory (M1-like) and anti-inflammatory (M2-like) states. The
balance between these states is critical for proper immune function in the CNS [40].
Microglia are key players in neuroinflammatory processes. While their activation is
essential for defense against pathogens and for promoting tissue repair, chronic or
excessive activation of microglia can contribute to neurodegenerative diseases and
neuroinflammatory conditions. Their ability to sense and respond to changes in the
brain environment makes them key players in both health and disease.
Astrocytes are a type of glial cell in the CNS that play various critical roles in
maintaining the health and function of neurons and other brain cells. Reactive
astrocytes are a specific state or response of astrocytes to injury, disease, or other
pathological conditions in the CNS [178, 263].

17



Astrocytes are involved in regulating the levels of neurotransmitters (chemical mes-
sengers) in the synaptic cleft between neurons [116]. They can also modulate synaptic
transmission by releasing signaling molecules that influence synaptic plasticity, which
refers to changes in the strength and efficiency of neuronal connections [42, 44, 126,
166, 221]. This modulation can have both positive and negative implications for
neural circuit and the functional recovery [202]. They also aid in the removal of
excess neurotransmitters and the recycling of neurotransmitter precursors by neurons
[42]. Furthermore, they are responsible for regulating energy metabolism in the
brain. In addition, they help deliver nutrients, such as glucose, to neurons and play a
crucial role in maintaining the brain’s energy balance [39, 221]. Moreover, astrocytes
contribute to the formation and maintenance of the blood-brain barrier, regulating
the exchange of substances between blood and brain tissue [116, 178, 263]. Beyond
that functions, they help maintain the balance of ions in the extracellular space,
which is crucial for proper neuronal function [42, 105].
Reactive astrocytes, as mentioned above, respond to various forms of brain injury
or disease. Astrogliosis refers to an increase in the number of cells [94] expressing
glial fibrillary acidic protein (GFAP) [57] that can have beneficial and detrimental
effects on the CNS [219]. They may provoke morphological changes [94]. In general,
GFAP is thus use as a standard marker for astrocytes [123]. Unfortunately, the role
of GFAP is not yet fully understood and is the subject of ongoing research. It is
presumed that GFAP maintain the cell shape and support the mobility of astrocytes
[26].
One of the primary effects of astrogliosis is the formation of glial scars [277]. When
the CNS is injured or damaged, reactive astrocytes migrate to the site of injury
and proliferate, creating a physical barrier [215]. This glial scar can be both pro-
tective and inhibitory [101]. They can deposit extracellular matrix molecules, such
as chondroitin sulfate proteoglycans, which can impede neural regeneration/axon
growth [273]. It helps contain the damage and prevent it from spreading to healthy
tissue and can also support neural regeneration/ axon growth [6, 84, 219]. Further-
more, astrogliosis can release pro-inflammatory molecules, including cytokines and
chemokines, contributing to neuroinflammation in the CNS [43, 219]. As a part of
the immune response this helps to recruit immune cells to the site of injury and
remove (cellular) debris [116]. However, excessive or prolonged inflammation can also
be detrimental to the surrounding neurons and tissue [133]. Moreover, astrogliosis
can provide various forms of neuroprotection. They can release neurotrophic factors
[99, 116] that help support and protect nearby neurons. In summary, astrogliosis
is a complex and dynamic response of astrocytes to CNS injury or disease. It has
both beneficial and detrimental effects on the CNS, but their tasks and effects are
not fully understood [221].
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4Imaging and Image
processing

4.1 Microscopic imaging
This section is mainly based on [25, 58, 115, 124, 176, 184, 197]. Several microscopic
techniques, such as light (optical) microscopy, electron microscopy, and scanning
probe microscopy, can be used to image histological samples. The advantage of elec-
tron microscopy and scanning probe microscopy over light microscopy is that higher
resolution can be achieved. However, the disadvantage for biological slides is that the
electron microscopy and scanning probe microscopy may impair the biological slides
[98, 262]. Thus, the most commonly used microscopic technique is light microscopy
to investigate histology. In general, there are many light microscopy techniques such
as wide-field microscopy or confocal microscopy. All of these techniques used for
scientific purposes are variants of compound microscopy techniques nowadays.
A compound microscope that uses two or more lenses to magnify the image of a
sample as opposed to a simple microscope, which uses only one lens [262]. The
objective lens is the primary lens responsible for magnifying the sample. It is located
near the sample and produces an enlarged real image. Objective lenses come in
various magnification powers, typically 4x, 10x, 40x, and 100x. The secondary lens,
the ocular lens (eyepiece), is the lens closest to the observer’s eye. It further magnifies
the real image produced by the objective lens. Common eyepiece magnifications are
10x or 15x.
The bright-field microscopy is one of the most common and straightforward mi-
croscopy wide-field technique. It relies on transmitted light to illuminate biological
samples, resulting in images that show dark features of varying intensity on a bright
background, depending on the absorption strength of the sample density. A bright-
field microscope typically uses a built-in light source, such as a halogen or LED lamp,
that is positioned below the stage where the sample is placed. This light source
provides uniform illumination.
Confocal microscopy is an advanced imaging technique used to obtain high-resolution
histological images. It offers improved optical sectioning (the ability to generate
low-noise images of the focal planes) reducing background noise compared to conven-
tional microscopy. Confocal microscopes typically use laser light sources for their
illumination. These lasers emit specific wavelengths of light to excite fluorophores in
the sample. However, the confocal microscopy technique does not only work with
fluorescent light, but also with scattered or reflected light. Two pinholes are the
crucial elements in confocal microscopy in contrast to the wide- field microscopy. The
first pinhole focuses the light just on a small part of the biological sample Another
pinhole aperture is placed in front of the detector. It allows only the fluorescence
emitted from the focal plane to pass through, while rejecting out-of-focus light.
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During the microscopy process the sample is moved to scan. This enables a 2D or
even 3D imaging. The speed of movement determines the quality of the acquired
images. Compared to wide-field microscopy, where many focal planes, both in-focus
as well as some out-of-focus, are merged, the improved optical sectioning is a key
feature of confocal microscopy. In general, confocal microscopy achieves a higher
contrast and resolution of images of samples and can better microscopically examine
thick samples compared to wide-field microscopy, but requires more light intensity.
When the effect of fluorescence is used to image a biological sample instead of using
external visible light sources, the microscopic imaging technique is called fluores-
cence microscopy technique. The fluorescence effect corresponds to the absorption
of photons by the electrons of a sample at one wavelength and the excitation of
the electrons to a higher energy level with the subsequent spontaneous emission of
photons with longer wavelength caused by the electron transition back to the ground
state. The spontaneous emission of photons with longer wavelength is the result of
the energy loss due to vibrational relaxation [11, 115].
In addition, there are super-resolution microscopy techniques to overcome the diffrac-
tion limit of light discovered by Ernst Abbe. It states that the minimum resolution
d is approximately limited by half the wavelength of light λ traveling through a
medium of refractive index n and the aperture angle θ as follows

d = λ

2nsin(θ) (4.1)

For instance, Stimulated Emission Depletion (STED) in fluorescence microscopy uses
an additional laser to de-excite the sample in specific regions by stimulated emission
after excitation [83, 268]. This means that the resolution is increased because the
non-depleted area is much smaller than the illuminated excited primal area [55].
With super-resolution microscopy techniques such as STED, the lateral resolution
can be improved from about 200 nm down to few nanometers.
In summary, light (optical) microscopy using the effect of fluorescence allows the
investigation of biological processes and mechanisms on the nanometer scale.

4.2 Magnetic resonance imaging
This section is based on [205] and [30]. Magnetic resonance imaging (MRI) is based
on the principles of nuclear magnetic resonance (NMR), a phenomenon that occurs
when nuclei with an odd mass number and/or odd number of protons and neutrons
are excited by radiofrequency (RF) pulses in the presence of a magnetic field. Because
the resulting MR signal depends on tissue-specific parameters, MRI is a non-invasive
imaging technique that can provide detailed structural and functional information
about the living specimen. The most commonly imaged nuclei in clinical MRI are
hydrogen nuclei (protons), which are highly abundant in living specimens due to
their high water content. When placed in a strong external magnetic field (B0),
the nuclear spins align either parallel or antiparallel to the magnetic field. These
different orientations of the spins correspond to slightly different energy states, which
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are proportional to the magnetic field.
To create an MRI image, a brief RF pulse at a specific frequency is applied perpendic-
ular to the main magnetic field (B0). This pulse excites the nuclear spins from their
equilibrium positions (aligned with B0) to the transverse plane, which corresponds
to a flip angle of 90◦. After the RF pulse is turned off, the flipped nuclear spins
begin to precess around the axis of the main magnetic field (B0) with the Larmor
frequency. The Larmor frequency is proportional to the strength of the magnetic
field and the gyromagnetic ratio of the nucleus (e.g., 42.58 MHz for protons at 1 T).
The repetition time (TR) corresponds to the time between 90° pulses and the echo
time (TE) corresponds to the time between the 90° RF pulse and the MR signal.
As the excited spins precess, they return to their equilibrium state. One type of MR
sequence that is used for imaging is the spin-echo sequence. There are two relaxation
mechanisms involved in this:
Spin-lattice relaxation is defined by the spin–lattice relaxation time T1. It describes
the recovery of the nuclear spins along the direction of B0. T1 is affected by tissue
properties and can vary between different types of tissue. The process of spin-lattice
relaxation results in the recovery of the longitudinal magnetization.
Spin-Spin relaxation is defined by spin–spin relaxation time T2. It describes the
loss of phase coherence among the spins in the transverse plane. T2 is affected by
the interactions among neighboring nuclei (e.g., proton-proton interactions) and the
tissue environment. T2 decay results in the loss of transverse magnetization. An
additional dephasing effect described by T ∗

2 relaxation occurs due to inhomogeneities
in the static magnetic field. To overcome this effect, a 180° RF pulse is applied after
the 90° RF pulse.
The resulting spin-echo signal S is given by

S = M0
(
1 + e−TR/T1 − 2e−(TR−TE/2)/T1

)
e−TE/T2 , (4.2)

where M0 corresponds to the strength of magnetization in the direction of B0.
When no 180° RF pulse is applied then the inhomogneity in the static magnitc field
B0 leads to a dephasing decribed by T ∗

2
In summary, the relaxation processes described above generate an RF signal that
is detected by receiver coils in the MRI scanner. This signal contains information
about the relaxation times of the tissue (T1 and T2) and the spatial distribution of
the spin density of the nuclei. MRI requires spatial encoding, which can be realized
by means of additional magnetic gradient fields (gradient coils). By varying the
current in these gradient coils, different regions of the sample are assigned unique
frequencies, allowing spatial information to be reconstructed. The acquired signals
are processed to reconstruct a two- or three-dimensional image based on the spatial
encoding information using a Fast Fourier Transform. The resulting MR images
can provide detailed anatomical and physiological information. In general, MRI can
generate images with various image contrasts by manipulating the timing and type of
RF pulses. Different MR sequences can be used to obtain T1-weighted, T2-weighted
and proton density-weighted image contrasts. The image contrast of MRI is superior
to CT images for soft tissue types, allowing for better classification. In summary,
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T1-weighted MR sequences (short TE and TR times) result in an image, where fatty
tissue appears bright. On the other hand, T2-weighted MR sequences (long TE and
TR times) result in an image, where watery structures appear bright.

4.3 Registration
This section is based on [72, 224]. Image registration is a complex process that
involves aligning corresponding regions of interest of images. In general, image
registration is a classical optimization problem. The goal is to align images to
a target image by determining the transformation aligning the images. Typical
transformations can be divided into two categories: Deformable and non-deformable.
The most common deformable transformations are deformation transformations
parameterized by splines such as cubic multidimensional B-splines [108] or Thin-
plate splines [24]. In general, non-deformable transformations can be categorized
into translation, rigid (translation + rotation), similarity (translation + rotation +
scaling) or affine (translation + rotation + scaling + shearing) transformations.
The optimization process is controlled by the selection of the similarity measure (a
loss function), which weights the features or landmarks of the images based on the
intensity or structure. The most common similarity measures are the Normalized
Correlation Coefficient (NCC) for mono-modal image registration and the Mutual
Information (MI) for multi-modal image registration. The similarity measure is
usually evaluated at grid positions called voxels for 3D images and pixels for 2D
images.
There are several approaches to optimizing this. In general, the most common
approach is the Gradient descent method. It is given by

µ(i+1) = µ(i) − αgi, (4.3)

where µ(i+1) represents the updated parameters at time step i + 1 and µ(i) are the
current parameters. α denotes the learning rate. gi represents the gradient of the
loss at the time step i.
A modification of the Gradient descent is given by the Adaptive Movement Estimation
(Adam) optimization [106], which is a Stochastic Gradient descent method (SGD).
A Stochastic Gradient descent method selects a random subset compared to the
Gradient descent method. The Adam optimization process is given by

µ(i+1) = µ(i) − α√
v̂µ + ϵ

m̂µ, (4.4)

where m̂µ and v̂µ are defined as

m̂µ =
m(i+1)

µ

1− βi
1

(4.5)

v̂µ =
v(i+1)

µ

1− βi
2

(4.6)
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with

m(i)
µ = β1m

(i−1)
µ + (1− β1)gi (4.7)

v(i)
µ = β2v

(i−1)
µ + (1− β2)g2

i . (4.8)

The term m̂µ corresponds to the bias-corrected first moment estimate. The term
v̂µ corresponds to the bias-corrected second moment estimate. m(i)

µ corresponds to
the first moment estimate at time step i v(i)

µ is the second moment estimate at time
step i. β1 is the exponential decay rate for the first moment estimate. β2 denotes
the exponential decay rate for the second moment estimate. ϵ is a small constant to
prevent division by zero.
Another modification of the Stochastic Gradient descent method is given by the
addition of a momentum [161], which stores the parameter update ∆mu of the
previous step. The optimization process is given by

µ(i+1) = µ(i) − αgi + γ∆µ, (4.9)

where γ corresponds to a scalar value in the interval [0, 1] to weight the contribution
of the earlier stages.
To evaluate the moving images during optimization and to obtain the final image
at the end, interpolation techniques can be applied to approximate the intensities
of off-grid positions of an image created by the transformation. The most common
interpolators are Neighest Neighbour interpolator, Linear interpolator and higher
order interpolators such as B-Spline interpolators.
Moreover, some deep learning approach has been applied to speed up image registra-
tion tasks such as 3D deformable registration [9, 66], which use neural network to
extract features of moving images and target image to compare. The next section
describes the foundations of deep learning used to solve segmentation tasks.
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4.4 Segmentation
The following part of this section is based on [2, 21, 75]. Segmentation is an es-
sential task in image processing, involving the identification of distinct regions or
objects and the assignment of each image pixel to a label corresponding to an object.
In general, the segmentation task can be divided into two categories: Semantic
Segmentation and Instance Segmentation. Semantic segmentation and instance
segmentation are two distinct methods differing in their objectives and outputs. In
semantic segmentation, pixels that belong to the same class or category are grouped
together. For instance, in an image of multiple houses, semantic segmentation would
classify each pixel as belonging to a category house with one label. The output
of the semantic segmentation is a region-level semantic map that assigns only one
label to each class. Instance segmentation, on the other hand, aims to identify and
differentiate each object instance in an image, and additionally assigns an identifier
to each instance of an object, even if they belong to the same semantic class. For
instance, in an image of multiple houses instance segmentation would label each
house separately distinguishing them as individual instances. The output of instance
segmentation is an object-level map. There are several segmentation techniques
available, especially for instance segmentation, each with its own characteristics and
suitability for different applications [27, 75, 77, 129, 210, 213]. The following part will
briefly describes some of the segmentation methods used in this thesis and provides
a comparison among them.
1. Thresholding [210]:
Thresholding is a simple technique that is widely used for segmentation purposes. It
involves selecting a threshold value based on a selected feature distribution of the
image and classifying the image pixels based on their selected feature values. All
intensities of image pixels above the threshold will be allocated to one class and those
below the threshold will be allocated to another class. It is fast and effective when
there is a clear intensity separation between objects. The most common thresholding
method is the Otsu’s method, which is based on the minimization of the weighted
sum of class variances [167].
2. Random forest [19, 27, 226]:
Random Forest is a typically fast machine learning approach compared to other deep
learning approaches that uses an ensemble of separate hundreds of decision trees that
make predictions independently to improve generalization and reduce overfitting to
classify and segment pixels in an image. In a decision tree, each internal node is the
result of a defined decision rule that is based on a particular feature of the input
data. The tree branches out from each internal node to represent different possible
outcomes of that feature. The final predicted class is represented by the leaf nodes
of the tree. The process of building a decision tree involves selecting the best feature
according to some criteria at each internal node. This categorizes the data to achieve
the desired result. This continues until a stopping criterion is satisfied. For example,
the predefined maximum depth is achieved. Each decision tree in the forest is trained
independently on random subsets of the data. By aggregating the predictions of all
trees, the final segmentation result is determined. Random Forests use techniques
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such as random feature selection and bootstrapping to mitigate overfitting, making
segmentation results more generalizable. However, feature engineering is still impor-
tant, such as removing irrelevant features and designing informative features based
on prior knowledge to achieve good segmentation performance. In addition, Random
Forest-based segmentation performs pixel-by-pixel classification, meaning that it
assigns a class label to each pixel individually based on its selected features. Each
pixel’s classification is based solely on its own feature values, without considering
the spatial relationships with neighboring pixels. This limits their ability to capture
complex semantic patterns and context in image segmentation tasks. Nevertheless, a
Random Forest provides interpretability by measuring and ranking the importance
of features for a better understanding of relevant features.
3. Deep learning [2, 77, 93, 125, 152, 213]:
Compared to Random Forest, Deep Learning models have the advantage of automat-
ically learning relevant features from the input data eliminating the need for explicit
feature engineering. Deep learning architectures are designed to learn hierarchical
representations of features through multiple layers of non-linear transformations. No
manual feature engineering is required, as the network learns to infer meaningful,
task-specific features directly from the data. They provide an end-to-end approach to
feature learning and classification simultaneously. This approach allows optimizing
the feature extraction process specifically for the given task, resulting in potentially
more informative and task-specific features. During the learning process, they implic-
itly perform feature selection by assigning higher importance to more relevant features.
The model learns to focus on the features that contribute most to the prediction task,
effectively selecting the most beneficial features for the given problem. However, it’s
important to note that feature engineering can still be beneficial in certain cases
when using Deep Learning models. It can be used to preprocess and augment the
data, perform dimensionality reduction, or extract specific domain-specific features
that are not easily learned by the model. Feature engineering in deep learning focuses
on data preprocessing and augmentation rather than handcrafting features as in
traditional machine learning methods. In addition, Deep Learning models are able
to capture complex patterns and contextual information. Contextual understanding
is achieved by using convolution and pooling operations, for example, to incorpo-
rate contextual information from neighboring pixels in contrast to Random Forest.
Nonetheless, they possess a lack of interpretability compared to traditional methods
like random forest due to their more complex model architecture. Furthermore, they
are computationally time-consuming due its complex architectures and costly due to
Graphics Processing Unit (GPU) hardware resource-demanding. Nevertheless, in
recent years, deep learning approaches have provided state-of-the-art performance for
many segmentation tasks. In the following, the workflow for applying deep learning
models are demonstrated and how a model is generally built.

Each Deep Learning model is built by so-called neurons, which are inspired by
our biological neurons. In a model of interconnected neurons, the task of a neuron is
to process and transmit information. Each neuron receives input from other neurons
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or external sources, applies a mathematical transformation to the input, and produces
an output associated with a weight. Weights determine how each input affects the
neuron’s output. They are adjusted during the training process to optimize the
model’s performance. The weighted sum of the inputs is passed through a so-called
activation function, which establishes non-linearity into the neuron’s output. A
popular activation function is ReLU (Rectified Linear Unit), defined as

ReLU(x) =

x if x > 0
0 if x ≤ 0

with ReLU ′(x) =

1 if x > 0
0 if x ≤ 0

(4.10)

In addition, before passing through the activation function, a bias term can be added
to the weighted sum. The bias causes the neuron to translate the activation function,
affecting overall behavior of each neuron. It enables breaking the symmetry among
neurons and capturing prior knowledge, resulting in different outputs, and learning
individual features for neurons with the same weights, e.g. to properly handle class
imbalance. The output is then passed to other neurons in the model, forming a chain
of information flow.
In summary, an artificial neuron can be described mathematically by

outputs = f(
∑

inputs
inputs · w + b), (4.11)

where the weights w and the bias b are generally optimizable.
Neurons of the same mathematical operation are organized in layers, forming the
basis of the Deep Learning approach. Often, the layers are categorized into three
classes:
Input layer: The input layer defines the shape and format of the input data, such as
the dimensions and channels of an image.
Hidden layers: Hidden layers are intermediate layers between the input and output
layers. They usually consist of multiple neurons. The neurons of the hidden layer
obtain the results of the previous layer and apply mathematical transformations
such as described in 4.11. The number of hidden layers and their neurons are
hyperparameters that can be adjusted based on the complexity of the task. Common
layers are so-called convolutional layers (CNN), where the spatial dimension of the
data is reduced by simultaneously increasing the channel dimension. The channels
corresponds to the feature map containing the learned features. The output of a
jth convolutional layer aj

i,c of the ith neuron corresponding to the channel c, can be
described by

aj
i,c = f(

∑
k=−K,...,K

∑
l=1,...,Nj−1

channel

aj−1
i+k,l · w

j
k,l,c + bj

c), (4.12)

where j denotes the index of the current layer. The index k corresponds the index
of a kernel with kernel size K ×K. The index c ∈ {1, ..., N j

channel} and l denote the
channel of the current layer as well as the previous layer. N j

channel are the number of
channels of the jth convolutional layer. The weight wj

k,l,c acts as N j−1
channel ·N

j
channel
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convolutional kernels. bj describes the corresponding bias of the jth layer.

Output layer: The output layer generates the final outcome. Depending on the
type of task, such as binary classification or multi-class classification, the number of
neurons is selected differently. For instance, these layers are often fully connected
layers, where every neuron is connected to every neuron in the previous layer. The
reason for this is that the number of weights and the biases that need to be optimized
are related to the square of the number of the previous layer. Thus, they are used
only after some layers, where the input was downsampled. The output aj

i can be
related to the input of the previous layers aj−1

k as follows

aj
i = f(

∑
k

aj−1
k · wj

k,i + bj
i ), (4.13)

where wj
k,i and bj

i denote the weights and biases. f denotes the activation func-
tion. The index i corresponds to the ith neuron. The index j denotes the jth
fully-connected layer. The index k describes the number of all neurons of the pre-
vious layer. In general, this layer type can be used to perform segmentation [129],
classifications [216] or to predict transformation parameters for registering images [90].

To learn features from different resolutions of the data, there are also downsampling
and upsampling layers. In general, downsampling and upsampling layers have no
parameters to optimize. For downsampling, max pooling is common. Max pooling
operates on a local region of the input, typically defined by a small window. This
window slides over the spatial dimensions of the data, moving in predefined steps.
At each position, it extracts a subset of features. For each subset, the max pooling
layer takes the maximum value from that subset. It is an effective way to obtain
the most important feature of this region. To upsample the spatial resolution, inter-
polation techniques are applied. where image pixels/voxels themselves contain less
information.
In recent years, so-called encoder-decoder network architectures, such as the U-Net
architecture, have become a widely used architecture for various image segmentation
tasks [196]. They consist of multiple convolutional and pooling layers. The encoder
part is responsible for capturing high-level features from the input data. These
layers increase the number of channels (feature maps) while decreasing the spatial
dimensions. This part condenses the input image into a compact representation. The
decoder part reconstructs the spatial information and upsamples the feature maps
to produce an output that matches the spatial dimensions of the input. It consists
of several convolutional and upsampling layers. These layers incrementally increase
spatial dimensions to input size while reducing feature maps. The skip connections
connect the encoder and decoder at multiple levels, allowing the decoder to make
use of information from the encoder at different scales. This means that the output
of each encoder block is concatenated to the corresponding decoder block. These
skip connections are a key feature of U-Net to preserve spatial details, for example.
The workflow for establishing a Deep Learning approach for training tasks such as
segmentation typically involves the following steps:
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1. Data preparation
This includes dividing your dataset into training, validation, and test sets, and
performing any necessary data preprocessing steps such as normalization, resizing,
or data augmentation. Data augmentation describes a procedure in which a series of
transformations are applied to improve the diversity of the training dataset. These
transformations create variations of the original data, but retain the same underlying
information. This is used to reduce overfitting by adding a form of implicit regu-
larization and making the result more generalizable. By applying random spatial
transformations such as deformations, rotations, and scaling, the model is forced
to learn features that are invariant to these transformations. However, it should
be used with caution to avoid introducing unrealistic or misleading augmentations.
Typically, supervised learning groups training data into input-target pairs (the input
and the desired output). This is the most common type of training.

2. Model Selection and Architecture Design
Choose an appropriate neural network architecture for your task, such as convolu-
tional neural networks (CNNs) for image-related tasks. Specify the number of layers,
the types of layers (convolutional, pooling, fully connected, etc.), and the activation
function for each layer. In terms of the spatial and channel dimensions of the model,
define the input shape of your input data.

3. Choice of loss function
Define an appropriate loss function that measures the discrepancy between the
predicted outputs of the model and the desired output in the training data. It guides
the optimization process and provides a quantitative measure of model performance.
A common loss function for segmentation tasks is the cross-entropy loss CE [47],

CE = −
C∑
c

tcln(pc), (4.14)

where tc corresponds to the target segmentation and C characterize the number
of classes. pc denotes the predicted probability map for each class of the model,
generated by a softmax-activation of the output layer given by

f(w)i = ewi∑C
j=1 ewj

(4.15)

with the weight wi for each class. Another common loss function/ evaluation measure
for segmentation tasks is the dice coefficient loss DSC [50, 238] given by

DSC = 2|A ∩B|
|A|+ |B| (4.16)

with the predicted segmentation A and the target segmentation B.|.| characterizes
the cardinality. For registration tasks, the mean absolute error and the mean squared
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error are usually used.

3. Choice of optimization method
Select an optimization method, such as Adam or Stochastic Gradient Descent (SGD),
and set its parameters, including the learning rate. The common methods of optimiza-
tion and the way in which optimization is performed in general have been described
comprehensively in the previous section. For Deep Learning models, optimization
algorithms such as SGD or Adam are used to update the weights and biases of the
model based on the gradients computed during backpropagation [195] using the chain
rule to minimize the chosen loss function.

4. Model training
Initialize the model with random weights or pre-trained weights from a similar task
or architecture. Feed training data to the model in batches (multiple samples),
provided that the training data is cut into equal-sized subsections (called patches) to
avoid exceeding existing CPU/GPU memory limits. Compute the forward pass and
calculate the loss between the predicted output and the input target. Backpropagate
the gradients through the entire network and update the model weights and biases
using the selected optimizer. Iterate this process for multiple epochs, adjusting the
model parameters to minimize the loss, and evaluate the model’s performance on
the validation set.
An epoch is defined as a number of iterations or a run over the entire training dataset.
The described training approach, where gradients of multiple samples are accumu-
lated in so-called batches (mini-batch gradient descent), stabilizes and improves the
optimization process.
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5Preclinical Experiment Setup

In this thesis, an analysis pipeline for an established preclinical experiment based
on the proton brain irradiation of mice [222] was developed to study late radiation-
induced effects as function of dose and LET at the single-cell level in 3D. The estab-
lished preclinical experiment comprises 21 mice (11 C57BL/6JRj and 10 C3H/HeNRj
mice), where the right brain hemisphere was irradiated with a pristine proton Bragg
peak. The mice were killed either when serious side effects, occurred followed by
magnetic resonance imaging (MRI), or after six months, and the brain was excised
and stained. An overview of the established peclinical model is displayed in Figure
5.1,

Fig. 5.1: Overview of the workflow for the preclinical experiment to investigate radiation-
induced response after the proton irradiation of normal brain tissue.

In the following, the two mouse strains will be abbreviated as “B6“ and “C3H“. Two
strains were selected to include biological diversity in order to be able to observe
differences in terms of radiosensitivity [267].
In this thesis, the pipeline was applied to six irradiated and two non-irradiated
mice that were already stained and microscopically imaged. The following sections
describe key parts of the preclinical experiment for the pipeline.
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5.1 CBCT and X-ray imaging
The mice were delivered two weeks before irradiation. One week prior to dose
delivery, cone beam computed tomography (CBCT) imaging and X-ray imaging were
conducted [242], as displayed in Figure 5.2.

(a) (b)

Fig. 5.2: An exemplary CBCT slice (subfigure 5.2a) and an exemplary X-ray image (sub-
figure 5.2b) of a mouse.

The CBCT imaging parameters were 60 kV, 5 mA, and the image voxel spacing was
100 µm x 100 µm x 100 µm. The X-ray imaging parameters were 60 kV, 5 mA, and
an image pixel spacing of 100 µm x 100 µm. The CBCT was taken with a custom
designed bed unit in [155]. The proton brain irradiation was run on a different day.
The detailed logs are presented in [230, 231].

5.2 Treatment
For the treatment, the target area/point, specifically the right hippocampal region,
was identified based on the Allen Mouse Brain Atlas and the recorded CBCT image
[Allen mouse atlas]. In addition, an X-ray image was recorded shortly before the
treatment for 2D repositioning of the mouse according to the target region at the
experimental beamline. The mice were irradiated with doses ranging from 0 to 85
Gy with a pristine proton Bragg peak with a spot width of 4 mm (1-sigma) in the
air at the isocenter. Three dose points were considered at 40 Gy, 60 Gy, and 80 Gy
for C3H and 45 Gy, 65 Gy, and 85 Gy for B6. The beam position spread was 4.75
mm in the x-direction and 5.75 mm in the y-direction. The beam angular spread
was 3.5 mrad in the x-direction and 5.5 mrad in the y-direction.
After the proton beam exits, the beamline consists of three collimators with decreasing
collimator size down to 4 mm. A PC (Polycarbonate) block was placed between the
second and third collimator to act as a range shifter to stop the proton beam in
the right hemisphere of the brain. The spot energy was 92.4 MeV when leaving the
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nozzle and was reduced to about 27 MeV by the PC slab before entering the mouse.
An exemplary schematic experimental setup for the proton irradiation is shown in
Figure 5.3.

(a)

(b)

Fig. 5.3: Experimental preclinical beamline. 1. Beam exit, 2. First cylindrical brass
collimator with 77,5 times 77 mm2 size, 3. Second cylindrical brass collimator
with 20mm diameter, 4. PC range-shifter with a thickness of 46.5mm, 5. Square
brass collimator with 4mm diameter, 6. PMMA transport box with a wall
thickness of 2.27mm, 7. Bedding unit and 8. The irradiated mouse. The subfigure
5.3a shows the schematic experimental setup in millimeters. The subfigure 5.3b
visualizes an exemplary run of 100 particles of the setup in TOPAS. Protons are
displayed in blue. Electrons are displayed in red. Gamma rays are displayed in
green.
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5.3 MRI follow-up
Magnetic resonance imaging (T1-weighted and T2-weighted) with a 1 T small animal
MR scanner (nanoScan® PET/MRI, Mediso Medical Imaging Systems, Budapest,
Hungary) was applied to physiologically monitor the evolution of radiation-induced
injuries in mice as shown in Figure 5.4. The repetition time TR was 15 ms 1000 ms
for T1 and 1000 ms for T2. The echo time TE was 3.1 ms for T1 and 97.7 ms for T2.

Fig. 5.4: An exemplary MRI follow-up (T1-weighted) of a mouse irradiated with 65 Gy
showing contrast enhancing brain lesions at the timepoints (from left to right):
Immediately before the proton irradiation, 3 weeks, 7 weeks, 11 weeks and 20
weeks after the proton irradiation.

5.4 Histology
Brain tissue was fixed in 4% formalin and prepared for paraffin embedding using a
Benchtop Tissue Processor. The embedded samples were sectioned into 3 µm thick
slices transversely across the brain at a distance of 100 µm from each other. Hema-
toxylin & eosin or immunofluorescence staining was then performed on these sections.
Following dewaxing, rehydration, and heat-induced antigen retrieval, Antibody stain-
ing, such as rat anti-GFAP (Glial fibrillary acidic protein) was conducted. The
sections were blocked prior to incubation with a primary antibody (rat anti-GFAP)
and a secondary antibody (anti-rat AlexaFluor488). The staining was followed by
DAPI counterstaining revealing all cell nuclei.
The study used an Axio Scan.Z1 digital slide scanner with a Plan-Apochromat
10x/0.45 M27 objective and an effective numerical aperture of 0.45 to acquire image
tiles. Image tiles were automatically stitched and *.czi image pyramids were auto-
matically created with a 16-bit image depth and the highest resolution corresponding
to 0.65 µm x 0.65 µm. In this thesis, the reactive astrocytes stained by GFAP are
considered and the DAPI counterstaining are used for registration. An exemplary
stained section is shown in Figure 5.5.
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Fig. 5.5: An exemplary GFAP-stained histological slice (magenta) overlayed on the corre-
sponding DAPI-stained slice (green) of a C3H mouse irradiated with 60 Gy.
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5.5 Data reading and visualization
The work is based on multiple output data formats due to the proprietary devices
used for fluorescence microscopy (*.czi data format) or imaging for treatment and
health status monitoring of mice (*.dcm data format). In order to be able to process
and view the images together, the file formats for all intermediate and output images
of our experiment in the pipeline were standardized to the "Neuroimaging Informatics
Technology Initiative" format, NIfTI (*.nii data format), which contains all necessary
initial metadata such as resolution, size or exposure time.
For reading and writing (Digital Imaging and Communications in Medicine) DICOM
and NIfTI files, a medical image reader/writer "napari-medical-image-formats" has
been developed for the Napari software [156]. The implementation is based on Pydi-
com [143] and ITK [95, 96, 147, 274]. The plugin allows users to load medical image
data directly into the Napari viewer for easy visualization, metadata management
and analysis in a user-friendly way within the Napari ecosystem.
To read and process the CZI files effectively, a reader was adapted from the CZI file
package in Python [48] to read the files or region of interest (roi) and process each
tile/roi independently via multithreading. The tiles may or may not overlap each
other. The meta-information is defined by a user-defined dictionary or extracted
from the original CZI files themselves. Any necessary stitching of tiles/rois is also
performed according to the meta-information provided by the user-defined dictionary
or by the original CZI files.
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6Monte-Carlo beam transport
simulations

6.1 Monte-Carlo simulation of dose and LET
Monte Carlo simulations were performed using TOPAS MC 3.5 software [180] to
obtain the dose and LET for each point of the brain defined by the corresponding
CBCT image. For this purpose, essential elements of the experimental beamline
were implemented with experimental verification of the simulated beam parameters
using EBT3 films [31, 67] as shown in 5.3. The simulation was conducted with a
total of 1010 particles that were split into 100 independent runs with 108 particles in
each run. To achieve a fast computation time, a phase-space file was generated after
the third collimator.
The adapted simulation file is described in Algorithm 1.

39



Algorithm 1 TOPAS MC file: Setup geometry and Phasespace
1: s : Ge/World/Material = ”Air”
2: d : Ge/World/HLX = 1.0 m
3: d : Ge/World/HLY = 1.0 m
4: d : Ge/World/HLZ = 2.0 m
5: b : Ge/World/Invisible = ”True”
6: s : Ge/PMMA/Type = ”TsBox”
7: s : Ge/PMMA/Parent = ”World”
8: s : Ge/PMMA/Material = ”Lucite”
9:

10: Generate PMMA transport box
11: d : Ge/PMMA/HLX = 5 cm
12: d : Ge/PMMA/HLY = 5 cm
13: d : Ge/PMMA/HLZ = 1.135 mm
14: d : Ge/PMMA/TransZ = −1.6935 cm
15:
16: Load the Phasespace file in the Monte Carlos TOPAS World
17: s : So/Phasespace/Type = ”PhaseSpace”
18: s : So/Phasespace/PhaseSpaceF ileName = ”Phasespace_file”
19: s : So/Phasespace/Component = ”World”
20: b : So/Phasespace/PhaseSpaceIncludeEmptyHistories = ”False”
21:
22: Conversion of Hounsfield Units in materials [Schneider]
23: includeF ile = Felicia_SPR.txt
24: s : Ge/Patient/ImagingtoMaterialConverter = ”Schneider”
25:
26: Mouse = Patient
27: s : Ge/Patient/Type = ”TsDicomPatient”
28: s : Ge/Patient/Parent = ”World”
29: s : Ge/Patient/DicomDirectory = ”Path_to_SPR_data”
30: sv : Ge/Patient/DicomModalityTags = 1 ”CT”
31:
32: Positioning of the mouse
33: d : Ge/Patient/TransX = 0 m
34: d : Ge/Patient/TransY = Y_Shift_Target_in_Topas {algorithm 3}
35: d : Ge/Patient/TransZ = Z_Shift_Target_in_Topas {algorithm 3}
36: d : Ge/Patient/RotY = 270 deg
37: d : Ge/Patient/RotX = 0.0 deg
38: d : Ge/Patient/RotZ = 0 deg
39: iv : Gr/Patient/ShowSpecificSlicesZ = 1 1
40:
41: Scoring (see Algorithm 2)
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Algorithm 2 TOPAS MC file: Scoring
1: Scoring
2: s : Sc/Dose/Quantity = ”DoseToMedium”
3: s : Sc/Dose/Component = ”Patient”
4: s : Sc/Dose/OutputF ile = ”Dose”
5: b : Sc/Dose/OutputToConsole = ”False”
6: s : Sc/Dose/IfOutputF ileAlreadyExists = ”Overwrite”
7: s : Sc/Dose/OutputType = ”DICOM”
8: b : Sc/Dose/OutputAfterRun = ”True”
9:

10: s : Sc/LET/Quantity = ”LET”
11: s : Sc/LET/Component = ”Patient”
12: s : Sc/LET/OutputF ile = ”LET”
13: s : Sc/LET/IfOutputF ileAlreadyExists = ”Overwrite”
14: b : Sc/LET/OutputToConsole = ”False”
15: s : Sc/LET/OutputType = ”DICOM”
16: b : Sc/LET/OutputAfterRun = ”True”
17:
18: Number of runs
19: i : Tf/NumberOfSequentialT imes = 100
20: i : Ts/NumberOfThreads = 0

A Hounsfield look-up table was used to convert the CBCT numbers in each voxel
to stopping power ratios (SPR), and then the MATA-approach [181] was used to
synthesize material-assigned volumes based on the SPR values. Dose and dose-
weighted LET1 were calculated for each voxel of a subset of the CBCT image around
a selected hippocampal target point.
The step-by-step upper LET cut-off was set to 1000 keV/µm in the simulations.
In addition, to avoid too high values for the LET in air, the dose deposition of
secondary electrons in regions with densities less than 0.1 g/cm3 ( 1/10 of the water
density) was ignored. The conversion of the target point of the CBCT to the TOPAS
coordinate system as well as the positioning of the mice on a subset of the CBCT in
the simulation was performed fully automatically by a Python translation script as
shown in Algorithm 3. The implementation used the NumPy package [80] and the
Pydicom package [143].

1In the following parts of this thesis, LET refers to dose-weighted LET.
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Algorithm 3 Conversion: CBCT coordinate system to TOPAS coordinate system
Input: full_dicom_path_folders, CBCTVolume_Size_X_All,

CBCTVolume_Size_Y_All, Origin_Y_All, Origin_Z_All,
Shift_Y_All, Shift_Z_All,
{CBCTVolume_Size_X_All, CBCTVolume_Size_Y_All, Origin_Y_All,
Origin_Z_All, are calculated according to Algorithm 4,
Shift_Y_All, Shift_Z_All are calculated according to Algorithm 5}

Output: X_Shift_Target_in_Topas, Y_Shift_Target_in_Topas,
Z_Shift_Target_in_Topas

1: length_folder← len(full_dicom_path_folders)
2: CBCTVolume_Size_Z_All← list()
3: l← 0
4: while l < length_folder do
5: Count_files← len(glob.glob(full_dicom_path_folders[l], ” ∗ .dcm”))

{glob built in python module to find all the pathnames matching a specified
pattern}

6: CBCTVolume_Size_Z_All.append(Count_files)
7: l← l + 1
8: end while
9: X_Shift_Target_in_Topas← −(CBCTVolume_Size_Z_All/20

+ Origin_Z_All) + Shift_Z_All
10: Y_Shift_Target_in_Topas← −(−CBCTVolume_Size_Y_All/20

+ Origin_Y_All) + Shift_Y_All)
11: Z_Shift_Target_in_Topas← CBCTVolume_Size_X_All)/20
12: return X_Shift_Target_in_Topas, Y_Shift_Target_in_Topas,

Z_Shift_Target_in_Topas
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Algorithm 4 Determination of the origin system
Input: path_list {List of the DICOM-files for every mouse corresponding to the left

image corner}
Output: CBCTVolume_Size_X_All, CBCTVolume_Size_Y_All,

Origin_Y_All, Origin_Z_All
1: Origin_Y_All← list()
2: Origin_Z_All← list()
3: CBCTVolume_Size_X_All← list()
4: CBCTVolume_Size_Y_All← list()
5: for path in sorted(path_list) do
6: dataset← dcmread(path)
7: Origin_Y← float(dataset.ImagePositionPatient[1])
8: Origin_Z← float(dataset.ImagePositionPatient[2])
9: CBCTVolume_Size_X← dataset.Columns

10: CBCT_Volume_Size_Y← dataset.Rows
11: Origin_Y_All.append(Origin_Y)
12: Origin_Z_All.append(Origin_Z)
13: CBCTVolume_Size_X_All.append(CBCTVolume_Size_X)
14: CBCTVolume_Size_Y_All.append(CBCTVolume_Size_Y)
15: end for
16: return CBCTVolume_Size_X_All, CBCTVolume_Size_Y_All,

Origin_Y_All, Origin_Z_All

6.1 Monte-Carlo simulation of dose and LET 43



Algorithm 5 Function reading the RT and RT_Struct_Class to obtain the
Earpin=(0,0,0)=Isocenter in CBCT and the selected Target coordinates, as well as
compute the translation vector from earpin to target
Input: path_list_RT {List of RT structure files}
Output: Shift_Y_All, Shift_Z_All

1: Shift_Y_All← list()
2: Shift_Z_All← list()
3: for path in sorted(path_list_RT) do
4: metadata← dcmread(path)
5: DICOM_RT_Metadata← dict()
6: i← 0
7: while i < length(metadata.ROIContourSequence) do
8: Coordinates, name← RT_Struct _Class(metadata, i){Algorithm 6}
9: DICOM_RT_Metadata[name]← Coordinates

10: i← i + 1
11: end while
12: Earpin← DICOM_RT_Metadata.get(’Earpin’)
13: Target← DICOM_RT_Metadata.get(’Target’)
14: Shift_Y← Target.coordinates[1]− Earpin.coordinates[1]
15: Shift_Z← Target.coordinates[2]− Earpin.coordinates[2]
16: Shift_Y_All.append(Shift_Y)
17: Shift_Z_All.append(Shift_Z)
18: end for
19: return Shift_Y_All, Shift_Z_All

Algorithm 6 RT_Struct_Class holds relevant data from DICOM RT Structure file
Input: metadata, index
Output: coordinates, name

1: name = metadata.RTROIObservationsSequence[index].ROIObservationLabel
2: ROI_Contour_Sequence← metadata.ROIContourSequence[index]
3: coordinates ← ROI_Contour_Sequence .ContourSequence[0].ContourData

{Store coordinates}
4: Observation_Sequence← metadata.RTROIObservationsSequence[index]
5: Observation_Number← Observation_Sequence.ReferencedROINumber
6: Contour_Sequence← metadata.ROIContourSequence[index]
7: Contour_Number← Contour_Sequence.ReferencedROINumber
8: if Contour_Sequence ̸= Contour_Number {Check if index leads to same ROI

when different DICOM fields are accessed} then
9: coordinates← list()

10: end if
11: return coordinates, name
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Each voxel of the CBCT image was finally assigned a dose and a LET value. The
dose was rescaled to relative units with respect to the applied maximum dose.
In addition, the amount of the secondaries like neutrons, alpha particles, and heavier
particles on the LET was investigated. For this purpose, a custom scorer was written
in C++ to measure their effect. The implementation of the custom step-by-step
LET scorer is shown in Algorithm 7.

Algorithm 7 Step-by-step LET Scorer in TOPAS
Input: astep
Output: LET

1: fMaxScoredLET← 1000 MeV/mm/(g/cm3) {1000 keV/µm in water}
2: density← aStep→ GetPreStepPoint()→ GetMaterial()→ GetDensity()
3: fNeglectSecondariesBelowDensity← 0.1 g/cm3

4: stepLength← aStep→ GetStepLength()
5: if stepLength ≤ 0 then
6: return false
7: end if
8: LET← 0
9: for particle do

10: eDep← aStep→ GetTotalEnergyDeposit()
11: density← aStep→ GetPreStepPoint()→ GetMaterial()→ GetDensity()
12: dEdx← 0
13: dEdx← eDep/stepLength
14: weight← 1.0
15: weight = weight · (eDep/MeV)
16: if fMaxScoredLET ≤ 0 or dEdx/density < fMaxScoredLET then
17: if particle = Secondary and density > fNeglectSecondariesBelowDensity

then
18: LET← AccumulateHit(aStep, weight · dEdx/density)
19: end if
20: if particle = Primary then
21: LET← AccumulateHit(aStep, weight · dEdx/density)
22: end if
23: end if
24: end for
25: return LET

6.1 Monte-Carlo simulation of dose and LET 45





7Preprocessing

7.1 Preprocessing of the CBCT and X-ray images for 3D
position reconstruction
Prior to 3D position reconstruction (as described in the next chapter), some essential
steps are required, such as removing the mouse bed, earpins, and mouse head. This
is done using a morphological binarization procedure and the CBCT image is then
cropped to the relevant part. The procedure is described in Algorithm 8. The
preprocessing steps were implemented by the python packages NumPy [80] and
scikit-image [259].

Algorithm 8 Preprocessing of CBCT images
Input: CBCT (image)
Output: Preprocessed CBCT (image)

1: CBCT← intensity_range_normalization(CBCT, range=(0,1))
2: CBCT_mask← CBCT[CBCT ≤ 0.05] = 0
3: CBCT_map← label(CBCT_mask, connectivity=1-connected sense)
4: CBCT_object_areas← regionprops.area(CBCT_map)
5: CBCT_map← remove_small_holes(CBCT_map
6: CBCT_object_max_area← max(CBCT_map)
7: CBCT_map← remove_small_objects(CBCT_map,

area_threshold = CBCT_object_max_area− 1)
8: CBCT← CBCT[CBCT_map = 0] = 0
9: CBCT← crop_non_zero_mask(CBCT, CBCT_map)

10: return CBCT

In addition, the X-ray was cropped and oriented to the CBCT image by our self-
developed Napari tools napari-nd-cropper and napari-elementary-numpy-operations.
The implementations are based on pyQt5 [188].
napari-nd-cropper allows users to easily define regions of interest within their
multidimensional image data and interactively crop them to focus on the relevant
parts. This tool allows the user to crop a region of interest of a predefined size based
on a double-click, an interaction box, or the view. The graphical user interface (GUI)
is displayed in Figure 7.1.
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(a) (b)

Fig. 7.1: The Graphical User Interface of the Napari plugin napari-nd-cropper. The
subfigure 7.1a displays the cropping mode with sliders. The subfigure 7.1b
displays the cropping mode via mouse clicks with predefined cropping size.

napari-elementary-numpy-operations simplifies and accelerates the image processing
workflow within Napari ecosystem by providing essential NumPy operations such
as flipping, swapping axes, or 90°-rotation directly in the Napari viewer. Users can
interactively experiment with various operations and quickly assess the impact on
the image data without the need for additional coding. NumPy is a popular Python
library for numerical computations, and this plugin leverages its functionality to
allow users to manipulate the image data in various ways and instantly visualize the
outcomes. The graphical user interface is displayed in Figure 7.2.
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Fig. 7.2: The Graphical User Interface of the Napari plugin napari-elementary-numpy-
operations.

Additonally, the intensity values of the CBCT and X-ray images were normalized
to a range between 0 and 1. In a further step, the X-ray images were convolved
with a 3x3 averaging kernel for denoising. The X-ray image was also adjusted to
match the cumulative histogram of the CBCT image using the match_histograms
implementation of scikit-image. This process is summarized in the Algorithm 9. The
preprocessing steps were implemented by the python packages NumPy, SciPy [256]
and scikit-image.

Algorithm 9 Preprocessing of X-ray images
Input: X-ray image (X-ray), CBCT image (CBCT)
Output: Preprocessed X-ray image

1: X-ray← pad(X-ray, new_shape = (CBCT.shape(1), CBCT.shape(2)))
2: X-ray← resample(X-ray, X-ray_resolution, CBCT_resolution)
3: X-ray← intensity_range_normalization(X-ray, range=(0,1))
4: X-ray← convolve(X-ray, kernel = ones((3, 3))/9, mode =′ same′)
5: Cov(X-ray, CBCT)← covariance(X-ray, CBCT)
6: Offset(X-ray, CBCT)← CBCT.mean()− Cov(X-ray, CBCT) · X-ray.mean()
7: X-ray← Cov(X-ray, CBCT) · X-ray + Offset(X-ray, CBCT)
8: X-ray← match_histogram(X-ray, mean_projection(CBCT))
9: return X-ray
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7.2 Preprocessing of the histological images
After the histological data acquisition an effect called vignetting still exists in each
tile in general [97]. Vignetting refers to a phenomenon in which the illumination
intensity or fluorescence signal gradually decreases toward the edges of the field of
view. It appears as a gradual darkening from the center to the periphery of the image.
It can be caused by a variety of factors, including the optical characteristics of the
microscope, lens aberrations, detector sensitivity, and uneven illumination across the
microscope field of view due to factors such as uneven light source intensity, improper
alignment of the illumination system, or sample properties e.g. variations in slice
thickness. In our case, this results in a grid pattern of the final stitched image as
shown in Figure 7.3.

50 Chapter 7 Preprocessing



Fig. 7.3: An example of vignetting grid pattern in our fluorescence microscopy image data.
The orange arrow indicates the darker areas producing the grid pattern.

Removing the effects of vignetting is essential for accurate and reliable image regis-
tration of the histological images because the grid pattern distracts the algorithms
by providing additional local minima that are difficult for the optimizers to escape.
Furthermore, it can affect the performance of the segmentation of astrocytes, as it
will be investigated in Section 10.1.
To approximate and eliminate the vignetting effect, all tiles are averaged into one
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image using the following formula

tmean(x, y) = 1
N

N∑
i=1

ti(x, y), (7.1)

where ti(x, y) represents the individual tiles located at (x, y) and N denotes the total
number of tiles covering an entire histological image. A Gaussian blur was then
applied to remove the high spatial frequency information while preserving the low
spatial frequency information that makes up the vignetting profile, and used as a
normalization according to

tcorrected(x, y) = ti(x, y)/Gfilter(tmean(x, y)) (7.2)

with the Gaussian filter function Gfilter corresponding to the 3x3 Gaussian kernel g
with a standard deviation of 1, of the following form:

g(x, y) = 1∑
x,y e− x2+y2

2

e− x2+y2
2 (7.3)

The scikit-image implementation was used for the Gaussian blur.
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8Quantification of dose
delivery accuracy in 3D

Our goal in this work is to study late radiation-induced effects as a function of dose
and LET at the single-cell level in 3D, which requires dose delivery accuracy on the
order of 0.1 mm [254] in 3D and not only in 2D, especially for protons with steep
LET around the Bragg peak. Positioning uncertainties relative to the beam result
in dose delivery errors. Since our research question requires accurate knowledge of
the dose at any given point in the irradiated volume, but not accurate deposition
of a specific dose to a specific location, residual errors of image guidance can be
accounted for by calculating the a-posteriori dose.
A total of 42 C3H/He and ten C57/BL6 mice were used to evaluate our approach. The
protocols and the detailed experimental procedures of our project and the previous
project were described in [230, 231]. CBCT and X-ray data of mice from two
projects were investigated (Landesdirektion Sachsen, DD24.1-5131/449/32; DD24.1-
5131/394/50 [230, 231]). Nevertheless, the Monte Carlo beam transport simulations
used for evaluation are still the same as those described in Chapter 6.
To investigate the dose delivery accuracy and the a-posteriori dose corresponding to
the real dose, a multi-step process (Figure 8.1) was proposed.
In step A1, the repositioning accuracy of mice using 3D CBCT imaging are quantified.
In step A2, the effects of positional uncertainties on dose delivery are determined via
Monte Carlo simulations and the degrees of freedom in positioning the mouse skull
are ranked according to the magnitude of dose change from a-priori dose. In step
B1, a 2D-3D image matching algorithm is presented to determine the setup error of
the mouse skull from a single 2D projection image with high accuracy. With this
algorithm, the actual animal positions during delivery can be determined and fed
into the Monte Carlo dose calculation to obtain the a-posteriori dose. Next, in step
B2, the accuracy of the matching algorithm is quantified, yielding distributions of
the residual uncertainties about the mouse position during irradiation. Finally, the
associated dose uncertainties for the a-posteriori dose are quantified in step B3.
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Fig. 8.1: Overview of the presented steps for a-priori dose and a-posteriori dose calculation
consisting of quantification of the repositioning/residual uncertainty and the
resulting dose localization uncertainty.
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8.1 Step A1: Repositioning Accuracy
The statistical distribution of setup errors in all six degrees of freedom was extracted
from the CBCT images acquired for all animals for dose computation. Here, it was
assumed that due to the genetic similarity of inbred mouse strains, all animals of
the same strain, age, and sex were anatomically similar enough to be treated as the
same individual, so that the set of 52 CBCTs could be treated as different setup
realizations of the same animal of the same strain. To acquire the error distributions,
all possible pairs of CBCT images were registered rigidly against each other, yielding
(10 · 9/2 + 42 · 41/2) = 906 registrations for ten C57/BL6 mice and 42 C3H/He mice,
respectively. Statistical distributions of relative misalignments in all six degrees of
freedom of a target region were extracted from the registration operations. The
ten C57/BL6 mice and 42 C3H/He mice were registered separately using the self-
developed optimization algorithm toolkit described in the next chapter with mutual
information loss with a number of bins equal to 64 and the same optimizer settings
as described in Section 9.2. However, the setup errors are analyzed together because
the relative misalignments can be considered independent of the specific mouse
strain. To estimate the distribution of setup errors from the distribution of relative
misalignments between all pairs of mice, the following rationale was used:
It is assumed that the setup errors in all degrees of freedom are drawn from a normal
distribution Na(µa, σ2

a) with mean µa and unknown variance σ2
a. Since the absolute

misalignments of two mice are independent but come from the same distribution
Na(µa, σ2

a), it could be assumed that the distribution Nr(µr, σ2
r) of the relative

misalignments between two mice emerges from the difference of two Na(µa, σ2
a).

Therefore, the standard deviation σ2
a could be estimated as

σa = σr√
2

(8.1)

The necessary preprocessing of the CBCT images was described in Section 7.1.

8.2 Step A2: Uncertainties of A-priori dose
For five randomly chosen planning CBCTs, dose distributions were calculated with
Monte Carlo according to Chapter 6 for misalignments corresponding to the quantiles
of the 1σa standard error for the statistical distributions of the setup uncertainties
in all six degrees of freedom.
For this purpose, the CBCT image was individually translated or rotated for each
experimental setup error in the positive and negative directions by the quantiles of
the 1σa standard error for the statistical distributions of the misalignments. The dose
was calculated and then transformed back to the reference coordinate system in which
the a-priori dose was calculated. This results in three dose curves corresponding to
1σa, −1σa and the unbiased dose curve, respectively.
The dosimetric impact of each setup error was quantified by the shift of the distal
gradient of the Bragg peak, computed at 50% of the maximum dose.
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8.3 Step B1: 3D Position Reconstruction
To determine the actual irradiation position of the mouse for the computation of the
a-posteriori dose, a 2D-3D image matching algorithm was developed that matches
the kV-lateral X-ray image to a DRR (digitally reconstructed radiograph) generated
from the CBCT by means of mean projection. The matching algorithm requires
DRR at various angles, which is calculated on the fly. This not only facilitated the
registration of the 2D images, but also helped determine the rotation angles of the
mouse, as the projected anatomical structure best matched the X-ray image for
optimal rotation angles. Thereby, the orientation of the mouse during the acquisition
of DRRs could be reconstructed.
The image matching algorithm was implemented in PyTorch [173] and is GPU-
capable. The Gradient Normalized Cross Correlation similarity [119] was chosen
as the loss function, which was minimized using an Adam optimizer provided by
PyTorch. The Gradient Normalized Cross Correlation similarity is given by

GNCC(I, J) = 1− 0.5 ·NCC(Gx(I)(Gx(J))− 0.5 ·NCC(Gy(I)(Gy(J)) (8.2)

with the definition of the Normalized Cross Correlation NCC(Gx(I)(Gx(J))

NCC(Gx(I)(Gx(J)) =
∑

x,y

(
Gx(I)−Gx(I)

) (
Gx(J)−Gx(J)

)
√∑

x,y

(
Gx(I)−Gx(I)

)2∑
x,y

(
Gx(J)−Gx(J)

)2
(8.3)

and the normalized cross correlation NCC(Gy(I)(Gy(J))

NCC(Gy(I)(Gy(J)) =
∑

x,y

(
Gy(I)−Gy(I)

) (
Gy(J)−Gy(J)

)
√∑

x,y

(
Gy(I)−Gy(I)

)2∑
x,y

(
Gy(J)−Gy(J)

)2
(8.4)

Gx and Gy describe the Sobel-operator in the direction x and y, respectively, convolved
with a provided image. The Sobel-operator Gx and Gy are given by 3x3 kernels of
the following forms

Gx =

1 0 −1
2 0 −2
1 0 −1

 (8.5)

Gy =

 1 2 1
0 0 0
−1 −2 −1

 (8.6)

I represents the generated DDR and J denotes the target X-ray image.
During the optimization process, the standard deviation was monitored of the Grad-
NCC similarity metric to stop at a final convergence, which was set to 10−6. The
initial learning rate was set to 0.01 and was decreased to 0.001 if the standard
deviation of the last ten iterations was below 0.001. The decay factor for the first
momentum was set to 0.9. The decay factor for the infinity norm was set to 0.999.
The necessary preprocessing of the X-ray images was described in Section 7.1.
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8.4 Step B2: Evaluation of Position Uncertainty
To quantify the accuracy of the matching algorithm, a simulation study with 200
registrations was performed. For this purpose, pairs of CBCTs and simultaneously
acquired lateral DRRs of mice are randomly generated. The CBCTs were subjected
to random translation and rotation parameters according to the misalignment distri-
butions derived in step B1. The matching algorithm was then tasked with recovering
the original position of the CBCT. Deviations in all degrees of freedom µe were
recorded in an absolute way.

8.5 Step B3: Uncertainty of A-posteriori dose
Dose distributions were calculated with Monte Carlo according to Chapter 6 corre-
sponding to the quantiles of the 1σ standard error after 3D position reconstruction
by 2D-3D image matching following the procedure described in Step A2. The
uncertainties of the position of the distal dose gradient were determined accordingly.

8.6 Software Implementation
The tools described above have been implemented in the following environments:
1. Preprocessing
2. Monte Carlo simulation
3. 3D position reconstruction by 2D-3D image matching
These environments were combined into a graphical user interface called the “Treat-
ment Planning System (TPS)”, which was built on top of the Napari framework.
The implementation is based on pyQt5 provided by the magicgui package [157]. The
graphical user interface is shown in Figure 8.2.
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Fig. 8.2: The Graphical User Interface of the Napari plugin Treatment Planning System
(TPS).
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9Registration

9.1 B-Spline interpolation
All registrations used in this thesis are based on cubic B-spline interpolation. B-
Splines are a type of piecewise polynomial function commonly used for interpolation.
The degree of the B-spline determines the smoothness of the interpolation. The
resulting interpolated values p(x) of an image based on cubic B-splines can be
expressed as [248–250]

p(x) =
∑
i=1

c[i′]β3(x− i′) for i′ ∈ Z. (9.1)

The cubic B-Spline bases are given by

β3(x) =


1
6(4− 3|x|2 · (2− |x|)), if |x| < 1
1
6(2− |x|)3, if 1 ≤ |x| < 2
0, if 2 ≤ |x|

. (9.2)

This can be easily obtained by the following recursive formula

βn(x) = (βn−1 ∗ β0)(x) (9.3)

with β0 defined a box function in the range [-0.5,0.5]

β0(x) = 1
2

(
sgn(x + 1

2)− sgn(x− 1
2)
)

. (9.4)

The coefficients c[i] describe the weights that contribute to the original samples f
located on the uniform grid.
To avoid smoothing of the interpolated samples due to the fact that the samples
inevitably do not cover the original sample points when using the raw version for
B-spline interpolation 9.1, the concept of prefiltering [28] is used. For this purpose,
9.1 is rewritten as a discrete convolution,

f(i) = (c ∗ b3)[i] (9.5)

with

b3[i] = β3(x)
∣∣∣
x=i

. (9.6)

According to the convolution theorem, the convolution can be expressed as the
product of its Fourier transform C(z) and B3(z),

F (z) = (C ·B3)(z) with z = eiw (9.7)
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This can be converted to

C(z) = (F ·B−1
3 )(z) (9.8)

with

B−1
3 = λ

zpz−1 − 1
zp

1− zpz
. (9.9)

The pole zp is given by
√

3− 2 and the parameter λ is equal to 6.
To obtain the expression c, B−1

3 can be considered as a composition of two filters, a
causal filter c+ and an anti-causal filter c− [28, 198]. The filters can be written as
recursive filters according to

c−[i] = zp(c−[i + 1]− c+[i]) (9.10)
c+[i] = λf [i] + zpc+[i− 1] (9.11)

For the constant boundary conditions

c[i] =

0 ∀ i < 0
c[N − 1] ∀i ≥ N

, (9.12)

the boundary coefficients c+[0] and c−[N − 1] are given by

c−[N − 1] = zp

zp − 1c+[N − 1] (9.13)

c+[0] = λ

(
f [0] +

M−1∑
i

zi+1
p f [i]

)
(9.14)

The B-spline coefficients c are then given by

c[i] = c−[i] (9.15)

Our implementation of the prefiltering follows the implementation in [198]. Cubic
B-spline prefiltering and interpolation are described in Algorithms 10 and 11.
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Algorithm 10 Prefiltering for Cubic B-Spline
Input: inp: Input tensor
Output: Filtered tensor of inp

1: dim← inp.dim()
2: for d in range(dim) do
3: pole←

√
3− 2

4: lambda← 6.0
5: inp← inp · lambda
6: inp← movedim(inp, dim, 0)
7: n← shape of inp[0]
8: inp[0] ← bound.const.causal(inp, pole, dim = 0, keepdim=False) {This func-

tion use 9.14}
9: for i← 1 to n− 1 do

10: inp[i]← inp[i] + inp[i− 1] · pole
11: end for
12: inp[−1] ← bound.const.anticausal(inp, pole, dim = 0, keepdim=False) {This

function use 9.13}
13: for i← n− 2 to 0 (step -1) do
14: inp[i]← (inp[i + 1]− inp[i]) · pole
15: end for
16: inp← movedim(inp, 0, dim)
17: end for
18: return inp
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Algorithm 11 Cubic Image B-spline Interpolation with Deformation Field
Input: Input image I, deformation field Df , output image size W ×H ×D
Output: Interpolated image Iinterp

1: Initialize Iinterp as an empty image of size W ×H ×D
2: I ← Prefilter(I) {Prefiltering according to Algorithm 10}
3: for x = 0 to W − 1 do
4: for y = 0 to H − 1 do
5: for z = 0 to D − 1 do
6: dx ← Df [x, y, z, 0] {Deformation in x-direction}
7: dy ← Df [x, y, z, 1] {Deformation in y-direction}
8: dz ← Df [x, y, z, 2] {Deformation in z-direction}
9: xorig ← x + dx {Original x-coordinate in input image}

10: yorig ← y + dy {Original y-coordinate in input image}
11: zorig ← z + dz {Original z -coordinate in input image}
12: xfloor ← ⌊xorig⌋ {Floor of x-coordinate}
13: yfloor ← ⌊yorig⌋ {Floor of y-coordinate}
14: zfloor ← ⌊zorig⌋ {Floor of z-coordinate}
15: u← xorig − xfloor {Fractional part of x-coordinate}
16: v ← yorig − yfloor {Fractional part of y-coordinate}
17: w ← zorig − zfloor {Fractional part of z-coordinate}
18: pinterp ← 0 {Interpolated pixel value}
19: for i = 0 to 3 {Iterate over i-nodes for x} do
20: for j = 0 to 3{Iterate over j-nodes for y} do
21: for k = 0 to 3 {Iterate over k-nodes for z} do
22: xcurr ← xfloor + i {Current x-coordinate}
23: ycurr ← yfloor + j {Current y-coordinate}
24: zcurr ← zfloor + k {Current z-coordinate}
25: if xcurr, ycurr and zcurr are within image bounds then
26: weight ← CubicBSpline(u − i) · CubicBSpline(v − j) ·

CubicBSpline(w − k) {Cubic B-spline bases as defined in 9.2}
27: pcurr ← I[xcurr, ycurr, zcurr] {Pixel value at current coordinate}
28: pinterp ← pinterp + weight · pcurr {Weighted sum}
29: end if
30: end for
31: end for
32: end for
33: Iinterp[x, y, z]← pinterp {Set interpolated pixel value}
34: end for
35: end for
36: end for
37: return Iinterp
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9.2 CBCT-Atlas registration
The CBCT-Atlas registration process consists of two steps. In the first step, a mouse
MRI template published by [53, 189, 191, 227, 246] was affinely registered to a mouse
DAPI template, which was registered to the Allen Nissl Atlas [229, 260]. An average
registration error of 0.1 mm has been reported [229]. Finally, a MRI-Nissl-DAPI
atlas is obtained. Prior to this, the reference mouse DAPI template was resliced
according to the horizontal histological slices and resampled to an in-plane resolution
of 10 µm x 10 µm and resolution between the horizontal slices of 30 µm.
In a second step, the CBCT images were rigidly registered to the MRI-Nissl-DAPI
atlas. For the registrations, an optimization algorithm toolkit based on PyTorch
was developed, which allows for GPU execution as well as backpropagation gradi-
ent computation. The implementations allow optimization of each transformation
parameter individually or by self-selected groups, and provide access to all relevant
optimization parameters via a JavaScript Object Notation (JSON) data format [183]
as shown in Figure 9.1.
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(a) (b)

(c) (d)

Fig. 9.1: An exemplary JSON Data format input file for the CBCT-Atlas registration.
The subfigure 9.1a displays the general settings. The subfigure 9.1b displays the
specific settings for a deformable registration. The subfigure 9.1c displays the
specific settings for a rigid registration. The subfigure 9.1d displays the additional
settings for an affine registration.

All resampling and interpolation steps are performed according to Section 9.1. For
the loss function, the mutual information loss [110] was chosen, defined as follows

LMI(Itarget, Imoving) = −
Nbins∑
i=1

Nbins∑
j=1

p(i, j) log
(

p(i, j)
p(i) · p(j)

)
(9.16)

Itarget and Imoving denote the target and moving images, respectively. Nbins describes
the number of bins used for histogram-based calculations. In our case, Nbins was
set to 16 for the registration of the CBCT image to the DAPI template and 64
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for the registration of the MRI template to the DAPI template. ptarget(i, j) is the
joint histogram probability corresponding to the intensity values i and j in the
target and the moving image. p(i) and p(j) represent the marginal histogram
probabilities corresponding to the intensity values i and j in the fixed and moving
images, respectively. The mutual information loss function quantifies the statistical
dependence between the intensity values of corresponding fixed and moving images.
The negative sign in the formula indicates that minimizing this loss function is
equivalent to maximizing mutual information during the registration process. Note
that no prior information about the intensity values of the images is required. The
Adam algorithm provided by PyTorch was used for optimization. The initial learning
rate was set to 0.01 and was decreased step by step by a factor of 0.1 every 200
iterations until it reached 10−5. The maximum number of iterations was set to 1000.
The decay factor for the first momentum was set to 0.9. The decay factor for the
infinity norm was set to 0.999.
The evaluation was performed by placing landmarks in the CBCT and MRI template
as shown in Figure 9.2. Four landmarks were placed to the brains per slice in total.

(a) (b)

Fig. 9.2: An exemplary 2D view of the MRI template (subfigure 9.2a) and a CBCT image
(subfigure 9.2b) with the set of seeded landmarks denoted by orange points.
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Figure 9.3 shows the landmarks placed to evaluate the registration of the MRI
template and the DAPI-Nissl combined template for a slice.

(a) (b)

Fig. 9.3: An exemplary 2D view of the DAPI-Nissl combined template (subfigure 9.3a) and
the MRI template (subfigure 9.3b) with the set of seeded landmarks denoted by
white points.

The residual registration error was then measured by the average of the Euclidean
distance between corresponding landmarks of the target and the moving image as
follows

dMRRE = 1
S ·N

S∑
s=1

S∑
s=1
∥Ls, i, target − Ls, i, registered∥, (9.17)

where N corresponds to the number of landmarks per slice, which was set to 4 for
the registration of CBCT image to the DAPI template and 10 for the MRI template
registration to the Nissl-DAPI combined template. S denotes the maximal number
of considered slices, which was 30 in our case. Ls, i, target and Ls, i, registered represent
the position of the ith landmark in the slice s of the target image and the registered
(transformed) image, respectively. ||...|| denotes the euclidean norm.
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9.3 Histology-Atlas registration
Registering the histology to the MRI-Nissl-DAPI template is a complicated 3D-2D
registration problem due to the many local minima where you can get stuck. For
registration, the DAPI counterstain to the GFAP stain was used, which is in the
same coordinate system, and the DAPI template from the MRI-Nissl-DAPI template
generated in the previous section. As a result, a multi-step approach was established
to address this The additional experimental information about the location of the
slices in the mouse brain with an accuracy of about 300µm was used. The registration
approach consists of a composition of the following transformations

T = T3D-2D ◦ TSlice-Cutting-Angle ◦ TIn-plane ◦ TIn-plane-Translation. (9.18)

The evaluation was conducted by setting landmarks in the histological slices and the
MRI-Nissl-DAPI template as exemplarily displayed in Figure 9.4.

(a) (b)

Fig. 9.4: An exemplary 2D view of a DAPI-stained slice (subfigure 9.4a) and the MRI-
Nissl-DAPI template (subfigure 9.4b) with the set of seeded landmarks denoted
by white points.

Fourteen landmarks were placed on each slice s. The registration error is then
determined again according to Equation 9.17 in the previous section. As a first step
for the registration, each histological slice was downsampled to the in-plane resolution
of 10 µm x 10 µm of the MRI-Nissl-DAPI template according to Section 9.2. In
addition, the following steps were applied to the histological images after vignetting
removal (see Section 7.2) as described in Algorithm 12 to adjust the histological
images so that their cumulative histogram matches that of the DAPI template. The
preprocessing steps were again implemented using the Python packages NumPy ,
SciPy and scikit-image.
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Algorithm 12 Adjust cumulative histological histogram to match that of the DAPI-
Template
Input: histological image, DAPI-Template
Output: Matched histological image

1: histology← pad(histology,
new_shape = (DAPI-Template.shape(1), DAPI-Template.shape(2)))

2: histology← intensity_range_normalization(histology, range=(0,1))
3: Cov(histology, DAPI-Template)← covariance(histology, DAPI-Template)
4: Offset(histology, DAPI-Template)← DAPI-Template.mean()
− Cov(histology, DAPI-Template) · histology.mean()

5: histology← Cov(histology, DAPI-Template) · histology
+ Offset(histology, DAPI-Template)

6: histology← match_histogram(histology, silce_of(DAPI-Template))
7: return histology
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9.3.1 TIn-plane-Translation-Transformation
First, an in-plane transformation TIn-plane-Translation is performed to roughly align
the histological images and the DAPI template. This transformation is based on
the calculation of the centroids c of the histological slices and the DAPI template,
determined by their raw moments as follows

c⃗Template =

M100/M000
M010/M000
M001/M000

 and c⃗Histology =
(

M10/M00
M01/M00

)
(9.19)

with

Mijk,Template =
∑

i

∑
j

∑
k

xiyjzkf(x, y, z) and Mij,Histology =
∑

i

∑
j

xiyjf(x, y),

(9.20)

where f(x, y, z) and f(x, y) correspond to intensity values of the images at the
position (x, y, z) and (x, y), respectively. Note that due to the experimental cutting
process, a rough approximation of the slice position is known. The accuracy is given
by 300 µm. Thus, the resulting in-plane transformation TIn-plane-Translation based on
the shift of the centroids of the plane of the MRI-Nissl-DAPI template and the
histological slice is given by

TIn-plane-Translation =


1 0 0 −c1,shift
0 1 0 −c2,shift
0 0 1 0
0 0 0 1

 (9.21)

with

c1,shift = c1,Template − c1,Histology (9.22)
c2,shift = c2,Template − c2,Histology. (9.23)
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9.3.2 TIn-plane-Transformation
The transformation TIn-plane corresponds to a 2D in-plane registration. The histo-
logical slices are now affinely registered to the slices of the DAPI template, which
was sectioned according to the experimentally known location. The registration was
again conducted by our developed registration toolkit. The searched transformation
TIn-plane can be decomposed by the RQ-decomposition theorem (decomposition of
a real matrix into an orthogonal matrix R and an upper triangular matrix S) as
follows

TIn-plane = SIn-plane ·RIn-plane + tTranslation (9.24)

with

SIn-plane =


s1,plane gplane 0 0

0 s2,plane 0 0
0 0 1 0
0 0 0 1

 (9.25)

RIn-plane =


cos(ϕplane) − sin(ϕplane) 0 0
sin(ϕplane) cos(ϕplane) 0 0

0 0 1 0
0 0 0 1

 (9.26)

tTranslation =


1 0 0 t1,plane

0 1 0 t2,plane

0 0 1 0
0 0 0 1

 (9.27)

The decomposition is unique if the diagonal entries of the upper triangular matrix
are positive, because assume there are two decompositions with tTranslation = 0.

T = S1 ·R1 = S2 ·R2 (9.28)

Then it holds for T T · T

TT T = S1R1R
T
1 ST

1 = S1S
T
1 = S2R2R

T
2 ST

2 = S2S
T
2 ⇐⇒

(
S−1

2 S1
)T

= S−1
1 S2

(9.29)

Note that the upper T denotes the transpose of the matrix. The left side of 9.29
corresponds to a lower triangular matrix and the right side corresponds to an upper
triangular matrix, since the inverse of an upper triangular matrix is still an upper
triangular matrix. To satisfy the equation 9.29 both sides must be diagonal and the
diagonal entries must be equal and greater than 0. Hence, S1 = S2 and consequently
R1 = R2. In other words, the decomposition is unique if the transformation matrix
T is invertible and the diagonal entries of S are greater than 0, which is ensured in
our case.
Therefore, this registration has six optimization parameters:
(ϕplane, s1,plane, s1,plane, gplane, t1,plane, t2,plane).
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The parameter ϕplane corresponds to the in-plane rotation and three parameters
s1,plane, s1,plane, gplane correspond to the shearing and scaling. The parameters t1,plane,
t2,plane denote the in-plane translation parameters. All of the parameters were
optimized as a group.
For the loss function, the mutual information defined in 9.16 was chosen, again. Nbins
was set to 32. Again, the Adam optimizer was used with an initial learning rate
setting of 0.01 and a decay step-by-step by a factor of 0.1 every 200 iterations up to
10−5. The maximum iteration was 1000. The decay factor for the first momentum
was set to 0.9. The decay factor for the infinity norm was set to 0.999.

9.3.3 TSlice-Cutting-Angle-Transformation
The third transformation TSlice-Cutting-Angle has the goal to localize the slice position in
the DAPI template with a higher accuracy than 300µm and determine the two cutting
angles α and β. Finally, the DAPI template should be registered to each histological
slice according to the cutting angles and the correct slice location. Therefore, the
transformation TSlice-Cutting-Angle is given by a composition of two rotations describing
the cutting angles α and β evaluated at a variable slice localization zSlice around the
known experimental slice location in the DAPI template as follows

TSlice-Cutting-Angle = (Rα ·Rβ)
∣∣∣
z=zSlice

(9.30)

with

Rα =


cos(α) 0 sin(α) 0

0 1 0 0
− sin(α) 0 cos(α) 0

0 0 0 1

 (9.31)

Rβ =


1 0 0 0
0 cos(β) − sin(β) 0
0 sin(β) cos(β) 0
0 0 0 1

 (9.32)

In total, there are three three optimization parameters for this registration at the
end:
(α, β, zSlice).
The optimization was performed via manual registration using our developed tool
Partial-Aligner for the open-source visualization software Napari that enables manual
affine registration of 2D, and 3D multimodal images via Comboboxes and Sliders
for each affine transformation parameter. In addition, the Partial-Aligner allows
users to select and align regions of interest between two or more images. So it can
also be used to restore image artifacts. The implementation was done by means of
pyQt5 provided by the magicgui package. All in all, the plugin provides an intuitive
graphical user interface that allows users to interactively align images and rois. The
graphical user interface is displayed in Figure 9.5.
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(a) (b)

(c) (d)

Fig. 9.5: The Graphical User Interface of the Napari plugin Partial-Aligner. The subfigure
9.5a displays the interface for 3D images with the slider option. The subfigure 9.5b
displays the interface for 3D images with the combo box option. The subfigure
9.5c displays the interface for 2D images with the slider option. The subfigure
9.5d displays the interface for 2D images with the combo box option.

Furthermore, an interaction box was coupled to the individual affine transformation
parameters of the Partial-Aligner, to control these via mouse interaction, as shown
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in Figure 9.6.

Fig. 9.6: The established interaction box to Napari (blue), which is controlled by the mouse.
The image in green corresponds to a DAPI-stainend histological slice.
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9.3.4 T3D-2D-Transformation

The last searched transformation T3D-2D corresponds to a 3D-2D affine registration.
Now, all parameters of an affine transformation were optimized jointly. The transfor-
mation T3D-2D of the DAPI template is again defined by the QR decomposition as
follows

T3D-2D = S3D-2D ·Rϕ1 ·Rϕ2 ·Rϕ3 + t3D-2D

∣∣∣
z=zSlice

(9.33)

with

S3D-2D =


s1 g1 g3 0
0 s2 g2 0
0 0 s3 0
0 0 0 1

 (9.34)

Rϕ1 =


cos(ϕ1) − sin(ϕ1) 0 0
sin(ϕ1) cos(ϕ1) 0 0

0 0 1 0
0 0 0 1

 (9.35)

Rϕ2 =


cos(ϕ2) 0 sin(ϕ2) 0

0 1 0 0
− sin(ϕ2) 0 cos(ϕ2) 0

0 0 0 1

 (9.36)

Rϕ3 =


1 0 0 0
0 cos(ϕ3) − sin(ϕ3) 0
0 sin ϕ3) cos(ϕ3) 0
0 0 0 1

 (9.37)

t3D-2D =


1 0 0 t1
0 1 0 t2
0 0 1 t3
0 0 0 1

 (9.38)

evaluated at zSlice. In total, there are 12 transformation parameters to optimize:
(s1, s2, s3, g1, g2, g3, ϕ1, ϕ2, ϕ3, t1, t2, t3)
The optimization was conducted by using our developed Napari plugin napari-3D-
Slicer. This interface provides access to a JSON data format where all relevant
optimization parameters such as learning rate, slice location, loss function, etc. can
be adjusted in the same way as described in Section 9.2 and displayed in Figure 9.1.
An exemplary JSON Data format input file is shown in Figure 9.7.
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(a) (b)

(c)

Fig. 9.7: An exemplary JSON Data format input file for the Histology-Atlas 3D-2D reg-
istration. The subfigure 9.7a displays the general settings. The subfigure 9.7b
displays the specific settings for a rigid registration. The subfigure 9.7c displays
the additional settings for an affine registration.
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The graphical user interface is displayed in Figure 9.8.

(a) (b)

Fig. 9.8: The Graphical User Interface of the Napari plugin napari-3D-Slicer. The subfigure
9.8a displays the interface with the slider option. The subfigure 9.8b displays the
interface with the combo box option.

The implementation used PyTorch, which allows for GPU execution and backpropa-
gation gradient computation for optimization. The Python package magigui based
on pyQt5 was used for the graphical user interface. The Gradient Normalized Cross
Correlation similarity defined in 8.2 was chosen for the loss function. The Adam
optimizer was applied with an initial learning rate of 0.01. It gradually decreased by
a factor of 0.1 every 200 iterations until it reached 10−5. The maximum iteration
was 1000. The decay factor for the first momentum was set to 0.9. The decay factor
for the infinity norm was set to 0.999.
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10Segmentation

10.1 Segmentation of reactive astrocytes
For the segmentation of reactive astrocytes, a generic U-Net architecture [196] imple-
mented in PyTorch was used. The architecture consists of a 3x3 convolution and
a convolution with stride 2x2 + Batch normalization + ReLU activation for the
encoder and two 3x3 convolutions + Batch normalization + ReLU activation as well
as upsampling by nearest-neighbor interpolation for the decoder per resolution stage.
The number of features per resolution stage k is given by 64 · 2k for k = 0, ..., 4.
The 64-channel output layer was then convolved with a 1x1 kernel to produce the
reactive astrocyte segmentation map. The training data includes input-target pairs.
The input is given by 101 cropped images of 256 x 256 pixels taken from the GFAP-
stained histological data. This dataset consists of 2569 cells. The data acquisition
was performed by our self-developed Napari tool napari-nd-cropper.
napari-nd-cropper enables users to easily define regions of interest within their multi-
dimensional image data, as already described in section 7.1 already. By interactively
selecting specific regions of interest, users can focus on extracting the relevant parts
of very large data for the training process, covering the feature diversity to balance
the training data and reduce sample bias.
The target dataset is given by the ground truth segmentation of the astrocytes in the
101 cropped images generated by three domain experts using Napari. The final target
image corresponds to a binary image, where the value 0 represents the background
and the value 1 represents the astrocyte cell.
Four exemplary input-target pairs are visualized in Figure 10.1.
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Fig. 10.1: Four samples of input-target pairs to train and validate the segmentation of
reactive astrocytes. The left column corresponds to the input. The right column
corresponds to the target.
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To avoid overfitting, the data were additionally augmented according to the nnU-
Net-architecture [89] with augmentations provided by the batchgenerator package
[17]. The data loader is shown in Algorithm 13.
For our task, the main challenge is to capture the complex cellular morphology of
reactive astrocytes. To address this a custom loss was implemented consisting of a
Dice loss and a centerlineDice [214] was implemented as a regularization term to
preserve the complex topology. The implementation follows [214]. This measure is
calculated from the intersection of the segmentation masks and their morphological
skeletons.
The loss is given by

LAstrocyte_Skeletonization = − 1
N

N∑
i=1

∑P
p=1 tp,if(w)p,i,c=2∑P

p=1 tp,i + f(w)p,i,c=2
− TS · TP

TS + TP

(10.1)

with the topology sensitivity TS and topology precision TP

TS = −
∑N

i=1
∑P

p=1 stp,i
f(w)p,i,c=2∑N

i=1
∑P

p=1 stp,i

(10.2)

TP = −
∑N

i=1
∑P

p=1 sf(w)p,i,c=2tp,i∑N
i=1

∑P
p=1 sf(w)p,i,c=2

, (10.3)

where stp,i
and sf(w)p,i,c=2 correspond to the soft-skeleton of the ground truth segmen-

tation map tp,i for each pixel and batch as well as the probability outcome of the
last layer f(w)p,i,c=2 defined for each pixel, batch and the foreground class, which is
given by the softmax activation function according to

f(w)p,i,c=2 = ewp,i,c=2∑C=c
j=1 ewp,i,j

(10.4)

with the input weight wp,i,c for each pixel, batch and class (background + astrocyte=
2). C denotes the total number of classes. P denotes the total number of pixels of the
target and the output segmentation, respectively. N corresponds to the mini-batch
size. c = 2 corresponds to the foreground representing the astrocyte cells.
The soft-skeletonization was performed according to the implementation in [214],
which approximates the skeletonization process by applying multiple times, k, 2
x minpooling to erode and 1 x maxpooling to dilate. Then the original image is
subtracted from the resulting image and the absolute value is taken for each pixel.
Finally, the results for each iteration are added up. k = 5 iterations were performed.
The optimization was performed by the Stochastic gradient descent optimizer pro-
posed by PyTorch. The learning rate was given by 10−3. 1000 epochs defined by 400
iterations with a batch size of 4 were trained. In addition, a 5-fold cross-validation
was conducted. This means that the dataset was split into 5 folds, using the other 4
folds for training the model and the remaining fold for validating the model with the
Dice Score. Repeat this for each of the 5 folds, using a different fold for validation
each time. Finally, the mean Dice Score is calculated to provide an estimate of the
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model’s performance.
This Dice Score DUNET_Skel was compared to the Dice Score DUNET_Cross resulting
from the training with a loss function, which was changed to the sum of the Dice
Score and the cross entropy given by

LAstrocyte_Cross = − 2
N

N∑
i=1

∑P
p=1 tp,if(w)p,i,c=2∑P

p=1 tp,i + f(w)p,i,c=2
−
∑N

i=1
∑P

p=1 tp,i ln f(w)p,i,c=2

NP
,

(10.5)

where P denotes the total number of pixels of the target and the output segmentation,
respectively. N corresponds to the mini-batch size. c = 2 corresponds to the
foreground representing the astrocyte cells. tp,i defined for each pixel and batch
denotes the ground truth segmentation map. f(w)p,i,c=2 defined for each pixel, batch,
and foreground class represents the probability outcome of the last layer, which is
given by a softmax activation function as defined in 10.4.
Additionally, the Dice Score DUNET_Skel and the Dice Score DUNET_Cross resulting
from the training with the loss 10.1 and 10.5 were compared to the mean Dice
Score DRF resulting from a trained random forest via Ilastik [19]. The features
were selected automatically using the wrapper method implemented in Ilastik. The
training and validation procedure was performed by a 5-cross validation in the same
way as was performed for U-Net training. Moreover, the resulting mean Dice Scores
of DUNET_Skel, DUNET_Cross, and DRF were compared to the Dice Score resulting from
the Otsu thresholding method DOtsu provided by scikit-image. All values greater
than the threshold were labeled as reactive astrocytes with label 1 and less than
the background with label 0. Finally, all four Dice Scores were compared to the
calculated mean Dice Score Dvar capturing the inter-rater variability among our
domain experts. After all, the impact of the preprocessing as described in Section 7.2
was investigated by applying the U-Net model to the data without the preprocessing
steps. In addition, the Jaccard index, J , for the detection of astrocytes was measured
for each approach. The Jaccard index J is defined as

J = TP

TP + FN + FP
(10.6)

TP corresponds to the number of astrocytes correctly identified as astrocytes accord-
ing to the ground truth dataset.
FN is the number of undetected astrocytes where an astrocyte exists at that location
in the ground truth dataset.
FP corresponds to the number of detected astrocytes where no astrocyte exists at
that location in the ground truth dataset.
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Algorithm 13 Data loader: Segmentation of reactive astrocytes
Input: Training data
Output: (Input_Patch, Target_Patch)

1: xAstrocyte_Images, xAstrocyte_Segmentations ← Choose a mini-batch at random
2: for (xImage, xSeg) in xAstrocyte_Images, xAstrocyte_Segmentations do
3: xImage, xSeg ← SpatialTransform((256, 256),

patch_center_dist_from_border=None,
do_elastic_deform=True, alpha=U(0, 200), sigma=U(9, 13),
do_rotation=True, angle_x=U(−π, π), do_scale=True, scale=U(0.85, 1.25),
border_mode_data="constant", random_crop=False,
p_el_per_sample=0.2, p_scale_per_sample=0.2,
p_rot_per_sample=0.2,)(xImage, xSeg)

4: xImage, xSeg ← MirrorTransform(axes=(0,1),
p_per_sample=0.3)(xImage, xSeg)

5: xSeg_skeletonization ← Skeletonization(xSeg) {according to scikit-image implemn-
tation}

6: xImage ← GaussianNoiseTransform(noise_variance=U(0,0.1),
p_per_sample=0.1)(xImage)

7: xImg ← GaussianBlurTransform(sigma=U(0.5,1),
p_per_sample=0.2)(xImage)

8: xImage ← BrightnessMultiplicativeTransform(multiplier_range=U(0.75, 1.25),
p_per_sample=0.15)(xImage)

9: xImage ← ContrastAugmentationTransform(p_per_sample=0.15)(xImage)
10: xImage ← SimulateLowResolutionTransform(zoom_range=U(0.5, 1),

order_downsample=0, order_upsample=3, p_per_sample=0.25)(xImage)
11: xImage ← GammaTransform(gamma_range=U(0.7, 1.5), invert_image=True,

retrain_stats=True, p_per_sample=0.1)(xImage)
12: xImage ← GammaTransform(gamma_range=U(0.7, 1.5), invert_image=False,

retrain_stats=True, p_per_sample=0.3)(xImage)
13: Input_Patch += xImage
14: Target_Patch += xSeg+ xSeg_skeletonization
15: end for
16: return (Input_Patch, Target_Patch)

U(x1, x2) coresponds to the uniform distribution on the interval [x1, x2] ⊂
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11Analysis

11.1 Analysis of number density of reactive astrocytes
This analysis method compares the non-irradiated hemisphere (of control mice and
irradiated mice) to the irradiated hemisphere, by dividing each hemisphere into
cubes of equal edge length of 0.5mm, taking into account the normal biological tissue
variability through the hemispheres. For each cube in the non-irradiated hemisphere,
the corresponding cube in the irradiated hemisphere is selected, and the cell number
density is calculated separately for the non-irradiated and irradiated cubes. The
cubes of the non-irradiated hemisphere are then divided by the corresponding cubes
of the irradiated hemisphere, and the result is subtracted by one to set the upper
limit at one. To obtain an output in relative units between 0 and 1, such as the
doses, any value less than 0 was replaced by NaN (Not a Number). The cubes with
NaN are then ignored in the analysis. Mathematically it is described by

nRA =

1−NNI/NI, if NNI/NI ≤ 1
NaN, otherwise

, (11.1)

where NNI corresponds to the number of astrocyte cells in the non-irradiated selected
cube. NI denotes the number of astrocyte cells in the tissue-equivalent irradiated
cube. Following these steps, a set of multiple information of the irradiated cubes
is now available: the normalized cell number density corresponding to the reactive
astrocyte, the localization, the doses and the LET, which allows to investigate the
effects of radiation exposure on brain tissue and to identify possible spatial patterns
of GFAP-stained reactive astrocytes.

11.2 Analysis of reactive astrocytes using correlation functions
For the analysis of the tissue-specific spatial response, the concept of the 2-point
density correlation function is used. This concept is commonly used to describe
galaxy clustering and structure formation in astronomy [16, 192]. Nevertheless, the
approach is useful, generalizable, and easily adaptable to our demands. To find
another reactive astrocyte at distance r, considering a reactive astrocyte in the same
tissue, can be described by the 2-point density correlation function ξ(r) obeying the
following condition

ξ(r) ≥ −1. (11.2)

In general, the 2-point density correlation function ξ(r) is assumed to be isotropic.
This means that the only the distance between two cells is crucial and not the
direction (angle) relative to each other.
To estimate the 2-point density correlation function ξ(r), the number of pairs within
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volumes around astrocytes in the considered irradiated tissue are counted and
compared to the number in the corresponding non-irradiated tissue. The 2-point
density correlation function ξ(r) can be estimated by

ξ(r) = 1
N

N∑
i=1

Ni(r)
nVi(r) − 1, (11.3)

where N corresponds to the total number of astrocytes in the irradiated tissue and
n represents the mean number density in the corresponding non-irradiated tissue.
Ni(r) denotes the number of astrocytes lying in a shell of thickness δr from the ith
astrocyte. Vi(r) denotes the equivalent volume of the shell.
Thus, the power spectrum is defined as

P (k) = n

(2π)3/2

∫
ξ(r)eikrdr (11.4)

Samples with the same dose and LET were compared in three different tissues:
Hippocampus, midbrain, and thalamus. In addition, samples with an increasing dose
and a low LET, as well as samples with a low dose and an increasing LET, were
examined.

11.3 Analysis of the morphology of reactive astrocytes
As a first step, the elastic metric [225] was used to investigate the morphological
changes of reactive astrocytes due to proton irradiation. This metric is suitable
to capture the cell heterogeneity of cancer cells via local deformations given by
stretching and bending [122]. Furthermore, the elastic metric can provide information
on whether the morphology changes are dominated by shape or size changes, since
it is invariant to reparameterization, scaling, rotation, and translation [225]. This
approach was adapted to our astrocytic cells. The elastic metric gα,β

c is given by

gα,β
c = α

∫ 1

0
⟨Dsh, n⟩⟨Dsk, n⟩+ β

∫ 1

0
⟨Dsh, v⟩⟨Dsk, v⟩ (11.5)

with the differential operator Ds respect to the arc length s defined by

Ds = 1
∥c′(s)∥

d

ds
with c′(t) ̸= 0 ∀ t ∈ [0, 1], (11.6)

where c denotes the curve which is parameterized to the unit interval. The arc length
element ds is related to dt via

ds = eϕ(t)dt, (11.7)

where ϕ corresponds to the local stretching/compression along the curve c.
h and k describe two curve deformations in the tangent space and the constants α,
β ∈ R. The vector n represents the normal unit vector to the curve c. The vector v
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represents the tangent unit vector to the curve c. The term corresponding to alpha
describes the bending of the curve c. The term corresponding to β describes the
stretching of the curve c. In this thesis , α = 1 and β = 0.25. A geodesic distance
between two curves c0 and c1 over a regular path p is then given by

dα,β(c0, c1) = inf
p:[0,1] 7→R2 | p(0)=c0 and p(1)=c1

lα,β[p] (11.8)

with the length l

lα,β[p] =
∫ 1

0

√
gα,β

p(t)(p′(t), p′(t)) dt (11.9)

Furthermore, the Fréchet mean c was defined over all non-irradiated N astrocyte
shapes/ curves (c0,...,cN),

c = argmin
c

N∑
i=1

(dα,β(c0, ci))2. (11.10)

For the computation of the elastic metric, the geodesic distance and the Fréchet mean,
the implementation of the Python package geomstats [150] was used. Finally, the
shape of the cells as a function of tissue, dose deposition and LET can be considered.
In a second step, the resizing of astrocyte processes was investigated as a function
of brain region, dose, and LET. For this purpose, the skeleton of each astrocyte
was determined to compute the length of each process. The total length of all
astrocyte processes is then given by the sum over the length of each process. The
necessary calculations were performed using the given skeleton algorithm provided
by scikit-image.
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12Monte-Carlo beam transport
simulations

12.1 Monte-Carlo simulation of dose and LET
This section shows the simulated dose and LET distributions which have been
computed in accordance with the section 6.1. Additionally, the impact of other
particles on the LET was investigated and the mean statistical error of the dose
ρ̄Dose and LET distribution ρ̄LET was determined for ten runs of each mouse. The
results are presented in this section. Figure 12.3 shows an exemplary 3D view of the
dose and LET distribution. In the figure 12.2, the corresponding depth dose and
the corresponding LET are shown. The computation time is about 2 minutes on 64
threads for 108 protons.
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Fig. 12.1: An exemplary 3D dose distribution (colormap: inferno) normalized to the
maximal Dose Dmax and LET distribution (colormap: twilight) in keV/µm
overlayed on CBCT image in Hounsfield units HU of a mouse with the earpins
embedded in the mouse bed (colormap: gray).
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Fig. 12.2: An exemplary depth dose distribution 12.2a normalized to the maximal Dose
Dmax and LET distribution 12.2b in keV/µm overlayed on the corresponding
CBCT slice. The subfigure 12.2c shows the dose (subfigure 12.2a) and the LET
(subfigure 12.2b) distribution together as function of the depth d of the mouse
brain.

The mean statistical errors for the mouse brain and mouse bed defined by intensity
values > 0 are presented in table 12.1.

Mouse ρ̄Dose [Gy] ρ̄LET [keV/µm]
B6: 45 Gy 0.02 0.14
B6: 65 Gy 0.02 0.13
B6: 85 Gy 0.04 0.14

C3H: 40 Gy 0.02 0.17
C3H: 60 Gy 0.03 0.18
C3H: 80 Gy 0.05 0.17

Tab. 12.1: The mean statistical error of the dose ρ̄Dose and the LET distribution ρ̄LET for
100 runs of each mouse.

The mean dose error over all mice is given by 0.03 Gy. The error of the dose is on
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the order of 0.1% of the applied dose. The mean LET error amounts to 0.16 keV/µm.
The error of the LET is on the order of 1%.
The figure 12.3 shows the difference ∆LET depending on the brain depth of the
LET of protons and associated secondary electrons with the LET resulting from all
particles including neutrons, heavier particles and alpha particles.
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Fig. 12.3: The difference ∆LET as a function of brain depth d of the LET of protons and
associated secondary electrons with the LET of all particles, including neutrons
and including neutrons as well as heavier particles and alpha particles.

As observed, the LET for all particles at the brain entrance is larger than the LET
of protons and associated secondary electrons. The maximum enhancement amounts
to 0.12 keV/µm. However, this is of the same order as the mean statistical error of
the LET. Nevertheless, the total LET of all particles is used in this work, because
the enhancement is not random, but depends on the brain depth and is higher at
the brain entrance due to heavier particles than protons.
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13Preprocessing

13.1 Preprocessing of the CBCT and X-ray images for 3D
position reconstruction

In this section, the results are shown after applying the preprocessing steps described
in Section 7.1 to remove the mouse bed, legs, shoulders, and earpins from the CBCT
image. Figure 13.1 shows an exemplary raw CBCT image, the resulting segmentation
mask of the mouse bed, legs, shoulders, and earpins as well as the final CBCT image
after removal of the mouse bed and earpins using the segmentation map.

(a) (b) (c)

Fig. 13.1: An exemplary result in 3D view for applying the preprocessing steps for the
CBCT images according to algorithm 8. The subfigure 13.1a shows an exemplary
raw CBCT image. The subfigure 13.1b shows the resulting segmentation mask
mouse bed, legs, shoulders, and earpins overlayed on the raw CBCT image. The
subfigure 13.1c shows the final CBCT image after the removal of the mouse bed,
legs, shoulders, and earpins using the segmentation mask.

In addition, the results of the preprocessing applied to the X-ray images used to
quantify dose delivery accuracy are presented. In Figure 13.2, an exemplary resulting
adjusted cumulative histogram of X-ray image matching the cumulative histograms
of mean projection of the CBCT image after applying the preprocessing is shown.
The cumulative histograms of the unprocessed X-ray image and the target 2D slice
of the CBCT image are displayed for comparison. Only the foreground, defined by
intensities greater than 0, is considered.
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Fig. 13.2: An exemplary cumulative histogram of the non-preprocessed X-ray image (orange
line), the preprocessed X-ray image (green line) as well as the target 2D slice
given by the mean projection of the CBCT (dashed black line).

Figure 13.3 shows the corresponding images to the histograms.

(a) (b) (c)

Fig. 13.3: An exemplary result for applying the preprocessing steps for the X-ray images
according to algorithm 9. The subfigure 13.3a shows the CBCT as the reference
image. The subfigure 13.3b shows the non-preprocessed X-ray image. The
subfigure 13.3c shows the final preprocessed X-ray image.

94 Chapter 13 Preprocessing



For each mouse, the peak signal-to-noise ratio (PSNR) of the raw X-ray image
and the preprocessed X-ray image are compared. The 2D mean projection of the
respective CBCT is used as the reference. The PSNR is defined in decibels [dB] as

PSNR = −log10(MSE(R, P )) [dB] (13.1)

with the mean square error of the reference image R and preprocessed image P ,

MSE = 1
I · J

I−1∑
i

J−1∑
j

(R(i, j)− P (i, j))2, (13.2)

with the row and column index of images i, j. I and J denote the weight and height
of the images. Note that the images was cropped to the same size for comparison.
The computation was performed by the corresponding implementation provided by
scikit-image. Table 13.1 shows the PSNR for the raw X-ray images and the 2D
mean projection of the respective CBCT image (PSNRCBCT_X-ray_Raw) as well as
the preprocessed X-ray images and the 2D mean projection of the respective CBCT
image (PSNRCBCT_X-ray_Preprocessed) for each mouse.

Mouse PSNRCBCT_X-ray_Raw [dB] PSNRCBCT_X-ray_Preprocessed [dB]
B6: 0 Gy 8 33
B6: 45 Gy 7 34
B6: 65 Gy 9 33
B6: 85 Gy 8 32
C3H: 0 Gy 8 36
C3H: 40 Gy 8 36
C3H: 60 Gy 8 36
C3H: 80 Gy 8 36

Tab. 13.1: The PSNR for the raw X-ray images and the 2D mean projection of the re-
spective CBCT images (PSNRCBCT_X-ray_Raw) as well as the preprocessed
X-ray images and the 2D mean projection of the respective CBCT images
(PSNRCBCT_X-ray_Preprocessed) for each mouse.

As can be seen, the PSNR of the X-ray image is increased for each mouse. This
indicates that the developed preprocessing for X-ray images increases the image
quality of the X-ray images to a level similar to that of the CBCT images. Eventually,
this makes it easier to register them, as was conducted in Section 9.2, because the
optimizer used has less local minima to deal with.
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13.2 Preprocessing of the histological images
In this section, the results of the performed histological preprocessing, which was
described in section 7.2, are presented. To quantify the effect, the homogeneity H
was measured. The homogeneity H is defined as follows

H = 1
T

T∑
t=1

σH,t

µH,t

. (13.3)

The mean µH,t corresponds to the mean intensity of a tile. The standard deviation
σH,t corresponds to the standard deviation of the intensity of a tile. T denotes the
maximal number of tiles. In figure 13.4 an exemplary result before and after the
execution of the preprocessing is shown.
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(a) (b)

(c) (d)

Fig. 13.4: Exemplary results to show the effect of the preprocessing to remove vignetting.
Subfigure 13.4a shows an exemplary non-preprocessed slice of GFAP-stained
reactive astrocytes. Subfigure 13.4b shows the outcome after applying the
preprocessing to remove vignetting. Subfigure 13.4c shows an exemplary non-
preprocessed tile of GFAP-stained reactive astrocytes. Subfigure 13.4d shows
the preprocessed tile after applying the preprocessing to remove vignetting. The
orange arrows indicates the darker areas producing the grid pattern.

Table 13.2 shows the mean homogeneity values for each non-preprocessed mouse
HRaw as well as the mean homogeneity HPre after applying the preprocessing for each
mouse. The standard error ∆H of the mean is on the order of 10−4.
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Mouse HRaw HPre
B6: 0 Gy 0.41 0.39
B6: 45 Gy 0.34 0.32
B6: 65 Gy 0.36 0.35
B6: 85 Gy 0.50 0.48
C3H: 0 Gy 0.34 0.33
C3H: 40 Gy 0.42 0.40
C3H: 60 Gy 0.39 0.37
C3H: 80 Gy 0.41 0.39

Tab. 13.2: The mean homogeneity for each non-preprocessed HRaw and the equivalent
preprocessed HPre mouse following the preprocessing steps in Section 7.2.

As can be seen, the application of the described preprocessing is sufficient to remove
vignetting and thus leads to an improved homogeneity (see Table 13.2).
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14Quantification of dose
delivery accuracy in 3D

In this section, the results of the quantification of the dose delivery accuracy verifica-
tion are presented in accordance with the methods described in Section 8.

14.1 Step A1: Repositioning Accuracy
The setup error analysis revealed normally distributed statistical misalignments of
the mouse skull with standard deviations σa of 0.64 mm, 0.58 mm, 0.45 mm in x- y-
and z- direction and 1.51°, 3.69° and 5.32° for the Euler angles pitch (rotation about
z-axis), yaw (rotation about y-axis) and roll (rotation about x-axis), respectively
(Figure 14.1 and Table 14.1).

Fig. 14.1: Misalignment distributions for each positioning degree of freedom for pairwise
rigidly registered CBCT images.
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Rotation degree of freedom Mean µa [◦] Standard deviation σa [◦]
Rotation about x-axis 0.97 5.32
Rotation about y-axis 0.10 1.51
Rotation about z-axis −1.73 3.69

(a)

Translation degree of freedom Mean µa [mm] Standard deviation σa [mm]
Translation in x-direction 0.10 0.65
Translation in y-direction 0.37 0.58
Translation in z-direction 0.07 0.45

(b)

Tab. 14.1: Repositioning accuracy of each positioning degree of freedom measured by
the mean µa and standard deviation σa of the corresponding misalignment
distribution in Figure 14.1.

14.2 Step A2: Uncertainties of A-priori dose
Table 14.2 and Figure 14.2 show the results of the a-priori dose error characterized
by the shifts of the Bragg peak in all degrees of freedom. The misalignments in
roll (rotation about x-axis) can lead to a relevant range shift of −0.7/ + 0.4 mm
at the falling distal edge and to an overestimation/underestimation of the dose
for transversal dose profiles. On the other hand, the small misalignments in yaw
(rotation about y-axis) and pitch (rotation about z-axis) compared to the roll do
not result in a dose delivery error below the image resolution. The translation in
y-direction results in a relevant transversal dose shift and a range shift of −0.1/ + 0.1
mm. The misalignments in the x-direction lead to a significant transversal shift of
the dose distribution. For the largest observable misalignment along the beamline
(z-direction), no relevant range shift is observed. Ultimately, only the misalignments
in roll and the lateral translational degrees of freedom have a relevant impact on the
accuracy of dose delivery for our experimental study.
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Fig. 14.2: Dosimetric impact of misalignment before 3D position reconstruction by 2D-3D
image matching. Overlay of a mouse skull CBCT slice with depth-dose curves,
plot of transversal dose curves along y-axis and x-axis for zero misalignment
(green) and misalignment plus/minus (red/blue) of one standard deviation for
each degree of freedom.

Degree of freedom Distal range shift [mm] Proximal range shift [mm]
Rotation about x-axis 0.40 0.70
Rotation about y-axis 0.02 0.04
Rotation about z-axis 0.00 0.01

Translation in x-direction 0.02 0.03
Translation in y-direction 0.11 0.11
Translation in z-direction 0.03 0.01

Tab. 14.2: A-priori dose error: The distal range shift is characterized by a shift of the Bragg
peak according to −σa in Figure 14.2. The proximal range shift is characterized
by a shift of the Bragg peak according to σa in Figure 14.2.

14.2 Step A2: Uncertainties of A-priori dose 101



14.3 Step B1: 3D Position Reconstruction
The computation time for the misalignment correction is given by a maximum of 15
s on the GPU (Nvidia Quadro RTX 6000). Complete treatment planning including
pre-processing, misalignment correction, and simulation can be performed in less
than 5 minutes. To make this accessible to users, the GUI "TP-Small-Animal" was
developed based on Napari. An exemplary optimization process is shown in Figure
14.3.

Fig. 14.3: Overview of an exemplary 3D position reconstruction by 2D-3D image matching.
The top row shows an initial DRR generated by the CBCT (left), the final DRR
generated by the CBCT (middle) matching the target X-ray image (right). The
bottom row shows the evolution of the rotation (left) and translation (middle)
parameters as well as the Gradient-NCC similarity (right).

14.4 Step B2: Evaluation of Position Uncertainty
Via 3D position reconstruction by 2D-3D image matching, the absolute mean mis-
alignment µe could be reduced to ±1◦ for all rotations and to ±0.1 mm for all
translations, except for the in z-direction, which was not corrected (Figure 14.4 and
Table 14.3)
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Fig. 14.4: Misalignment distribution for each translation and rotation parameter after 3D
position reconstruction by 2D-3D image matching. The blue line denotes the
mean error µe.

Rotation degree of freedom Mean µe [◦] Standard mean error σe [◦]
Rotation about x-axis 0.90 0.10
Rotation about y-axis 0.68 0.07
Rotation about z-axis 0.19 0.01

(a)

Translation degree of freedom Mean µe [mm] Standard mean error σe [mm]
Translation in x-direction 0.01 0.00
Translation in y-direction 0.01 0.01
Translation in z-direction NC NC

Note: NC = No correction was applied

(b)

Tab. 14.3: Absolute mean residual error after 3D position reconstruction by 2D-3D image
matching corresponding to the misalignment distribution in Figure 14.4.
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14.5 Step B3: Uncertainty of A-posteriori dose
After the 3D position reconstruction by 2D-3D image matching, the misalignment in
roll and the lateral translational degrees of freedom lead to range shifts that are no
longer observable (Figure 14.5 and Table 14.4).

Fig. 14.5: Dosimetric impact of misalignment after 3D position reconstruction by 2D-3D
image matching. Overlay of a mouse skull CBCT slice with depth-dose curves,
plot of transversal dose curves along y-axis and x-axis for zero misalignment
(green) and misalignment plus/minus (red/blue) of one standard deviation for
each degree of freedom.
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Degree of freedom Distal range shift [mm] Proximal range shift [mm]
Rotation about x-axis 0.09 0.12
Rotation about y-axis 0.02 0.01
Rotation about z-axis 0.00 0.00

Translation in x-direction 0.00 0.01
Translation in y-direction 0.00 0.00
Translation in z-direction NC NC

Note: NC = No correction was applied

Tab. 14.4: A-posteriori dose error: The distal range shift is characterized by a shift of
the Bragg peak according to −µe in Figure 14.5. The proximal range shift is
characterized by a shift of the Bragg peak according to µe in Figure 14.5.
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15Registration

15.1 CBCT-Atlas registration
In this section, the residual registration error dMRRE_CBCT_MRI for each mouse is
presented for the registration of the CBCT image to the MRI template that was
previously registered to the combined DAPI-Nissl template generated by [229], as
described in Section 9.2. The mean registration error quoted in [229] was 100 µm. In
addition, some exemplary registration results are shown. Initially, the MRI template
was registered to the combined DAPI-Nissl template. An exemplary 2D view of the
resulting registration is shown in Figure 15.1.

(a) (b) (c)

Fig. 15.1: An exemplary 2D view of a final MRI-Nissl-DAPI template registration. The
subfigure 15.1a shows the target image corresponding to the combined DAPI-Nissl
template. The subfigure 15.1b shows the final moving image corresponding to
the MRI template. The subfigure 15.1c displays the corresponding checkerboard
view of both.

The residual registration dMRRE_MRI_DAPI-Nissl, resulting from setting landmarks,
amounts to 12µm. The results of the registration of the CBCT image to the MRI
template for an exemplary mouse can be visually inspected in Figure 15.2.
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Fig. 15.2: An exemplary 2D view overlay of the CBCT image registered to the MRI
template.

The residual registration error dMRRE_CBCT_MRI for each mouse was determined by
setting landmarks according to the equation 9.17. Table 15.1 displays the error for
each mouse.
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Mouse dMRRE_CBCT_MRI [µm]
B6: 0 Gy 12
B6: 45 Gy 10
B6: 65 Gy 13
B6: 85 Gy 14
C3H: 0 Gy 57
C3H: 40 Gy 32
C3H: 60 Gy 82
C3H: 80 Gy 80

Tab. 15.1: The residual landmark-based registration error dMRRE_DAPI_MRI for each mouse
according to equation 9.17

All residual registration errors are less than 0.1 mm, which is less than the resolution
of the dose and LET distributions.

15.2 Histology-Atlas registration
In this section, the residual registration error dMRRE_Histology_Atlas for each mouse
is presented for the registration of the histological images to the MRI-Nissl-DAPI
template as described in Section . In addition, some exemplary results of restoration
and registration are shown. Prior to registration, additional preprocessing was
required to match the intensity distributions of the histological slices to the MRI-
Nissl-DAPI template. For this preprocessing, the mean PSNR as defined in Section
13.1 according to the equation 13.1 for all GFAP-stained images shows an increase
from 12 dB to 17 dB after applying the algorithm 12.
The residual registration errors dMRRE_Histology_Atlas after applying the registration
workflow as described in Section 15.2 according to the equation 9.17 are summarized
in Table 15.2.

Mouse dMRRE_Histology_Atlas [µm]
B6: 0 Gy 92
B6: 45 Gy 89
B6: 65 Gy 98
B6: 85 Gy 137
C3H: 0 Gy 122
C3H: 40 Gy 154
C3H: 60 Gy 142
C3H: 80 Gy 127

Tab. 15.2: The residual landmark-based registration error dMRRE_Histology_Atlas for each
mouse according to equation 9.17.

An exemplary 2D view of a final fully reconstructed Histology-Atlas registration is
shown in Figure 15.3.
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(a) (b)

(c)

Fig. 15.3: An exemplary 2D view of a final full reconstructed Histology-Atlas registration.
The subfigure 15.3a shows the brain slice as a whole. The subfigure 15.3b shows
the zoom view of the right hippocampus. The subfigure 15.3c displays the zoom
view of the right brain edge. Green denotes the DAPI-stained slices. White
denotes the MRI-Nissl-DAPI template.
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An exemplary restoration process of a DAPI slice using the Partial-Aligner is
demonstrated in Figure 15.4.

Fig. 15.4: An exemplary restoration process of a DAPI slice using the Partial-Aligner.
The rose bordered right brain hemisphere defines the region of interest for the
Partial-Aligner. Orange corresponds to the left hemisphere, which is fixed. Green
corresponds to the right hemisphere, which was moved.

In Figure 15.5, an exemplary 2D view of a final Histology-Atlas registration is shown
after applying the Partial-Aligner to restore the DAPI slice.
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(a) (b)

Fig. 15.5: An exemplary 2D view of a final Histology-Atlas registration is shown after
applying the Partial-Aligner to restore DAPI slice. The subfigure 15.5a shows
the no-restored brain slice. The subfigure 15.5b shows the restored one registered
to the MRI-Nissl-DAPI atlas. Green denotes the DAPI-stained slice. White
denotes the MRI-Nissl-DAPI template.
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An exemplary 3D view of the final registration of a mouse is displayed in Figure
15.6.

(a) (b)

Fig. 15.6: An exemplary 3D view of a final Histology-Atlas registration. The subfigure 15.5a
shows the unregistered histology (DAPI) and the MRI-Nissl-DAPI template.
The subfigure 15.5b shows the registered DAPI slices to the MRI-Nissl-DAPI
template. Blue denotes the DAPI-stained slices. Yellow denotes the MRI-Nissl-
DAPI template.

The error estimation using landmarks indicates that all mice are registered with an
accuracy on the order of 0.1 mm, corresponding to the resolution of the dose and
LET distributions.
The total mean registration is 190 µm taking into account the mean registration errors
for the registration of the CBCT images and MRI-Nissl-DAPI template determined
in Section 15.1 and the residual range shift dose delivery error determined in Section
14.5. This corresponds to a maximum dose uncertainty of ±2.5 Gy and a maximum
LET uncertainty of ±2 keV/µm (see Figure 12.2c) according to the resulting shift
of the falling edge. In comparison to the statistical uncertainty of the Monte Carlo
simulation in section 12.1, this is the dominant uncertainty. In comparison to the
statistical uncertainty of the Monte Carlo simulation in section 12.1, this is the
dominant uncertainty.
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16Segmentation

16.1 Segmentation of reactive astrocytes
In this section, the results of the segmentation of the reactive astrocytes by training
our U-Net model according to the section 10.1 is shown. In addition, it is pointed
out how the choice of the loss function and the preprocessing according to Section
7.2 affects the segmentation performance. Furthermore, the outcomes trained with
the U-Net architecture are compared with the results obtained by applying a random
forest provided by Ilastik or the Otsu’s thresholding.
Table 16.1 displays the Dice scores, which measure the overlap between the prediction
and the ground truth mask, and the Jaccard index, which measures the ability to
identify astrocytes, for each segmentation approach.

Segmentation approaches Dice score D Jaccard index J
U-Net (Preprocessed data and loss 10.1) 0.86 0.72
U-Net (Non-preprocessed data and loss 10.1) 0.82 0.70
U-Net (Preprocessed data and loss 10.5) 0.79 0.73
Ilastik (Random Forest) 0.58 0.28
Otsu’s method 0.51 0.38

Tab. 16.1: The Dice score measuring the overlap of prediction and ground truth mask
and the Jaccard index measuring the ability to identify astrocytes for each
segmentation approach.

In Figure 16.1, a sample of the segmented astrocytes resulting from the trained
U-Net model with the loss 10.1 and the preprocessed data according to the section
7.2 is shown.
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Fig. 16.1: A sample of the segmented astrocytes resulting from the trained U-Net architec-
ture with the loss 10.1 and the preprocessed data according to the section 7.2.
The segmented astrocytes are illustrated by by its segmented contour colored by
violet.

An overview of the different outcomes concerning the training of the U-Net archi-
tecture with loss 10.1 or 10.5, as well as the application of a random forest and the
application of Otsu’s thresholding, is displayed in Figure 16.2.
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(a) (b) (c) (d) (e)

Fig. 16.2: An overview of the different outcomes concerning the U-Net architecture with
loss 10.1 (subfigure 16.2e) and 10.5 (subfigure 16.2d), as well as the application
of random forest (subfigure 16.2c) and the application of Otsu’s thresholding
(subfigure16.2b). The subfigure 16.2a shows the ground truth annotated reactive
astrocyte cell.

As can be seen, the choice of loss is important for the preservation of the processes of
astrocytes. The choice of loss 10.1 best preserves the morphology of the astrocytes. In
addition, it is shown that our histological preprocessing steps to reduce illumination
error according to the section 7.2 affect the segmentation result, leading to an increase
in the Dice Score of 0.04. Furthermore, all trained U-Net models outperform older
machine learning approaches such as random forest as well as traditional methods
such as Otsu’s thresholding in terms of accurate morphology segmentation and
detection of reactive astrocytes. The inter-rater variability of the segmentation
among our domain experts, measured by the Dice score Dvar, is given by 0.92.
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17Analysis

17.1 Analysis of number density of reactive astrocytes
In this section, the number density of astrocytes, defined in cubes according to
Section 11.1, is considered as a function of different brain regions, dose and LET.
First, the number density defined in 11.1 was viewed axially to examine changes as a
function of depth and the resulting curve was compared to the depth dose curve. In
addition, the number density depth profile was compared to the product of LET and
dose as a predictor of RBE [8].
Figures 17.2 and 17.1 show how the depth profile of the number density of astrocytes
defined in 11.1 changes with doses of 40 Gy, 45 Gy, 60 Gy, 65 Gy, 80 Gy, and 85 Gy
and the corresponding dose · LET profile for each of the six mice.
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(a) B6 irradiated with 45 Gy
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(b) B6 irradiated with 65 Gy
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(c) B6 irradiated with 85 Gy
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(d) C3H irradiated with 40 Gy
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(e) C3H irradiated with 60 Gy
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(f) C3H irradiated with 80 Gy

Fig. 17.1: The depth profiles for the number density nRA of astrocytes defined by cubes of
0.5 mm and the dose in dependence of the brain depth d. Blue denotes the dose.
Green corresponds to the number density.
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(a) B6 irradiated with 45 Gy
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(b) B6 irradiated with 65 Gy
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(c) B6 irradiated with 85 Gy
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(d) C3H irradiated with 40 Gy
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(e) C3H irradiated with 60 Gy
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(f) C3H irradiated with 80 Gy

Fig. 17.2: The depth profiles for the number density nRA of astrocytes defined by cubes
of 0.5 mm and the dose times LET in dependence of the brain depth d. Red
denotes the dose times LET profile. Green corresponds to the number density.

The same steps were applied to study the transversal profile (see Figure 17.3).
However, the LET is nearly constant transversely. Therefore, no dose times LET
transversal profile is shown.
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(a) B6 irradiated with 45 Gy
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(b) B6 irradiated with 65 Gy
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(c) B6 irradiated with 85 Gy
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(d) C3H irradiated with 40 Gy
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(e) C3H irradiated with 60 Gy
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(f) C3H irradiated with 80 Gy

Fig. 17.3: The transversal profiles for the number density nRA of astrocytes defined by
cubes of 0.5 mm and the dose in dependence of the distance d from the outer
edge of the ventricle in the transversal perspective. Blue denotes the dose. Green
corresponds to the number density. The orange vertical line highlights the
transition from the thalamus to the midbrain.

Considering the number density behavior of each cube as a function of the dose and
dose times LET in Figure 17.4, a trend can be observed that the number density
correlates with dose and dose times LET.
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Fig. 17.4: Scatter plot of number density nRA of each cube in dependence of the Dose as
well as Dose · LET

17.1 Analysis of number density of reactive astrocytes 121



It also reveals that dose times LET may be a better predictor than dose alone. The
slopes of the Dose times LET fits are given by 1.088+0.087

−0.084 [1/Gy · keV/µm] for B6
and 1.389+0.104

−0.102 [1/Gy · keV/µm] for C3H, which are larger than the slopes for the
dose fits given by 0.903+0.073

−0.069 [1/Gy] for B6 and 1.166+0.090
−0.086 [1/Gy] for C3H. This

indicates that the response of astrocytes is more pronounced in C3H than in B6.
However, the differences between the two slopes are not significant concerning the
5% significance level. The reported errors are the percentiles matching the standard
error of a Gaussian-distributed sample.
Looking at the depth and transverse profiles, the number density shows a complex
characteristic: the number density does not follow the pattern of dose and dose times
LET. In the depth view, it can be observed that the number density exceeds the
dose, but also the dose times LET profile. In addition, increased number density can
be observed at the entrance of the brain (see depth profiles in Figure 17.1) as well as
near the ventricles (see transversal profile in Figure 17.3) in some C3H mice. The
shift of the response to the ventricles can be quantified by the expected value of the
transversal profiles.
Table 17.1 shows the mean values of the transversal dose profiles and the number
densities of reactive astrocytes nRA. Additionally, Table 17.1 displays the p-values
under the null hypothesis that the dose distribution and nRA have the same mean.
The Welch t-test [264] was used for this.

Type of mouse irradiated with µDose[mm] µRA [mm] pvalue
B6: 45 Gy 3.144 3.029 5.1 · 10−11

B6: 65 Gy 3.618 3.361 3.2 · 10−20

B6: 85 Gy 3.585 3.433 2.6 · 10−10

C3H: 40 Gy 2.621 2.434 8.9 · 10−22

C3H: 60 Gy 2.681 2.339 7.9 · 10−75

C3H: 80 Gy 3.023 2.836 4.8 · 10−14

Tab. 17.1: The means of the transversal dose profiles and the number density profiles
displayed in figure 17.3 as well as the p-value for the Welch t-test with the null
hypothesis that dose distribution and nRA have the same mean.

As can be seen from Table 17.1, the null hypothesis can be rejected for all considered
mean values of dose and nRA concerning a significance level of 5%. Furthermore, an
underdensity of astrocytes can be observed in the transversal profiles (see Figure
17.3) at some point despite of the doses of cubes higher than 6 mm+0.5mm

−0.5mm for B6
and 5.5 mm+0.5mm

−0.5mm. This transition point seems to correspond to the brain region
transition from the midbrain to the thalamus, as can be easily visually inspected
(see Figure 17.5).
In the next section, the results of the number density investigation in the hippocampus,
thalamus, and midbrain are shown using 2-point density correlation functions, which
were proposed to unravel the complex astrocyte occurrence pattern, to pursue the
issue of tissue-specific astrocyte response in full 3D and not only based on the
projected 1D depth and transversal perspective.

122 Chapter 17 Analysis



(a) Midbrain (b) Transition (c) Thalamus

Fig. 17.5: An exemplary image tiles of the distribution of reactive astrocytes, which were
exposed to equal dose (67 Gy) and LET (7 keV/µm) in the midbrain, at the
transition from the midbrain to the thalamus and in the thalamus. Subfigure
17.5a shows the distribution of reactive astrocytes in the midbrain. Subfigure
17.5b displays the distribution of reactive astrocytes at the transition between
the midbrain and the thalamus, where the transition is characterized by the red
line. Subfigure 17.5c corresponds to the distribution of reactive astrocytes in the
thalamus.

17.2 Analysis of reactive astrocytes using correlation functions

As described previously, the distribution of astrocytes in the mouse brain after proton
irradiation shows a complex pattern. To bring light into the darkness, 2-point density
correlation functions ξ are defined for the hippocampus, thalamus, and midbrain
according to Section 11.2. This factor indicates how the astrocytes are clustered in
the sample. In other words, it reflects the probability of finding another astrocyte
δP in a small element of volume δV at a distance r given by the formula

δP = (1 + ξ(r))δV. (17.1)

For each tissue type, the low-dose region (0-30 Gy) and the high-dose region (>60
Gy) were considered, where astrocytes were exposed to the same LET ±2 keV/µm
less than 10 keV/µm. The thresholds for the low-dose and high-dose regions were
chosen so that the probability of complications in normal tissue is zero and close
to one, respectively. The LET threshold was defined according to the International
Commission on Radiological Protection (ICRP 60 [207]), which states that the
RBE does not depend on LET less than 10 keV/µm. Figure 17.6 shows the results
for the thalamus in the low-dose region and high-dose region exposing low LET.
Results for the hippocampus and midbrain are shown in Figure 17.7 and Figure 17.8,
respectively.
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Fig. 17.6: The 2−point density correlation functions ξ as a function of distance r for reactive
astrocytes in the thalamus exposed to low doses less than 30 Gy (marked in
blue) and high doses greater than 60 Gy (marked in yellow) with LET less than
10 keV/µm.
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Fig. 17.7: The 2−point density correlation functions ξ as a function of distance r for
reactive astrocytes in the hippocampus exposed to low doses less than 30 Gy
(marked in blue) and high doses greater than 60 Gy (marked in yellow) with
LET less than 10 keV/µm.
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Fig. 17.8: The 2−point density correlation functions ξ as a function of distance r for reactive
astrocytes in the midbrain exposed to low doses less than 30 Gy (marked by
blue) and high doses greater than 60 Gy (marked by yellow) with LET less than
10 keV/µm.

The figures reveal a clustering process with higher doses independent of the considered
brain region determined by the maximum of ξ(r), ξmax. The maximum density
correlation increase ξmax for each brain region is summarized in Table 17.2.

Brain regions ξmax, low doses ξmax, high doses ξmax, high doses − ξmax, low doses
B6: Hippocampus -0.46 -0.26 0.20

C3H: Hippocampus -0.51 -0.37 0.14
B6: Midbrain -0.23 -0.11 0.12

C3H: Midbrain -0.15 -0.02 0.13
B6: Thalamus 0.34 0.60 0.26

C3H: Thalamus -0.14 0.13 0.27

Tab. 17.2: Values of the maximum density correlation ξmax and its increase with higher
doses for the brain regions hippocampus, thalamus and midbrain.

For the thalamus, astrocytes were considered to be exposed to LET less than 10
keV/µm before the Bragg peak and greater than 10 keV/µm after the Bragg peak
at the same doses with an accuracy of ±2.5 Gy in the low-dose region (0-30 Gy).
Figure 17.9 shows the corresponding 2-point density correlation function.
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Fig. 17.9: The 2−point correlation functions ξ as a function of distance r for reactive
astrocytes in the thalamus exposed to LET less than 10 keV/µm (marked in
blue) and LET greater than 10 keV/µm (marked in yellow) with doses less than
30 Gy.

The Figure also reveals a clustering process for LET larger than 10 keV/µm. However,
the effect is not as pronounced as the effect of increased dose. The increase in
maximum density correlation is 0.23 for B6 and 0.12 for C3H compared to 0.26 for
B6 and 0.27 for C3H for high-dose regions.
To test whether the 2-point density correlation profiles ξ for different doses, LET,
and brain regions did not originate from the same distribution, the Kolmogorov-
Smirnow test [82] was performed. This test is a statistical test of the equality of two
distributions (null hypothesis). Table 17.3 displays the corresponding p-values.

Type of ξ pvalue
ξ for low and high doses in the hippocampus of B6 6.0 · 10−29

ξ for low and high doses in the hippocampus of C3H 4.8 · 10−5

ξ for low and high doses in the midbrain of B6 6.5 · 10−35

ξ for low and high doses in the midbrain of C3H 8.5 · 10−19

ξ for low and high doses in the thalamus of B6 6.1 · 10−21

ξ for low and high doses in the thalamus of C3H 1.5 · 10−33

ξ for low and high LET in the thalamus of B6 3.2 · 10−69

ξ for low and high LET in the thalamus of C3H 6.6 · 10−119

Tab. 17.3: The p-value for the Kolmogorov-Smirnow test to test the equality of the 2-point
density correlation profiles ξ for different doses, LET, and brain regions.

As can be seen, the null hypothesis can be rejected for each 2-point density corre-
lation profile ξ for all considered doses, LET, and brain regions concerning the 5%
significance level.
In Figure 17.10, samples of the same dose ±2.5 Gy and LET ±1 keV/µm are
compared for the brain regions hippocampus, thalamus, and midbrain.
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Fig. 17.10: The 2−point density correlation functions ξ as a function of the distance r for
reactive astrocytes in the hippocampus (purple), midbrain (red), and thalamus
(green), exposed to the same dose and LET.

As can be seen, the 2-point density correlation function ξ is much higher for the
thalamus compared to the midbrain and hippocampus. It also shows that the
hippocampal response is higher than the midbrain response. The respective maxima
of ξ(r), ξmax and their increment are shown in Table 17.4. Table 17.5 shows the
corresponding p-values for the null hypothesis that the 2-point density correlation
functions follows the same distribution as tested by the Kolmogorov-Smirnow test.

Brain areas (type 1, type 2) ξmax, type1 ξmax, type2 ξmax, type1 − ξmax, type2

B6: (Thalamus, Hippocampus) 0.39 -0.40 0.79
C3H: (Thalamus, Hippocampus) 0.07 -0.40 0.47

B6: (Thalamus, Midbrain) 0.39 -0.22 0.61
C3H: (Thalamus, Midbrain) 0.07 -0.15 0.22

B6: (Midbrain, Hippocampus) -0.22 -0.40 0.18
C3H: (Midbrain, Hippocampus) -0.15 -0.40 0.25

Tab. 17.4: The values of the maximum density correlation ξmax and their increment with
higher doses for the brain regions hippocampus, thalamus, and midbrain.
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Brain areas (type 1, type 2) pvalue
B6: (Thalamus, Hippocampus) 9.6 · 10−3

C3H: (Thalamus, Hippocampus) 1.9 · 10−12

B6: (Thalamus, Midbrain) 8.9 · 10−6

C3H: (Thalamus, Midbrain) 1.3 · 10−8

B6: (Midbrain, Hippocampus) 6.1 · 10−10

C3H: (Midbrain, Hippocampus) 6.8 · 10−23

Tab. 17.5: The p-value for the Kolmogorov-Smirnow test to test the equality of two 2-point
density correlation profiles ξ.

According to Table 17.5, the null hypothesis can be rejected concerning a significance
level of 5%.
Furthermore, a comparison of the maximum density correlation value ξmax shows
a more complex picture than the analysis in Section 17.1. For the thalamus, the
B6 response is stronger than the C3H response, but vice versa for the midbrain.
In addition, it can be seen that the probabilities for all brain regions except the
thalamus show an underdensity compared to the corresponding Poisson sampling
according to the number density of astrocytes of non-irradiated brain regions.

17.3 Analysis of the morphology of reactive astrocytes
This section presents the results of the morphology analysis described in the section
11.3. First, the results of the shape analysis using the elastic metric are presented
and then the results of the investigation of the resizing of astrocyte processes are
shown. Figure 17.11 shows an example of the geodesic distance between two shapes
defined by the equation 11.8.

Fig. 17.11: An example of the geodesic distance between the shape of two reactive astrocytes
displayed from left to right.

In the same way as in the previous section, the brain regions were distinguished
anatomically, dose-dependently and LET-dependently. The Figures 17.12, 17.13, and
17.14 show the corresponding shape distributions measured by the so-called Square
Root Velocity metric, given by α = 1 and β = 0.25 in the equation 11.5, which
determines the distance between the velocities of the two shapes.
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Fig. 17.12: The shape distributions of reactive astrocytes in the thalamus for the two
mouse strains B6 (17.12a) and C3H (17.12b) dependent on the dose and LET
measured by equation 11.5. The shape distribution labeled by 0 corresponds
to the astrocytes in the thalamus, which were not irradiated. The shape
distributions (1 and 2) denote the shape distribution of astrocytes exposed to
low doses less than 30 Gy (1) and high doses greater than 60 Gy (2) with LET
less than 10 keV/µm. Shape distribution 3 corresponds to astrocytes exposed
to LET greater than 10 keV/µm with doses less than 30 Gy. The green line
marks the mean of the respective shape distribution.
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Fig. 17.13: The shape distributions of reactive astrocytes in the midbrain for the two
mouse strains B6 (17.13a) and C3H (17.13b) dependent on the dose and LET
measured by equation 11.5. The shape distribution labeled by 0 corresponds
to the astrocytes in the midbrain, which were not irradiated. The shape
distributions (1 and 2) denote the shape distribution of astrocytes exposed to
low doses less than 30 Gy (1) and high doses greater than 60 Gy (2) with LET
less than 10 keV/µm. The green line marks the mean of the respective shape
distribution.
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Fig. 17.14: The shape distributions of reactive astrocytes in the hippocampus for the two
mouse strains B6 (17.14a) and C3H (17.14b) dependent on the dose and LET
measured by equation 11.5. The shape distribution labeled by 0 corresponds
to the astrocytes in the hippocampus, which were not irradiated. The shape
distributions (1 and 2) denote the shape distribution of astrocytes exposed to
low doses less than 30 Gy (1) and high doses greater than 60 Gy (2) with LET
less than 10 keV/µm. The green line marks the mean of the respective shape
distribution.

As can be seen, all shape distributions follow a multimodal (bimodal) distribution.
In addition, no significant differences between the brain regions themselves as well as
between the irradiated and non-irradiated regions can be observed for the two mouse
strains B6 and C3H (Welch t-test with a significance level of 5%). However, the form
of the shape distribution differs between brain regions slightly. The only significant
difference can be observed between the astrocytes of the two mouse strains B6 and
C3H in the midbrain (p-value: 8 · 10−5 ).
As can be seen in Figures 17.12, 17.13 and 17.14, there are generally no significant
shape variations. However, when the size of the processes of astrocytes is considered
(see Figures 17.15, 17.16, 17.17 and Table 17.6) , a significant increase in size in
response to dose or LET is observed.

17.3 Analysis of the morphology of reactive astrocytes 131



0 1 2
Size distribution

20

30

40

50

60

70

80

90

100

T
ot

al
le

ng
th

of
pr

oc
es

se
s

[µ
m

]

(a) B6 mice

0 1 2 3
Size distribution

20

30

40

50

60

70

80

90

100

T
ot

al
le

ng
th

of
pr

oc
es

se
s

[µ
m

]

(b) C3H mice

Fig. 17.15: The size distributions of reactive astrocytes in the thalamus for the two mouse
strains B6 (17.15a) and C3H (17.15b) dependent on the dose and LET measured
by equation 11.5. The size distribution labeled by 0 corresponds to the astrocytes
in the thalamus, which were not irradiated. The size distributions (1 and 2)
denote the size distribution of astrocytes exposed to low doses less than 30
Gy (1) and high doses greater than 60 Gy (2) with LET less than 10 keV/µm.
Size distribution 3 corresponds to astrocytes exposed to LET greater than 10
keV/µm with doses less than 30 Gy. The green line marks the mean of the
respective size distribution.
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(b) C3H mice

Fig. 17.16: The size distributions of reactive astrocytes in the midbrain for the two mouse
strains B6 (17.16a) and C3H (17.16b) dependent on the dose and LET measured
by equation 11.5. The size distribution labeled by 0 corresponds to the astrocytes
in the midbrain, which were not irradiated. The size distributions (1 and 2)
denote the size distribution of astrocytes exposed to low doses less than 30 Gy
(1) and high doses greater than 60 Gy (2) with LET less than 10 keV/µm. The
green line marks the mean of the respective size distribution.
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(b) C3H mice

Fig. 17.17: The size distributions of reactive astrocytes in the hippocampus for the two
mouse strains B6 (17.17a) and C3H (17.17b) dependent on the dose and LET
measured by equation 11.5. The size distribution labeled by 0 corresponds
to the astrocytes in the hippocampus, which were not irradiated. The size
distributions (1 and 2) denote the size distribution of astrocytes exposed to
low doses less than 30 Gy (1) and high doses greater than 60 Gy (2) with LET
less than 10 keV/µm. The green line marks the mean of the respective size
distribution.
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Size Distribution µsize [µm] semsize [µm] pvalue
B6, Thalamus: 0 34.50 0.19 2.3 · 10−19

B6, Thalamus: 1 41.17 0.34 1.8 · 10−64

B6, Thalamus: 2 51.31 0.65 3.1 · 10−133

B6, Thalamus: 3 45.97 0.34 1.6 · 10−188

C3H, Thalamus: 0 45.41 0.27 7.8 · 10−148

C3H, Thalamus: 1 48.51 0.51 6.6 · 10−8

C3H, Thalamus: 2 53.99 0.42 4.8 · 10−65

C3H, Thalamus: 3 51.19 1.26 8.9 · 10−10

B6, Midbrain: 0 31.81 0.23 1.8 · 10−103

B6, Midbrain: 1 39.66 0.70 5.0 · 10−26

B6, Midbrain: 2 40.95 0.72 7.8 · 10−33

C3H, Midbrain: 0 36.00 0.24 1.8 · 10−183

C3H, Midbrain: 1 37.42 0.33 4.8 · 10−4

C3H, Midbrain: 2 38.54 0.75 1.4 · 10−3

B6, Hippocampus: 0 38.95 0.24 2.9 · 10−48

B6, Hippocampus: 1 39.02 0.38 8.9 · 10−1

B6, Hippocampus: 2 40.78 0.39 6.8 · 10−5

C3H, Hippocampus: 0 47.02 0.29 5.0 · 10−5

C3H, Hippocampus: 1 52.61 0.78 2.4 · 10−11

C3H, Hippocampus: 2 56.11 1.02 1.3 · 10−17

Tab. 17.6: The mean µsize and the standard error of the mean sem of the size distributions
of the reactive astrocytes in the thalamus, midbrain, and hippocampus shown
in the Figures 17.15, 17.16, and 17.17. The pvalue quantify the null hypothesis
by the Welch t-test that the mean of the respective considered size distribution
of the astrocytes in the irradiated brain region is equal to the mean of the
corresponding size distribution of astrocytes in the corresponding non-irradiated
brain region. The stated pvalue for the astrocytes in the non-irradiated thalami
refer to the test with the astrocytes in the non-irradiated midbrains. The stated
pvalue for the astrocytes in the non-irradiated midbrains refer to the test with the
astrocytes in the non-irradiated hippocampi. The stated pvalue for the astrocytes
in the non-irradiated hippocampi refer to the test with the astrocytes in the
non-irradiated thalami.
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This dose- or LET-dependent increase in size is significant for all brain regions
considered, except for astrocytes in the hippocampus of B6 mice in the low-dose
region (0-30 Gy) exposed to LET less than 10 keV/µm. The Welch t-test with a
significance level of 5% was performed again to test whether the two samples possess
the same mean (see table 17.6). Furthermore, it is observed that astrocytes in the
hippocampus (B6: 39 µm, C3H: 47 µm) have the largest mean size of astrocyte
processes compared to the thalamus (B6: 35 µm, C3H: 45 µm) and the midbrain (B6:
32 µm, C3H: 36 µm). In addition, the reactive astrocytes of the B6 mouse strain
are smaller than those of the C3H mouse strain in all brain regions (Welch t-test,
Thalamus: pvalue = 1.5 · 10−237, midbrain: pvalue = 5.9 · 10−36, and hippocampus:
pvalue = 1.1 · 10−101).
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18Disccusion and Conclusion

18.1 Discussion: Monte-Carlo Simulation
For our mouse model it is succeeded to implement a fast and accurate MC simulation
in TOPAS MC based on the generation of a phase space file as well as the automatic
transformation of the experimental coordinates and the TOPAS coordinate system on
top of the raw Monte Carlo simulation of the experimental setup parameters and the
dosimetry provided by [31]. Our implementation achieved a computation time of 108

of seconds. This short computation time will allow us to perform real-time treatment
planning virtually concurrently with upcoming small animal proton irradiations in
the future.
The comparison of the raw proton LET with secondary electrons and the LET of all
particles reveals that the LET of all particles is higher at the brain entrance due to
heavier particles than protons (maximal enhancement: 0.12 keV/µm). However, this
is of the same order as the mean statistical error of the LET, 0.16 keV/µm.
In general, the higher relative error of the LET computations (∼ 1 % compared
to the maximum) compared to the Dose calculations (∼ 0.1 % compared to the
maximum) is caused by spikes in the LET distribution. These spikes are the result of
a high-LET cutoff value chosen to score particles with higher LET. This means that
particles are produced with a mean path length larger than the voxel size, which
leads to these spikes in the LET distributions [73, 76]. To reduce the variance the
high-LET cutoff value should be set to lower values resulting in taking into account
fewer high-LET particles or a secondary particle production threshold can be set
[73]. However, the choice of these values is somewhat arbitrary and requires further
investigations. Therefore, a very high LET cutoff was chosen. In general, our result
shows a good balance between variance reduction and scoring of high-LET particles.
However, our statistical dose uncertainty in dose is below the clinically acceptable
statistical uncertainty of 1-2% [65, 68]. Nevertheless, a comparison with Fluka is
underway.

18.2 Discussion: Dose delivery quantification
The most accurate approach to animal irradiation studies is 3D image guidance,
which is an attempt to reproduce the dose planning results, i.e. the dose is planned
first and then delivered as closely to the plan as possible. This was termed as
a-priori dose calculation. This type of experiment usually investigates a physiological
endpoint, e.g. failure of some organ function [148, 236, 252]. However, at many
preclinical proton facilities or experimental beamlines and for experiments with the
proton Bragg peak, the preconditions for 3D image guidance are frequently lacking.
The experimental setup considered here differs in the definition of the endpoint. The
purpose of this experiment is to quantify histological observables in a 3D volume
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within a single organ with the goal of measuring RBE. Thus, it was postulated
that the opposite approach, i.e. irradiate first and then compute the delivered dose,
might not be inferior to 3D image guidance. This was termed as a-posteriori dose
calculation. The objective of this part was to quantify the contribution of residual
setup errors to the dose localization uncertainty of our experiment. Even though
the methods were developed for a specific experiment that could only rely on 2D
imaging for setup correction, the three key elements of the procedure can be applied
in a general setting.
Regardless of the on-beam imaging modality, residual setup errors are difficult
to quantify. Hence, a bootstrap was developed and employed that exploits the
anatomical similarity of mice of the same strain to generate the otherwise practically
inaccessible distributions of setup errors in 6 degrees of freedom (DoF) (Step 1).
Subsequently, the impact of these DoFs on the dose localization uncertainty was
quantified to identify those DoFs that do not matter for this experimental setup,
Thus, both random and systematic errors in these DoFs can be safely neglected
(Step 2). For the remaining DoF, dose localization errors were quantified for setup
and dosimetric uncertainties, which essentially act as setup errors (Step 3). For
this purpose, a 3D-2D matching algorithm was designed. In general, this allows an
estimate of the localization uncertainty due to imaging, setup, and irradiation. For
our experiment, this uncertainty amounts to 0.1 mm.
Compared to 3D image guidance by CBCT [45, 145, 270], where mouse brains
were irradiated with photons, an uncertainty of 0.2 mm was reported. Despite the
superior image guidance capability, the uncertainty of our approach is of the same
order of magnitude. In [280], CBCT-guided photon irradiation of the entire bone
marrow of mice was performed with an accuracy of 1.5 mm. It is likely that our
approach will achieve at least a similar accuracy for this type of irradiation due to the
rigid structure of bone. In addition, such 3D multimodal systems have shown some
advantages, but typical imaging doses are around 0.3 Gy or even higher for micro-CT,
which must be taken into account especially for studies of irradiation of normal
tissue irradiation [253]. An uncertainty of 0.3 mm was determined for flash proton
irradiation of the mouse lung using a 2D image-guided setup over multiple kV X-ray
images [175]. Since the rigid structure of the skull provides significant advantages for
image registration and positioning without any fine-tuning, it can be assumed that
our approach will generate a significantly larger error for this application. However,
our approach can be easily extended to process multiple X-ray images to capture
the motion of organs such as the lungs, achieving an uncertainty of the same order
or better. In [200], proton irradiation of the spinal cord of rats was performed by
covering each position of the spinal cord in the spread-out Bragg peak. In [154]
induced tumors in the left shoulder of mice were irradiated with protons. For this
type of proton irradiation, where the goal is to deliver a homogeneous dose to the
entire target, position uncertainty is irrelevant because the problem of the location
of the high-LET region does not arise. So a safety margin was simply set to 2mm
and 2.5mm respectively. Compared to 2D X-ray image-guided proton irradiation of
the rat spinal cord [134], which reported an uncertainty of 0.12 mm, our approach is
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in the same order of magnitude despite the fact of better positioning of the animals.
In addition, our approach achieved the recommended position accuracy of 0.2 mm
for small animal experiments in the review [255].
However, the 2D-3D matching algorithm is limited in terms of CT reconstruction
kernels and artifacts. Thus, it is important to avoid CT artifacts and reduce the
effects of CT reconstruction, which was done by adjusting the X-ray image so
that its cumulative histogram matched that of the CBCT image. Further proton
range uncertainties may arise from an offset of the alignment of imaging and beam
coordinate system, as well as dosimetric uncertainties. The former can result in
lateral shifts, which have been shown to be a relevant source of dose positioning
uncertainty. This highlights the importance of quality assurance in aligning the
isocenters of imaging and irradiation. The latter adds a range uncertainty of ±0.13
mm, as was quantified for our experimental beamline in [31].
In conclusion, the specific results are difficult to generalize, but the developed
methods can be generalized. Nevertheless, our approach proves to be adequate for
the experiment investigating in vivo RBE and achieves similar quality as alternative
3D methods using CBCT.

18.3 Discussion: Registration
Our approach involves a multi-step registration procedure based on local-affine trans-
formations to assign a dose and a LET value to individual cells. The registration
approach encompasses image registration of multimodal images in the form of 3D
CBCT images associated with 3D dose and LET distribution to 2D histological
fluorescence slices. In general, 3D-2D registration is very challenging because it can
easily become ill-posed, especially for deformable registration models [103, 247]. The
task is aggravated by the fact that histological fluorescence sections are relatively
susceptible to distortions and artifacts related to fixation, mounting, floatation,
etc., such as air bubbles, due to the complex preparation and workflow required for
fluorescence microscopy [240]. In addition, the information content of fluorescent
histological sections is limited to a specific signal provided by the antibody, such as
cell nuclei (DAPI) or glial fibrillary acidic protein (GFAP), and does not provide
a signal related to specific anatomic soft tissues. Furthermore, CBCT images have
comparatively low soft tissue information.
To address this, our approach enables the adjustment and the manual monitoring
with a self-developed GUI based on Napari using local-affine transformations. Fur-
thermore, a MRI-Nissl-DAPI template was introduced to divide the registration
tasks into two separate tasks: a 3D-3D relatively easy rigid registration of CBCT
image and MRI-Nissl-DAPI template as well as a local-affine 3D-2D registration
of MRI-Nissl-DAPI template and histology with enhanced available information
content. Our registration accuracy of 161µm is comparable to similar approaches
using deformable registration models (163µm [174]) or, at first glance, seems to be
inferior (56µm [272]). In the following, our results are described in more detail to
compare the approaches and to discuss several potential improvements.
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Both approaches ([174] and [272]) are based on Nissl stained histology images, which
is a classic stain with no fluorescent properties [113]. It was used as the target of
the registration procedure. In our approach, this imaging modality is used as an
intermediate stage provided by the Allen mouse brain atlas [260] to improve soft
tissue information. However, both imaging modalities visualize the same pattern
of nuclei [209], but DAPI imaging shows larger ventricles compared to e.g. Nissl
staining [229], further increasing the registration uncertainty.
The approach in [272] was evaluated only on simulated slices generated by the
Nissl-stained Allen mouse brain atlas [260], without real distortions and artifacts
resulting from the experimental preparation and staining procedure. Therefore, it is
difficult to compare the results of [272] with our results.
In [174], all three cardinal planes of Nissl-stained histology are used with the goal of
creating a MRI-histology atlas. This provides additional useful 3D information and
improves registration accuracy, and is well suited for histology template generation,
but has no application for the required registration as in our case, where the biological
response of a mouse can only be stored in one plane. However, this approach also
involves a multi-step registration approach and was evaluated on real data compared
to [272]. In contrast to our available MRI and CBCT dataset with a resolution
of 100 µm, CT and MR images with higher resolutions (CT: 18.16 µm, MRI: 62.5
µm, isotropic [3]) were used in [174]. Better resolution of MR images and CBCT
images may lead to improved registration accuracy. Nevertheless, this also depends
on whether there is a significant improvement in the resolution of the equivalent
structures in the histology and CBCT/MR images. Nonetheless, this is questionable
due to the limited information in the histology. In summary, it turns out that
our approach achieves comparable results with only one available plane. However,
our approach is semi-automatic, allowing manual feedback loops to compensate for
registration uncertainties due to outliers.
In order to further improve the accuracy of the registration, there are generally two
ways to proceed.
The first way would be during the experimental cutting process. One option would
be to use micro-CT imaging [153] or optical tomography [92, 117, 164] to monitor
the cutting process, revealing cutting angles and slice locations. A disadvantage of
optical tomography is the longer acquisition time (minutes [164]) compared to CT
(seconds [153]). Moreover, it can be used a laser microtome reducing mechanical
and thermal side effects [132]. However, a laser microtome is very cost-intensive
compared to traditional microtomes due to the required high-power femtosecond
laser, which isn’t worth it for a few data due to the required high-power laser.
Other options exist on the software side after image acquisition. One approach
might be to use more advanced registration models, such as the deformable reg-
istration models in [174]. However, deformable registration is rather ambiguous
due to the limited anatomical soft tissue information. In other words, due to the
high dimensionality of the parameter space, the deformation transformation tends
to overfit, producing results without any internal anatomical structure equivalence.
Furthermore, deformable transformations are also difficult to explain for physically
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computed data such as dose and LET distribution, which are not invariant with
respect to spatial transformation. Our local-affine transformation approach is lim-
ited to affine transformations on a predefined scale corresponding to the internal
anatomical structure of the mouse brain, but provides an intermediate interpretable
solution for large-scale deformations. In the future, as more data becomes available,
Deep learning can be used to automatically detect and select internal anatomical
structures of the mouse brain, such as the ventricles.
Another option might be to use a Deep learning model for some steps of the multi-step
registration process. For example, the correct cutting angles and slice location can
be determined using a Deep learning model. However, it requires a lot of ground
truth data, which unfortunately was not available in our case. In [35], this was
developed for coronal slices of multiple histological stains. They achieve a median
accuracy of 140 µm for predicting the slice location and the two cutting angles
according to the Allen mouse brain Nissl atlas ([52, 118, 163, 232, 260]). However,
the out-of-the-box application of Deep learning registration approaches to a small
amount of self-acquired data is often not so easy to realize, as in this case the
modality of the images or the cutting plane is different, and the model is often not
generalizable. Adapting or developing a fully automated Deep learning registration
approach is usually very time and resource consuming and requires a large data set.
Our approach provides an alternative that allows manual correction and monitoring
of the entire registration process using our self-developed Napari plugins.
In summary, a mean registration uncertainty of 190 µm was achieved in the order of
the resolution of CBCT associated with the dose and LET distribution, including
the position uncertainty described in section 14. A higher value of the matching
uncertainty, greater than 300 µm, makes it more and more difficult to investigate
radiation-induced responses [63], especially at the cellular level. In conclusion, our
approach enables the accurate investigation of RBE effects and the modeling of RBE
in vivo in 3D at the single cell level..

18.4 Discussion: Segmentation
Our proposed Deep learning model, based on the U-Net architecture, is capable of
accurately identifying and segmenting GFAP-stained astrocytes while preserving
their topology. It has been observed that our Deep learning model outperforms
other machine learning approaches such as Random Forest or non-machine learning
approaches such as Thresholding. This is not a new observation. In general, Deep
learning models outperform Random Forests and Thresholding methods for computer
vision tasks [128, 139, 257] because they provide the ability to automatically learn
relevant contextual features from image data through multiple layers, such as convo-
lutional layers at different scales, compared to older approaches that require a lot of
manual feature engineering. However, it has been observed that feature engineering
in the form of data preprocessing can be beneficial. The model performance of
models trained with image artifacts such as the vignetting in our data, as described
in section 7.2, is generally lower (preprocessed Dice score: 0.86 vs. non-preprocessed
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Dice score: 0.82) because such artifacts have to be additionally learned over multiple
layers and the optimization process is influenced by non-relevant features of the data
[60, 128, 159]. An additional challenge in general is that required operations such as
the median operation do not possess well-defined gradients mathematically [173]. In
addition, the influence of the non-relevant features may cause the optimizer to deal
with more local minima, increasing the risk of getting stuck in one. Overall, this
makes optimization more difficult. Thus, it is a common approach to eliminate these
before training, without adding additional learnable parameters during training.
It can also be seen that the performance of the model depends on the choice of
a sufficient loss. This is not unexpected and is also shown in related work for
other segmentation and classification tasks [54, 85, 91]. In general, the choice of
loss depends on the specific task and desired output. Our goal was to preserve
the complex, string-star-shaped topology of astrocyte cells as closely as possible.
In [214] a loss function was proposed to preserve topology in general, which was
demonstrated by applying this loss to the segmentation of roads, retinal vessels,
and neurons. Our adapted loss of [214] to segment and identify astrocytes shows
a significant segmentation improvement compared to using cross entropy instead.
This segmentation improvement, as measured by the Dice score, is 0.07. In contrast
to the improvement of about 0.03 in [214] for segmenting neurons, this is a decent
improvement. However, the segmentation improvements measured by the Dice score
are difficult to compare because the performance of a Deep learning model generally
depends on a number of parameters, such as patch size, batch size, training data size,
image resolution, preprocessing including data augmentation, and optimizer settings,
which differ here. Nevertheless, a general improvement can be observed by using
the proposed topology-aware loss function based on the morphological skeletons
(see equation 10.1). However, the ability to identify astrocytes remains quite the
same when using the proposed topology-aware loss function (the improvement for
the identification of astrocytes measured by the Jaccard index: 0.01). This is not
surprising since the loss function 10.1 is designed to preserve the topology, but the
design does not additionally boost the detection ability to identify astrocytes.
Compared to other Deep learning based approaches for segmentation and detection
of GFAP-stained astrocytes [23, 102], our approach offers an alternative approach
involving simultaneous segmentation and detection of astrocytes on the whole histo-
logical slice to preserve morphology. For example, the proposed U-Net-based model
in [102] only performs segmentation of individual astrocytes, which were detected by
non-learnable directional filtering as a preprocessing step. Nonetheless, our results
are comparable to [102] and achieve even better model performance independent of
our choice of loss and preprocessing. The model in [102] achieves a Dice score of 0.76
(our model: 0.79-0.86) for the segmentation of astrocytes and a Jaccard index of 0.67
(our model: 0.70-0.73) for the detection of astrocytes. However, a clear evaluation
is not possible here either, since the data used in [102] are not publicly available.
Nonetheless, both approaches outperform Random Forest by Ilastik and Otsu’s
thresholding. This once again confirms the enormous potential of Deep learning
approaches compared to previous methods for the segmentation and detection of
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astrocytes.
Astrocytes can also be labeled by calcium [279]. The proposed model in [23] is based
on the U-Net and Inception-Resnet-v2 modules [234]. They used one model for
detection and a separate model for segmentation of astrocytes, which are optimized
together. The approach proposed in [23] disjoints an astrocyte into two classes, the
somata and processes, instead of one class for an astrocyte in our work. This means
that the model is trained on annotated data and designed to predict pixels divided
into a total of three classes: somata, processes, and background. The used loss
was also the sum of the cross entropy and the Dice score according to the equation
10.5. The model in [23] achieves a similar Dice score of 0.84 for the segmentation
of somata and a Jaccard index of 0.74 (our model: 0.70-0.73) for the detection of
astrocytes. However, the Dice-Score for the segmentation of processes of astrocytes
corresponds to 0.60. This confirmed that the choice of the loss is essential to address
the preservation of the topology of astrocytes, especially the processes of astrocytes.
Furthermore, this proposed approach also emphasizes that Deep learning approaches
generally outperform threshold-based approaches. As already mentioned before, the
segmentation improvements measured by the Dice score are difficult to compare
again, since both approaches share only a few common features, such as the used
loss function.
Overall, further improvement in segmentation and identification of astrocytes is
complicated to achieve. The complex morphology of astrocytes leads to an inter-rater
variability when performing the annotation (Dice score in our case: Dvar = 0.92). In
general, this can be considered as the limit of the maximum achievable accuracy. A
slightly lower inter-rater variability was found on the annotated data of the equal
resolution for the soma segmentation of astrocytes in [23](Dvar = 0.89). This may be
a result of the additional task of the annotators to distinguish between the soma and
the processes of the astrocytes. Other objects, such as DAPI-stained nuclei, can be
segmented with Dice scores of 0.95 and higher due to their straightforward topology
[138].
In conclusion, our topology-aware approach is suitable for identifying and segmenting
our GFAP-stained astrocytes, and tends to preserve topology with higher accuracy
than state-of-the-art Deep learning models, older machine learning techniques, or
traditional methods, providing the opportunity to analyze effects such as astrogliosis.

18.5 Discussion: Analysis
Our analysis consists of two parts: the analysis of number density and the analysis
of cell morphology as a function of brain region, dose and LET.
The analysis of the number density of reactive astrocytes reveals that there is hidden
information concerning LET and RBE effects beyond the pure definition of the scalar
number densities in predefined regions such as cubes. The average reduction of the
interaction of astrocytes to a simple scalar quantity, such as the number density
defined on cubes is not sufficient to disclose effects such as the astrogliosis in its
entirety. The choice of a predefined volume size biases the outcomes and adds an
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additional subjectively chosen parameter to the analysis. The parameter can be
selected according to specified criteria such as in our case that the volume size must
be larger than the registration error and must have sufficient statistics.
Nonetheless, small-scale effects caused by dose and LET are averaged out on the
predefined scale. In general, it is difficult to capture effects at small scales with this
type of number density analysis. It is also prone to introducing noise.
However, to capture large-scale effects such as higher number density of astrocytes in
certain brain regions, the analysis by defining number density in cubes of predefined
size is sufficient. Compared to the midbrain, astrogliosis was more pronounced
in the thalamus. In other words, the thalamus is more radiosensitive concerning
the astrogliosis. In other words, the thalamus is more radiosensitive in terms of
astrogliosis. In addition, higher astrogliosis was observed near the periventricular
region. In general, the observation of brain region-specific RBE effects is not new.
Eulitz, et al [59] and Bahn, et al [8]. show increased periventricular sensitivity to
radiation-induced brain injuries in proton-treated patients with glioma.
To investigate small-scale effects, the concept of two-point density correlation func-
tions was used as described in Section 17.2. For this purpose, brain regions with
either increasing dose or increasing LET were considered. This type of analysis
provides access to these small-scale effects associated with dose and LET in addition
to the large-scale effects as no additional parameter on the cell level is necessary and
no effect of smoothing occurs.
In our work, only the two-point autocorrelation of the location of a cell type was
considered. However, this correlation analysis not only allows to study the effects of
one cell type on different scales, but also provides an approach to investigate the
interaction and correlation of different cell types (density cross-correlations) as well
as higher order (three-point density autocorrelation). Furthermore, the analysis is
not limited to location and can easily be extended to other quantities such as shape
or cell-typical temporal changes. For deeper insights, our adapted estimator 11.3
can be replaced by more advanced estimators [49] to model the control cells as a
non-poisson distribution. However, this results in even longer computation times.
Another limitation is the assumption of isotropy, which is a reasonable hypothesis
for cell depth in the interior of the tissue, but problematic for cells at the boundaries
of brain regions. However, the number of cells at the borders is much smaller than
the number of cells far from the border. In this work, only a first estimation was
performed to show that the calculation of correlation functions is a promising ap-
proach that opens a new physical path in the biological description of CNS cells and
radiation-induced cell response.
Our analysis using a 2-point density correlation function shows that astrogliosis is
dose-dependent with different strengths in brain regions. Thalamus is most clus-
tered (B6: 0.60, C3H: 0.13) compared to midbrain (B6: -0.11, C3H: -0.02) and
hippocampus (B6: -0.26, C3H: -0.37) at high doses greater than 60 Gy. In summary,
the respective brain regions show different responses at the same dose and LET
(Thalamus: 0.39 for B6 and 0.07 for C3H, Midbrain: -0.22 for B6 and -0.15 for C3H,
Hippocampus: -0.40 for B6 and -0.40 for C3H). The analysis with cubes was already
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an indication of this. In general, the variation of the number density of different
brain regions was also found in [87]. The radiation-induced astrogliosis associated
with increasing doses was also observed in [88, 269] as an early effect in mice and
rats with up to a dose of 20 Gy and as a late effect for doses up to 45 Gy in mice [41]
after X-ray irradiation as measured by the GFAP fluorescence intensity. However, no
dose-dependent early response was found in vitro after X-ray irradiation up to a dose
of 8 Gy [194]. Nevertheless, the observation of late radiation-induced astrogliosis
after proton irradiation in vivo months ago, which is dose-dependent for high-LET
radiation such as protons, is novel. Overall, this indicates that there may also be
substantial differences in response between in vivo and in vitro experiments, limiting
the translational power of in vitro experiments.
In addition, it was observed that the effect of astrogliosis is enhanced with increasing
LET, resulting in a higher proton RBE. The observation of increasing RBE with
higher LET for protons and carbon has also been made in vivo for the endpoint
radiation-induced myelopathy [200] as well as in vitro [142]. To our knowledge, this
is the first observation of increased RBE associated with increased LET on normal
brain region responses like astrogliosis. In addition, studying the effects of RBE in
normal brain tissue, for example, in terms of astrogliosis, or modeling RBE at the
single cell level in vivo in 3D is possible with our analysis pipeline compared to the
traditional way of predicting RBE for cancer [266].
Furthermore, it can be observed that the maximum of the 2-point correlation function
is located at about 50 µm independent of the dose, LET, or brain region. In other
words, astrogliosis also causes maximum accumulation of astrocytes at a fixed scale,
but they are not completely clumped together. This can be understood physically
as an interaction similar to the dynamics caused by gravity and pressure, with an
attractive force that supports clustering and a repulsive force that prevents and
counteracts complete clustering. The result is that there is no overlap of astrocytes,
which is also visually observable in our data. The non-overlapping behavior of
reactive astrocytes was also described in [44, 221]. This behavior is also known
as astrocyte tiling. one hypothesis is that astrocyte tiling is caused by the con-
tact inhibition of astrocytes [51]. This means that the process of segregation is
generated by physical cell-cell interactions that cause movement in the opposite
direction. Nevertheless, quantitative descriptions as in our work have not yet been
established, confirming the observation. However, the underlying mechanisms are
still not understood until today [12]. Another way to explain this could be that cells
such as astrocytes should be understood not only as individually acting cells, but
also as cells acting as a physical functional unit with a higher-level organization in
the central nervous system, possessing information beyond the individual cells [244],
as proposed in [4]. Another indication is that this shown non-overlapping property of
astrocytes can break as observed for epilepsy [221]. However, this was not observed
for the radiation-induced astrogliosis in our data. In general, the observed complex
response of astrocytes indicates that the picture of individually acting cells should be
rethought. Furthermore, it was observed that the response in B6 is stronger than the
response in C3H for the thalamus and hippocampus, but vice versa for the midbrain.
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A clear general relation can not be deduced.
To quantify how astrogliosis changes the morphology of astrocytes, bending and
stretching of the shape was measured with the so-called square velocity metric. This
metric allows to compare two shapes independent of the size and reparametrization
[74]. In addition, the total length of each astrocyte was measured to examine changes
in size. The analysis was separated into shape and size analysis to investigate which
dominates the morphology changes. The shape analysis shows that there are no
significant differences in astrocytes among brain regions as well as between irradiated
brain regions and non-irradiated brain regions in general. The only significant differ-
ence concerning the mean is observed between the astrocytes of the two mouse strains
B6 and C3H in the midbrain. One reason for this observation may be that the sample
size in the midbrain is relatively small, as shown by the number density analysis,
which gives more weight to the shape outlier. One reason for the lack of significant
shape changes induced by radiation may be that the astrocytic morphology of mice
is substantially less complex than in humans [87] making differences more difficult to
measure. Nevertheless, the form of the shape distribution differs slightly between
brain regions. All in all, it seems that the shape is generally unaffected by radiation.
In contrast to the shape analysis, the size analysis based on the measurement of
the total length of the processes shows significant differences as a function of brain
region, dose, and LET. In general, an increased size of processes of an astrocyte
enables the astrocyte to communicate, operate, and react on a larger scale using
neurotransmitters [44]. Increasing astrocyte size, as measured by the total length of
processes, was observed with higher doses in all considered brain regions examined.
Dose-dependent morphological changes were also reported by He, et al. [81] and
Hwang, et al. [88] for X-ray irradiation of the mice and rats with a single dose of 50
Gy and 15 Gy, respectively. However, no quantitative approach has been developed
to investigate radiation-induced morphological changes until now. In particular, the
response to high-LET particle radiation has not been studied.
Furthermore, a LET-dependent increase in size was observed, confirming an increased
RBE in addition to the observed increase in astrocyte density (LET enhancement of
B6 mice: 11.53 µm, LET enhancement of C3H mice: 5.68 µm). In general, astrocytes
in the hippocampus (B6: 39 µm, C3H: 47 µm) have the largest mean size of processes
compared to the thalamus (B6: 35 µm, C3H: 45 µm) and the midbrain (B6: 32 µm,
C3H: 36 µm). As shown the astrocytes of the B6 mouse strain are smaller than the
astrocytes of the C3H mouse strain in total. This is somewhat surprising because it
was found a higher response in terms of higher density of astrocytes in B6 compared
to C3H conversely. However, this can be understood again if the astrocytes are
considered as a functional unit that strives to maintain the segregation of astrocytes
known as astrocyte tiling.
In summary, morphological changes between different brain regions were also de-
scribed qualitatively in [7, 178, 251]. Nevertheless, quantitative approaches to
discriminate between shape and size, as in our work to investigate whether morpho-
logical changes are caused by shape or size changes, have not yet been established.
This approach shows that radiation-induced morphological changes are mainly dom-
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inated by an increase in the length of astrocyte processes and not by bending or
stretching. In summary, our approach provides a robust estimator of morphology
changes for cells with processes such as astrocytes. This provides additional ansatz
to investigate changes in the morphology of cells such as astrocytes in general.
Overall, a complex response of astrocytes of the CNS depending on brain region,
dose and LET was found, revealing a non-trivial RBE. Our results demonstrate that
cells of the central nervous system, such as astrocytes, behave more like a dynamic,
self-organizing, functional physical system than a mere collection of individually
acting cells. Furthermore, our results provide additional motivation for the establish-
ment of MR-guided particle radiotherapy due to the brain-specific radiosensitivity
observed for emerging astrogliosis. However, more data are needed to confirm our
observations and to gain new insights into radiation-induced responses in general.
In conclusion, our proposed analysis is able to reveal cellular changes associated
with the enhancement of astrogliosis as shown, but the analysis can easily be used
for further investigations to correlate physiological effects with underlying cellular
processes in the future beyond radiotherapy.

18.6 Conclusion
The aim of this work was to better understand the altered cellular processes and
potential RBE effects at the cellular level of normal brain tissue after proton irra-
diation, which may lead to radiation injury such as necrosis. For this purpose, an
end-to-end pipeline was developed to examine the dose and LET response to proton
irradiation at the single cell level in vivo. With this proposed end-to-end pipeline, it
is possible to analyze cell responses of normal tissues in vivo with a high accuracy
allowing the investigation of clinically relevant RBE effects for proton irradiation.
The pipeline consists of five modules in total to investigate correlations of number
density and morphology of cells with received dose and LET:
Monte Carlo simulation, dose delivery quantification, registration, segmentation, and
analysis.
Applying the pipeline to a mouse model mimicking the proton irradiation of the
human brain reveals that astrogliosis caused by proton irradiation is a complex
response depending on the brain region, dose, and LET, indicating non-trivial RBE
for proton irradiation.
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19List of Acronyms

2D Two-dimensional

3D Three-dimensional

CT Computed tomography

CBCT Cone-beam computed tomography

DRR Digitally reconstructed radiograph

PSNR Peak signal-to-noise ratio

MSE Mean square error

DAPI 4′,6-Diamidin-2-phenylindol

GFAP Glial fibrillary acidic protein

DNA Deoxyribonucleic acid

DSB Double-strand breaks

TCP Tumor complication probability

NTCP Normal tissue complication probability

CNS Central nervous system

DoF Degree of freedom

MR Magnetic resonance

MRI Magnetic resonance imaging

RF Radiofrequency

NMR Nuclear magnetic resonance

MC Monte Carlo

CNN Convolutional neural network

GPU Graphics processing unit

CPU Central processing unit

ReLU Rectified Linear Unit

DICOM Digital Imaging and Communications in Medicine

NIfTI Neuroimaging Informatics Technology Initiative
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ROI Region of interest

GUI Graphical user interface

LET Linear energy transfer

RBE Relative biological effectiveness

PMMA Polymethylmethacrylat

PC Polycarbonat

HLUT Hounsfield look-up table

NCC Normalized Correlation Coefficient

MI Mutual Information

SGD Stochastic Gradient descent method

ICRP International Commission on Radiological Protection
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