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Chapter 1

Introduction

In daily life, there are many situations, where we consciously perceive a stimulus one
time and miss it another time. Imagine, for example, the sound of a vibrating phone:
If you are impatiently waiting for a call, chances are that you hear it immediately.
But if you are focused on something else, you might need a couple of seconds to
hear the sound and maybe a couple more to figure out, where it is coming from. It
could even happen that the caller hangs up before you heard it.
But why does this happen? What determines if we perceive a stimulus or not?
In the example described above, the main difference between hearing and missing
the phone would be selective attention to the expected stimulus, i.e. the sound of
the vibration. Another obvious reason would be a difference in (relative) stimulus
strength: In a room full of talking people, it would be harder to hear the phone
compared to a quite setting. But even in a laboratory setup, where stimulus strength
is carefully controlled and attention is systematically varied by introducing specific
tasks, physically identical stimuli can be detected in some trials and missed in others.
The reasons for this are manifold and have been part of the quest for the neural
correlates of consciousness (NCC). In the following section, the concept of conscious
perception is outlined together with the most common theories and candidates for
the NCC. Afterwards, the two main influences on conscious perception, arousal
and attention, are discussed. Finally, everything is brought together to explain the
research questions of this thesis.

1.1 Conscious Perception

Conscious perception and its neural correlates have been a much discussed topic
during the last decades. First off, the clinical state of being conscious versus uncon-
scious (due to sleeping, being in a coma, etc.) is not of interest for this thesis. In
contrast, the focus will be on the consciousness of perception, where the definition
is not straight forward. Back in 1995, Ned Block suggested that there are mainly
two different kinds of consciousness: While phenomenal consciousness is about
the "experience" and its contents, access consciousness is about the availability of
that state to other processes like decision making and responding to the stimulus
in an appropriate way (Block, 1995). Despite being controversial, this approach is
influential to date. Several alternative ways to distinguish levels of (un-)conscious
processing were suggested, like preconscious and subliminal processing (Dehaene
et al., 2006; Pitts et al., 2018) or partial awareness (Kouider et al., 2010).
In contrast, the definition of the neural correlates of consciousness as "minimal set
of neuronal events that gives rise to a specific aspect of a conscious percept" (Crick
and Koch, 2003) is widely accepted. However, finding these correlates is not an
easy task, as the problem is multifaceted and experimental evidence is equivocal.
Consequently, there are many different theories on this topic. A brief overview of
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the most important ones will be given in the following paragraphs.

1.1.1 Theories of consciousness

Generally, most theories on the NCC can be categorized according to whether they
believe the core region of consciousness in the "front" or "back of the brain" (Crick
and Koch, 2003). The "front of the brain" theories assume that a fronto-parietal
network is necessary for conscious perception, while the "back of the brain" theories
focus on local activity in and around the sensory areas.
One representative of the "front of the brain" fraction is the higher-order theory (Lau
and Rosenthal, 2011). It postulates that a state is only conscious, if one is aware of
being in that state, and that for these higher-order thoughts, the prefrontal cortex is
substantial.
Arguably the most popular theory of consciousness is the global neuronal workspace
theory (Dehaene et al., 1998). While the concept of a global workspace was already
introduced by Baars (1988), the theory was expanded by Stanislas Dehaene and
colleagues (Dehaene et al., 1998; Dehaene and Naccache, 2001). It predicts that
consciousness will arise only, if local neural activity "ignites" the global workspace,
from where the information can be accessed by other brain areas for further pro-
cessing. The ignition of the workspace also results in an amplification of neural
activation in the respective sensory areas (Sergent and Dehaene, 2004b). Based on
experimental evidence, they postulate that prefrontal, cingulate and parietal cortices
play a major role in the global workspace (Dehaene and Naccache, 2001; Sergent and
Dehaene, 2004b). This theory includes an important prediction: Because ignition
happens only once a threshold of neural activity is crossed, consciousness coincides
with a sudden increase in neural activation, which is evident not only in the global
workspace, but also in the later time range of the sensory areas. Consequently,
a bifurcation of activity between conscious and unconscious events should be de-
tectable (Sergent and Dehaene, 2004b).
The recurrent processing theory (Lamme and Roelfsema, 2000) is a "back of the brain"
proponent. The general approach is similar to the global workspace theory: feed-
forward activation represents unconscious processing and consciousness arises with
the feed-back from higher areas. However, this recurrent activity is more local (i.e.
stays in the back of the brain). The authors also note that a widespread recurrent
activity, which would be equivalent to ignition of the global workspace, can be the
next processing step, but is not essential for consciousness.
A growing number of studies suggest that fronto-parietal activation usually can
be traced back to task requirements like attention, a behavioral response, or other
post-perceptual processing (Koch et al., 2016; Tsuchiya et al., 2015; Pitts et al., 2018;
Rutiku et al., 2015). This would argue in favor of a back-of-the-brain correlate of
consciousness, but recent evidence for frontal activation in a no-report-paradigm
(Hatamimajoumerd et al., 2022) underlines the importance of future studies with
rigorous dissociation of all contributing factors.

Similar to the question of where the neural basis of consciousness is, it is also
highly controversial whether consciousness is a continuum with different levels of
awareness, or an all-or-nothing phenomenon, where a sensory threshold categorizes
sensations as conscious or unconscious.
Signal detection theory (SDT) is one example of a threshold-free framework. The
theory was developed in the 1950’s in mathematics and engineering (Peterson et al.,
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1954; Meter and Middleton, 1954), and later transferred to psychology and psycho-
physics (Tanner Jr. and Swets, 1954; Green and Swets, 1966). Its fundamental concept
is to model detection tasks using two gaussian distributions with different means,
one for the noise trials, the other one for signal trials (with noise). The distance
between these distributions defines the sensitivity, while the decision criterion marks
the signal strength, above or below which the observer will respond "signal present"
or "absent", respectively (Stanislaw and Todorov, 1999). Although the criterion re-
sembles a threshold, it is - in contrast to a sensory threshold - adopted arbitrarily by
the observer and can be raised or lowered (Egan et al., 1959; Green and Swets, 1966,
p. 10).
Other theories work with a similar model as the SDT, but include one or more
thresholds (Wixted, 2020; Green and Swets, 1966, p. 126-147). Despite variations in
the details, they usually have in common that the information, i.e. signal strength,
below the threshold cannot be accessed by the observer, hence the corresponding
response will be a guess. False alarms either occur because part of the noise distri-
bution exceeds the threshold, or because of invalid guesses on trials below threshold.
Above the threshold, similar to a threshold-free model, responses can be based on
the signal strength, which means a rating of perceptions is possible. Because of such
common features, finding experimental evidence for or against a sensory threshold
is difficult, especially when considering models with multiple thresholds, which
might be impossible to distinguish from threshold-free models (Green and Swets,
1966, p. 136). This becomes particularly evident when reviewing existing studies
arguing for a gradation of perception (with or without threshold, e.g. Overgaard
et al., 2006; Roth-Paysen et al., 2022), for the existence of one threshold, i.e. a di-
chotomy (Sergent and Dehaene, 2004a; Sergent et al., 2021), or even for something in
between (Karabay et al., 2022). Therefore, more work is needed to shed some light
on this area, and results should always be interpreted carefully from different angles
regarding their support of one hypothesis or another.

1.1.2 Neural correlates of consciousness

During the ongoing quest for the NCC, a substantial amount of experimental evi-
dence has been collected, many NCC candidates have been identified, and many
have been discarded. An early discovery was synchronized activity in the gamma
range (30-70 Hz) in response to visual stimuli (Gray et al., 1989), leading to the
conclusion that gamma synchronization is required for consciousness (Crick and
Koch, 1990). However, more recent research showed that this might rather be a
correlate of attention than consciousness (Wyart and Tallon-Baudry, 2008), as both
factors were not properly dissociated in earlier work (Koch et al., 2016).
The P3b, a late component of event-related potentials that appears approximately
after 300 ms and can be measured as a parietal positivity (Sutton et al., 1965), is
another candidate with a similar history: It is usually observed after the detection of
a target and shows a bifurcation between perceived and unperceived trials predicted
by global neuronal workspace theory (Sutton et al., 1965; Sergent et al., 2005; Cul et
al., 2007; Dehaene and Naccache, 2001). However, in different experimental settings,
it has been shown that clearly perceived but task-irrelevant stimuli do not evoke a
P3b (Pitts et al., 2012; Pitts et al., 2014), hence it cannot be a correlate of conscious
perception (Koch et al., 2016). Instead, it is often related to the behavioral relevance
of a stimulus, attention, decision making, response, and other factors that are inter-
twined with, but distinct from, consciousness (Squires et al., 1975; Twomey et al.,
2015; Kamp and Donchin, 2015; Paul and Sutton, 1972; Rutiku et al., 2015).
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One of the currently most probable NCC-candidates is the perceptual awareness
negativity (Dembski et al., 2021). Since a negativity is oftentimes also measurable
for unperceived trials, the authors suggested that to define the awareness negativity
as the difference in activation between perceived and unperceived trials. Activation
patterns in line with this suggestion were found in the visual (Sergent et al., 2005;
Koivisto and Grassini, 2016; Pitts et al., 2014), auditory (Gutschalk et al., 2008; Ek-
lund and Wiens, 2019; Schlossmacher et al., 2021), and somatosensory modality
(Schubert et al., 2006; Auksztulewicz et al., 2012). However, some of these authors
interpreted the negativity for unperceived trials as an indication that activation of
the respective sensory cortex was not sufficient for conscious perception (Sergent et
al., 2005; Schubert et al., 2006). The auditory awareness negativity (AAN) usually
peaks between 130 and 230 ms, which overlaps with the N1 time range and suggests
a relation of the two components (Dembski et al., 2021). Furthermore, it is likely
related to a component that has been described as awareness-related negativity (Gut-
schalk et al., 2008), and to the attention-related Nd, a wave form described as the
difference between attended and unattended stimuli (Hansen and Hillyard, 1980).
To date, it has not been conclusively clarified whether all of these components are
truly independent or just different variations of the same activation.

1.2 Attention and related brain networks

The correlation between attention and consciousness is so tight that it is oftentimes
discussed, whether (and how) the two processes can be disentangled, and there is
diverging evidence regarding this question.
Attention has been proposed as the process that controls which information become
conscious (Posner, 1994; Branch Coslett, 1997; Cohen et al., 2012). Cohen et al.
(2012) further argue that there is evidence for attention without awareness but not
vice versa, concluding that attention is necessary but not sufficient for awareness.
In response to this, it has been suggested to distinguish the effects of bottom-up
and top-down attention on conscious perception, since the latter is probably not
necessary for the conscious perception of salient stimuli, while the former cannot be
dissociated from consciousness (Tsuchiya et al., 2012). Other approaches distinguish
between different types of consciousness and propose that attention is required only
for some: In an expansion of Dehaene et al. (2006), Pitts et al. (2018) describe a
framework of conscious processing, where the final stages depend on the stimulus
strength and the amount of attention. In this framework, attention is required to
reach consciousness, but the two different kinds of consciousness (phenomenal and
access, as in Block, 1995) could rely on different attentional processes. In contrast,
Nani et al. (2019) suggest that phenomenal consciousness is possible without atten-
tion. Only afterwards, to provide rich "focal" awareness of certain features, attention
would be necessary.
In summary, there seems to be consensus that conscious perception is always cou-
pled to some form of attention, but it might be possible to observe attention without
consciousness. The diverging opinions emphasize the importance of carefully inter-
preting results when it comes to the different types of attention and consciousness
involved in the respective experiment. To do so, one would also need to know which
activation patterns can be traced back to attention. Therefore, the most important
brain networks related to attention are introduced in the following sections.
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The default mode network (DMN) consists of regions where activity is decreased
during task performance compared with resting state (Shulman et al., 1997). From
a variety of results, some core regions of this network established over the years,
including posterior cingulate cortex (PCC), medial prefrontal cortex, and inferior
parietal cortex (e.g., Shulman et al., 1997; Greicius et al., 2003). Fox et al. (2005)
called this network "task-negative" and showed that it is anti-correlated with the
"task-positive" network, consisting of regions that are activated during performance
of various tasks. These regions include the prefrontal cortex, insula, supplementary
motor area, intraparietal sulcus (IPS), and frontal eye fields (FEF), and they partially
overlap with the dorsal attention network (see below).
Another network related to the execution of tasks is the cingulo-opercular network
(CON) consisting of the anterior cingulate cortex (ACC) and the anterior insula (AI).
It was previously called task-set system, since it was reliably and steadily activated
during the performance of tasks (Dosenbach et al., 2006). Subsequently, Dosenbach
and colleagues distinguished it from a frontoparietal network, with a suggested role
of adaptive control during performance, while the CON should be responsible for
the stable maintenance of the task-set and was called CON going forward (Dosen-
bach et al., 2007). Later on, it has been called salience network, because it was
activated by salient, behaviorally relevant stimuli (Menon and Uddin, 2010). They
suggested that the AI serves as a hub to switch between networks for internal and
external oriented attention, and that a transient signal form AI helps disengaging
brain regions which are not needed for the current task, while engaging areas for
attention and other control processes. This could be in line with other studies that
found increased pre-stimulus activity in the CON (here AI, ACC, and thalamus)
improves performance (Sadaghiani et al., 2009), even when events are unpredictable
(Coste and Kleinschmidt, 2016). They conclude that the CON plays an important
role for sustaining attention, which is in agreement with maintaining a stable task-
set (Dosenbach et al., 2007). In contrast to the characteristics of the DMN described
above, they also found that increased activity in DMN-areas enhances performance.
Additionally, activity in the so-called dorsal attention network was detrimental for
performance, at least for auditory events (Sadaghiani et al., 2009; Coste and Klein-
schmidt, 2016).

This dorsal attention network (DAN) has been suggested to be in control of top-
down attention, such as the selection of stimuli during task performance (Corbetta
and Shulman, 2002). Core regions of the network are the FEF and the IPS. The
counter part is the ventral attention network (VAN), which is related to stimulus-driven
bottom-up attention, and includes the temporoparietal junction (TPJ), frontal gyrus,
frontal operculum, and AI (Corbetta et al., 2008). The VAN is activated by the
detection of behaviorally relevant stimuli, in particular when they are salient or
unexpected, and was suggested to serve as an alerting system, which redirects atten-
tion to this stimuli (Corbetta and Shulman, 2002). While both systems complement
each other, they also interact: During focused attention, the VAN is suppressed to
improve task performance. But when a potentially relevant stimulus is registered,
the VAN is activated and signals the DAN to reorient attention towards the new
stimuli (Corbetta et al., 2008). The interaction could occur via the prefrontal gyrus,
which correlates with both networks (Fox et al., 2006). Evidence for this process was
found when examining how signals between the networks influence performance
(Wen et al., 2012): Signals from DAN to VAN enhance performance, consistent with
the notion of a VAN suppression to filter out unimportant stimuli. In contrast,
signals from VAN to DAN impair performance on the current task, as the attentional
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set is broken in favor of reorienting. But there is also evidence for an involvement
of the TPJ in post-perceptual processing and adjustment of expectations instead of
reorienting (Geng and Vossel, 2013).

Additional to or as a part of the networks described above, subcortical brain
regions are also crucial for attention. For example, the thalamus, which regulates
communication between different cortical areas (Arcaro et al., 2018), is an integral
part of the CON (Sadaghiani et al., 2009; Coste and Kleinschmidt, 2016). The pul-
vinar nucleus of the thalamus is particularly known for its role in visual processing
(Bourgeois et al., 2020), including attention (Saalmann and Kastner, 2011). But it
has been recently proposed that the pulvinar combines information from different
sensory modalities and functions as a regulatory hub for adaptive cognition (Froesel
et al., 2021). Evidence for the multisensory integration in the pulvinar was found
in non-human primates (Vittek et al., 2022). Another important subcortical hub is
the superior colliculus (SC), which is also known to be involved in attention, more
specifically spatial attention (Krauzlis et al., 2013). While many other regions could
be considered in this list, the last one mentioned here will be the locus coeruleus
(LC). The LC is the source for cortical norepinephrine (NE) and regulates the level
of arousal, which in turn strongly influences perception and performance (Aston-
Jones and Cohen, 2005). Therefore, the next section will be dedicated to arousal, its
consequences, and the question of why and how to measure it.

1.3 Arousal, the Locus Coeruleus and the Pupil

Arousal describes a general activation level of the brain, which varies between sleep
and fatigue at the lower end of the range, and hypervigilance and distractibility
at the upper end (Aston-Jones and Cohen, 2005; Maness et al., 2022). The locus
coeruleus (LC) is typically considered as main modulator of arousal level by releas-
ing NE via its widespread projections to virtually all parts of the cortex (Aston-Jones
and Cohen, 2005; Jones, 1991). But apart from the LC-NE system, other neurotrans-
mitters like acetylcholine, serotonin, or dopamine originating from various sources
(basal forebrain, raphe nuclei, periaqueductal gray) are also known to influence
arousal (Scammell et al., 2017; Maness et al., 2022).
Arousal is tightly coupled to perception and task-performance: Both low and high
levels of arousal deteriorate performance, while medium levels are optimal for task
execution (Aston-Jones and Cohen, 2005; McGinley et al., 2015a; Murphy et al.,
2011). In a simple model, the beneficial effect of medium arousal on performance is
explained by a suppression of unnecessary stimuli and a simultaneously facilitated
processing of relevant stimuli (Berridge and Waterhouse, 2003). Aston-Jones and
Cohen (2005) expanded this model by proposing two different firing modes of the
LC: In the phasic mode, spontaneous firing rates (i.e. tonic activity) are moderate,
while the phasic firing in response to stimuli is high. This corresponds to the opti-
mum level of arousal for task performance, where spontaneous activity to irrelevant
stimuli is suppressed to exploit the rewards associated with the task. Hence, this
mode is also called "exploitation" mode. In the tonic mode, the baseline activity
is elevated and phasic responses are diminished, leading to a decrement in perfor-
mance. Phasic LC responses to task-irrelevant events are not suppressed anymore,
leading to distractibility, or the so-called "exploration" of other options beside the
current task (Aston-Jones and Cohen, 2005).
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This trade-off between exploitation and exploration strongly resembles the inter-
action between the DAN and VAN (see section 1.2). Consequently, Corbetta et al.
(2008) suggested a link between LC activity and the VAN, especially the TPJ, which
is activated by salient events during the exploration mode. This parallel is also found
in the suggestions of both the VAN and the LC-NE activities as a signal to interrupt
ongoing processes for resetting and adapting to new circumstances (Corbetta et al.,
2008; Bouret and Sara, 2005).

While LC activity can be directly measured in animals (McGinley et al., 2015a;
McGinley et al., 2015b; Joshi et al., 2016), non-invasive methods are necessary for
studies with human subjects. One possibility is the measurement of blood oxygena-
tion level-dependent (BOLD) contrast with functional magnetic resonance imaging
(fMRI) to determine LC activity (Murphy et al., 2014). But this method is vulnerable
to artifacts and high noise levels, especially without the use of dedicated sequences
for LC localization and recording (Turker et al., 2021). Additionally, fMRI is expen-
sive, rather slow and may not be suitable for all tasks. A convenient and widely
used alternative is pupillometry, since pupil size covaries with LC activity and can
therefore be used as a proxy for arousal (Aston-Jones and Cohen, 2005; McGinley et
al., 2015a; Joshi et al., 2016; Murphy et al., 2014). Pupil size shows the same nonlinear
relationship with performance as LC-activity (Murphy et al., 2011; McGinley et al.,
2015a) and has been used to track the transition between exploitation and explo-
ration mode (Gilzenrat et al., 2010). Furthermore, the frequent co-occurrence of the
phasic pupil dilation response (PDR) and the P3 component of the event-related
potentials, and the similar modulation of both by target probability, performance
and more, resulted in the proposal of a close relationship between the two (Nieuwen-
huis et al., 2011; Nieuwenhuis et al., 2005; Murphy et al., 2011). However, there is
also evidence for a dissociation of both responses (Kamp and Donchin, 2015).

The physiological basis for the correlation of LC activity and pupil size is not yet
entirely understood. Simply put, the pupil size dilates either through an increasing
influence of the sympathetic nervous system and a stimulation of the dilator muscle,
or a decreasing influence of the parasympathetic nervous system with an inhibition
of the Edinger-Westphal nucleus and a relaxation of the sphincter muscle (Nieuwen-
huis et al., 2011). The LC innervates the Edinger-Westphal nucleus and likely mo-
dulates pupil size via this pathway. But there are also projections from LC to SC,
which can also directly and indirectly modulate pupil size along different pathways
(Joshi and Gold, 2020; Wang and Munoz, 2015). Furthermore, besides NE, other
neurotransmitters like acetylcholine are known to play a role (Reimer et al., 2016;
Joshi and Gold, 2020; Maness et al., 2022). Other studies showed widespread co-
fluctuations of cortical activity and pupil size, but with partly divergent results
(Schneider et al., 2016; DiNuzzo et al., 2019; Yellin et al., 2015; Murphy et al., 2014),
underlining the necessity for more research to understand arousal with all its cortical,
subcortical, and peripheral causes and effects.

1.4 Research question

Experiment 1 of this project was designed to investigate auditory perception with
different levels of attention and arousal. A combination of magnetoencephalography
(MEG) and electroencephalography (EEG) was used to measure the AAN and the
decision related P3b. The pupil size was recorded simultaneously as a proxy for
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LC activity and arousal. The latter should influence task-performance in a non-
linear way, with optimal performance at medium levels of arousal. Attention was
manipulated by switching the role of target and distractor between two competing
stimuli of different saliency across the three runs of the experiment. The attentional
modulation of evoked brain activity or pupil dilation was expected to be larger for
near-threshold compared to more salient stimuli. For example, the near-threshold
stimulus was not expected to be perceived, when the salient stimulus was task-
relevant and participants were not yet informed about the near-threshold one. But
based on Pitts et al. (2012), perception of this near-threshold stimulus was expected
once they have been task-relevant in a previous run. This should provide the op-
portunity to classify detected vs. undetected stimuli based on the evoked pupil
dilation. A successful classification of non-targets (i.e. trials without a button press)
would enable an investigation of perceptual awareness without the confounding
factors of decision making and response (Tsuchiya et al., 2015; Frässle et al., 2014).
Furthermore, this could also be used to test the hearing of impaired individuals or
infants who are unable to indicate perceptions.
Experiment 2 also used pupillometry, MEG, and EEG. It was designed based on
the findings of Experiment 1 to investigate the influence of the decision criterion.
For this aim, several response options were provided, representing the confidence
in tone absence or presence in one trial. This served two important purposes: First,
reproducing the findings of the first experiment, and evaluate if the decision criterion
has any relevance to them. Second, clarifying whether the confidence is directly re-
lated to the evoked responses, and if this is an indication for or against a threshold
for conscious perception. If there was no such threshold, the gradation of confidence
ratings should result in a gradation of neural responses and stimulus-evoked pupil
dilation across both detected and undetected tones. In contrast, if a threshold exists,
the responses for undetected tones should not degrade further, regardless of the
level of confidence.
Experiment 2b, a previously unplanned psychoacoustic extension of Experiment 2,
was added because of a recent study with stimuli similar to those of the present
experiments (Sergent et al., 2021). This study provided evidence for a perceptual
threshold with the use of an audibility rating scale. To find out, how the use of
different ratings scales could influence the results, Experiment 2b used two runs of
the same detection task, once with the confidence rating used in Experiment 2, and
once with the audibility rating used in the study by Sergent et al.
In Experiment 3, fMRI was used for an examination of attentional network under
similar task-related modulations of selective attention as in the first experiment. The
measurement was again complemented with pupillometry. As in Experiments 1 and
2, a non-linear influence of arousal, i.e. pre-stimulus pupil size, on the detection of
near-threshold stimuli was expected. In a similar manner, pre-stimulus activity in
certain brain regions, most notably the CON, should differ between subsequently
perceived and unperceived tones (Coste and Kleinschmidt, 2016). It was further
expected to find evoked activity in the superior temporal sulcus (STS) for all per-
ceived stimuli, based on previous work from our lab (Wiegand et al., 2018). This area
is part of the TPJ, thus it also belongs to the VAN and could be correlated to the pupil
size, as suggested by Corbetta et al. (2008). Based on these anticipated connections
between 1) pre-stimulus pupil size and CON, and 2) pupil dilation response and
VAN, a correlation of BOLD activity and pupil size should reveal if and how these -
and potentially other networks - covary with the pupil size.
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In summary, the experiments were designed to test how arousal and attention influ-
ence conscious perception in general, and the activation of different areas in partic-
ular. The recording of the pupil size thereby should serve not only as a measure of
arousal, but also as an indication of the involvement of subcortical systems such as
the LC and SC in the process of conscious perception.
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Chapter 2

Material and Methods

2.1 Data Acquisition

2.1.1 M/EEG

MEG and EEG are used to measure changes in the magnetic and electric fields
originating from neuronal activity. The advantage of M/EEG over other imaging
methods like fMRI is the direct measurement of neuronal activity and the high
temporal resolution in the millisecond range (Sommer, 2011). Under ideal circum-
stances, spatial resolution can be in the millimeter range, but it strongly depends
on the signal-to-noise ratio (SNR), the number of sensors, and the analysis method,
and it might rise to few centimeters (Hämäläinen et al., 1993; Cohen et al., 1990;
Samuelsson et al., 2021). Combining MEG and EEG measurements improves lo-
calization accuracy compared to either method alone (Molins et al., 2008). EEG is
particularly useful for sources oriented radially to the scalp, as they do not produce
a measurable magnetic field outside the head, so MEG sensors cannot capture their
activity (Silva, 2010).
For the present study, MEG was recorded with a 122-channel whole-head system
consisting of 61 pairs of planar gradiometers (MEGIN Oy, Helsinki, Finland; Ahonen
et al., 1993). EEG was recorded with caps and electrodes by EASYCAP GmbH
(Wörthsee, Germany) and two SynAmps amplifiers for up to 32 electrodes each by
Compumedics Neuroscan (Abbotsford, Victoria, Australia). In the first experiment,
63 equidistant EEG channels were used, this layout extends below the inion to cover
as much of the scalp as possible to improve source localization. Additionally, ECG
was recorded and later used to correct cardiac artifacts. For the second experiment,
only one of the SynAmps amplifiers was available, therefore the standard 10-20
electrode layout with 32 channels was used. In both experiments, preparation began
with fitting the cap and applying an electrode gel to the participant’s scalp under
each electrode to reduce the resistance to below 3kΩ. Afterwards, the MEG coils
were fixated on the cap. These coils are used to measure the head position relative
to the MEG sensors, which is necessary for the correct localization of signals. The
positions of these coils, all electrodes, and additional head shape points were dig-
itized using the Polhemus 3D Space Isotrack2 system (Polhemus, Colchester, Ver-
mont, USA). The coordinate system was defined by the left and right pre-auricular
points and nasion. The head position of the participant in the MEG was measured
in the beginning of each run. The M/EEG data were recorded with a sampling
frequency of 1000 Hz and a low-pass filter of 330 Hz.
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Participants were told that blinking was allowed, but should be kept at a reasonable
low amount and not time-locked to the stimulus, if possible.
All measurements of the first experiment were conducted with the lights in the
MEG booth turned off, leaving the screen as the only light source. In the following
experiments, lights were turned on because the strong contrast between the bright
screen and the dark environment was more fatiguing to the eyes.

2.1.4 Behavioral data

In all four experiments, button presses were collected using fiber optic response
devices by Current Designs (Philadelphia, Pennsylvania, USA). During the M/EEG
measurements, the signal was transferred to the stimulation channels of the MEG
and saved within the M/EEG file. In the psycho-acoustic experiment, the responses
were transferred to the stimulation computer and recorded with MATLAB and Psych-
toolbox. Finally, in the fMRI experiment, button presses were again transferred to
the respective stimulation computer, where they were processed in the Experiment
Builder Software provided by the eye tracker manufacturer (SR Research) and saved
in the eye tracking result file.

2.2 Presentation of Stimuli and procedure

For the M/EEG experiments and the psychoacoustic experiment, an in-house de-
veloped program based on MATLAB (The MathWorks Inc., Natick, Massachusetts)
was used to create the stimuli in real-time during the experiment and present them
with a sampling rate of 48 kHz. The stimulation was delivered with a programmable
attenuator (PA5, Tucker-Davis Technologies (TDT), Alachua, FL, USA), headphone
amplifier (HB7, TDT), and ER-3 earphones with custom tubes (Etymotic Research,
Elk Grove Village, IL, USA). This was combined with Psychtoolbox (Brainard, 1997)
and the Eyelink Developer’s Kit (SR Research) to control the eye tracker during the
acoustic stimulation.
For the fMRI experiment, stimuli were also created in MATLAB, but saved as audio
files. The playback during the experiment was done with the Experiment Builder
software, which also controlled the pupil recording. The stimuli were also delivered
with the PA5 attenuator and the HB7 headphone amplifier, but combined with MRI
compatible earphones (S14 by Sensimetrics, Gloucester, MA, USA).
The only visual elements during the three main experiments were the calibration
screens for the eye tracker and a black fixation cross presented on an otherwise gray
screen during the whole course of the measurement. These screens were controlled
by Psychtoolbox and the Eyelink Developer’s Kit during Experiments 1 and 2, and
by the Experiment Builder script during Experiment 3.

2.2.1 Experiment 1

The acoustic stimulation in the first experiment consisted of epochs of white noise
with a random duration between 3 s and 5 s. There was no pause between the noise
epochs and because of the random nature of white noise, transitions between epochs
were not audible, creating the impression of continuous noise. At the beginning of
each epoch, one of three different stimuli was played:
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• A transient amplitude modulation of the noise with a duration of 100 ms, a
modulation frequency of 50 Hz, and a modulation depth of usually 25%. The
latter was increased to 35% for four participants.

• A pure tone with a frequency of 1000 Hz, a duration of 100 ms including ham-
ming windows of 10 ms at the beginning and the end of the tone, and an SNR
close to the 50% detection threshold. The SNR for these near-threshold (NT)
tones was usually -21 dB, but increased to -19 dB for one participant.

• A pure tone as described above, but with an SNR of -100 dB, leaving the tone
inaudible for the listener. These tones served as catch trials to control the false
alarm rate

In each of the three identical runs, 50 amplitude modulated (AM) noise trials,
150 NT tones, and 50 catch trials were presented in a pseudo-random order, i.e.
randomized but equal across participants, with a total duration of 17 min for each
run. Between the runs, participants stayed seated in the MEG, but could rest as
needed. During the first and last run, participants were instructed to indicate the
detection of AM noise via a button press with the right hand. In the second run, the
task was to detect the NT tones while ignoring the AM noise. Participants were not
informed about the presence of the NT tones before the first run. A short example
of continuous noise including amplitude modulations was played to familiarize
participants with the stimulus before the first run was started. When detection of
the AM noise was not reliable in the example set or the first minutes of the actual
run, the modulation depth was increased to 35%, before the run was (re-)started.
This was the case for four participants.
Before the second run, an adaptive testing procedure based on Lecluyse and Meddis
(2009) was conducted to train participants for the detection of the NT tones: Short
intervals of white noise were presented with or without a pure tone. After the
interval, the participant had to respond, whether a tone was present or not. If a
tone was detected successfully, the SNR was decreased for the next interval; if it was
missed, the SNR was increased. The test was stopped once the responses switched
eleven times between "Yes" and "No", and the 50% detection threshold was estimated
as the average SNR across the last seven of those turning points. Apart from the
SNR, the tone characteristics were identical to those used in the actual experiment.
However, pilot experiments showed that the obtained thresholds’ transferability to
a longer experimental setting was limited: Subjects with a low threshold value had
the tendency for an unusual low hit rate and vice versa. Hence, the SNR was usually
set to -21 dB, which proved as a reasonable stable value in the pilot experiments.
After this adaptive test, the second run was started. Performance was monitored
and if detection was too low during the first minutes, the run was restarted with an
increased SNR. This was the case for one participant, were the final SNR was -19 dB.
Before the last run, participants were not informed that NT tones would be present
again in the last run. The instruction was only to repeat the task of the first run, i.e.
detecting the AM noise. Hence, the main difference between first and last run was
the previous experience with the NT stimuli.

2.2.2 Experiment 2

The second stimulation again consisted of white noise epochs containing either near-
or subthreshold tones, i.e. target or catch trials. This time, however, the tones
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instructed to detect the NT tones while ignoring the AM tones, and the final run was
started. Performance was observed for the first minutes, and if a subject failed to
detect the NT tones, the recording was stopped, further examples were played to
them, and the measurement was restarted. In those cases, the SNR was not adjusted
to keep the stimuli identical across the three runs.

2.3 Participants

The experiments were part of a study approved by the ethics committee of the
Medical Faculty at Heidelberg University (No. S-327/2016), and participants pro-
vided written informed consent. All participants were healthy and without any
reported hearing impairment.
In the first experiment, 14 participants were recorded and included (6 male, 8 female,
21-32 years of age, mean 25.4) in the analysis. 27 subjects took part in the second
experiment, 17 of those were included (9 male, 8 female, 19-35 years of age, mean
24.4), while the rest was excluded because of poor data quality (N=9) or performance
(N=1, d’<0, i.e. FA rate was higher than the hit rate). In the psychoacoustic experi-
ment, 10 participants were included (3 male, 7 female 21-30 years of age, mean 26.0),
while three were excluded due to small methodological differences in the procedure,
which could have biased the results. 30 participants completed the fMRI experiment,
but only 20 were included in the final analysis. The remaining 10 were excluded
because of their performance (detection rate below 10% in the second/third run,
N=1/7, respectively) or artifacts in the data (N=2). Additionally, three of the 20
included subjects had to be excluded from the analysis of PDR, due to their high
blink rates, which resulted in no usable epoch for some conditions.
Of all included participants, one took part in Experiments 1 and 2, one in Experiments
2 and 2b, and one in Experiments 2b and 3; all others participated only once.

2.4 Data Analysis

Various software packages were used for data analysis, depending on the type of
data or the processing step: Eye tracking data sets were analyzed in MATLAB,
M/EEG data sets with MNE-Python (Gramfort et al., 2013), and fMRI data sets with
Freesurfer (Fischl, 2012) and MATLAB. The final plots for all types of data were
created in MATLAB, while the statistical analysis was done with different programs:
MNE-Python was used for permutation cluster tests and repeated-measures analyses
of variance (rmANOVAs), MATLAB for t-tests, and SAS (SAS Institute Inc., Cary,
NC, USA) for rmANOVAs and contrast analyses. For the ANOVAs, Greenhouser-
Geiser correction was applied to correct for sphericity deviations. Furthermore,
the BOLD activation maps, the t-tests, and the rmANOVAs of Experiment 3 were
corrected for multiple comparisons with a false discovery rate (FDR) correction of
α=0.05. More details regarding the statistical tests and corrections can be found in the
respective result segments. The different analyses for each data type are explained
below.

2.4.1 Eye Tracking

The eye tracking data were imported to MATLAB using the edfmex toolbox provided
by SR Research. For the M/EEG experiments, the data files also included the onset
times for each stimulus. In the fMRI experiment, only start and end of acoustic
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script adapted from Burlingham et al. (2022). Second, the pupil size was used as
a regressor, to find areas where the BOLD signal co-variates with pupil size. Details
for this analysis can be found in subsection 2.4.3.

2.4.2 M/EEG

The M/EEG data was analyzed using MNE-Python (Gramfort et al., 2013). The three
runs of Experiment 1 were analyzed individually, while the two runs of Experiment
2 were combined into one data set. The preprocessing of single subjects data sets
included band-pass filtering from 0.05 Hz to 40 Hz, excluding channels without sig-
nal or with excessive noise, and artifact correction. The latter was done in two
steps: First, signal-space projection (SSP, Uusitalo and Ilmoniemi, 1997) was used
on the low frequency (<0.5 Hz) part of the data to find and remove external artifacts,
mostly originating from traffic, e.g., street cars. SSP removes noise by projecting the
data into a subspace that is orthogonal to the noise signal. For each run/participant
(Ex. 1/2), 6 projections were calculated, but only those that visibly reduced the
amount of noise were applied, while the rest was discarded. Across all data sets, an
average number of 4.4 projections (range 2-6) was used. In a second step, indepen-
dent component analysis (ICA) was used to decompose the signal into statistically
independent components. This method is especially useful to identify and exclude
components contaminated with ECG and EOG artifacts. In Experiment 1, the ECG
channel was used for an automated search of cardiac artifacts, in Experiment 2, this
was done without a reference channel. In both experiments, the electrodes above
the eyes were used as reference for EOG artifacts. Visual inspection completed the
procedure, and affected components were excluded from the data. The ICA was
calculated and applied separately for MEG and EEG.
After artifact correction was completed, rejection thresholds were determined based
on the signal variability for both channel types (Jas et al., 2016; Jas et al., 2017) and
epochs exceeding one of these thresholds were excluded. Evoked potentials were
calculated by averaging across conditions and a linear detrending was applied to
the evoked EEG data.
For source analysis, the participant’s structural MRI was processed with Freesurfer
(Fischl et al., 1999; Dale et al., 1999; Fischl, 2012) to reconstruct the white matter, inner
skull, outer skull, and scalp surfaces. Based on the white matter surface, a source
space was created with 4098 equally distributed dipoles in each hemisphere (4.9 mm
distance between dipoles). The changing conductivities between the different tissue
types was modeled using the boundary element method with the triangulated brain,
skull and scalp surfaces. For the analysis of MEG data, a model based only on
the brain compartment would be sufficient. But for EEG, a three layer model is
necessary, with default conductivities of 0.3, 0.006 and 0.3 S/m for the brain, skull,
and scalp, respectively. Consequently, this three layer model is used for the present
data.
This boundary element model is used to calculate the forward solution, which re-
ports the signal distribution at sensor level for any given dipole of the source space.
Further, a noise-covariance matrix is calculated from the pre-stimulus intervals (100
ms before stimulus onset), to estimate the noise in the different channels and weight
them accordingly during the calculation of the source estimate. The noise-covariance
matrix and the forward model are used to calculate the inverse operator, which can
be applied to the evoked data to finally give a source estimate for each condition.
The calculation of this source estimate was done both with a minimum norm es-
timate (MNE) and dynamic statistical parametric mapping (dSPM), which is the
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noise-normalized version of MNE (Dale et al., 2000). The dSPM was used for map-
ping the signal onto the brain, to find the main loci of activation. In the dSPM maps,
the medial wall was excluded, as it displays mostly spread from other areas and
likely no relevant real activity (Samuelsson et al., 2021).
Wave forms were extracted from the MNE-based source estimate to avoid a bias
due to unequal numbers of trials, which is important when comparing the signal
strength between conditions. They were extracted from pre-defined regions of in-
terest (ROIs): The Heschl’s Gyrus as part of the auditory cortex (AC) and main
source of the auditory evoked potentials, including the N1, and an ROI combining
the PCC and the retrosplenial cortex (RSC) as potential source of the P3 (Das et al.,
2023). To extract a waveform, the time course of signal strength was averaged across
all dipoles in the corresponding ROI. The wave forms were finally imported into
MATLAB, where they were averaged across hemispheres, after an initial analysis
revealed no relevant differences, and an additional 15 Hz low-pass filter was applied
before plotting, mainly for aesthetic reasons.
The significance of these waveforms was tested with temporal permutation cluster
tests (Maris and Oostenveld, 2007) in the following time windows: 100-400 ms for
the AC and 300-800 ms for the PCC/RSC. The permutation test used a cluster form-
ing threshold of 0.05, one-tailed t-tests, and up to 50000 permutations, but refer
to subsection 2.4.1 for more details. Amplitudes were calculated as the mean in
these time windows, and rmANOVAs were used to compare the amplitudes across
conditions.

2.4.3 fMRI

The analysis of the fMRI data sets was done with Freesurfer v6.0 (Fischl, 2012). In the
preprocessing, the structural scan was used for coregistration of the volumes, as well
as motion and slice timing was corrected. The signal of the cortex was morphed to
a surface for each hemisphere, while the subcortical analysis was conducted in the
volume. In the surface analysis, the signal was smoothed using a gaussian kernel
with a FWHM of 5 mm. The subcortical data sets were not smoothed to avoid
further reduction of spatial resolution. For the group average, surface data were
transformed to the fsaverage template brain, the volume data was combined in the
MNI305 space with 2 mm resolution.
A general linear model (GLM) was fitted to the time course to find which conditions
(AM tones, NT tones and detected/missed NT tones) caused changes in BOLD
response compared to the catch trials. The canonical hemodynamic response func-
tion (HRF), a superposition of two gamma functions (Friston et al., 1998), was used
to model the BOLD response in the GLM. Group maps showing the voxels with
significant changes were created on the cortical surface and in the subcortical vol-
ume. Additionally, the GLM’s beta values were extracted from a couple of brain
regions to further investigate task modulation and lateralization. To this end, beta
values were averaged across all vertices in an ROI, and t-tests as well as rmANOVAs
were used for statistical tests.
The cortical ROIs were chosen to cover the main areas of potentially important
networks. If possible, predefined labels were used or only small adaptations were
made based on previous knowledge. The AC was chosen for the auditory activity;
posterior superior temporal sulcus (pSTS) and supramarginal gyrus (SMG) are part
of the TPJ), and selected together with the AI and inferior precentral sulcus (iPCS) as
representation of the VAN. The DAN is covered by the IPS and the superior precen-
tral sulcus (sPCS), which includes the FEF. The anterior midcingulate cortex (aMCC)
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The criteria and amplitudes predicted by this bimodal model were calculated using
the steps described above, while replacing the unimodal signal distribution gsignal
with gbi. According to Sergent et al. (2021), the standard deviations of both modes
and of the noise distribution are equal. Hence, they were set to 1 here. The detection
rate influences b, the relative weight of the two modes. It was set to 59% here, which
was the average hit rate of the second experiment.
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TABLE 1: Results of temporal permutation cluster tests of the M/EEG Experiments. Each waveform was
tested in a specific time interval around the peaks: 100-400 ms for AC, 300-800 ms for PCC/RSC, and
500-1000 ms for PDR’. One-tailed t-tests were used together with a cluster forming threshold of 0.05. The
number of permutations N is limited by the sample size (number of participants) but capped at 50000,
and is listed for group of each analyses. When clusters were found, their start and end time, and the
corresponding p-value are given. Significant clusters (p<0.05) are marked with an asterisk. If multiple

clusters were found for one condition, they are listed in chronological order.

AC PCC/RSC PDR‘
t [ms] p t [ms] p t [ms] p

Experiment 1 (N=16383)
Run 1 detected AM noise 100-344 0.0064 * 306-774 0.0001 * 500-1000 0.0001 *

342-368 0.1267
missed AM noise 140-146 0.1737 617-666 0.1017 629-977 0.0013 *
PT - - 719-744 0.1782 563-584 0.1477

607-619 0.1719
Correct rejections - - - - - -

Run 2 AM noise 100-224 0.0093 * - - 577-737 0.0510
336-357 0.1733
395-400 0.2037

detected NT tones 146-400 0.0002 * 386-775 0.0021 * 521-989 0.0001 *
missed NT tones 157-400 0.0099 * - - 625-1000 0.0014 *
Correct rejections - - - - - -

Run 3 detected AM noise 116-204 0.0342 * 324-769 0.0001 * 500-995 0.0001 *
missed AM noise 149-184 0.1112 - - 577-753 0.0255 *

883-893 0.1701
912-1000 0.0722

NT tones - - - - 647-790 0.0607
Correct rejections - - - - - -

Group 1: NT perceived in Run 3 (N=127)
Run 1 NT tones - - 679-701 0.1875 - -
Run 2 detected NT tones 101-400 0.0156 399-700 0.0391 * 537-992 0.0156 *

undetected NT tones 121-400 0.0156 - - 633-1000 0.0156 *
Run 3 NT tones - - 460-493 0.1641 674-815 0.0859

561-655 0.0547
681-719 0.1563

Group 2: no NT perceived in Run 3 (N=127)
Run 1 NT tones - - - - 520-531 0.2266

548-594 0.1406
613-630 0.1875

Run 2 detected NT tones 183-400 0.0234 421-718 0.0234 * 512-522 0.2031
554-918 0.0156 *

undetected NT tones - - - - 855-869 0.2031
Run 3 NT tones - - - - - -
Experiment 2 (N=50000)
Hit combined 100-400 0.0003 * 410-764 0.0006 * 500-882 0.0007 *

confidence 3 100-400 0.0001 * 435-737 0.0004 * 500-909 0.0003 *
2 110-400 0.0003 * 406-468 0.1214 * 500-874 0.0002 *

486-770 0.0019 *
1 127-400 0.0014 * 448-468 0.2264 540-790 0.0310 *

645-677 0.1832
770-787 0.2387

Miss combined 135-400 0.0000 * 789-800 0.2819 - -
confidence 3 220-251 0.1116 - - - -

2 174-400 0.0005 * 374-567 0.0120 * - -
622-679 0.1177
684-710 0.2483

1 210-305 0.0233 * 736-753 0.2499 646-775 0.0499 *
Correct rejections - - - - - -
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of the permutation cluster test that was used to determine time intervals with signi-
ficant activity can be found in Table 1. Separating the waveforms into the different
ratings shows a decrease in amplitude across conditions. This was confirmed by a
rmANOVA with the factor condition (H3-1, M1-3, and Catch; F6,96=4.9, p=0.0095).
The negative-going responses for the three hits were significant in the cluster analysis
and their amplitudes clearly decreased with confidence. The responses evoked by
low and medium confident misses (M1 and M2) were also significant, the one evoked
by M3 was not, but these amplitudes did not show considerable differences between
the ratings. This might be related to the lower trial count of the M1, which amounts
to only about half of the number of M3, leading to a low signal-to-noise ratio for this
condition (NH =1601/1393/1683, NM =769/ 1035/ 1496 combined across subjects
for H3/2/1, M1/2/3, respectively; see also Figure 7). Although there is virtually no
amplitude difference between the three misses, a rmANOVA confirmed a significant
effect of condition (H3-1, M1-3) on the amplitudes (calculated as mean in the time
window of interest; F6,96=4.9, p=0.0095), which is obviously dominated by the de-
crease in the range of detected targets.

PCC/RSC

In the PCC/RSC region, a significant P3b can be observed for the detected tones
combined across confidence ratings, as well as for H3, H2, and M2 (Table 1). Lower
confidence in signal presence not only caused a decrease in amplitude (rmANOVA
with factor condition: H3-1, M1-3, and Catch; F6,96=4.6, p=0.0086), but also seemed
to cause an increase in latency. This was most prominent among the hit trials, as
confirmed by a significant rmANOVA (factor condition, H1-3; F2,32=8.8, p=0.0014),
but the effect was not significant anymore when including the misses (H3-1, M1-3;
F5,80=2.4, p=0.077).

3.2.3 Pupil dilation response

In this experiment, the PDR peak around 1000 ms is superimposed by an approx-
imately linear drift, which is present for all trial types: hits, misses and correct
rejections (Figure 10). This is caused by the noise-onset about 1 s before the tone
onset, which itself causes a PDR. To avoid a confounding influence of this on the
statistical analysis, an additional baseline correction of the PDR’ was performed.
After this correction, the dichotomized curves resemble those of Experiment 1. But
one difference is remarkable: The second PDR peak, which occured around 1750 ms
in the first experiment (1500 ms in the PDR’), is not found this time. This suggests
that it might have been caused by the button press, which was delayed in the second
experiment. Another possibility is that it is masked by the noise-onset response.
In the dichotomized PDR’, there are visible peaks for both hits and misses, similar
to the previous experiment, but only the one for hits reached significance (Table 1).
For the single ratings, the PDR’ of H1-3 and M1 are significant, while the M2 and
M1 show peaks at approximately the same time, but much lower than the other
conditions. The amplitude decrease across conditions was significant (rmANOVA
with factor condition: H3-1, M1-3, and Catch; F6,96=5.2, p=0.0036).

3.2.4 Group comparison: conservative vs. liberal listeners

To further evaluate the influence of the criterion on the processing and detection
of NT tones, the participants were split into two groups according to their overall
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misclassified trials, but can rather be explained by a gradual decrease of amplitudes
as postulated by SDT.
Generally, the PDR and PDR’ of both groups look similar to the original analysis,
although a bit noisier, especially in the liberal group. In this group, the PDR’ peaks
for M3 and M2 show a higher latency compared to the other conditions. However,
post-hoc t-tests comparing M3 and M2 with H1 were not significant (t7=-1.5/-1.9,
p=0.18/0.09 for H1 vs. M2/M3, respectively).
In the PCC/RSC, the dichotomized analysis resembles that of the whole group, with
a significant P3b only for the combined hits. For the single ratings in contrast,
the low and medium confident misses also show a P3b in the liberal group. The
more striking result the considerable latency difference between the groups: The
P3b of the liberal group peaks on average at 432 ms (SD: 154 ms), which is 164 ms
earlier than the one of the conservative group (596 ms, SD: 90 ms). This difference is
significant, as confirmed by independent two-sided t-tests (t15=2.7, p=0.016).
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areas (Figure 16). The overall pattern of increasing activity for AM/NT tones across
the first two or all three runs was the same in all ROIs, but three properties differed:
First, activity evoked by AM tones increased from run 2 to 3 in some ROIs, but
decreased in others. Second, the missed NT tones only resulted in a significant
BOLD response in AC. And lastly, some ROIs were lateralized with higher activity
in one of the hemispheres. To quantify the effect of task or hemisphere, rmANOVAs
were calculated for each area and the two stimulus types AM and NT tones sep-
arately. The results can be found in Table 3. For AM tones, the task modulation
was only significant in AC, sPCS, SMG, and RSC. For the NT tones, all ROIs were
significantly task modulated except AI, IPS, and aMCC. A significant lateralization
was found in pSTS regardless of the stimulus type, in RSC for AM tones, and in
AI for NT tones. The t-tests for significant activity (averaged across hemispheres)
revealed two interesting points: First, activity for NT tones was already significant
in the second run in AC, pSTS, and iPCS. And second, missed NT tones caused
significant activation in the AC. The activation in response to detected NT tones was
higher compared to undetected in all ROIs.
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Subcortical analysis

The applied fMRI sequence was not optimized for localizing activity in subcortical
structures, especially in small nuclei like the LC, which is only 1 to 2 mm wide
(compared to 3x3x4 mm3 voxel size). Nevertheless, an exploratory analysis of BOLD
activation in the subcortical volume was performed to receive an impression of the
general activation pattern.
The overall task-dependence was similar to the cortex, although the extend of acti-
vation for AM tones was more strongly reduced from run 2 to 3 and no significant
activation was found for missed NT tones (Figure 17). The major part of the activity
was found in the thalamus and the midbrain, but it also expands to the pons, cover-
ing, among others, the LC area.
The corresponding ROI analysis is shown in Figure 18 and Table 4 contains the
results of the rmANOVAs and t-tests. In contrast to the cortical ROIs, there was
significant task modulation in all subcortical ROIs for both types of stimuli, except
for LC and IC, where the task modulation for NT tones was not significant. None
of the ROIs were significantly lateralized. The one-sample t-tests showed that the
AM tones vs. noise contrast was significant in all runs and ROIs. In contrast, the NT
tones did not evoke any activity in the first run, and in second run only in the IC
and pulvinar. Detected NT tones evoked significant activity in all, the missed tones
in none of the six ROIs. The comparison of activity evoked by detected and missed
NT tones was significant in each ROI.

TABLE 4: Statistic results of the subcortical ROIs. rmANOVAs were calculated for each of the ROIs and both
stimulus types separately with the factors hemisphere (hem.; left, right) and run (1, 2, 3). Additionally, two-
tailed one-sample t-tests were calculated to test beta value (averaged across hemispheres) against 0, and two
sets of paired t-tests were performed to compare the BOLD activity of detected and missed NT tones: one
for the stimulus evoked and the other one for the baseline activity. None of the p-values are corrected for
multiple comparisons in this exploratory analysis of the subcortical volume. Significant results (p<0.05) are

marked with an asterisk.

PAG LC IC SC MGN Pulvinar
rmANOVA AM tones

F p F p F p F p F p F p
hem. 1.5 0.233 0.4 0.522 0.8 0.388 3.0 0.098 2.6 0.125 1.4 0.244
run 7.2 *0.003 4.6 *0.021 5.2 *0.010 5.6 *0.010 8.3 *0.002 12.0 *0.000
hem. x run 2.9 0.074 0.5 0.577 0.4 0.667 0.7 0.491 0.3 0.717 0.6 0.571
rmANOVA NT tones

F p F p F p F p F p F p
hem. 0.3 0.565 2.0 0.176 0.1 0.741 0.1 0.729 0.4 0.534 0.4 0.551
run 16.0 *0.000 2.3 0.129 2.5 0.109 9.4 *0.002 5.9 *0.011 7.8 *0.005
hem. x run 2.4 0.120 0.7 0.518 0.3 0.721 1.9 0.170 0.4 0.672 1.0 0.388
One-sample t-tests (two-tailed)

t p t p t p t p t p t p
AM tones 1 3.5 0.003 2.5 0.023 3.5 0.002 1.3 0.004 3.9 0.001 3.7 0.001
det. AM tones 2 6.4 0.000 4.5 0.000 7.2 0.000 1.5 0.000 5.9 0.000 4.5 0.000
AM tones 3 4.1 0.001 5.8 0.000 2.3 0.034 0.8 0.001 6.9 0.000 3.7 0.000
NT tones 1 0.1 0.926 0.1 0.944 0.4 0.676 0.8 0.936 -0.5 0.636 -0.8 0.690
NT tones 2 2.1 0.054 1.8 0.089 2.2 0.037 1.4 0.270 0.6 0.570 2.3 0.014
det. NT tones 3 6.9 0.000 3.8 0.001 3.8 0.001 -1.8 0.000 5.4 0.000 3.4 0.000
mis. NT tones 3 -0.1 0.953 0.7 0.472 0.1 0.885 -1.0 0.551 -0.1 0.913 0.4 0.516
Paired t-tests (two-tailed)

t p t p t p t p t p t p
Hit vs. Miss 6.2 *0.000 2.7 *0.018 3.3 *0.006 6.8 *0.000 5.0 *0.000 7.1 *0.000
Pre-stimulus activity: paired t-tests (two-tailed)

t p t p t p t p t p t p
Hit vs. Miss 1.5 0.149 0.4 0.678 1.1 0.291 1.6 0.127 1.1 0.269 1.1 0.287
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Chapter 4

Discussion

4.1 Attentional modulation of brain activity

The importance of attention for perception has long been known, but the precise
processes and interplay of the networks involved are complex. In this study, different
aspects of this have been highlighted:
First, attention can have a differential impact depending on the stimulus. This is
evident in the comparison of the changes in perception of NT tones, AM noise, and
AM tones, and the corresponding evoked responses in different tasks. The AM
tones and noise were presumably perceived regardless of the task. For the AM
noise in Experiment 1, this was not systematically queried, but some participants
reported being distracted by the AM noise during the detection of NT tones. In
Experiment 3, all participants reported perceiving the AM tones after the passive
condition. In contrast, the NT tones were mainly perceived when they were task
relevant. The group of participants who heard NT tones without task relevance also
detected them better in the previous run, which might indicate that they perceived
the tones as more salient than the other group. Taken together, this suggests that
the amount of attention required to perceive a stimulus decreases with its saliency.
Other studies working with non-task-relevant stimuli, about which subjects were
not informed in advance, used more salient stimuli than the NT tones (Pitts et al.,
2012; Schlossmacher et al., 2021). This saliency difference is evident from the higher
sensitivities, with an average d’ between 3.5 and 4 in those studies, compared to 1.3
for the NT tones here. In line with the above proposed relation between saliency
and perception, both studies found a subset of participants who were aware of these
stimuli before being informed about their presence.
When considering not only the mere awareness, but also the evoked responses,
even more facets of the influence of attention become apparent, as task-modulation
differed not only with stimulus type but also across the different sources of the
activity. In Experiment 1, the AC activity in response to AM noise was not modulated
by task, but PDR and P3b were. In contrast, all three responses to the NT tones were
strongly modulated, i.e. only present when task relevant. In the fMRI experiment,
the pattern of task modulation was similar, with the exception that a PDR for the
AM tones was also present when they were not task-relevant, even though slightly
attenuated compared to the task-relevant run. This difference is likely also caused
by the increased saliency of the AM tones compared to the AM noise. The distinct
patterns of task-modulation across the evoked components imply a kind of hierarchy
in the processing of auditory stimuli, where evoked responses get sorted out on their
way from early stages like the auditory activity to late stages like the P3b. This is
supported by Vugt et al. (2018), who found that activity evoked by visual stimuli
was only partially transmitted from visual to frontal cortex.
The addition of a passive run in Experiment 3 also revealed that the switch from
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passive listening to detecting the AM tones already increased the activation level for
the NT tones, which were in most cases still unperceived at this point. This suggests
an increase in activation in some brain areas in preparation for the processing of
(target) stimuli. Such an attentional amplification of sensory signal at an early pro-
cessing stage, i.e., before the eliciting stimulus reaches awareness, could equally
explain the significant AC activity for missed NT tones in all of the main experiments.
This is also in agreement with a study that found activation in AC caused by auditory
attention while waiting for a stimulus to occur (Voisin et al., 2006). One explanation
for this could be the tuning of neurons in the AC to the target frequency, which
has been demonstrated before (Natan et al., 2017). This frequency tuning could
be another explanation for the missing suppression of responses to the AM tones
in Experiment 3, when attention should be shifted towards the NT tones, as the
AM and NT tones shared the same frequency. Hence, the similarity was possibly
too high for selectively attending to only the NT tones, causing a persistent BOLD
activation in response to the AM tones. Another reason for the inability to suppress
this response could be that the saliency of the AM tones was too high. This would
agree with the activation of regions belonging to both the VAN and CON in response
to the AM tones already in the passive run. Both networks are known to be activated
in response to salient and potentially relevant stimuli. The same applies to the PDR,
which was also not observed for the AM noise in Experiment 1, but for the AM tones
in Experiment 3.
In addition to this potentially target-specific effect, there also seems to be a general
increase in activity that facilitates detection of target stimuli. The elevated pre-
stimulus BOLD signal for hits compared to misses in the AI and iPCS (and a trend
in aMCC), is an indicator of such an effect. This observation is mostly in line with
the studies that found increased baseline activation in the CON for hits compared
to misses (Sadaghiani et al., 2009), or fast versus slow responses (Coste and Klein-
schmidt, 2016). Hence, in both cases a pre-activation of the CON facilitated per-
formance. This is also in line with the previously suggested role of the network in
maintaining a stable task performance (Dosenbach et al., 2007), and reports of AI
and aMCC (or ACC) activation during sustained attention (Posner, 1994; Voisin et
al., 2006; Grahn and Manly, 2012). The significant elevation of pre-stimulus activity
in the iPCS in the present data was not reported in both studies, as the iPCS was not
part of the networks they examined. But Sadaghiani et al. (2009) further reported
increased baseline activation for hits in areas of the DMN and the opposite effect,
i.e. an increased activation for missed stimuli, in the IPS and the middle temporal
complex. This could not be reproduced here, a possible explanation might be that
these areas are not or only partially overlapping with the ROIs chosen here. The
influence of pre-stimulus activation in the CON on performance could indicate a
connection between the network and the LC, which has widespread projections to
the cortex, controls the arousal level, and thus influences performance (Aston-Jones
and Cohen, 2005). This interaction between arousal and performance will be further
discussed in the following section.

4.2 Influence of arousal

Similar to the cortical activity, the PDR evoked by the AM tones can be explained by
saliency: Salient or otherwise important stimuli can evoke the so-called orienting
response (Lynn, 1966). It is usually observed as a pupil dilation, signifying an
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increase in arousal, accompanied by changes in heart rate, skin conductance, micro-
saccades, and more (Nieuwenhuis et al., 2011; Wang et al., 2017). It likely serves to
rapidly respond to the original stimulus and increase sensitivity to upcoming events
(Nieuwenhuis et al., 2011), which could ensure survival in critical situations. Among
other things, this is achieved by lowering the sensory thresholds (Lynn, 1966). Other
ways in which arousal affects performance are discussed below.

4.2.1 Pupil dilation and performance

Pre-stimulus pupil size

Arousal is known to influence different measures of performance like the detection
rate or reaction times. It is typically assumed that this relationship follows an invert-
ed U-shape, indicating peak performance during intermediate levels of arousal, i.e.
when the LC fires in phasic mode (Aston-Jones and Cohen, 2005). Here, the effect of
pre-stimulus pupil size on the detection rate followed the expected shape in Experi-
ments 2 and 3, but was only linear in Experiment 1. This can most likely be attributed
to overall low arousal levels during this experiment. Because no reference point of
maximum arousal or pupil size has been recorded, this cannot be confirmed easily,
but it seems plausible when comparing the three settings: In Experiments 2 and 3,
arousal was likely higher because of the trial-based structure (Experiment 2), and the
less comfortable and noisier environment of the fMRI measurement in combination
with salient, startling tones (Experiment 3). Another result in favor of a quadratic
effect -or some other form of symmetric relationship - is the lack of difference in pre-
stimulus pupil size for hits compared to misses in the last experiment.
In the literature, the quadratic relationship between arousal and performance was
also reported by other studies on mice (McGinley et al., 2015a) and human (Murphy
et al., 2011; Smallwood et al., 2012; Unsworth and Robison, 2016). But other experi-
ments revealed a seemingly linear relationship with optimal performance for either
small (Franklin et al., 2013) or large (Mittner et al., 2014) baseline pupil sizes, and
there are even reports about no consistent relationship (Martin et al., 2022). Brink
et al. (2016) found a linear effect, that was dominated by the time-on-task, which
influenced both performance and arousal. After correcting for this, the originally
proposed inverted U-shape was discovered. These discrepancies could be attributed
to the variety of tasks and measures of performance (e.g., reaction time or detection
rate) which might result in different confounding factors like time-on-task, as pro-
posed by Brink et al. (2016), or not covering the full range of arousal, as proposed
here.
As already indicated above, there might be a connection between arousal and the
pre-stimulus activation in some brain areas, as both influence performance. How-
ever, while the arousal-performance relationship was in the present data (and many
previous reports) quadratic, the significant difference between hits and misses in
pre-stimulus BOLD signal suggests a monotonic relationship between arousal and
this activation. This in turn means that the pre-stimulus BOLD activity cannot be
linearly related to arousal.

Task-evoked pupil dilation

Apart from the baseline pupil size, some studies investigated how phasic pupil
dilation influences the behavioral outcome. It was found that the PDR scales with
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surprise, encodes the perceptual content (Kloosterman et al., 2015), and the content
of a decision (Gee et al., 2014). The latter effect manifested as larger PDRs for Yes-
compared to No-responses and the effect was more pronounced in conservative
subjects, i.e. when a Yes response was more against their individual bias. This
decision bias is equivalent to the decision criterion used here. Consequently, follow-
up studies found that a larger PDR predicted a reduction in bias (Gee et al., 2017),
which was also true when the bias was systematically manipulated by changing the
target probabilities, and when using a memory-based task instead of a perceptual
one (Gee et al., 2020). The encoding of perceptual content seems to agree well
with the results presented here, especially with those of Experiment 2, where PDR
amplitudes differed between ratings. But the reduction of decision bias - or criterion
- for larger PDRs seems to be at odds with those results, as they showed larger
amplitudes for higher criteria. However, the higher confidence ratings can be sim-
ilarly interpreted as an untypical decision, i.e. a decision against the participants
individual bias. In other words: participants only used the most confident signal-
present response, when exceptionally high evidence (in form of strong neural acti-
vity, as indicated by a high PDR) was available.
Nonetheless, it is important to note that the stimuli used in those studies that related
PDR amplitude to bias had an important conceptual difference to the ones used here:
the stimuli were presented for an extended period of time allowing for evidence
accumulation before the response was made (Gee et al., 2014; Gee et al., 2017; Gee et
al., 2020). This period between stimulus onset and response was responsible for the
major part of the task-evoked pupil dilation und thus the underlying increase in LC
activity (Gee et al., 2014; Gee et al., 2017). Therefore a longer stimulus presentation
and a delayed response could increase the probability of an effect of the decision
compared to the present experiments, were stimuli were much shorter. In Exper-
iments 1 and 3, the response was also required directly after the stimulus, only
in Experiment 2 the remaining noise after the tone can be considered as decision
formation period. However, since the stimulus was short, there was no way to
accumulate further perceptual evidence for or against a certain decision, thus this
period might have no or less influence on response bias compared to the afore-
mentioned studies.
Similar considerations are true for more studies of the same group that found a
positive correlation of PDR amplitudes with uncertainty and correspondingly a neg-
ative correlation with confidence (Urai et al., 2017; Colizoli et al., 2018). This would
indeed be at odds with the results of Experiment 2, but both studies used a period
between response and feedback for the evaluation. Hence, both confidence and
uncertainty were not evaluated with respect to stimulus presence or absence, but
with respect to the correctness of the response, which involves additional metacog-
nitive processes.

Two studies of this group also related the confidence in the current decision to
behavioral parameters of the subsequent trial. According to Urai et al. (2017), a
higher PDR caused by uncertainty about the previous response increases the chances
of a different choice during the next trial, while Desender et al. (2019) found that low
confidence on one trial can delay the response to the following trial, and vice versa.
This is comparable to the transition probabilities calculated here: The lack of any
significant effect in Experiment 1 might be related to the fact that no information
about confidence was available for the analysis, or -as addressed in subsection 3.1.5-
the presence of distractors and the potentially long intervals between two targets. In
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Experiment 2, high confidence in signal presence or absence should usually corre-
spond to high confidence in the correctness of the response (although there might be
exceptions) and thus should not result in the urge to switch to a different response on
the next trial. So the elevated probabilities for highly confident responses following
each other is in line with the observations by Urai et al. (2017). The finding that
confidence affects the reaction time in Experiment 2 is in turn consistent with the
study by Desender et al. (2019), even though there was no prolonged stimulation for
evidence accumulation.

4.2.2 Pupil dilation and brain activity

Another way to further investigate the influence of pupil-linked arousal on the var-
ious processes in the brain is to correlate pupil size and brain activity. A number
of studies tried this using fMRI measurement during rest (Schneider et al., 2016),
visual tasks (Gee et al., 2017; DiNuzzo et al., 2019), or both (Yellin et al., 2015;
Murphy et al., 2014); the present data extends this type of analysis to auditory
tasks. The results are only partially overlapping, but one common finding is a
positive correlation between pupil size (or change) and brain activation in areas of
the CON, i.e., insula, cingulate cortex, and thalamus. This can be also observed in the
present results, and of the aforementioned studies, only Yellin et al. (2015) reported
a negative rather than a positive correlation in these (and other) areas. Additionally,
negative correlations in visual and sensorimotor regions were reported in a subset of
these studies (Yellin et al., 2015; Schneider et al., 2016; DiNuzzo et al., 2019), whereas
Murphy et al. (2014) reported a positive correlation there. While both visual and
sensorimotor regions were correlated with pupil size in the present data, especially
the visual areas were more pronounced in the negative peak.
Discrepancies in the results might be partially explained by the different tasks, but
even more by the analysis methods. The challenge for this type of analysis is that one
is typically not actually interested in a correlation of brain activity with pupil size,
but the pupil is used as a proxy for changes in arousal. However, pupil dilation starts
approximately 500 ms after an event (see data presented here, or Joshi et al. (2016) for
recordings in monkey), but the exact timing, especially for the peak varies strongly,
depending on the task or eliciting event (see for example the latency differences and
different shapes for the PDR in Experiment 3). Therefore the usual fMRI analysis
stream with a canonical HRF might reflect different effects compared to an analysis
using other methods. Of the studies mentioned above, DiNuzzo et al. (2019) and
Yellin et al. (2015) used only the canonical HRF, while Murphy et al. (2014) and
Schneider et al. (2016) also included its temporal and dispersion derivatives to deal
with the unknown timing. Gee et al. (2017) circumvented the problem, as they did
not use the pupil size as regressor, but contrasted task-evoked BOLD responses of
trials that evoked a large PDR with those that evoked a small PDR. In the present
analysis, the problem was addressed by calculating the correlation for different lags
between BOLD signal and the pupil size regressor. The resulting time course showed
that there are strong positive correlations around the time of the pupil change (lag=0-
2 s), and negative correlations shortly after (lag=4-8 s). The early peak indicates that
the increase in brain activity happens simultaneously or even before the subcortical
activity that causes the corresponding pupil dilation. Thus, there is either a common
trigger for both, or the cortical activation can elicit a pupil dilation via subcortical
pathways. The timing of the subsequent trough on the other hand is comparable
to a regular event-related BOLD response, suggesting that this negative correlation
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could be in response to the activity that caused the pupil dilation. The low temporal
resolution, which is restricted by the repetition time of the MRI sequence (2 s here),
makes it difficult to determine cause and effect.
An improved temporal resolution compared to MRI can be achieved with M/EEG
measurements. Pfeffer et al. (2022) searched for co-variations of pupil size and
cortical activity measured with MEG. They found different types of correlation (neg-
ative, positive, and non-linear) across different frequency bands and brain regions.
This again underlines the complex influence of arousal on cortical activity, and fur-
thermore its specificity (Pfeffer et al., 2022).
A better understanding of this would help to determine at which stages of the sub-
cortical input intervenes in the processing of auditory stimuli. One suggestion on
this is that a coupling of cortical and subcortical activity is necessary for conscious
processing (Aru et al., 2019). More specifically, increased dendritic activity in layer 5
pyramidal neurons of mice was found to be correlated to increased detection rates,
but almost exclusively in those neurons that project to subcortical regions (Takahashi
et al., 2016; Takahashi et al., 2020). Thus, the dendritic integration theory (Aru et
al., 2020) proposes that the coupling of cortico-cortical and thalamo-cortical loops
via these dendritic activity is essential for conscious processing. Other potential
correlates of consciousness (or parts thereof) are reviewed in the following section
under consideration of the evidence collected during this work.

4.3 Correlates of conscious perception

The present results provide some new evidence to reevaluate previously proposed
correlates of consciousness. First, there is activity evoked in the auditory cortex both
in the fMRI and the M/EEG experiments for all perceived stimuli. Even for the last
run of Experiment 1, there seems to be a small negativity in the group that reported
hearing NT tones, when compared to the group that did not detect any of the tones.
This is not statistically significant, which may be due to the small sampling size, or
- perhaps more importantly - the proportion of tones detected, which was probably
much lower than in the previous run (e.g., one participant reported hearing 3-4
tones in total, another one estimated the number to be about half as many as in
the previous run). In both cases, there is also activity for missed NT tones with
smaller amplitudes compared to the perceived tones. This is consistent with the
concept of the AAN (Eklund and Wiens, 2019), which is defined as the difference
between activity evoked by perceived and unperceived stimuli. Accordingly, the
present results support the AAN as a potential correlate of consciousness.
On the other hand, the P3b (which will be discussed further in subsection 4.3.1) and
the PDR can be ruled out as correlates, as they could not be observed for the task-
irrelevant but presumably perceived AM noise in Experiment 1. Another previously
suggested correlate is the pSTS (Wiegand et al., 2018), which was therefore a central
part of the research hypothesis for the fMRI experiment. In line with the hypothesis,
pSTS activation was significantly higher for all perceived stimuli compared to the
noise trials. But this is also true for several other ROIs: iPCS, sPCS, SMG, and RSC.
This shows the challenges on the quest for the correlates of consciousness: Results
have to be interpreted carefully, to make sure the correlates under considerations
are truly related to consciousness instead of attention, decision making and other
confounding factors (Eklund et al., 2020; Tsuchiya et al., 2015; Dembski et al., 2021;
Rutiku et al., 2015). In the present case, the activation measured during the fMRI
experiment could be related to task execution, including top-down attention, i.e.
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activation of the DAN (potential reason for the sPCS activation, Corbetta et al., 2008),
decision making (P3 generation from RSC, Das et al., 2023), motor response, and
more. The perception of salient AM tones in the first run should be mostly free
from task-related activity, but it could still be confounded by bottom-up attentional
processes, including activation in the VAN (Corbetta et al., 2008)), a P3a (a subcom-
ponent of the P300 that can be evoked by salient but not task-relevant events, and
is located more anterior compared to the P3b Polich, 2007), or more generally by an
orienting response (Lynn, 1966).
The concept of contrasting perceived and unperceived stimuli, as it is done for
the AAN, is a good approach to deal with this problem, because it cancels out
confounding factors that are equal across trials (like task-relevance). However, in the
present study, task-related processes for the unperceived tones are not (necessarily)
stimulus-locked, as listeners could not know when the stimulus was presented.
In Experiment 2, the noise onset served a cue, and a response was also required
for unperceived tones. But there was still a substantial temporal variation of the
stimulus onset, especially compared to the high temporal resolution of the M/EEG.
In the future, this could be solved by introducing a visual cue time-locked to the
auditory stimulus (similar to Squires et al., 1975). This allows to compare the same
processes for perceived and unperceived stimuli, removing the major confounding
factors while retaining the key factor awareness.

4.3.1 P3b

Another famous candidate for the neural correlates of consciousness used to be the
P3b, based on its absence in unperceived trials (Sergent et al., 2005; Ye et al., 2019;
Cul et al., 2007). But this view has been challenged since for different reasons: First,
in some situations, stimuli are clearly perceived but no P3b is observed, e.g., for the
standard tones in an oddball paradigm or when the stimuli were not task-relevant
(Pitts et al., 2012; Schlossmacher et al., 2020). And second, because a number of
studies suggest that the P3b more likely reflects higher-order processes like decision
making, working-memory, and more (Twomey et al., 2015; Koivisto and Grassini,
2016; Andersen et al., 2016; Verleger, 2020). This is supported by a
In the present data, the P3b measured with M/EEG was -as expected - only visible
after detected targets, and not for the AM noise distractor in Experiment 1. This
does not only support that the P3b is not a correlate of consciousness, but it also
dissociates the component from the PDR. This is in contrast to the previously sug-
gested tight relationship (Nieuwenhuis et al., 2011), but supports other reports of a
dissociation (Kamp and Donchin, 2015). In the fMRI, the RSC as presumed source of
the P3b (Das et al., 2023) was activated in response to AM tones during the passive
run, i.e. without task-relevance. While it is possible that participants nevertheless
performed some form of task (counting the tones, or similar), it could also be at-
tributed to a P3a or novelty P3, evoked by infrequent, task-irrelevant stimuli (Polich,
2007). A P3a could in principle also be evoked by the AM noise in Experiment 1, but
the reduced saliency compared to the AM tones might prevent the emergence of a
P3a or reduce its amplitude. Additionally, because of its more anterior origin, the
P3a might be less detectable in the PCC/RSC ROI chosen here.
Another factor that strongly influences the detectability of a P3b, becomes apparent
when looking at the P3b results of Experiment 2: The amplitudes not only decrease
with confidence in signal presence, but the latencies and durations also seem to
increase. Two previous studies provided evidence for a P3b even on trials with
a signal absent rating, when corrected for the different latencies (Kerkhof, 1978;
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Kerkhof and Uhlenbroek, 1981). They showed that latencies and standard deviation
of the latencies increased for unperceived versus perceived trials, and also for de-
creasing confidence in signal presence. Roth-Paysen et al. (2022) also found a gradual
decrease in P3b amplitude with the use of the perceptual awareness scale (Ramsøy
and Overgaard, 2004) and an attentional blink paradigm. They did not report if the
P3b components of each rating were significant, or whether the latencies differed
across ratings. But there seems to be a P3b even for the lowest rating ("no expe-
rience") and - similar to the present data - an increase in latency from highest to
lowest ratings. A P3b for both perceived and unperceived stimuli would further
argue against its necessity for consciousness, and rather for a connection to decision
making and responding. This is supported by a study where an equated task re-
levance and demand for signal present and absent trials resulted in a P3b for all
conditions (Schröder et al., 2021). Similar results were obtained in a study on mon-
keys, where frontal activation was measured not only even for signal absent ratings,
once the activity was analyzed response-locked instead of stimulus-locked (Vugt et
al., 2018).

4.3.2 Existence of a perceptual threshold:
Implications of the SDT model for neural activity and PDR

Apart from the question what distinguishes conscious from unconscious percep-
tion, there is also the question about the different strengths of perception: Are they
correlated to neural activity or measurements like the PDR, and is this the case across
the whole range? In other words: Is perception graded or is there a threshold that
divides perception in only two levels, perceived and unperceived? This issue was
addressed with the different confidence ratings used in Experiment 2.
First, it has to be noted that the ratings were introduced to allow for a lower decision
criterion. Therefore participants were asked to rate their confidence, not the strength
of perception, and these variables are not necessarily interchangeable. But while
other rating scales like the perceptual awareness scale (Ramsøy and Overgaard,
2004) might be superior to capture the different levels of awareness, the two scales
are comparable when participants rate their confidence in perception, not in cor-
rectness of their response (Sandberg et al., 2010). Consequently, the confidence in
signal presence will be used as an indication of the perceived signal strength in the
following, while keeping in mind that there might be subtle differences.
The gradual decrease in amplitude of the auditory activity and the pupil dilation
across ratings indicate that the strength of perception is directly coupled to neural
activity. This was also recently observed in a visual experiment using the perceptual
awareness scale (Roth-Paysen et al., 2022). A more subjective confirmation that
the confidence ratings match the perception can be drawn from Experiment 2b,
where an audibility rating scale was compared to the confidence rating. All of
the participants preferred the confidence rating, and one of the most frequent ex-
planation was that it matches their experience better. Similar reports were made
in the study from which the perceptual awareness scale originates (Ramsøy and
Overgaard, 2004). Another finding from Experiment 2b provides additional evidence
for a correspondence between strength of perception and ratings, and thus - together
with the results of Experiment 2 - for the correlation with neural activity: Participants
on average estimated hearing more than 5 different levels of SNR when in fact only
one type of stimulus was present (apart from the catch trials). This indicates, that not
only the confidence in the perception varied from trial to trial, but also the perceived
stimulus strength.
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A more quantitative analysis of the correlation between behavioral data and ampli-
tudes of the neural activity was performed with an SDT-based model. This model
used the behavioral responses to calculate the relative amplitude for each criterion
based on SDT, i.e. assuming one gaussian distribution each for the signal strengths
of catch and target trials. The results showed a good agreement of model and data
for auditory activity, first derivative of the PDR, and even the P3b.
All these findings seem to suggest that perception is gradual without a perceptual
threshold. However, the data were modeled similarly well with a bimodal signal
distribution from a recent publication suggesting that perception is bifurcated into
perceived and unperceived (Sergent et al., 2021). That being said, a closer look at the
modeling results shows that the means of both modes are very similar, leading to a
barely bimodal distribution with no advantage over the unimodal model.
The controversy of a continuous or dichotomous perception has been discussed for
a long time, and there is experimental evidence for both sides: A dichotomy, and
thus the existence of a sensory threshold, has been mostly postulated by proponents
of the global workspace theory (Dehaene et al., 1998), where exceeding a threshold
causes global "ignition" and thus conscious access. Evidence was found in several
attentional blink paradigms (Sergent and Dehaene, 2004a; Sergent et al., 2005), but
also in the auditory study mentioned earlier (Sergent et al., 2021).
Evidence for the opposite view of a graded or continuous perception without a
threshold can be found in a number of studies, most of them using the perceptual
awareness scale (e.g., Overgaard et al., 2006; Andersen et al., 2016; Roth-Paysen et al.,
2022). Wixted (2020) suggested that the relationship between response accuracy and
confidence should be different for graded or dichotomous perception: If a threshold
exists, a signal-absent rating would indicate that neural activity for this trial was
below the threshold and is inaccessible to the observer. Consequently any confidence
ratings for these trials would be guesses, and the accuracy should not change across
ratings. In contrast, all trials above threshold result in distinguishable levels of
activation on which the confidence rating can be based on. Thus, accuracy would be
expected to change across ratings. In a threshold-free model, this should be similarly
the case for signal-absent and signal-present ratings. This proposal was tested with
the present data, and the decrease in accuracy with confidence even for unperceived
trials is further evidence for graded perception.
Following the same reasoning, a threshold should also result in equal signal strengths
for all ratings in the range of missed targets. This reveals a conceptual problem of
the bimodal model suggested by (Sergent et al., 2021), at least for peri-threshold
data like the ones used here: The bimodality is mathematically introduced, but it
has no behavioral consequences, otherwise a rating with different accuracies and
signal strengths would not be possible in the range of unperceived tones (i.e. the
ones originating from the unperceived mode). To test the prediction of decreasing
amplitudes in this range, the crucial category would be the least confident misses
M1. Unfortunately, this was the least frequent outcome, resulting in a poor SNR,
especially in the M/EEG data. This seems to be most harmful for the activity in
the AC, where their amplitude was smaller than expected in a threshold-free model.
Therefore, the indistinguishable amplitudes in the miss range would rather be in
favor of a threshold. However, the PDR, which generally needs less trials for a
reasonable SNR, shows that the amplitudes in fact decrease across the misses. Look-
ing at the single subject data (Figure 10, bottom right), one outlier with an untypically
high amplitude for the M1 is noticeable. But even when this participant’s data set
is excluded, the average PDR’ for M1 is still larger than for M2 and M3 (data not
shown), indicating that this not a finding is not confounded by the outlier and there
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is a gradual decrease of amplitudes.
Regarding the diverging results on this topic, Overgaard et al. (2006) argued that
some results in favor of perception being a continuous phenomenon are sufficient, as
specific experiments (like the attentional blink) could result in only the extreme cases
of perception, i.e. full or no experience of the stimulus, but no experiment would
result in distinguishable levels or perception if there were none. An alternative
explanation is provided by Nieuwenhuis and Kleijn (2011), who proposed that access
to some levels of neural representation might be graded, while others are all-or-none
(e.g., letters vs. the meaning of a word). This is also the basis of the partial awareness
hypothesis (Kouider et al., 2010), that proposes different levels of awareness, varying
with both stimulus strength and the confidence in having perceived something. The
access to these individual levels is binary, but since perception is made of different
levels, it is overall graded. The concept can be easily understood in their example
of reading, where perception could vary between seeing something without being
able to identify, seeing letters, whole words, and finally reading the word and thus
understanding the meaning (Kouider et al., 2010). The detection of tones in noise
used in this thesis is related to an early stage of perceptual processing, which might
be the reason why the results are more shifted towards a gradual perception. Ev-
idence for partial awareness can be found in a study showing that one feature of
an attentional blink target can be accurately reported, while another remains uncon-
scious (Elliott et al., 2016). Another attentional blink study showed that perception
can be both graded and bifurcated, depending on the task requirements, which
mainly differed in spatial attention in this study (Karabay et al., 2022).
Furthermore, it has been shown that activation evoked by weak visual stimuli is
transferred from visual to frontal cortex, but may get lost at different stages for
missed stimuli (Vugt et al., 2018). The authors argue that the data is in line with
the global workspace theory (Dehaene et al., 1998), as ignition-like activity in the
frontal cortex predicted report. But the loss of activity at different processing stages
can similarly be interpreted in support of the partial awareness hypothesis (Kouider
et al., 2010). They further claim that their study presents a "unification" of SDT and
global workspace theory (Vugt et al., 2018). However, there is a notable difference
between their nomenclature and the one by SDT: They defined the threshold for
global ignition and thus perception as the quantity that was originally called -and
accordingly used here- the decision criterion or bias (Green and Swets, 1966, p. 58).
The criterion can be varied by the observer and does not necessarily mean that
trials underneath the criterion are not perceived. This was confirmed in the present
confidence-rating experiment, were five different criteria were applied simultane-
ously, resulting in three different categories all rated as perceived. Thus, the decision
criterion could be equivalent to the ignition threshold, but this is likely not equal to a
perceptual threshold. In fact, the remaining frontal cortex activation shown in Vugt
et al. (2018) could be in agreement with the SDT-model presented here.

In summary, the present results support the AAN as the most probable correlate
of conscious audition, showed that neural activity is linked to the perceived signal
strength, and provided additional evidence for graded as opposed to bifurcated
perception. This evidence is, however, not completely unambiguous, and possible
experiments that could provide further insight are presented in the following section.
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4.4 Limitations and future directions

The different experiments in the present thesis all have their own advantages and
limitations. The drawback of Experiments 1 and 3 was that responses could only
be collected for perceived targets. This increases the difference between the two
conditions beyond the correlates of consciousness, including also task- and decision
related processed for the perceived, but not for the unperceived trials (Tsuchiya et al.,
2015). In Experiment 2, this was solved by using short intervals of noise, where the
noise-offset served as response cue. However, this approach has it’s own downsides,
as the noise-onset caused a pupil dilation response which affected the response to
the actual stimulus. While this could be solved by extending the noise interval, this
would either cause an excessive increase in the total duration of the experiment, or a
strongly reduced number of trials and with that would reduce the SNR. Both options
would not be favorable, especially since Experiment 2 had, already with the current
settings, a rather low number of trials in some categories (most importantly M1, but
- by design - also correct rejections and false alarms). Using this trial-based structure
for fMRI would amplify this problem, because the BOLD response is even slower, so
noise- and stimulus-onset responses would almost completely overlap or the noise
before stimulus-onset would have to be even longer.
A better solution could be the use of continuous noise together with a visual cue,
which appears simultaneous with the auditory stimulus. With this method, stimulus-
locked evoked responses can be collected to all types of trials, even for signal-absent
trials. If the number of signal and catch trials is chosen appropriately, this procedure
further offers the opportunity to expand the SDT model (see 3.2.5) to catch trials,
where the amplitudes should show a similar decrease from highly confident false
alarms to highly confident correct rejections. This would indicate that high neural
activity could cause the false perception of a stimulus, as suggested in previous
studies on rodents (Takahashi et al., 2016) and monkeys (Vugt et al., 2018). A disad-
vantage of such an experiment is that a confounding effect of the activity evoked by
the visual cue cannot be excluded. This has to be considered when interpreting the
evoked potentials of individual conditions. Contrasting perceived and unperceived
stimuli would eliminate this problem, as both conditions would be equally affected.
The fMRI measurement was further limited with respect to the spatial resolution.
For the original goal of examining the influence of attention networks on detection
and identifying potential correlates of consciousness, the applied sequence was suf-
ficient. But a proper analysis of small subcortical structures like the LC requires
a higher resolution, ideally with voxel sizes around 1mm3 (compared to the 3 ×
3 × 4 mm3 used here). Some increase in resolution can be achieved with different
scanning protocols, for example with parallel acquisition of multiple slices. But a
large factor is usually the trade-off between temporal and spatial resolution, which
means that smaller voxels typically come with prolonged acquisition time. To min-
imize that, one could also decrease the field of view, e.g. to only the brain stem.
This would however strongly depend on the research question, and which regions
are of interest. In any case, a combination with cardiac gating could help to avoid
artifacts and increase sensitivity, especially in areas close to the ventricles. A better
knowledge of the subcortical activation related to task performance and awareness,
could help to identify important subcortical-cortical networks.
Another topic that might be worth a closer look is the differential attentional modu-
lation of distractors in Experiments 1 and 3, where the AM noise was more strongly
modulated between runs than the AM tones. Exploring if this difference is caused by
saliency, similarity to the target, or a mixture of both, could provide helpful guidance
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for the choice of stimuli in future studies.

4.5 Conclusion

The present results support the AAN as potential correlate for conscious auditory
perception, and the P3b as a task- and decision-related component. The data also
showed that attention can have a strong influence on the perception and processing
of auditory stimuli, but that this effect differs for different types of stimuli. The
results indicate that less attention is required for the perception of more salient
stimuli. Additionally, the similarity between target and distractor might influence
the amount of attentional modulation.
Recording the pupil size demonstrated the influence of arousal across all experi-
ments. The analysis of pupil-related BOLD signal changes reveals the temporal
relationship between the two measures, which could explain discrepancies in pre-
vious results, and highlights the widespread effect of pupil-linked arousal together
with the complex interactions between cortical and subcortical structures.
Finally, it has been shown that the strength of perception (as indicated by confidence
ratings) scales with neural activity and the pupil dilation response. Together with
the successful modeling of the amplitudes with a threshold-free SDT model, this
suggests that perception is a graded rather than an all-or-none phenomenon. Future
experiments might be able to confirm this by extending the model to signal-absent
trials.
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not caused by a misclassification of detected tones. The P3b appeared more bimodal,
as it was mainly present for detected tones, but a large variability in latency might
have influenced this. All three responses were well explained by a model based on
signal detection theory, which postulates a continuous relationship between neural
activity and perception.
A supplementary psychoacoustic experiment compared the confidence rating to an
audibility rating used in a previous publication supporting a bifurcation of percep-
tion. The present results did not support this finding. Furthermore, listeners on
average estimated the number of signal-to-noise ratios at which the tones were pre-
sented to 5-6, even though only one constant ratio was used. This indicates that for
physically identical stimuli, the strength of perception varies across different levels,
not only between perceived and unperceived.
Experiment 3 explored the influence of attention on auditory perception and iden-
tified related brain networks. The stimulation was similar to the first experiment,
with the exception that instead of noise modulations, supra-threshold amplitude-
modulated tones were used, which could be easily perceived despite the scanner-
noise. The tasks for the three runs changed from passive listening, to detection
of the supra-threshold, and finally detection of the near-threshold tones. With the
increasing amount of attention directed to the auditory stream, activity in the au-
ditory cortex increased for the near-threshold stimuli already during the second
run, even though participants did not perceive those tones yet. Overall, auditory
activity was similar to those of Experiments 1 and 2, with significant activation
for detected and missed targets, and the salient distractors. Apart from auditory
cortex, increased activation for missed targets was also observed in the cingulo-
opercular network. Additionally, enhanced pre-stimulus activity for hits compared
to misses was observed in this network. This effect is similar to the relationship of
pupil size and performance, although the former is presumably monotonic, while
the latter is inverted-U-shaped. Thus, pre-stimulus brain activation and pupil size
are not directly related. A correlation of pupil size and the blood oxygenation level-
dependent signal revealed a widespread interaction between arousal and cortical
activity. This activity included the cingulo-opercular network, suggesting that the
relationship between pupil dilation and activity within this network is more com-
plex. A preliminary analysis of subcortical activation showed similar modulations
by task and similar correlations with pupil size fluctuations as in the cortex. Future
measurements with improved spatial resolution could further investigate how these
activation patterns differ across the brainstem, and how the different nuclei are
connected to phasic and tonic arousal.

In summary, the present work confirmed the importance of arousal and attention
on the processing of different auditory stimuli, and provided evidence for a differ-
ential influence of attention on perception, depending on the type of stimuli. For
near-threshold stimuli, these data showed that neural activity is directly connected
to the strength of a perception, and that perception is graded rather than bifurcated.





68 Chapter 6. Zusammenfassung

und nicht gehörten Tönen gemittelt über die drei Sicherheitsstufen die vorherigen
Ergebnisse. Demnach ist die Aktivität für nicht gehörte Töne nicht auf eine Fehl-
klassifizierung durch ein zu strenges Kriterium zurückzuführen. Die graduell ab-
nehmenden Amplituden der Pupillen- und Hörkortexantwort sind weiterhin ein
Indiz für eine ebenfalls graduelle Wahrnehmung. Die P3b erscheint hingegen eher
bimodal, dies könnte aber von der Variabilität der Latenzen herrühren. Pupille,
Hörkortexaktivierung und P3b konnten alle gut durch ein Modell basierend auf
der "Signal Detection Theory" beschrieben werden, welches einen kontinuierlichen
Zusammenhang zwischen neuronaler Aktivität und Wahrnehmung vorhersagt.
In einem ergänzenden psychoakustischen Experiment wurde die Bewertung anhand
der Sicherheit mit einer Bewertung der Hörbarkeit verglichen, die laut einer anderen
Studie Hinweise auf eine bimodale Wahrnehmung liefert. Die vorliegenden Ergeb-
nisse stützen diesen Befund nicht. Außerdem schätzten die Probanden im Mittel,
dass Töne in 5-6 verschiedenen Lautstärken präsentiert wurden, obwohl alle Töne
identisch waren. Dies impliziert, dass die Wahrnehmung physikalisch identischer
Reize nicht nur zwischen Gehörtem und Nicht-Gehörtem, sondern zwischen ver-
schiedenen Intensitäten variiert.
In Experiment 3 wurde der Einfluss von Aufmerksamkeit auf die auditive Wahr-
nehmung weiter untersucht und involvierte Netzwerke des Gehirns identifiziert.
Die Stimulation war ähnlich zu Experiment 1, mit dem Unterschied, dass anstelle
der Rauschmodulationen saliente amplitudenmodulierte Töne als Distraktorreize
verwendet wurden. In drei Durchläufen wurde durch die verschiedenen Aufga-
benstellungen (passives Zuhören, Detektion der salienten Töne und Detektion der
schwellennahen Töne) die Aufmerksamkeit auf die auditorische Stimulation suk-
zessive gesteigert. Dadurch zeigte sich im Hörkortex bereits im zweiten Durchgang
eine signifikante Aktivierung durch die schwellennahen Töne, obwohl diese noch
nicht bewusst wahrgenommen wurden. Insgesamt ähnelte die Hörkortexaktivie-
rung der in den vorherigen Experimenten gemessenen, mit signifikanter Aktivie-
rung für gehörte und nicht gehörte schwellennahe Töne sowie den salienten Distrak-
torreizen. Auch in Gebieten des cingulo-opercularen Netzwerks wurde Aktivierung
für nicht detektierte Zieltöne gemessen. Desweiteren zeigte dieses Netzwerk höhere
Aktivierung vor Tönen die anschließend detektiert wurden, als vor Tönen die nicht
detektiert wurden. Dieser Effekt ähnelt dem Einfluss des Arousal auf die Detektion,
der aber quadratisch ist, der Zusammenhang von Detektion und Hirnaktivität hin-
gegen vermutlich monoton. Damit kann ein direkter Zusammenhang zwischen dem
Arousal und der Hirnaktivität vor Einsetzen des Reizes in diesem Netzwerk ausge-
schlossen werden. Die Korrelation von Pupillengröße und Hirnaktivität zeigte eine
weitreichende Wechselwirkung zwischen Arousal und kortikaler Aktivierung, auch
im cingulo-opercularen Netzwerk. Dies legt einen komplexeren Zusammenhang
zwischen diesem Netzwerk und der Pupillengröße nahe. Eine explorative Aus-
wertung der Aktivierung im Hirnstamm zeigte ähnliche Korrelationen und Auf-
merksamkeitsmodulationen wie im Kortex. Zukünftige Messungen mit verbesserter
räumlicher Auflösung könnten untersuchen, wie sich diese Aktivierungsmuster in
den verschiedenen Kernen des Hirnstamms unterscheiden und welche der Kerne an
den Modulationen des Arousal beteiligt sind.
Zusammenfassend bestätigt diese Arbeit die Bedeutung von Aufmerksamkeit und
Arousal auf die Verarbeitung auditiver Reize, und liefert Hinweise auf einen diffe-
renziellen Aufmerksamkeitsffekt. Außerdem konnte gezeigt werden, dass die neu-
ronale Aktivität in direktem Zusammenhang mit der Stärke der Wahrnehmung steht.
Dies ist ein Indiz dafür, dass Wahrnehmung nicht bimodal sondern graduell ist.



https://doi.org/10.1093/cercor/bhv108
https://doi.org/10.1038/s41467-018-07725-6
https://doi.org/10.1016/j.tics.2020.07.006
https://doi.org/10.3389/fnsys.2019.00043
https://doi.org/10.1146/annurev.neuro.28.061604.135709
https://doi.org/10.1146/annurev.neuro.28.061604.135709
https://doi.org/10.1523/JNEUROSCI.3974-11.2012
https://doi.org/10.1016/S0165-0173(03)00143-7
https://doi.org/10.1016/S0165-0173(03)00143-7
https://doi.org/10.1017/S0140525X00038188
https://doi.org/10.1016/j.neubiorev.2020.01.005
https://doi.org/10.1016/j.neubiorev.2020.01.005
https://doi.org/10.1016/j.tins.2005.09.002
https://doi.org/10.1163/156856897X00357
https://doi.org/10.1055/s-2008-1040923
https://doi.org/10.1371/journal.pone.0165274
https://doi.org/10.1371/journal.pone.0165274


https://doi.org/10.1126/sciadv.abi9979
https://doi.org/10.1002/ana.410280613
https://doi.org/10.1016/j.tics.2012.06.013
https://doi.org/10.1038/s41598-018-31985-3
https://doi.org/10.1016/j.neuron.2008.04.017
https://doi.org/10.1038/nrn755
https://doi.org/10/f79w6q
https://doi.org/10.1038/nn0203-119
https://doi.org/10.1371/journal.pbio
https://doi.org/10.1006/nimg.1998.0395
https://doi.org/10.1016/S0896-6273(00)81138-1
https://doi.org/10.1101/2023.03.03.530970
https://doi.org/10.1073/pnas.95.24.14529
https://doi.org/10.1073/pnas.95.24.14529
https://doi.org/10.1016/j.tics.2006.03.007
https://doi.org/10.1016/j.tics.2006.03.007


https://doi.org/10.1016/S0010-0277(00)00123-2
https://doi.org/10.1016/j.tics.2021.05.009
https://doi.org/10.7554/eLife.43499
https://doi.org/10.1016/J.NEUROIMAGE.2010.06.010
https://doi.org/10.1016/J.NEUROIMAGE.2010.06.010
https://doi.org/10.3389/fnins.2019.00965
https://doi.org/10.1073/pnas.0704320104
https://doi.org/10.1016/j.neuron.2006.04.031
https://doi.org/10.1016/j.neuron.2006.04.031
https://doi.org/10.1121/1.1907783
https://doi.org/10.1016/j.concog.2019.03.008
https://doi.org/10.1016/j.concog.2020.102954
https://doi.org/10.1016/j.concog.2015.12.003
https://doi.org/10.1016/j.neuroimage.2012.01.021
https://doi.org/10.1006/nimg.1998.0396
https://doi.org/10.1073/pnas.0604187103


https://doi.org/10.1073/pnas.0504136102
https://doi.org/10.1073/pnas.83.4.1140
https://doi.org/10.1080/17470218.2013.858170
https://doi.org/10.1006/nimg.1997.0306
https://doi.org/10.1016/j.neubiorev.2021.02.043
https://doi.org/10.1523/JNEUROSCI.4403-13.2014
https://doi.org/10.1523/JNEUROSCI.4403-13.2014
https://doi.org/10.7554/eLife.23232
https://doi.org/10.1073/pnas.1317557111
https://doi.org/10.7554/eLife.54014
https://doi.org/10.1016/j.neubiorev.2013.08.010
https://doi.org/10.3758/CABN.10.2.252
https://doi.org/10.1371/journal.pone.0049556
https://doi.org/10.1371/journal.pone.0049556
https://doi.org/10.3389/fnins.2013.00267
https://doi.org/10.3389/fnins.2013.00267
https://doi.org/10.1038/338334a0


https://doi.org/10.1073/pnas.0135058100
https://doi.org/10.1371/journal.pbio.0060138
https://doi.org/10.1371/journal.pbio.0060138
https://doi.org/10.1002/hbm.22673
https://doi.org/10.1016/0013-4694(80)90222-9
https://doi.org/10.1016/j.cub.2022.07.068
https://doi.org/10.1016/j.cub.2022.07.068
https://doi.org/10.1103/RevModPhys.65.413
https://doi.org/10.1016/J.NEUROIMAGE.2018.08.012
https://doi.org/10.1109/PRNI.2016.7552336
https://doi.org/10.1016/j.neuroimage.2017.06.030
https://doi.org/10.1016/S0079-6123(08)63797-8
https://doi.org/10.1016/j.tics.2020.03.005
https://doi.org/10.1016/j.neuron.2015.11.028
https://doi.org/10.1016/j.neuron.2015.11.028
https://doi.org/10.1111/psyp.12378
https://doi.org/10.1111/psyp.12378


https://doi.org/10.1037/xge0001156
https://doi.org/10.1016/j.neuroimage.2009.06.012
https://doi.org/10.1016/0304-3940(78)90138-6
https://doi.org/10.1016/0304-3940(78)90138-6
https://doi.org/10.1016/0301-0511(81)90029-6
https://doi.org/10.1016/0301-0511(81)90029-6
https://doi.org/10.1111/ejn.12859
https://doi.org/10.1038/nrn.2016.22
https://doi.org/10.1016/j.neuropsychologia.2016.02.024
https://doi.org/10.1016/j.tics.2010.04.006
https://doi.org/10.1146/annurev-neuro-062012-170249
https://doi.org/10.1016/S0166-2236(00)01657-X
https://doi.org/10.1016/j.tics.2011.05.009
https://doi.org/10.1016/j.tics.2011.05.009
https://doi.org/10.1121/1.3238248͔
https://doi.org/10.1016/j.brainresbull.2022.07.014


https://doi.org/10.1016/j.jneumeth.2007.03.024
https://doi.org/10.1016/j.jneumeth.2007.03.024
https://doi.org/10.1111/ejn.15585
https://doi.org/10.1016/j.neuron.2015.05.038
https://doi.org/10.1016/j.neuron.2015.09.012
https://doi.org/10.1007/s00429-010-0262-0
https://doi.org/10.1109/TIT.1954.1057471
https://doi.org/10.1523/JNEUROSCI.2062-14.2014
https://doi.org/10.1016/j.neuroimage.2008.05.064
https://doi.org/10.1016/j.neuroimage.2008.05.064
https://doi.org/10.1002/hbm.22466
https://doi.org/10.1002/hbm.22466
https://doi.org/10.1111/j.1469-8986.2011.01226.x
https://doi.org/10.1111/j.1469-8986.2011.01226.x
https://doi.org/10.3389/fnins.2019.01169
https://doi.org/10.1016/j.celrep.2017.10.012
https://doi.org/10.1111/j.1469-8986.2010.01057.x
https://doi.org/10.1111/j.1469-8986.2010.01057.x
https://doi.org/10.1037/0033-2909.131.4.510


https://doi.org/10.3758/s13414-010-0026-1
https://doi.org/10.1073/pnas.87.24.9868
https://doi.org/10.1073/pnas.87.24.9868
https://doi.org/10.1016/j.concog.2006.04.002
https://doi.org/10.1126/science.177.4046.362
https://doi.org/10.1126/science.177.4046.362
https://doi.org/10.1109/TIT.1954.1057460
https://doi.org/10.7554/eLife.71890
https://doi.org/10.1098/rstb.2017.0348
https://doi.org/10.1162/jocn_a_00111
https://doi.org/10.1016/j.clinph.2007.04.019
https://doi.org/10.1016/j.clinph.2007.04.019
https://doi.org/10.1073/pnas.91.16.7398
https://doi.org/10.1023/B:PHEN.0000041900.30172.e8
https://doi.org/10.1038/ncomms13289
https://doi.org/10.1016/j.neuroimage.2022.119652


https://doi.org/10.1016/j.neuroscience.2015.04.029
https://doi.org/10.1016/j.neuron.2011.06.027
https://doi.org/10.1016/j.neuron.2011.06.027
https://doi.org/10.1523/JNEUROSCI.2592-09.2009
https://doi.org/10.1016/j.neuroimage.2020.117430
https://doi.org/10.1016/j.neuroimage.2020.117430
https://doi.org/10.1016/j.concog.2009.12.013
https://doi.org/10.1016/j.concog.2009.12.013
https://doi.org/10.1016/j.neuron.2017.01.014
https://doi.org/10.1016/j.neuron.2017.01.014
https://doi.org/10/ghrmhh
https://doi.org/10.1523/JNEUROSCI.2077-19.2020
https://doi.org/10.1016/j.neuroimage.2016.06.011
https://doi.org/10.1523/JNEUROSCI.2950-20.2021
https://doi.org/10.1111/j.1469-8986.2006.00379.x
https://doi.org/10.1111/j.1469-8986.2006.00379.x
https://doi.org/10.1038/nn1549
https://doi.org/10.1038/s41467-021-21393-z
https://doi.org/10.1111/j.0956-7976.2004.00748.x


https://doi.org/10.1016/j.jphysparis.2005.09.006
https://doi.org/10.1016/j.jphysparis.2005.09.006
https://doi.org/10.1162/jocn.1997.9.5.648
https://doi.org/10.1093/acprof:oso/9780195307238.003.0001
https://doi.org/10.1371/journal.pone.0033706
https://doi.org/10.1007/978-3-8274-2369-6_10
https://doi.org/10.1037//0096-1523.1.3.268
https://doi.org/10.3758/BF03207704
https://doi.org/10.1126/science.150.3700.1187
https://doi.org/10.1038/s41593-020-0677-8
https://doi.org/10.1126/science.aah6066
https://doi.org/10.1037/h0058700
https://doi.org/10.1016/j.tics.2012.09.004
https://doi.org/10.1016/j.tics.2015.10.002
https://arxiv.org/abs/1011.1669v3
https://doi.org/10.1016/j.neuroimage.2021.118047
https://doi.org/10.1016/j.neuroimage.2021.118047


https://doi.org/10.1111/ejn.12936
https://doi.org/10.3758/s13415-016-0417-4
https://doi.org/10.1038/ncomms14637
https://doi.org/10.1007/BF02534144
https://doi.org/10.1111/psyp.13542
https://doi.org/10.1093/cercor/bhac337
https://doi.org/10.1093/cercor/bhac337
https://doi.org/10.1523/JNEUROSCI.2967-05.2006
https://doi.org/10.1523/JNEUROSCI.2967-05.2006
https://doi.org/10.1126/science.aar7186
https://doi.org/10.1016/j.biopsycho.2017.07.024
https://doi.org/10.1016/j.biopsycho.2017.07.024
https://doi.org/10.1016/j.conb.2015.03.018
https://doi.org/10.1523/JNEUROSCI.2817-11.2012
https://doi.org/10.1016/j.neuroimage.2017.11.036
https://doi.org/10.1016/j.neuroimage.2017.11.036
https://doi.org/10.1037/xlm0000732
https://doi.org/10.1523/JNEUROSCI.4748-07.2008
https://doi.org/10.3389/fnins.2019.00510


https://doi.org/10.1016/j.neuroimage.2014.11.034
https://doi.org/10.1016/j.neuroimage.2014.11.034


https://www.abstractsonline.com/pp8/#!/7883/presentation/71164
https://www.abstractsonline.com/pp8/#!/7883/presentation/71164




83

Danksagung

An erster Stelle geht mein Dank an meinen Doktorvater Herrn Prof. Dr. Alexander
Gutschalk für das Thema dieser Arbeit und die hervorragende Betreuung. Den
damit verbundenen Einstieg in die Neurowissenschaften hatte ich nach dem Studi-
um zwar nicht vorhergesehen, bin aber sehr dankbar dafür und würde mich jederzeit
wieder so entscheiden.

Danke auch an Herrn Prof. Andrew Dykstra für die Einarbeitung und die gute
Zusammenarbeit und an Herrn PD Dr. André Rupp für die zahlreichen Ratschläge
und die interessanten und lehrreichen Unterhaltungen.
Ein großes Dankeschön auch an alle anderen Kollegen der Sektion Biomagnetismus
und des Auditory Cognition Lab für die Unterstützung im Laufe meiner Arbeit und
die gute und herzliche Zusammenarbeit im MEG Labor.
Ein besonderer Dank gebührt dabei natürlich Frau Barbara Burghardt und Frau
Esther Tauberschmidt für die Hilfe bei der Durchführung der M/EEG Messungen,
sowie die Unterstützung bei zahlreichen anderen, größeren und kleineren Proble-
men.

Ebenso möchte ich mich bei Frau Prof. Dr. Sabine Heiland und dem Team des
Forschungs-MRT, insbesondere Herrn Dr. Marcel Prager und Frau Dorothea Willich
für die Unterstützung bei den MRT Messungen bedanken.

Zu guter Letzt geht ein riesiges Dankeschön an meine Familie und Freunde, für
den Rückhalt und die Unterstützung, nicht nur im Laufe dieser Doktorarbeit. Danke
für die Ermutigungen, das Zuhören, Bestärken, Beratschlagen und so vieles mehr.





85

Eidesstattliche Erklärung

1. Bei der eingereichten Dissertation zu dem Thema
"Influence of arousal and attention on the perception of auditory near-threshold stimuli"
handelt es sich um meine eigenständig erbrachte Leistung.

2. Ich habe nur die angegebenen Quellen und Hilfsmittel benutzt und mich keiner
unzulässigen Hilfe Dritter bedient. Insbesondere habe ich wörtlich oder sinngemäß
aus anderen Werken übernommene Inhalte als solche kenntlich gemacht.

3. Die Arbeit oder Teile davon habe ich bislang nicht an einer Hochschule des
In- oder Auslands als Bestandteil einer Prüfungs- oder Qualifikationsleistung
vorgelegt.

4. Die Richtigkeit der vorstehenden Erklärungen bestätige ich.

5. Die Bedeutung der eidesstattlichen Versicherung und die strafrechtlichen Folgen
einer unrichtigen oder unvollständigen eidesstattlichen Versicherung sind mir
bekannt. Ich versichere an Eides statt, dass ich nach bestem Wissen die reine
Wahrheit erklärt und nichts verschwiegen habe.

Ort und Datum Unterschrift




	List of Figures
	List of Tables
	Abbreviations
	Introduction
	Conscious Perception
	Theories of consciousness
	Neural correlates of consciousness

	Attention and related brain networks
	Arousal, the Locus Coeruleus and the Pupil
	Research question

	Material and Methods
	Data Acquisition
	M/EEG
	MRI
	Pupillometry
	Behavioral data

	Presentation of Stimuli and procedure
	Experiment 1
	Experiment 2
	Experiment 2b
	Experiment 3

	Participants
	Data Analysis
	Eye Tracking
	M/EEG
	fMRI
	Behavioral data

	Modeling of neural activity based on Signal Detection Theory
	Bimodal signal distribution


	Results
	Experiment 1: Task-related modulation of auditory perception
	Behavioral results
	M/EEG
	Pupil dilation response
	Perception of task-irrelevant NT tones
	Transition probabilities

	Experiment 2: Confidence rating of near-threshold perception
	Behavioral results
	M/EEG
	Pupil dilation response
	Group comparison: conservative vs. liberal listeners
	SDT-Model of neural activity: Unimodal vs. Bimodal

	Experiment 2b: Comparing rating scales for near-threshold perception
	Experiment 3: Attention networks in auditory perception
	Behavioral results
	Pupil dilation response
	Stimulus-evoked BOLD signal
	Pre-stimulus BOLD signal and pupil size
	Co-variation of BOLD signal and pupil size


	Discussion
	Attentional modulation of brain activity
	Influence of arousal
	Pupil dilation and performance
	Pupil dilation and brain activity

	Correlates of conscious perception
	P3b
	Existence of a perceptual threshold

	Limitations and future directions
	Conclusion

	Summary
	Zusammenfassung
	Bibliography
	Personal publications
	Danksagung
	Eidesstattliche Erklärung

