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Abstract

In this thesis, we consider Normalizing Flows, a class of models that leverage neural networks to
represent probability distributions, enabling efficient sampling and density estimation. The focus of our
work is to develop wversatile normalizing flows, that is flexible methods readily applicable to arbitrary
problems.

We therefore theoretically examine the expressivity of existing architectures. We find that volume-
preserving flows are fundamentally biased and identify a fix. We improve on universality guarantees
for coupling-based flows, showing that well-conditioned affine coupling flows are universal. We find
that the latter scale favorably with dimension in comparison to Gaussianization flows.

We then proceed to lift architectural restrictions from normalizing flows altogether via the
introduction of Free-Form Flows. This framework trains arbitrary neural network architectures as
normalizing flows. This allows for the first time, among others, cheap rotation-equivariant normalizing
flows, normalizing flows on arbitrary Riemannian manifolds, and injective flows based on feed-forward
autoencoders. This model is significantly more flexible to adapt to novel problems, performs comparable
or better than existing normalizing flows and competitive with methods with iterative inference such
as diffusion models and flow matching.

Zusammenfassung

In dieser Dissertation betrachten wir Normalizing Flows, eine Klasse von Methoden, die neuronale
Netzwerke nutzen, um Wahrscheinlichkeitsverteilungen darzustellen, die effizientes Sampling und
Dichteschéatzung ermdoglichen. Der Schwerpunkt dieser Arbeit liegt auf der Entwicklung von flexiblen
Normalizing Flows, die problemlos auf beliebige Probleme anwendbar sind.

Daher untersuchen wir zundchst die FEigenschaften bestehender Architekturen theoretisch. Wir
stellen fest, dass volumenerhaltende Flows eine verzerrte Dichte lernen und entwickeln eine Losung
dafiir. Wir verbessern existierende Universalitdtsgarantien fiir coupling-basierte Flows, indem wir die
Universalitdt von wohlkonditionierten affinen Coupling Flows bestatigen. Auflerdem stellen wir fest,
dass letztere im Vergleich zu Gaussianization Flows giinstig mit der Dimension skalieren.

Anschlielend heben wir die architektonischen Beschrankungen existierender Normalizing Flows
auf, indem wir Free-Form Flows einfiihren. Dieses Framework ermoglicht es, beliebige neuronale
Netzwerkarchitekturen als Normalizing Flows zu trainieren. Das ermoéglicht erstmals unter anderem
kostengiinstige rotationsequivariante Normalizing Flows, Normalizing Flows auf beliebigen Riemann-
schen Mannigfaltigkeiten und injektive Flows basierend auf Autoencodern. Free-Form Flows sind
erheblich flexibler in der Anpassung an neue Probleme, zeigen vergleichbare oder bessere Performanz
als bestehende Normalizing Flows und sind wettbewerbsfihig mit Methoden mit iterativer Inferenz wie
Diffusionsmodellen und Flow Matching.
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1. Motivation

Machine learning is a field at the intersection of computer science and statistics. It aims to develop
algorithms that enable computers to learn from and make predictions based on data (Bishop, 2006).
Typically, data is provided through a set of example data points called the training data. The task of
a machine learning system is to infer a mathematical computation that, when applied to the training
inputs z, yields the corresponding training outputs y (supervised learning), or reproduces the structure
of data points = without a specified output (unsupervised learning). The system should be set up in a
way behaves as intended even for values it has not seen during training (generalization). Contrast this
to a classical algorithm where an expert devises a sequence of mathematical operations that compute
outputs; in machine learning, the algorithm is derived by example.

Machine learning systems have achieved remarkable success in various areas. The following is
a non-exhaustive list, and the references each point to a central breakthrough: In computer vision,
they have surpassed human-level performance on tasks such as object recognition and classification in
images (Krizhevsky et al., 2012). In natural language processing, they have significantly improved text
translation and are able to perceive and generate natural text (Vaswani et al., 2017). In drug discovery
and protein folding, they have achieved unprecedented accuracy in predicting protein folding, a complex
problem with significant implications for understanding diseases and developing new therapies (Senior
et al., 2020). Generative models can generate highly realistic images, videos, and audio, as well as
solve inverse problems in scientific applications, such as reconstructing high-resolution images from
low-resolution counterparts, and in simulating complex systems (Goodfellow et al., 2014).

The backbone of modern machine learning, including these examples, are artificial neural networks
or simply neural networks. They consist of connected artificial neurons that each process input from
other neurons to compute some output. Neurons are organized into subsequent layers and each layer of
neurons receives the output from the previous layer as input. The input to the first layer is the input
to the entire neural network, and the network’s output is collected from the last layer. All values are
represented by scalar real-valued numbers. To train a neural network, one fixes the number of neurons
and their arrangement into layers and then the computation of each neuron is gradually adapted via
gradient descent on a loss function that measures the discrepancy between the target imposed by
the training data and the actual behavior the network (Rumelhart et al., 1986). An arrangement of
neurons into layers and their connectivity is called a neural network architecture.

The resulting systems are highly flexible and generic: Only little structural information about the
data at hand must be available in order to successfully train a neural network. This has also been
shown theoretically: If a neural network is large enough, it is universal in the sense that it is able to
represent arbitrary target functions as well as is required (Hornik, 1991). This is related to Turing
completeness in computability theory which states that any Turing machine can be simulated by a
given system. It is a strong statement in the sense that there are no fundamental barriers preventing
to represent any target function of interest.

However, real data often contains noise and uncertainty, leading to no unique mapping between
input and output in supervised learning. For example, predicting the outcome of a quantum experiment
or using inputs from sensors with finite resolution introduces intrinsic randomness. A natural approach
to make predictions under uncertainty is to model the answer via a probability distribution over
possible outcomes. Similarly, in unsupervised learning, the structure of the data can be represented
as a probability distribution. This can be done by discretizing the output space and predicting a
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histogram of the possible outcomes. This explicit representation fails when predicting many variables
jointly, as the total number of outcomes scales exponentially with the number of dimensions (curse of
dimensionality).

To address this, several approaches have been proposed to model probability distributions using
neural networks. They map simple noise sources, such as samples from a (multivariate) standard normal
distribution, to samples of the target probability distribution. This avoids the curse of dimensionality
as the neural network yields a single sample from the target distribution rather than fully representing
the distribution explicitly. This effectively captures the underlying probability distribution without the
computational infeasibility of dealing with exponentially growing outcome spaces.

Such a neural network is called a deep generative model (Goodfellow et al., 2014). There are two
fundamental ways to query a generative model: First, the model can yield samples from the distribution.
In supervised learning, this yields the plausible predictions given an input; in unsupervised learning, it
produces data points similar to the training data. Second, many deep generative models can evaluate
the probability density at points of interest (density estimation). Besides the practical applications
mentioned, we argue that properly communicating the uncertainty underlying a prediction is essential
for deploying neural networks in critical and large-scale contexts, such as autonomous driving, medicine,
and climate change.

A plethora of architecture and training methods have been proposed, most notably variational
autoencoders (VAEs, (Kingma & Welling, 2014)), generative adversarial networks (GANs, (Goodfellow
et al., 2014)), normalizing flows (Rezende & Mohamed, 2015) as well as their continuous variant,
continuous normalizing flows (Chen et al., 2018b), as well as diffusion models (Sohl-Dickstein et al.,
2015). These variants share the approach of computing samples via a transport from random noise,
but differ in the way they employ neural networks and how they are trained.

The goal of this thesis is to develop versatile generative model architectures that can model
arbitrary probability distributions of interest. In particular, we focus on normalizing flows since they
are deeply rooted in information theoretic principles, promising to be agnostic to the data modality.
Normalizing flows do not simply inherit their universality from neural networks: They learn a function
from data to latent space such that the data is mapped to latent codes distributed like a normal
distribution. Then, samples can be generated by passing random noise into the inverse of the learned
function, reversing the above process. This means that the learned function must be invertible, requiring
the use of an invertible neural network. This kind of neural networks modifies the architecture of neural
networks in terms of how neurons are connected, and thus does not fall under the classical universality
guarantees mentioned above.

We approach the task of developing versatile normalizing flows from two perspectives:

First, we establish a theoretical framework grounded in the rigorous formulation of the considered
models. In particular, we focus on distributional universality in chapter 5, that is given an architecture,
can we learn arbitrary target distributions? Also, we address how the required computational resources
scale with the problem at hand in chapter 6.

Second, the architectural constraints in invertible neural network architectures make adopting
them to problems with special structure difficult. For example, only expensive invertible neural network
architectures are known that learn rotation invariant distributions, a useful prior for modeling the
distribution of molecules (Kohler et al., 2020), or when the data lies on a known Riemannian manifold
(Chen & Lipman, 2024). Developing invertible neural networks for these cases is complex at best and
may be impossible at worst. We overcome this limitation via a new scheme to train arbitrary neural
network architectures as normalizing flows in chapter 7. This allows us to leverage the significant
advancements in versatile neural network architecture research for efficient and powerful generative
models.



2. Related Work

This chapter gives a high-level overview of the most prominent related work to each considered topic.
We refer to the reader to the related work in the corresponding part of this thesis for a detailed
discussion of the existing literature.

Applications Normalizing flows have been used to solve various problems. A prominent branch
is solving inverse problems in domains such as astrophysics (Ardizzone et al., 2018b), mechanical
engineering (Noever-Castelos et al., 2022), image colorization (Ardizzone et al., 2020a), medicine (Adler
et al., 2019), epidemiology (Radev et al., 2021), among others. Another branch considers modeling
the distribution of images (Kingma & Dhariwal, 2018) with applications to trustworthy generative
classifiers (Ardizzone et al., 2020b; Mackowiak et al., 2021). Other applications lie in causality (Miiller
et al., 2021) and computational biology (Noé et al., 2019).

Universality theorems Standard neural networks that give a single prediction for each input are
known to be universal function approximators: Given a target mapping between inputs and outputs
that should be modeled by a neural network, if the neurons in a neural network are coordinated
in the right way, they can approximate this mapping to arbitrary precision. The classical results
show universality of vanilla neural networks (Cybenko, 1989; Hornik, 1991), but there are variants for
different architectures such as convolutional networks (Zhou, 2020; Heinecke et al., 2020) or for data
represented in special geometry (Kratsios & Bilokopytov, 2020).

In the context of normalizing flows, we are interested in whether the models can transform the
random latent codes into the right structured noise into the target probability distribution, despite the
constraints introduced to make the underlying neural networks invertible. The predominant approach
tackles the problem by showing that invertible neural networks can approximate any invertible mapping,
which thus also applies to the transformation between random and structured noise (Teshima et al.,
2020a; Koehler et al., 2021). However, these works require the involved neural networks to become
arbitrarily ill-conditioned, among other shortcomings.

We also consider the special case of volume-preserving normalizing flows, a family of architectures
whose additional constraints can be beneficial in some applications. To the best of our knowledge, no
previous analysis showed that they are fundamentally biased and how to fix this shortcoming.

Complexity guarantees The universality theorems above are useful as they assure that there are
no fundamental barriers from learning certain functions. However, they do not guarantee or only
loosely bound the computational complexity required to achieve a given quality. A bound of practical
relevance would limit how many layers or neurons are required to achieve a certain quality, since in
practice only limited resources are available.

Some complexity estimates are available for vanilla neural networks (Poggio et al., 2017). For
invertible neural networks, an important complexity trade-off lies between the expressive power of each
individual block in a normalizing flow with the total number of layers. Many such variants have been
proposed, see (Kobyzev et al., 2021) for a review. The only theoretical guarantee is that three affine
coupling layers are enough to fit arbitrary distributions (Koehler et al., 2021). However, as mentioned
before, this result has limited practical applicability due to the unrealistic assumptions it makes.
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Incorporating prior knowledge If there is existing knowledge about the structure of the data, then it
is advantageous to incorporate it into the architecture of the neural network. For example, to process
data in images, it is helpful to first process the image in small patches before combining the results into
a global prediction (Fukushima, 1980), which has led to a breakthrough in classifying real-world images
(Krizhevsky et al., 2012). Introducing such knowledge is known as an inductive bias. In addition,
properties of the data at hand might be known that should be strictly incorporated into the model.
For example, molecular data should often be treated identically regardless of global orientation and
location, and some data, in particular in scientific applications, is known to live on a manifold whose
topology and geometry should be obeyed. Below, we provide more details on how generative model
architectures, particularly normalizing flows, can incorporate prior knowledge.

A broad literature exists building neural network architectures with different inductive biases
(Zhang et al., 2023a). However, integrating these advances into normalizing flow architectures is
nontrivial, as the network must also be invertible. Such an architecture has been achieved for images
(Kingma & Dhariwal, 2018), but not for rotation equivariance, among others. One alternative is
restricting each block to an infinitesimal action, essentially parameterizing an ordinary differential
equation from latent codes to data (Chen et al., 2018b). However, this increases costs at inference
time, since the number of steps can grow large to accurately solve the differential equation.

A particularly prevalent prior knowledge about data is that real-world data such as images, sound
or complex sensor data is usually represented in raw form such as pixel or time-varying waveform
values, but they can be described efficiently in a low-dimensional representation through lossy or even
lossless compression algorithms that faithfully preserve the corresponding content (manifold hypothesis,
Bengio et al. (2013)). For a generative model, this has the implication that modeling such data in
its raw format wastes resources on modeling the negligible noise in addition to the variation of the
meaningful content in a prediction. This can also lead to badly conditioned transformations between
data and latent noise.

Generative autoencoders and injective (normalizing) flows tackle this issue by learning both a
low-dimensional representation and a distribution on it. Existing work either follow a two-stage
approach which first learns a low-dimensional representation and then its distribution, or learn a
distribution in the high-dimensional space together with a core set of latent variables that span the
low-dimensional manifold. To avoid ill-conditioned functions, the data is usually augmented with
small-variance noise (Horvat & Pfister, 2021). Rectangular flows jointly learn the low-dimensional
representation and a low-dimensional distribution on it, but this comes with the expensive use of
several conjugate gradient steps (Caterini et al., 2021).

Similarly, the case where the data is known to lie on a manifold requires special attention. Examples
are normed vectors on a (hyper)sphere, angles on a torus, points on a surface in an embedding space, or
manifolds with non-Euclidean geometry such hyperbolic space. These manifolds are also not naturally
represented by full-dimensional generative models, as this is incompatible with the topology, for example
at the poles of a sphere. Intuitively, a model respects the topology if it treats data points similarly
whenever they are close according to the geometry.

Riemannian generative models address this challenge of learning distributions on a known manifold.
To the best of our knowledge, Riemannian variants of normalizing flows are only known in special
cases, as they are nontrivial to adapt to arbitrary manifolds while maintaining expressivity. Like for
incorporating inductive biases, multistep methods offer a viable approach to learn generative models
on arbitrary manifolds, but this makes them expensive at inference and, in some cases, also at training
time (Mathieu & Nickel, 2020; Lou et al., 2020).



3. Contribution

Normalizing flows are a well-established generative model for learning multivariate probability densities
based on neural networks. In this thesis, we analyze and extend their versatility.

Therefore, we theoretically underpin the universality and efficiency of normalizing flows based on
invertible neural networks. However, such architectures are not known for all data modalities. We
address this by lifting all architectural constraints through the introduction of free-form flows, allowing
arbitrary neural network architectures to be trained as normalizing flows efficiently for the first time.

In the remainder of this chapter, we provide details on the contributions of this thesis and where
they were originally published. If not specified otherwise, the first author takes credit for the majority
of the contributions.

3.1. Theoretical framework for normalizing flows

Characterizing the Role of a Single Coupling Layer in Affine Normalizing Flows.
Feliz Draxler, Jonathan Schwarz, Christoph Schnorr, and Ullrich Kothe.
In German Conference on Pattern Recognition (GCPR), 2020, best paper honorable mention.

Many normalizing flows rely on invertible neural networks consisting of a sequence of affine coupling
blocks, each of which is restricted to a limited class of invertible functions that is particularly easy to
invert analytically. Empirically, a deep sequence of such blocks can represent complicated probability
distributions such as those of images. To understand their success, we characterize the effect of a single
coupling block for learning a distribution in a deep sequence. We derive that a single block estimates
and then normalizes conditional moments of the data distribution. We give a tight lower bound for the
maximum possible loss improvement by a single coupling, depending on the orthogonal transformation
of the data. This bound can be used to identify the optimal orthogonal transform. Together, this
yields a block-wise training algorithm for deep affine coupling flows. Toy examples confirm our findings
and stimulate further research by highlighting the remaining gap between block-wise and end-to-end
training of deep affine flows. See section 5.3 for details, based on Draxler et al. (2020).

This work lays the foundation to the subsequent theoretical contributions that extrapolate the
effect of a single block to a deep coupling flow.

On the Universality of Volume-Preserving and Coupling-Based Normalizing Flows.
Feliz Draxler, Stefan Wahl, Christoph Schnorr, and Ullrich Kdthe.
In International Conference on Machine Learning (ICML), 2024.

In practice, no fundamental restrictions have been identified as to which probability distributions
can be represented by a coupling-based normalizing flow, even in the simplest variant of an affine
coupling block such as RealNVP (Dinh et al., 2017). Despite their prevalence in scientific applications,
a comprehensive understanding explaining their success remains elusive. Existing theorems fall short
as they require the use of arbitrarily ill-conditioned neural networks, limiting practical applicability.
We propose a distributional universality theorem for well-conditioned coupling-based normalizing flows
for the first time. In addition, we show that volume-preserving normalizing flows are not universal,
what distribution they learn instead, and how to fix their expressivity. Our results support the general
wisdom that affine and related couplings are expressive and in general outperform volume-preserving



14 3. Contribution

flows, bridging a gap between empirical results and theoretical understanding. Finally, we show that if
coupling is more expressive than affine, each block can reduce a loss component that is inaccessible to
affine couplings. See sections 5.2 and 5.4 for details, based on Draxler et al. (2024b).

Individual contributions: FD derived the theorems and performed the experiments, except: SW
trained the volume-preserving flow and derived a counter-example showing the non-universality of
volume-preserving flow.

Whitening Convergence Rate of Coupling-based Normalizing Flows.
Feliz Draxler, Christoph Schnérr, and Ullrich Kéthe.
In Annual Conference on Neural Information Processing (NeurIPS), 2022, oral presentation.

One key hyperparameter of neural network architectures and coupling flows in particular is the
choice of architecture parameters, such as the number of blocks. It is resource-intensive to tune, given
that the network has to be retrained for each new configuration. Theoretical guidance for choosing
parameters such as depth is therefore of great practical relevance. While existing work shows that
three layers are sufficient for representing any distribution, their proof construction for this statement
is severely limited as argued above. In particular, they make no statement about the strict convergence
criterion used in practice, the Kullback-Leibler divergence. For the first time, we make a quantitative
statement about this kind of convergence: We prove that all coupling-based normalizing flows perform
whitening of the data distribution (i.e. diagonalize the covariance matrix) and derive corresponding
convergence bounds that show a linear convergence rate in the depth of the flow. The convergence
rate is independent of the dimension of the data in late training. Numerical experiments confirm our
theory. See section 5.3 for details, based on Draxler et al. (2020).

On the Convergence Rate of Gaussianization with Random Rotations.
Feliz Drazler, Lars Kiihmichel, Armand Rousselot, Jens Muller, Christoph Schnérr, and Ullrich Kdthe.
In International Conference on Machine Learning (ICML), 2023.

While coupling blocks are a common choice for normalizing flows on high-dimensional data, the
structurally simpler Gaussianization block has also achieved compelling performance in low dimensions
or little training data. Empirically, however, the convergence speed of Gaussianization slows down as
the dimension increases. We confirm this analytically, showing that the number of required layers scales
linearly with the dimension for Gaussian input in late training. We compare this to the previously
derived result on coupling flows, where the number of required layers is largely unaffected by dimension.
This suggests that the inferior scaling of Gaussianization occurs because the model struggles at
capturing dependencies between dimensions. Empirically, we find the same linear increase in cost for
arbitrary input in early training, but observe favorable scaling for some distributions. We explore
potential speed-ups and formulate challenges for further research. See section 6.3 for details, based on
Draxler et al. (2022).

Individual contributions: FD derived the theorems and suggested the experiments. LK performed
the experiments, with support by AR and JM.

3.2. Removing architectural constraints from normalizing flows

Free-form flows: Make any architecture a normalizing flow.
Feliz Drazler!, Peter Sorrenson!, Lea Zimmermann, Armand Rousselot, and Ullrich Kothe.
In International Conference on Artificial Intelligence and Statistics (AISTATS), 2024.

Building versatile invertible neural networks has so far been largely constrained by the need to
build architectures that are analytically and tractably invertible and whose Jacobian determinant is

!These authors contributed equally.
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efficient to compute. We overcome these constraints by a novel training procedure for normalizing
flows, which allows any dimension-preserving neural network to serve as a generative model through
maximum likelihood training. It is enabled by an efficient estimator for the gradient of the change of
variables formula, fundamental to maximum likelihood training. This allows placing the emphasis on
incorporating prior knowledge about the data into the architecture. Specifically, we achieve competitive
results in molecule generation benchmarks utilizing F(n)-equivariant networks. Moreover, our method
is competitive in an inverse problem benchmark, while employing off-the-shelf ResNet architectures.
See section 7.1 for details, based on Draxler et al. (2024a).

Individual contributions: PS derived the theoretical guarantees for the combined loss. FD
coordinated and performed the majority of the experiments. AR and LZ contributed individual
experiments.

Learning Distributions on Manifolds with Free-form Flows.
Peter Sorrenson’, Feliz Drazler!, Armand Rousselot!, Sander Hummerich, and Ullrich Kéthe.
Preprint, under review, 2023.

Many real-world data, particularly in the natural sciences and computer vision, lie on known
Riemannian manifolds such as spheres, tori or the group of rotation matrices. When building normalizing
flows for such data, one is faced with the challenge that coupling blocks are not directly compatible to
work with this data, requiring special constructions that make adaptation to a new manifold difficult
or resorting to Euclidean models which violate the topology at hand. A competing approach is based
on learning a distribution on such a manifold that involves learning a differential equation. While
this is readily applicable to arbitrary Riemannian manifolds, sampling from the model and evaluating
densities requires solving the differential equation, significantly increasing the cost for downstream
tasks. Based on the free-form flow framework proposed above, we develop an alternative approach
which is directly compatible with arbitrary Riemannian manifolds with a known projection function.
For sampling, the resulting model only requires a single function evaluation followed by a projection to
the manifold. We outperform normalizing flows specialized to the considered manifolds and achieve
competitive performance to multistep methods at typically two orders of magnitude faster inference.
See section 7.2 for details, based on Sorrenson et al. (2023).

Individual contributions: FD implemented the modified gradient estimator based on the network
architecture proposed by PS, who then confirmed the estimator theoretically. AR and FD coordinated
and performed experiments, with the help of SH.

Lifting Architectural Constraints of Injective Flows.

Peter Sorrenson’, Feliz Draxler!, Armand Rousselot, Sander Hummerich, Lea Zimmermann, and
Ullrich Kothe.

In International Conference on Learning Representations (ICLR), 2024.

Normalizing Flows, including free-form flows, maximize a full-dimensional likelihood on the training
data. However, real data such as real-world images is often best represented on a lower-dimensional
manifold, leading the model to expend significant compute on modeling noise. Injective Flows fix this
by jointly learning a manifold and the distribution of the data projected to that manifold. So far, these
approaches have been limited by restrictive architectures and/or high computational cost. We lift both
constraints by adapting the free-form flow estimator for the maximum likelihood loss to the case of
free-form bottleneck architectures. We further show that naively learning both the data manifold and
the distribution on it can lead to divergent solutions, since the maximum likelihood loss comes with
pathologies that negatively affect what projection is learned. We use these insights to motivate a stable
maximum likelihood training objective. We perform extensive experiments on toy, tabular and image
data, demonstrating the competitive performance of the resulting model. See section 7.3 for details,
based on Sorrenson et al. (2024).
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Individual contributions: PS came up with the original idea, derived and implemented the efficient
gradient estimator. FD implemented the experimental framework, and identified the stability of the
final gradient estimator. AR, SH and LZ contributed individual experiments.



4. Background

4.1. Generative modeling

As motivated in chapter 1, we are interested in learning probability densities with neural networks,
termed a generative model over continuous variables. Discrete distributions can be modeled by adding
small amounts of real-valued noise to the data (Uria et al., 2013).

Generative models can model both conditional p(z|c) and unconditional probability densities
p(x). For simplicity, we consider the unconditional case, since we are interested in how probability
distributions can be constructed using neural networks. From a conceptual perspective, it is easy to
make an unconditional model conditional via some function that takes the condition as input and yields
the parameters of the generative model representing the conditional distribution as output. Practically,
the condition can be introduced by feeding the condition as an additional input into all involved neural
networks, see e.g. (Ardizzone et al., 2020a).

We denote all ground truth probability densities as p(-) and a probability density that depends on
(learnable) parameters 6 by py(-). The argument to p respectively py specifies the random variable it
concerns. We explicitly specify such a random variable = via p(z = ) if it is unclear from context.

4.2. Normalizing flows

Normalizing flows are a class of generative models that represent a distribution pg(x) with parameters 6
by learning an invertible function z = fp(x) so that the latent codes z € R? obtained from the data
x € RP are distributed like a standard normal distribution p(z) = N(z;0,1). Via the change of
variables formula, see Kéthe (2023) for an overview, this invertible function yields an explicit form for
the density pp(z):

po(@) = p(z = fol@)) 1 f5@)| = ((f7 () @), (4.1)

where fj(z) = a% fo(x) is the Jacobian matrix of fy at  and |fj(x)] is its absolute determinant. The
last form denotes the push-forward of p(z) through f, ! mapping from the latent distribution to the
model distribution. We will later also consider generalizations of the change of variables formula to
non-Euclidean geometry in equation (7.14) and injective functions in equation (7.29).

Equation (4.1) allows easily evaluating the model density at points of interest. Obtaining samples
from py(z) can be achieved by sampling from the latent standard normal and applying the inverse
f; ! (2) of the learned transformation:

z = f,1(2) ~ po(x) for z ~ p(2). (4.2)

The change of variables formula in equation (4.1) can be used directly to train a normalizing flow.
The corresponding loss minimizes the Kullback-Leibler divergence between the true data distribution
p(z) and the learned distribution, which can be optimized via a Monte-Carlo estimate of the involved
expectation:

L = Dxr(p(z)|[pe()) = Eqpop(a) llog p(z) — log pg()] (4.3)
= Eyp(z)[— log pg ()] + const.
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This last variant makes clear that minimizing this loss is the same as maximizing the log-likelihood
the model assigns to the data. For training, the expectation value is approximated using (batches of)
training samples z1,_ n.

Changing perspective, consider the push-forward of the data distribution to the latent space,
that is the distribution of latent codes obtained from mapping the data distribution p(z) through the
invertible neural network fy:

po(2) = (U)p(@)) (2) = p(w = £ (2)) 167V (2)] (4.5)

The above KL divergence can then be rewritten in the latent space:

Dx1(p(2)|lpe(2)) = Epp(a) [log p() — log pa(z)] (4.6)
= Eyrp(ollog p(z) —log p(z = fo(x)) —log | fz(z)|] (4.7)
= E.opy () [log p(a = f57(2)) +log | f5 V()] — log p(2)] (4.8)
= E.py(x)llogpg(z) — log p(2)] (4.9)
= Dkw(po(2)[p(2)) (4.10)

In other words, approximating p(z) with pg(x) in the data space is directly tied to py(z) approximating
the target latent distribution p(z). We will heavily use this fact in chapters 5 and 6.

For sampling from py(x), draw a latent code z ~ p(z) = N(0,1I) and apply the inverse of the
learned function:

z = fy'(z) ~ po(). (4.11)

A common alternative scenario is that the target distribution is known p(x) oc e~ up to its
normalization constant. In this case, we can again use the change of variables to train with the reverse
KL divergence:

Dk (po(2)|lp(x)) = Egnpy()[log po(x) + u(z)] + const. (4.12)

While this training objective is not limited by the size of the training set, training with reverse KL
can be unstable and exhibit mode collapse (Nicoli et al., 2022). Throughout this thesis, we consider
universality with respect to forward KL divergence.

4.3. Invertible neural networks

The change of variables formula equation (4.1) is only valid for invertible functions fy. This is, in
general, not fulfilled by arbitrarily parameterized feed-forward neural networks, but requires special
constructions so that the network is invertible. These constructions are called invertible neural networks
(INN).

A useful invertible architecture for fp has to (i) be computationally easy to invert, (ii) be able to
represent complex transformations, and (iii) have a tractable Jacobian determinant |det J| (Ardizzone
et al., 2018b). A plethora of such architectures called have been suggested, see e.g. (Kobyzev et al.,
2021) for an overview.

Constructing an architecture fulfilling these requirements is nontrivial; a major part of the literature
is based on composing L invertible blocks:

fo(w) = (fro, o~ fre)(2)- (4.13)

The parameters collect the parameters of the individual layers § = (61, ...,6r), but we usually drop
this explicit dependence on the parameters for simplicity. It is easy to see that if each of the blocks is



4.3. Invertible neural networks 19

easy to invert and the Jacobian determinant of each block is tractable, these properties transfer to the
composition:

fot(z) = (fit oo fh)(2), (4.14)
[fo(@)| = [fz(xr-1) - fole) fi(@)] = [fr (@] - [ Szl fi(z)] (4.15)

Here, we have denoted x; = fi(z) and x;4+1 = fi+1(z;). The expressivity of the overall transformation
causes the expressivity of the resulting distribution py(x). It depends on the expressivity and count of
the blocks, which are the main concern of chapters 5 and 6.

The majority of invertible blocks is based on one-dimensional parameterized invertible functions
cp : R = R, which we write as z = ¢(z;0). In the following, we first explain how to parameterize one-
dimensional invertible functions. We then show how to combine one-dimensional invertible functions
to high-dimensional invertible blocks fulfilling the above requirements for an invertible neural network.

With the introduction of free-form flows in chapter 7, we overcome all of these requirements by
using two separate networks for the forward fy and inverse maps g, ~ f, 1 and replacing the volume
change term by an efficient gradient estimator.

4.3.1. One-dimensional invertible functions

In this section, we focus on how to represent one-dimensional invertible functions ¢(x; 6), a cornerstone
of building high-dimensional invertible neural networks. In fact, much of the research on normalizing
flow architectures is concerned with tuning these one-dimensional invertible functions, trading off
expressivity with inversion cost.

» A particularly simple function is an affine-linear function with positive slope s:
c(x;0) = sz +t. (4.16)

as proposed in NICE (Dinh et al., 2015) with s = 1 (which is volume-preserving, see section 4.3.3,
and RealNVP (Dinh et al., 2017) with s > 0. Here, 6 = [s;t] € Ry x R.

» Nonlinear squared flow extend the above to a transformation that is still uniquely invertible
(Ziegler & Rush, 2019):

c(x;0) =axr+ b+ (4.17)

c
1+ (dx + h)?’
for 0 = [a,b,c,d, h] € R® with a > %Md and d > 0. The inverse is obtained by solving a third
degree polynomial equation.

» SOS polynomial flows (Jaini et al., 2019):

2
z Kk T
c(z;0) :/O Z Zalﬁul du +t. (4.18)
k=1 \ [=0

Here, § = [t; (a1x)1.5] € R x R"™. Since the integrand is positive, the solution to the integration is
invertible. The inverse can be found using bisection.

» Flow++4 (Ho et al., 2019):

K
c(x;0) = so* Z o <x — MJ) +t. (4.19)
j=1

9j
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Here, § = [s;t; (7j, pj, aj)JKzl] €R; xR x (RxR xR )X and ¢ is the logistic function. Again, it
can be inverted using bisection.

» Spline flows in the form of piecewise-linear, monotone quadratic (Miiller et al., 2019), cubic
(Durkan et al., 2019), and rational quadratic (Durkan et al., 2019) splines. Here, c is a spline of the
corresponding type, parameterized by knots 6. For these splines, analytically tractable inverses are
known.

» Neural autoregressive flow (Huang et al., 2018) parameterize c¢(x;0) by a feed-forward neural
network, which can be shown to be bijective if all weights are positive and all activation functions
are strictly monotone. Again, it can be inverted using bisection.

» Unconstrained monotonic neural networks (Wehenkel & Louppe, 2019) parameterize c(z; 0)
as the integral of a neural network with positive output:

c(x;0) = /Ox c(u; 0)du + t. (4.20)

This integral is computed numerically, and it can be inverted using bisection. The volume change
can be efficiently computed via the Leibniz integral rule.

4.3.2. High-dimensional invertible functions

Gaussianization layer Chen & Gopinath (2000) propose building a high-dimensional invertible block

by applying a one-dimensional function ¢(z;6;) to each dimension i = 1,..., D separately:
1 c(x1;07)
T=fom| | = : . (4.21)
D C(l‘D; 9[))

This is easy to invert by applying x; = ¢~ 1(2;;6;) to each dimension individually. Since d;c(x;;6;) = 0
for ¢ # j, the Jacobian is diagonal and the determinant of the block reads:

D
10g | faun ()] =D log | (z1; 6)]. (4.22)
=1

This requires computing the derivative ¢/, which can be computed analytically or via automatic
differentiation.

Coupling layer Dinh et al. (2015, 2017) proposed to make Gaussianization layers more expressive by
adding dependencies between dimensions. Just like the Gaussianization layers above, coupling layers
apply one-dimensional invertible functions, but with a twist: the parameters of the one-dimensional
transforms of the second half of the dimensions a = zp /211, p (active dimensions) are predicted by
a function ¢ (b) called the conditioner that takes the first half of dimensions b = 2, p/» (passive
dimensions) as input:

I C(:L’l;el)
- Tpa | _ c(zps2;0p/2) 423
T o Tp/at1 c(rpjas1;1(zr.py2)) | (4.23)
xp c(xp;¥psa(1.p/2))
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This allows dimensions to interact between one another, since the transformation of x; for i > D /2 can
depend on the value of all z1_p/s:

O v _ Oc o4 -
873@0(%’%(3;1'”13/2)) = B0, 01, forj=1...D/2. (4.24)

Throughout this thesis, we will for simplicity assume that the dimension D is even. If D is odd,
use | D/2] or [D/2] active dimensions and the remaining dimensions are passive.

Inversion of a coupling layer takes three steps: (1) Compute z;  p/o from 2y p/s, (2) determine
Y1..p/2(T1..p/2), and (3) use these parameters to obtain xp/s1 1. p from 2p/9i1. p-

Computing 10g | f¢,,p1ing (€)] is still feasible since the Jacobian is triangular, i.e. 0;2;(z) = 0if j > 4,
so that we find:

D/2 D/2
log ’fépl(@\ = Zlog |/ (i3 0:)| + Zlog ’CI<$i+D/25wi(afl...Dﬂ))\- (4.25)
i=1 i=1

Usually, the conditioning is implemented via a single feed-forward neural network ., : RP/Z
RP/2 with parameters © that takes the passive dimensions as input and jointly predicts the transfor-
mation parameters of all active dimensions. Together, the parameters transformations of the passive
dimensions 0 p/; and the parameters of the conditioner ¢ form the parameters of the coupling layer.

It is common to choose the identity as the transform for the first half of dimensions i = 1,...,D/2.
This is consistent with our theory on the convergence rate of invertible architectures for the special
case of Gaussian data in chapter 6, suggesting that modeling dimensions individually is outperformed
by modeling dependencies.

A similar scheme is used in Feistel cipher (Feistel, 1973), applying the coupling structure to
encryption. Each round of the cipher splits data in two blocks. The first block fed together with a
secret key into a “round function” that produced a bit pattern of the same length as the second block.
This pattern is combined via XOR with the second block to replace the second block in the output of
the round. The first block is passed through as is. The parameters of the neural network 6(x; p /2)
correspond to the secret key of the Feistel cipher.

Another variant uses the identity transform for the first half of dimensions and additionally
transforms all dimensions with an affine-linear layer called the activation normalization (ActNorm),
which reportedly stabilizes training (Kingma & Dhariwal, 2018). ActNorm rescales and shifts each
dimension:

fact(z) =7 O x + u, (4.26)

: D D
given parameters r € Ry and u € R™.

Recursive coupling layers The Hierarchical Invertible Neural Transport (HINT) uses a recursive
scheme to model more dependencies between dimensions in a single block (Kruse et al., 2021). The
idea is to concatenate two additional coupling layers, one restricted to the passive dimensions (i.e. the
second half of the passive dimensions is transformed conditioned on the first half) and the other to the
active dimensions (i.e. the second half of dimensions is transformed conditioned on the first half). This
is repeated by again using recursive couplings for the additional coupling layers. Each hierarchical
level can be executed in parallel on the GPU.

Autoregressive layer We can build even more expressive invertible functions by letting the transfor-
mations of later dimensions depend on all previous dimensions:

far(@)i = (s, 0i(x<i)).- (4.27)
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One can show that if ¢(x;, 0;(x<;)) are arbitrary diffeomorphisms, then any continuous distribution p(z)
can be constructed by a single autoregressive layer. This is called a Knothe-Rosenblatt rearrangement
(Rosenblatt, 1952; Knothe, 1957) and it is unique given data p(z) and latent distributions p(z).

While being expressive, autoregressive layers come with an important disadvantage: Inverting
f21(%) is sequential in the dimensions, since 0;(z;) requires the values of x-; to be known. Gaus-
sianization layers can invert all dimensions in parallel since they are independent, and coupling layers
require only two steps.

Rotation layer If several Gaussianization or coupling layers are repeated, the transformation would
be strictly limited in expressivity as all respectively a subset of the dimensions do not get information
about one another. This means that they would be modeled as independent by py; for the Feistel
cipher, it would mean that the first part of the data would not be encrypted. This is unrealistic for
general data, which motivates prepending the above layers with rotation layers that mix dimensions
before each layer:

frot(x) = Qx, (428)

where Q € SO(D) C RP*P is a matrix with orthonormal columns/rows and positive determinant.

On this choice of matrices, note that we could, in principle, use an arbitrary invertible matrix
M € RP*P with det M > 0. However, any invertible matrix M can be written in the form AQB,
where A, B are diagonal and @) orthogonal. Absorbing A and B in the subsequent respectively previous
layer, we are left again with an orthogonal matrix Q). Also, we could choose @ € O(D) by allowing
det @ = —1, but this has no effect since the latent distribution is point symmetric.

In the case of coupling layers, it is common to choose permutations instead of free-form rotations.
They are cheaper to sample for initializing the network and execute, avoiding a matrix-vector product.
In fact, often just active and passive dimensions are swapped by the rotation layer. By (Koehler et al.,
2021, Theorem 2), a constant number of coupling layer together with such swapping rotation layers is
enough to represent any invertible linear transform, indicating that these variants are equivalent. For
Gaussianization layers, free-form rotations are necessary.

Invertible block Combining a Gaussianization or coupling with a rotation layer yields an invertible
block. An invertible neural network is then composed of several of the above blocks. We analyze the
expressivity of the resulting architectures in chapters 5 and 6.

Neural ODEs An orthogonal approach is to parameterize an ordinary differential equation (ODE)
with a neural network (Chen et al., 2018b):

8 2(t) = fola(), ). (4.29)

By integrating the ODE from ¢ = 0 (data space) to 1 (latent space) it can be used as an invertible
neural network. Neural ODEs do not require the special structures introduced by Gaussianization or
coupling blocks, allowing for more flexible architectures such as graph neural networks (Kohler et al.,
2020) incompatible with coupling blocks. However, they come with high inference compute costs, as
the ODE has to be solved using a numerical solver. We lift this constraint with free-form flows in
chapter 7.

Training Neural ODEs can be achieved via equation (4.4), which also requires solving the underlying
ODE, or by flow matching (Liu et al., 2023a; Lipman et al., 2023; Albergo & Vanden-Eijnden, 2023),
which learns a fixed process between data and latent codes and does not require integrating the ODE
at training time.
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Invertible Residual Networks Another family of invertible neural networks consist of a feed-forward
neural network in a skip connection:

T4 = @+ fo, (7). (4.30)

Here, the fp, are restricted such that the transformation in each block is invertible by ensuring that
the spectral radius ,o(fél) < 1 (Behrmann et al., 2019; Chen et al., 2019; Perugachi-Diaz et al., 2021).
Again, inference is expensive since the inversion is based on iterative root finding. Free-form flows in
chapter 7 lift this restriction by jointly learning a decoder network that samples in a single function
evaluation.

4.3.3. Volume-preserving flows

Volume-Preserving Normalizing Flows or sometimes incompressible flows are a special variant of
normalizing flows that have a constant Jacobian determinant |f)(z)| = const. This simplifies the
change of variables formula in equation (4.1) above, where C = |fy(x)|:

po(x) = p(z = fo(x))C. (4.31)

Strictly speaking, “volume-preserving” is a misnomer when C' # 1, but the term is commonly used also
in this more general case and in lemma A.3, we show that non-unit volume change can be absorbed
into a single scaling layer as previously implemented by Dinh et al. (2015).

Volume-preserving flows have been demonstrated to have useful properties in certain applications
such as disentanglement (Sorrenson et al., 2019), or temperature-scaling in Boltzmann generators
(Dibak et al., 2022) or to preserve volume in physical state-space (Toth et al., 2020). However, we
show that the volume-preserving change of variables in equation (4.31) does not allow for universal
normalizing flows regardless of the architecture in section 5.2.

For one-dimensional functions, a constant volume change implies that fy(z) = sx + t is linear.
For multivariate functions, fy(x) can be nonlinear, but any volume change in one dimension must be
compensated by an inverse volume change in the remaining dimensions.

Below, we list the ways to construct volume-preserving flows we are aware of. Our non-universality
results theorems 5.2 and 5.3 and proposition 5.4 hold for all of them:

» Nonlinear independent components estimation (NICE) (Dinh et al., 2015) is a volume-
preserving flow based on a coupling block:

c(x;) =z +t. (4.32)
Here, v =t € R.

» General Incompressible-flow Networks (GIN) (Sorrenson et al., 2019) generalize NICE by
allowing the individual dimensions to change volume, only the overall volume change is normalized:

ci(zi; ) = %«Tz‘ +t;, (4.33)
Hj:l S5

Here, ¢ = [s,t] € Rf/ 2 x RP/2 ig jointly predicted for all active dimensions and then normalized as
above.

» Neural Hamiltonian Flows (Toth et al., 2020) parameterize a Neural ODE as a Hamiltonian
system:
dg  OH dp _ OH

dt — op’ dt ~ 9q (4.34)
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The Hamiltonian #H(p,q) is a real-valued function that is parameterized by a neural network.
Its derivatives are obtained via automatic differentiation. The variant Fixed-kinetic Neural
Hamiltonian Flows (Souveton et al., 2024) fixes the kinetic term of the Hamiltonian to K(p) =
%pTM ~1p, where the positive definite matrix M is learned, and learns the potential V(q) via
a neural network to obtain H(p,q) = K(p) + V(q). The solution to the above ODE is always
volume-preserving on = = (p, q).

Note that some works employing volume-preserving flows such as Dibak et al. (2022); Souveton
et al. (2024) consider augmented flows (Huang et al., 2020), where additional noise dimensions are
padded p(a|z) to the data distribution of interest p(x). Then, the flow learns the joint distribution
p(z,a) = p(x)p(alx). Depending on how p(a|x) is constructed, this can positively or negatively impact
the expressivity of the considered volume-preserving flow. For example, if a L xz, then the joint
distribution p(z,a) has at least the same number of modes as p(x), but the learned joint distribution
po(x,a) can only have a single mode by proposition 5.4, inducing a bias. To derive the universality
in terms of KL, apply theorem 5.2 to the joint distribution at hand. On the positive side, Souveton
et al. (2024) find that having p(alz) = N(u(x),o(z)?I) brings the obtained py(z) = [ po(z,a)da
closer to the target. This can be seen having an independent augmentation a ~ A(0,I) L x plus a
single RealNVP coupling shifting and scaling the augmented dimensions. This effectively breaks the
volume-preservation of the flow in the joint space. It is unclear, whether this trick removes all biases
from the volume-preserving flow.

4.4. Kullback-Leibler divergence Pythagorean identities

To analyze the expressivity and efficiency of different normalizing flow architectures, it will be instructive
to split the KL divergence Dk, (p(x)||pe(z)) = Dxr(pe(2)||N(0,1)) into several contributions. The
following identities are due to our Draxler et al. (2022) as well as Cardoso (2003):

Theorem 4.1 (Pythagorean Identities, proof in appendix A.1.1). Given a probability density pp(z) with
mean m and covariance . Then, the Kullback-Leibler divergence to a standard normal distribution
decomposes as follows:

L = Dxr(pe(2)|N(0,1)) = Dir(pe(2)[| N (m, X)) + Drr(N (m, X)[N(0,1)), (4.35)

non-Gaussianity G[pg(z)] non-Standardness S(m,X)

and the non-Standardness again decomposes:

§(m, X) = Dgr(N (m, X)||NV (m, Diag(X))) + Dk (N (m, Diag(%)) [N (0, 1)) . (4.36)
Correlation C'(m,X) Diagonal non-Standardness
Also,
L = Drr(pe(2)|IN(0,1)) = Dxr(po(2)p(x1) - p(xp)) + D Drrlpo(z)|IN(0,1)). (4.37)
Mutual Information I[pg(2)] ‘ marginal loss L[pg(zi)]

The mutual information I[py(z)] is also called the dependence (Cardoso, 2003). The non-Gaussianity
(Cardoso, 2003) is also called the negentropy (Comon, 1994). Note how equation (4.37) generalizes
equation (4.36) to non-Gaussian distributions.

These identities are called Pythagorean identities in analogy to the classical Pythagorean theorem
on inner product spaces that ||a + b||> = ||a||?> + ||b]|*> when a and b are orthogonal. They are special
cases of a general result from information geometry (Amari & Nagaoka, 2007, Theorem 3.8). We use
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them because different function classes are limited in which parts of the loss they can affect. For
example, an affine-linear transport map fy(x) = Az + b only affects the non-Standardness S, but not
the non-Gaussianity G. This has already been argued by (Comon, 1994), and we provide an explicit
proof in appendix A.7.1:

Lemma 4.2 (Proof in appendix A.1.2). Given a probability density p(x) and an affine-linear function
z=folr) = Az +b (4.38)

for some invertible A € RP*P and b € RP. Then:
Glpo(2)] = Gp(x)]. (4.39)
Similarly, an element-wise function only affects the marginal losses, but not the mutual information:

Lemma 4.3. Given a probability density p(x) and an element-wise homeomorphism

fo(x1)
z= fo(z) = : (4.40)
fo.p(zD)
Then:
I[py(2)] = I[p(x)]. (4.41)

See for example the appendix of (Kraskov et al., 2004) for a proof of this statement.






5. Distributional universality of normalizing flows

What probability distributions can a given generative model architecture represent? In this chapter, we
present a novel theoretical framework for understanding the expressive power of existing normalizing
flows.

We first analyze volume-preserving flows in section 5.2. They have a restricted change-of-variables
(equation (4.31) instead of equation (4.1)). While this form provides advantages in some applications,
we show that they are not universal in terms of what distributions they can learn. We propose a fix
that can be applied after training to recover universality.

We then enhance the proofs showing universality of coupling flows with non-volume-preserving
coupling functions in section 5.4. Despite their prevalence in scientific applications, a comprehensive
understanding of coupling flows remains elusive due to their restricted architectures. Existing theorems
fall short as they require the use of arbitrarily ill-conditioned neural networks, limiting practical
applicability. We propose a new distributional universality theorem for well-conditioned coupling-
based normalizing flows such as RealNVP (Dinh et al., 2017) that overcomes problems of previous
constructions. This result is based on an analysis of the universality of an individual affine coupling
block in section 5.3.

Our results support the general wisdom that affine and related couplings are expressive and in
general outperform volume-preserving flows, bridging a gap between empirical results and theoretical
understanding.

5.1. Distributional universality

The question about whether a generative model can learn arbitrary distributions p(z) stands in close
analogy to the classical universal approximation theorems that show that fully-connected neural
networks can approximate arbitrary continuous functions (Cybenko, 1989; Hornik, 1991). Due to the
nature of neural networks, we cannot hope for generative model based on them to ezxactly represent
a given p(x), that is p(x) = py(x) everywhere, just like for regression: Here, a neural network with
ReLU activations always models piecewise linear functions, and as such it can never exactly regress a
parabola y = x2. However, for every finite value of € > 0 and given more and more linear pieces, it
can follow the parabola ever so closer, so that the average distance between x? and fy(x) vanishes:
Ep([|2® — fo(2)[?] < e. To characterize the expressivity of a class of neural networks, it is thus
instructive to call a class of networks universal if the error between the model and any continuous
target function can be reduced arbitrarily.

In terms of representing distributions p(z), the following definition captures universality of a class
of model distributions, similar to Teshima et al. (2020a, Definition 3):

Definition 5.1. A set of probability distributions P is called a distributional universal approximator

if for every possible target distribution p(x) there is a sequence of distributions p,(x) € P such that
n—oo

pn(z) —— p(z).

The formulation of universality as a convergent series is useful as it (i) captures that the distribution
in question p(x) may not lie in P, and (ii) the series index n usually reflects a hyperparameter of
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the underlying model corresponding to computational requirements (for example, the depth of the
network).

We have left the exact definition of the limit “p, () “—— p(x)” open as we may want to consider
different definitions of convergence. The existing literature on affine coupling-based normalizing
flows considers weak convergence (Teshima et al., 2020a) respectively convergence in Wasserstein
distance (Koehler et al., 2021) (the construction in the most recent proof by Koehler et al. (2021) is
fundamentally tied to this relatively weak convergence metric as it constructs a volume-preserving
flow, see section 5.4.2). Many metrics of convergence have been proposed, see Gibbs & Su (2002) for a
systematic overview.

In this chapter, we consider continuous target distributions p(x) that have infinite support and
finite moments, which covers distributions of practical interest.

5.2. Non-universality of volume-preserving flows

We first consider volume-preserving normalizing flows. They are based on invertible neural networks
with constant Jacobian determinant |f)(z)| = const, see section 4.3.
We contribute:

» We first show that volume-preserving flows are not universal in KL divergence.

» We propose how universality can be recovered by adding a single non-volume-preserving block which
learns a one-dimensional function.

We are not aware of previous work considering the universality of volume-preserving flows. The closest
result known to us states that Hamiltonian Monte Carlo (HMC) requires resampling the momentum
distribution in every step to sample from the correct target distribution (Toth et al., 2020).

The rest of this section is adapted from Draxler et al. (2024b).

Let us derive the minimizer of the loss Dkr,(p(x)||pg(x)) for a volume-preserving flow by using the
volume-preserving change—of—variables in equation (4.31), first in the special case of C' = 1:

£~ [ pla)tog )dxz—H[pcc)}— [ pla)togs(z = fola)aa. (5.1)

Only the last term depends on fy. To derive the minimizer, consider the data p(x) and latent
distribution p(z) on a regular grid over R” with some spacing a > 0. Then, define a volume-preserving
flow with C' =1 that permutes the grid cells B; — By;) (within the cells, keep the relative positions).
Then, discretize the above integral on the grid by approximating the latent probability by the average
density in each cell, that is p(z) ~ a%p(Bi 1z € By):

- [ p@) ol = fu(w)d ~ — 3" plo € By, o) los(o(= € Byio)/la”)). 52)

This is minimized by a bijective f* : N — N that permutes the grid cells such that the cell with the
highest probability p(x € B;) in the data space aligns with the cell with the highest (logarithmic)
probability in latent space, and so on:

F5(1) = s.(s71(4)), (5.3)

where s, (1) is a sorting of the grid cells, determined by probability mass p(v € B;) for v = x respectively
v = z.

The following theorem makes the above argument continuous and determines the optimal volume
change C' > 0:
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Theorem 5.2 (Best possible volume-preserving flow, proof in appendix A.2.1). Given a continuous
bounded probability density p(x) with (D — 1)-dimensional level sets. Then, the minimal achievable
KL divergence by a volume-preserving normalizing flow pj(x) whose underlying map f; is continuous
almost everywhere and with a standard normal latent distribution reads:

Der(p(@) [p5(2)) = Drcs(p™(2) [N (0, [Sye ()| P 1)), (5-4)

where p*(z) is constructed by decreasingly sorting the probability densities p(x) from the origin with unit

volume change, and ¥ (.y is its covariance matriz. This minimal loss is achieved for C' = X, (;)| 72D .

The optimal p*(x) and its latent counterpart p*(z) are constructed by sorting both the data and
latent space by density and progressively assigning regions of decreasing density to each other (see
lemma A.1 in appendix A.2.1). The theorem considers the more general class of almost everywhere
continuous volume-preserving flows, and everywhere continuous flows can only achieve at most as good.
Figure 5.1 shows how this optimal distribution p*(z) differs from the target p(x) for a bimodal toy
distribution in 2D.

A) Target p(x) B) Best possible p{*,‘P(.\') C) Latent radial distributions

Target radial distribution
— g

Best possible radial distribution

/

D) Learned non-volume-preserving

E) Learned volume-preserving

F) E + fixed latent radial

Figure 5.1.: We reveal two limitations of volume-preserving flows: First, a 2D bimodal distribu-
tion (A) cannot be represented by a volume-preserving flow, the theoretic optimum predicted by theorem 5.2
assigns wrong densities to both modes (B). This is because the radial part of the latent distribution p*(z)
does not match the radial part of the standard normal (C). In practice, learning a volume-preserving flow
comes very close to the biased solution (E). A normalizing flow with variable Jacobian determinant does
not have this issue (D). Our proposed fix corrects the densities at the modes (F) by correcting the latent
radials, see appendix A.2.2. Second, since the flow is continuous in practice, it cannot represent multi-modal
distributions by proposition 5.4, but a vanishing density bridge connecting the modes remains (E, white
level set).
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The following result formalizes that volume-preserving flows are not universal:

Theorem 5.3 (Non-universality of volume-preserving flows, proof in appendix A.2.3). The family of
volume-preserving normalizing flows is not a universal distribution approzimator under KL divergence.

To see this, we choose a concrete p(z), compute the optimal latent distribution p*(z) and use
theorem 5.2 to derive the best possible KLi divergence of a volume-preserving flow.

How can we recover universality? The construction underlying theorem 5.2 shows a clear path to
construct a universal volume-preserving flow: The best achievable latent distribution p*(z) (the push-
forward of p(x) through f*) is rotationally symmetric due to the sorting procedure. Now transform both
p*(z) and the target standard normal p(z) into hyperspherical coordinates (r,2). As both distributions
are rotationally symmetric, only their radial parts p*(r) and p(r) need to be matched, which can
be achieved via the addition of a single one-dimensional non-volume-preserving transformation (see
appendix A.2.2). As this fix is one-dimensional, unique, and can be applied after training, we think
that it is compatible with retaining beneficial properties of volume-preserving flows.

Figure 5.1 also reveals a shortcoming of volume-preserving flows as they are practically implemented:
There is a thin bridge of density between the modes with roughly constant height, so that the lower
mode in the ground truth is not a local maximum of the learned density. The reason is that flows
are implemented as continuous invertible functions (as opposed to theorems 5.2 and 5.3, which only
required almost everywhere continuous functions). This makes the learned distribution pg(x) inherit
the mode structure of the latent p(z):

Proposition 5.4 (Mode preservation of volume-preserving flows, proof in appendix A.2.4). A normal-
izing flow pg(x) based on a volume-preserving diffeomorphism fo(x) has the same number of modes as
the latent distribution p(z).

The proof uses that diffeomorphisms map open sets to open sets, and thus the neighborhoods
of density maxima in the latent space remain neighborhoods of density maxima in the data space.
Note that the thin bridge connecting the modes can be made arbitrarily small by an expressive enough
volume-preserving flow, so that the shortcoming in proposition 5.4 does not manifest in a bias in the
KL divergence in addition to theorem 5.2.

Together, we identify a fundamental limitation for applications based on volume-preserving flows.
It explains why RealNVP significantly outperforms NICE in practice (Dinh et al., 2017). Work using
volume-preserving flows must take this limited expressivity and the resulting biases in the learned
distributions into account. In section 5.4.2, we show that this problem also applies to the most recent
universality proof for coupling-based normalizing flows by Koehler et al. (2021).

5.3. Expressivity of a single affine coupling block

In this section, we derive the minimizer of the loss if a normalizing flow consists of an isolated affine
coupling block. It is clear that a single block cannot fit arbitrary distributions, even in approximation.
However, our results yield several valuable insights:

» The minimizer of an isolated affine coupling block normalizes the first two moments of each active
dimension conditioned on all passive dimensions, that is of p(a;|b).

» It terms of the loss, the amount by which the loss is improved can be identified to a KL divergence
in the Pythagorean identity in theorem 4.1.

» We find that the rotation layer in an affine coupling block plays an important role in bringing the
performance of iterative training closer to end-to-end training.
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In addition, we will heavily use the above results in our analysis of deep coupling flows in section 5.4
and their convergence rate in section 6.3. We present illustrative examples and questions for further
research with each result.

The remainder of this section is an adapted version of Draxler et al. (2020).

5.3.1. Related work

The connection between affine transformations and the first two moments of a distribution is well-known
in the Optimal Transport literature. When the function space of an Optimal Transport (OT) problem
with quadratic ground cost is reduced to affine maps, the best possible transport matches mean and
covariance of the involved distributions (Tabak & Trigila, 2018). In the case of conditional distributions,
affine maps become conditional affine maps (Trigila & Tabak, 2016). We show such maps to have the
same minimizer under maximum likelihood loss (KL divergence) as under OT costs.

It has been argued before that a single coupling or autoregressive block (Papamakarios et al., 2019)
can capture the moments of conditional distributions. This is one of the motivations for the SOS flow
(Jaini et al., 2019), based on a classical result on degree-3 polynomials by Fleishman (1978). However,
they do not make this connection explicit. We can give a direct correspondence between the function
learned by an affine coupling and the first two moments of the distribution to be approximated.

Rotations in affine flows are typically chosen at random at initialization and left fixed during
training (Dinh et al., 2015, 2017). Others have tried training them via some parameterization like a
series of Householder reflections (Putzky & Welling, 2019). The stream of work most closely related to
ours explores the idea to perform layer-wise training. This allows an informed choice of the rotation
based on the current estimate of the latent normal distribution. Most of these works propose to choose
the least Gaussian dimensions as the active subspace (Bigoni et al., 2019; Meng et al., 2019). We argue
that this is inapplicable to affine flows due to their limited expressivity when the passive dimensions are
not informative. To the best of our knowledge, our approach is the first to take the specific structure of
the coupling layer into account and derive a tight lower bound on the loss as a function of the rotation.

5.3.2. KL divergence minimizer

We now derive how much an infinitely expressive affine coupling block as given in section 4.3 can
reduce the loss. By infinitely expressive, we mean that we consider arbitrary functions s(b),t(b) as
the conditioner 1 instead of practically realizable neural networks. We analyze finitely sized neural
networks in section 5.4.

We choose to fix the transformation of the first half of dimensions i = 1,...,D/2 to the identity
(see section 4.3.2) in this section.

We start by deriving the exact form of the maximum likelihood loss in equation (4.4) for such
an isolated affine coupling layer. Inserting the above definitions, we find the following optimization
problem for the parameters of the isolated coupling block with fixed rotation @), where the degrees of
freedom of the coupling layer are captured by the conditioner functions s(b), t(b):

D/2

1 1
in D = in  Epauoen | =|0]* + = by + )] =) logs;(b)]. (5.5
o[ KL (p(z)[|lpo(z)) o= (o, 1) b~ Qup 2|| | +2lla®s( )+ ()|l ; ogs;(b)|. (5.5)

As before, we collected the unchanged variables as the passive dimensions b= (Qz),,. ps» and the
variables transformed by the coupling layers as a = (Qz)p/a41,..,p (active dimensions).
We now derive the minimizer of this loss in the case:

Lemma 5.5 (Optimal single affine coupling, proof in appendix A.3.1). Given a probability density p(x)
with finite first and second moments, and a single affine coupling layer fe.p1 after a fived rotation @ so
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Figure 5.2.: (a) W density contours. (b) The conditional moments are well approximated by a single affine
layer. (¢, d) The learned push-forwards of the W (example 5.6) and WU (example 5.7) densities remain
normal respectively uniform distributions. (e) The moments of the transported distributions are close to
zero mean and unit variance, shown for the layer trained on the W density.

that (b,a) = Qx. Then, equation (5.5) is uniquely minimized by the following scaling and translations
as a function of the passive dimensions b:

1 1
si(b) = =: , .
oi(b)

t;(b) = —Eq,plai]si(b) =: — (5.7)

Here we denote by m;(b) and o;(b) the mean and standard deviation of a; given b. The above
result means that the conditioner ¢ (b) = [s*(b),¢*(b)] learns the first two moments of each conditional
distribution p(a;|b) for each value of b and the coupling acts on the data by normalizing these moments:

a; = a; - Sz(b) + tz(b) = Uz(b) . (ai — mz(b)) (5.8)

This shifts the mean of p(a|b) to zero and rescales the standard deviations to one:
E&i“;[di] =0, Var&i“;[&i] =0. (5.9)
We derive this by optimizing the optimal value of equation (5.5) for each value of b separately.

Example 5.6. Consider a distribution where the first variable b is uniformly distributed on the interval
[—2,2]. The distribution of the second variable a is normal, but its mean m(b) and standard deviation
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o(b) are varying depending on b:
p(b) =U([~2,2]), plalb) = N(m(b),a(b)). (5.10)
m(b) = %cos(ﬁb), o(b) = %(3 _ cos(87/3)). (5.11)

We call this distribution “W density”. It is shown in figure 5.2a.
From lemma 5.5, we expect that after the coupling the passive dimensions are unchanged and the
active dimensions are now independent of b and follow a standard normal distribution:

po(b) = p(b), po(alb) = N(0,1) = py(a). (5.12)

Figure 5.2 confirms that this is approximated empirically if we train a single affine coupling block

by minimizing the equation (5.5), fixing @ = I. As hyperparameters, we choose a joint neural network

for s,t with one hidden layer with 256 hidden units. The output of the network is split to form s and .

The learning rate is 10~! with a learning rate decay with factor 0.9 every 100 epochs. We train for

4096 epochs with 4096 i.i.d. samples from p(z) each using the Adam optimizer without weight decay.

We solve s,t in lemma 5.5 for the estimated mean 7(b) and standard deviation 6(b) as predicted

by the learned § and . Upon convergence of the model, they closely follow their true counterparts
m(b) and o(b) as shown in figure 5.2b.

Example 5.7. This example modifies the previous one to illustrate that the learned latent conditional
density pg(&|l~)) is not necessarily Gaussian at the minimum of the loss, but still, the moments are
normalized.

We modify the W density from above to the “WU density” by replacing the conditional normal
distribution p(a|b) by a conditional uniform distribution with the same conditional mean m(b) and
standard deviation o(b) as before:

p(b) =U([-2,2]), (5.13)
p(alb) = U([m(b) — V35 (b), m(b) + V35 (D)]). (5.14)

One might wrongly believe that the KL divergence favors building a distribution that is marginally
normal while ignoring the conditionals, for example that the resulting marginal over a becomes normal
po(a) = N(a;0,1).

Lemma 5.5 predicts the correct result, resulting in the following uniform push-forward density
depicted in figure 5.2d: 3 )

pe(b) = p(b), pe(alb) = U([-V3,V3)]), (5.15)

where the latter is the uniform distribution with unit standard deviation. Note how pg(a|b) does not
depend on b,

Knowing that a single affine layer learns the mean and standard deviation of p(a;|b) for each b, we
can insert this minimizer into the KL divergence. This yields a tight lower bound on the loss after
training. Even more, it allows us to compute a tight upper bound on the loss improvement by the
layer, which we denote as AZg (Q) > 0.

Theorem 5.8 (Improvement by single affine layer, proof in appendix A.3.2). Given a probability
density p(x) with finite first and second moments, and a single affine coupling layer fp1 after a fived
rotation Q so that (b,a) = Qx. Let fo,1 be the minimizer from lemma 5.5 and T = fop(Qx) = (b, a).
Then, the loss has the following minimal value:

Dir(po(2)|lp(2)) = Drr(p(B)IN (0, 1)) + Eppiry | Glp(alb)] + C(mapp, Eapp) (5.16)
= Dir(p(b)IN(0,1)) = Alfine (@) (5.17)
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Here, the non-Gaussianity G[p(-)] and correlation C(m, %) are defined in theorem 4.1 and mg, and
Y are the mean and covariance of p(alb). The loss improvement can explicitly be computed from the
conditional moments of p(alb):

D/2 L b2

afﬁne Z Eb Z ]Eb (b) —1—log 0-12(1))] (518)

Here, S(m,0) = Dgr(N(m,o)||N(0,1)) is the univariate non-Standardness like in theorem 4.1.

Theorem 5.8 says that the loss reduction by a single affine layer depends solely on the moments of
the distribution of the active dimensions conditioned on the passive subspace. Higher order moments
are ignored by this coupling design (as well as correlations between active dimensions, and the loss
in the passive dimensions). Together with lemma 5.5, this paints the following picture of an affine
coupling layer: It fits a Gaussian distribution to each conditional p(a;|b) and normalizes this Gaussian’s
moments. This gap constitutes the remaining KL divergence in equation (5.16). We will complement
the above result with a more in-depth analysis on the reducible and remaining loss contributions in
section 5.4.5 via the use of theorem 4.1.

To prove, insert the minimizer s,¢ from lemma 5.5 into equation (4.4). Then evaluate A¥g (Q) =
Dk (p(x)|lp(2)) — Dkr(pe(Z)||p(2)) to obtain the statement.

We now make the connection explicit, that a single affine layer can achieve zero loss on the active
subspace if and only if the conditional distribution is Gaussian with diagonal covariance:

Corollary 5.9 (Exact representation by single affine coupling layer, proof in appendix A.3.3). If and
only if p(a|b) is normally distributed for all b with diagonal covariance, that is:

D/2

plalb) = H./\/'az|ml ai (b)), (5.19)

a single affine block can reduce the KL divergence on the active subspace to zero:

Drr(p(x)pe(x)) = 0. (5.20)

This shows how limited a single-block normalizing flow is, in particular if compared to fully-
connected neural networks, where a single hidden layer is enough for the classical universality proofs in
the regression setting (Hornik, 1991).

Example 5.10. We revisit the examples 5.6 and 5.7 and confirm that the minimal loss achieved by a
single affine coupling layer on the W-shaped densities matches the predicted lower bound. This is the
case for both densities. Figure 5.3 shows the contribution of the conditional part of the KL divergence
Dk (pg(ald)||p(z2)) as a function of b:

For the W density, the conditional p(a|b) is normally distributed. This is the situation of
corollary 5.9 and the remaining conditional KL divergence is zero. The remaining loss for the WU
density is the non-Gaussianity of a uniform distribution with unit variance.

5.3.3. Determining the optimal rotation

The rotation @ of the isolated coupling layer determines the splitting into active and passive dimensions
and the axes of the active dimensions (the rotation within the passive subspace only rotates the input
into s,t and is therefore irrelevant). The bounds in theorem 5.8 explicitly depends on these choices
and thus depend on the chosen rotation @), as visualized in figure 5.4.
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Figure 5.3.: Conditional KL divergence before (gray) and after (orange) training for W-shaped densities
confirms lower bound (blue, coincides with orange). The plots show the W density from example 5.6 (left)
and the WU density from example 5.7 (right).
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Figure 5.4.: An affine coupling layer pushes the input density closer to the latent standard normal. Its
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clearly closest to standard normal (bottomn row, left).
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This makes it natural to consider the loss improvement as a function of the rotation: A¥g (Q).
When aiming to maximally reduce the loss with a single affine layer, one should choose the subspace
maximizing this tight upper bound in equation (5.18):

A 5.21
Qergg)(( D) aﬁﬁne(Q) ( )

We propose approximating this maximization by evaluating the loss improvement for a finite set of
candidate rotations in algorithm 1 “Optimal Affine Subspace (OAS)”

Note that Step 5 requires approximating AZg (Q) from samples, which involves estimation of
1D moments conditioned on high-dimensional p. In the regime of low D/2, one can discretize this by
binning samples by their passive coordinate b. Then, one computes mean and variance empirically for
each bin. We leave the general solution of equation (5.21) for future work.

Algorithm 1 Optimal Affine Subspace (OAS).
1 Input: Q@ ={Q1,...,Qc} C SO(D), (:Ej)é-vzl i.i.d. samples from p.
2: for candidate (). € Q do
3:  Rotate samples: y; = Q.x;.
for each active dimension i =1,...,D/2 do
Use (y)j\[:1 to estimate the conditional mean m;(b) and variance o;(b) as a function of b.
{Example implementation in example 5.11}
6: end for
7. Compute Augine(Qe) = gk S0y S22 (mi(b))? + 0i(b;)? — 1 — log o:(b)?) {equation (5.18)}.
8: end for
9: Return: argmaxg co Aamne(Qc).

Example 5.11. Consider the following two-component 2D Gaussian Mixture Model:

1
p(e) = 5 (N([=5:01,0) + N ([6:0],) ). (5.22)
We choose § = 0.95,0 = v/1 — §%2 = 0.3122... so that the mean is zero and the standard deviation along
the first axis is one. We now evaluate the loss improvement A¥g () in equation (5.18) as a function
of the rotation angle 8 by which we rotate the above distribution:

(a,b) = Qz, =z~ p(z). (5.23)

Since we are considering a Gaussian mixture distribution, we can compute m(b) and o(b) analytically
for each b and then integrate numerically to obtain Aafﬁne(@). This will not be possible for applications
where only samples are available. As a proof of concept, we employ the previously mentioned binning
approach. It groups N samples from p by their b value into B bins. Then, we compute m(b;) and o (b;)
using the samples in each bini=1,..., B.

Figure 5.5 shows how much the loss can be improved by a single affine coupling layer as a function
of the rotation angle 6, as determined from the numerical integration and the estimation from binning
samples into B = 32 bins. Around N = 256 samples are sufficient for a good agreement between the
analytic and empiric bound on the loss improvement and the corresponding maximizer angle.

In this 2D example, we find that the rotation influences how much a single coupling block reduces
the loss. If we naively or by chance decide for § = 90°, the distribution is left unchanged.
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Figure 5.5.: Tight upper bound given by equation (5.18) for two-component Gaussian mixture as a function
of rotation angle 0, determined analytically (blue) and empirically (orange) for different numbers of samples.
The diamonds mark the equivalent outputs of the OAS algorithm 1.

5.3.4. Gap to universality

What do we need to make a single affine coupling block universal? Here, we identify one sufficient
condition that pushes an input to the standard normal via single additional Gaussianization block.

A necessary step towards pushing a multivariate distribution to a normal distribution is making
the dimensions independent of one another. In fact, theorem 4.1 shows that the loss Dk, (p(z)||ps(x))
can be decomposed into two parts, where one of the two exactly measures the mutual information
between all dimensions x;.

Then, the residual to a global latent normal distribution can be solved with one sufficiently
expressive 1D flow per dimension, pushing each distribution independently to a normal distribution.
The following lemma shows for which data sets a single affine layer can make the active and passive
dimensions exactly independent.

Lemma 5.12 (Independence by single layer, proof in appendix A.3.4). Given a distribution p and a
single affine coupling layer f with a fized rotation Q. Call (a,b) = Qz the rotated versions of  ~ p.
Then, the following are equivalent:

1. @ L b for (a,b) = fepi(a,b) minimizing the ML loss in equation (5.5),
2. there exists n L b such that a = f(b) +n ® g(b), where f,g: RP/2 — RP/2,

This result relates a data generation process to the previously derived minimizer. It suggests that
affine coupling flows can learn distributions by reverting the above generating process, possibly by
iteratively applying lemma 5.12. While mathematically precise, this iteration is trivial and does not
capture well which distributions can be approximated in terms of some convergence metric. We will
provide such a universality result in section 5.4.

Example 5.13. Consider again the W-shaped densities from the previous examples 5.6 and 5.7. After
optimizing the single affine layer, the two variables b, a are independent (compare figure 5.2¢, d):

Example 5.6: @ ~ N(0,1) L b, (5.24)
Example 5.7: @ ~ U([—V3,V3]) Lb, (5.25)
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Figure 5.6.: Affine flow trained layer-wise “LW?” using optimal affine subspaces “OAS” (top) and random
subspaces “RND” (middle). After a lucky start, the random subspaces do not yield a good split and the flow
approaches the latent normal distribution significantly slower. End-to-end training “E2E” (bottom) chooses
a substantially different mapping, yielding a similar quality to layer-wise training with optimal subspaces.

5.3.5. Layer-wise training

By learning only a single coupling block, we have modified the usual end-to-end training procedure
of normalizing flows. While this allows optimizing for @), the model cannot use potential symbiotic
effects of a sequence of layers. In this section, we explore constructing a deep flow layer by layer using
the optimal affine subspace (OAS) algorithm in algorithm 1. Each layer [ being added to the flow is
trained to minimize the residuum between the current push-forward p;_1(z;—1) and the latent p(z).
The corresponding rotation @ is chosen by maximizing Aafﬁne(Ql) and the coupling layers are trained
by gradient descent.

How does this ansatz compare to the quality of end-to-end affine flows? As an analytic answer is
out of the scope of this work, we perform an ablation on toy data:

Example 5.14. We consider a uniform 2D distribution p = U([—1,1]?). Figure 5.6 compares the flow
learned layer-wise using to flows learned layer-wise and end-to-end, the latter two with fixed random
rotations. Visually, our proposed layer-wise algorithm performs on-par with end-to-end training despite
optimizing only the respective last layer in each iteration, and beats layer-wise with random rotations.

In appendix B.1.2, we provide examples on additional toy distributions.

5.3.6. Conclusion

In this section, we have derived what transformation an affine coupling block can learn if the conditioner
neural network is replaced by an arbitrary continuous function. We find that the affine coupling block
learns to normalize the first two conditional moments of each active dimension conditioned on all
passive dimensions when the rotation layer is fixed. From the perspective of the Pythagorean identities
in section 4.4, this removes the non-Standardness in each active dimension p(a;|b) from the overall loss.

We find that choosing the optimal rotation layer strongly influences how much loss can be removed
for the toy distributions considered. This brings iteratively training affine coupling flows significantly
closer to end-to-end training. This training scheme is attractive as the number of blocks can be
chosen dynamically, and we also propose a hybrid training procedure. Our experiments highlight
that end-to-end training is capable of approximating distributions even when rotations are chosen
at random. We leave scaling the iterative training with optimized rotations to larger problems open
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to future work (note that learning interesting directions from samples in high-dimensional spaces is
difficult, compare section 6.2.3).

The above lemma 5.5 and theorem 5.8 lay the foundation of all our other other theoretical
guarantees on coupling-based normalizing flows in sections 5.4 and 6.3.

5.4. Coupling flow universality

We now extrapolate the results in the previous section to understand the expressive power of deep
coupling-based normalizing flows such as ReaNVP (Dinh et al., 2017) and neural spline flows (Durkan
et al., 2019) in terms of distributional universality (see definition 5.1). Coupling blocks impose a strong
architectural constraint on invertible neural networks. Most strikingly, half of the dimensions are left
unchanged in each block, and the transformation of the remaining dimensions is restricted in order to
ensure invertibility. At the same time, even the simple affine coupling-based normalizing flows can
learn high-dimensional distributions such as images (Kingma & Dhariwal, 2018).

Theoretical explanations for this architecture’s ability to fit complex distributions are limited.
Existing proofs make assumptions that are not valid in practice, as the involved constructions rely on
ill-conditioned neural networks (Teshima et al., 2020a; Koehler et al., 2021) or construct a volume-
preserving flow (Koehler et al., 2021). We introduce a new proof for the distributional universality of
coupling-based normalizing flows that does not require ill-conditioned neural networks to converge.
This proof is constructive, showing that training affine coupling blocks sequentially converges to the
correct target (compare figure 5.7).

In summary, we contribute:

» We show that whenever the target distribution is not perfectly learned, there is an affine coupling
block that reduces the loss (section 5.4.3).

» We use this result to give a new universality proof for coupling-based normalizing flows that is
not volume-preserving, considers the full support of the distribution, and is well-conditioned in
section 5.4.4.

Our results validate insights previously observed only empirically: Affine coupling blocks are
an effective foundation for normalizing flows, and volume-preserving flows have limited expressive
power. We also show that the most recent distributional universality proof for affine coupling-based
normalizing flows by Koehler et al. (2021) constructs a volume-preserving flow in section 5.4.2.

The code to our experiments can be found at the following public repository: https://github.
com/vislearn/Coupling-Universality.

5.4.1. Related work

That coupling-based normalizing flows work well in practice despite their restricted architecture
has sparked the interest of several papers analyzing their distributional universality. Teshima et al.
(2020a) showed that that coupling flows are universal approximators for invertible functions, which
results in distributional universality. Koehler et al. (2021) demonstrated that affine coupling-based
normalizing flows can approximate any distribution with arbitrary precision using just three coupling
blocks. However, these works assume neural networks with exploding derivatives for couplings, an
unrealistic condition in practical scenarios. Our work addresses this limitation by showing that training
a normalizing flow layer by layer yields universality. We additionally demonstrate that the latter proof
constructs a volume-preserving transformation in section 5.4.2, an additional important limitation.
Some works show distributional universality of augmented affine coupling-based normalizing flows,
which add at least one additional dimension usually filled with exact zeros (Huang et al., 2020; Koehler
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Figure 5.7.: Our universality proof constructs a normalizing flow by iteratively adding affine
coupling blocks. We illustrate this by constructing such a flow from real data. Each block first rotates
the distribution p,,—1(z) from the previous step (first column), then applies an affine coupling layer that
transforms the active dimensions to zero mean and unit variance for each passive coordinate b (second column,).
The resulting latent distribution converges step by step (third column) to a standard normal distribution,
where the learned additional layers essentially learn the identity (last row). The data distribution py(z)
converges in parallel (right).
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et al., 2021; Lyu et al., 2022). The problem with adding additional zeros is that the flow is not
exactly invertible anymore in the data domain and usually loses tractability of the change of variables
formula (equation (4.1)). Lee et al. (2021) add i.i.d. Gaussians as additional dimensions, which again
allows density estimation, but they only show how to approximate the limited class of log-concave
distributions. Our universality proof does not rely on such a construction.

Other theoretical work on the expressivity of normalizing flows considers more expressive invertible
neural networks, including SoS polynomial flows, Neural ODEs and Residual Neural Networks (Jaini
et al., 2019; Zhang et al., 2020a; Teshima et al., 2020b; Ishikawa et al., 2022).

5.4.2. Problems with existing constructions

The existing proofs that affine and more expressive coupling flows are distributional universal approxi-
mators (Teshima et al., 2020a; Koehler et al., 2021) come with several limitations. In particular, their
constructions use ill-conditioned coupling blocks as the translations ¢(b) approximate step functions,
as noted by Koehler et al. (2021). Also, they give guarantees only on a compact subspace K C RP,
and Teshima et al. (2020a) use only one active dimension per coupling. This limits their practical
applicability.

In addition, the flow constructed in Koehler et al. (2021) is volume-preserving and thus not
universal in KL divergence by our theorem 5.3. Their proof is technically accurate, but they only show
convergence under Wasserstein distance W5 in (Koehler et al., 2021, Theorem 1), which does not imply
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convergence in KL (see the counterexample in appendix A.4.4).

It is easy to see that their flow is volume-preserving by looking at the scaling functions s(b) in
the three affine coupling layers (equation (4.16)) they use. They read: s() = ¢ and s?) = s(®) = ¢”.
This means that the overall flow has a Jacobian determinant |fj| = (¢'€” 2)% This volume change is
independent of the input, making the flow volume-preserving, which is not universal per our theorem 5.3.

Also note how the volume change is directly tied to the guaranteed Wasserstein distance, since
they guarantee that Wa(pp(z), p(z)) < €, and the above scalings fulfill €’ < ¢ < e. Thus, the volume
change |f| < €T vanishes, and its inverse |(f, Y| > T explodes as € is reduced, rendering the
flow ill-conditioned regardless of the distribution at hand. This is additional to the ill-condition of the
translation terms ¢(b) approximating step functions.

Together, this calls for a new universality guarantee that is based on a new coupling flow
construction. Our new construction, presented in the following sections, uses a flow that is neither
arbitrarily ill-conditioned nor volume-preserving. Also, it converges globally and considers vanilla affine
coupling blocks.

5.4.3. Affine coupling blocks have a unique fixed point

To construct our new universality theorem, we first analyze the effect of a single affine coupling on
learning a target distribution p(x). Our main result is that an affine coupling block always reduces the
loss when it has not yet perfectly learned the target distribution.

To derive this, remember that the loss £ = Dk, (p(z)||pg(x)) can be measured both in data and
latent space by equation (4.10):

L = Dxu(p(x)]pe(2)) = Dxr(pe(2)|[p(2))- (5.26)

Here, the pushforward of p(z) through the flow fy(x) is the latent distribution the flow actually creates
by mapping z — z = fp(x).

Let us now consider what happens if we append one more affine coupling block fyk,e, to an
existing invertible neural network fp(x), resulting in a flow which we call pgug, (x). Let us choose
the parameters of the additional coupling block 6, such that it maximally reduces the loss without
changing the previous parameters like in section 5.3.5:

min Dxr(poue, (2)[lp(2))- (5.27)

Let us formalize this construction for later use:

Definition 5.15. Given a normalizing flow pg(x) on a continuous probability distribution p(x) with
finite first and second moment and p(x) > 0 everywhere. Then, we define the loss improvement by an
affine coupling block as:

Aatine[Po(2)] := Drcr(po(2)p(2)) — rin Dicr(poup, (2)p(2)), (5.28)

where 04 = (Q, ) parameterizes a single L-bi-Lipschitz affine coupling block whose conditioner neural
network 1, has at least two hidden layers of finite width and ReLU activations and pg(z) = (fosp)(2).

The coupling block is restricted to be bi-Lipschitz to be well-conditioned. This means that we can
choose L > 1 such that L™t < || fep1(z) — fep(¥)||/||z — y|| < L, making both forward and inverse passes
through each coupling well-conditioned. Choosing a smaller L will result in more coupling blocks, each
more numerically stable.
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Note that unlike in section 5.3, where we assumed the conditioner function to be any function,
here we restrict ourselves to practical neural networks. We assume ReLU networks for mathematical
convenience, but think that the definition is equivalent to versions with different activation functions.

Considering this loss improvement A,gmne[pg(z)] is a useful quantity, since we can show that is
directly related to convergence of the flow:

Theorem 5.16 (Unique fixed point of affine couplings, proof in appendix A.4.1). With the definitions
from definition 5.15:

po(2) = N(2;0,1) <= Ausiine|po(z)] = 0. (5.29)

This is a nontrivial result: One might have thought that it is possible to end up in distributions
such that an affine coupling block gets stuck and cannot improve on the loss. Instead, if adding
another coupling layer has no effect, the latent distribution has converged to a standard
normal. This unique fixed point allows using Aamne[po(2)] as a convergence metric for our universality
theorem in section 5.4.4.

In the remainder of this section, we give a sketch of the proof of theorem 5.16, with technical
details moved to appendix A.4.1.

We proceed as follows: First, we use the explicit form of the maximal loss improvement A¥g [y (2)]
for infinitely expressive affine coupling blocks from theorem 5.8, modified to include optimizing over Q.
Then, we show in lemma 5.17 below that convergence of free-form function conditioners is equivalent to
convergence of finite ReLU networks. Finally, we show that Aamne[peo(2)] = 0 implies pp(z) = N (z;0, I).
The other direction is trivial, since by pg(z) = N (0, 1), no loss improvement is possible.

If we assume for a moment that neural networks can exactly represent arbitrary continuous
functions, then we computed the learned optimal affine transformation in lemma 5.5 to be:

- 1

ai(a;;b) = o10) (ai —m;(b)). (5.30)
Per theorem 5.8, this reduces the loss by:

AatinelPo(2)] = max By [S(D)], (5.31)

where @ enters through (b,a) = Qx, and the expectation averages the contribution from normalizing
the component-wise conditional non-Standardness (compare theorem 4.1):

D/2 D/2
S(b) =Ep | Y DN (mi(b), 0i(b) [N (0, 1)) :%ZEb[m?(b)Jro?(b)—1—103;03(6) . (5.32)
=1 =X (B)

With the asterisk, we denote that this improvement cannot necessarily be reached in practice with
finitely sized and well-conditioned neural networks. More expressive coupling functions can reduce the
loss stronger, see section 5.4.5.

What loss improvement can be achieved if we go back to finite neural networks? It turns out that
A ginelpa(2)] > 0 is equivalent to the existence of a well-conditioned coupling block as in definition 5.15
with Aaffine [pg(Z)] > 0:

Lemma 5.17 (Proof in appendix A.4.1). Given a continuous probability density pg(z). Then,

Adtine[Po(2)] > 0 <= Aagiine[po(2)] > 0. (5.33)
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This says that the events Augmine[pgo(2)] = 0 and A [pa(2)] = 0 can be used interchangeably. The
equivalence comes from the fact that if A’ [pg(2)] > 0, then we can always construct a conditioner
neural network that scales the conditional standard deviations closer to one or the conditional means
closer to zero, reducing the loss. In the detailed proof in appendix A.4.1 we also make use of a classical
regression universal approximation theorem (Hornik, 1991) and ensure the additional coupling block is
well-conditioned.

Finally, if the first two conditional moments of any latent distribution p(z) are normalized for all

rotations Q:
B, plad = mi(b) =0, Var,la = o3(b) = 1, (5.34)

then the distribution must be the standard normal distribution: p(z) = N (z;0,I): Equation (5.32)
enforces two characteristics of pg(z) that uniquely identify the standard normal distribution: (A) It
must be rotationally symmetric, since m;(b) = 0 for all @ holds only for rotationally symmetric
distributions (Eaton, 1986). (B) This term is non-negative and zero only for ¢;(b) = 1 for all @), which
uniquely identifies the standard normal from all rotationally symmetric distributions (Bryc, 1995).

This concludes the proof sketch of theorem 5.16 and we are now ready to present our universality
result, employing A,fine|[po(2)] as a convergence metric.

5.4.4. Affine coupling flow universality

We now confirm that affine coupling flows are a distributional universal approximator in terms of the
convergence metric we derived in section 5.4.3:

Theorem 5.18 (Affine coupling universality, proof in appendix A.4.2). For every continuous p(x)
with finite first and second moment with infinite support, there is a sequence of normalizing flows p,(x)
consisting of n L-bi-Lipschitz affine coupling blocks such that their latent distributions converge to the
standard normal:

pn(z) 2225 N(2,0,1), (5.35)

in the sense that Aggine[pn(2)] —— 0.

This means that with increasing depth, the latent distribution of the flow converges to the
standard normal. The use of Aufmne|[pn(2)] as a convergence metric is justified by theorem 5.16 that
pn(x) = p(x) & pu(z) = N(0,1) & Aagiine[pn(2)] = 0.

The proof of theorem 5.18 explicitly constructs a normalizing flow by following an iterative scheme.
We start with the data distribution as our original guess for the latent distribution: po(z) = p(z = 2).
Then, we repeatedly append individual affine coupling blocks fx(z) consisting of a rotation @ and a
coupling fep1, optimizing the new parameters to maximally reduce the loss as in equation (5.27).

This series of coupling blocks converges: A,fmne[pg(z)] measures how much adding each affine
coupling block reduces the loss, but the total loss that can be reduced by the concatenation of many
blocks is bounded. Since improvements Aamne[ps(2)] are also non-negative, they must converge to zero
for the sum to be finite (Rudin, 1976, Theorems 3.14 and 3.23). By theorem 5.16, the fixed point of
this procedure is a standard normal distribution in the latent space.

Figure 5.7 shows an example for how theorem 5.18 constructs the coupling flow in order to learn a
toy distribution. The affine coupling flow can learn the distribution well, despite its difficult topology.
Empirically, this is also true in terms of KL divergence: Figure B.1 in appendix B.1.1 shows the relation
between A.mine[po(2)] and the KL divergence for the flow, both of which decrease over the course of
training. There we also provide experimental details.
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5.4.5. Expressive coupling flow universality

The above theorem 5.18 shows that affine coupling functions c(a;;0) = sa; + t are sufficient for
universal distribution approximation. As listed in section 4.3.1, a plethora of more expressive coupling
functions have been suggested, for example neural spline flows (Durkan et al., 2019) that use monotone
rational-quadratic splines as the coupling function. It turns out that by choosing the parameters in the
right way, all coupling functions we are aware of can exactly represent an affine coupling, except for
the volume-preserving variants, see section 4.3.1 for a list. For example, a rational quadratic spline can
be parameterized as an affine function by using equidistant knots (ag, ay) such that a; = say + t and
fixing the derivative at each knot to s.

Thus, the universality of more expressive coupling functions follows immediately from theorem 5.18,
just like Ishikawa et al. (2022) extended their results from affine to more expressive couplings:

Corollary 5.19 (Expressive coupling universality). For every continuous p(x) with finite first and
second moment with infinite support, there is a sequence of normalizing flows f,(x) consisting of n
coupling blocks with coupling functions at least as expressive as affine couplings such that their latent
distributions converge to the standard normal:

pn(z) 2225 N(2,0,1), (5.36)

n—oo

in the sense that Aufine[pn(z)] —— 0.

Proof. The function class of a coupling layer more expressive than affine parameterizes a superset of
the functions that can be represented by an affine coupling layer, and therefore the solution constructed
in theorem 5.18 is also in more expressive function classes. ]

A similar result can also be stated about recursive coupling layer HINT as well as autoregressive
layers (compare section 4.3), since they also parameterize larger classes of invertible layers than affine
coupling layers.

In addition, our construction of a universal flow in theorem 5.18 through layer-wise training reveals
how more expressive coupling functions can outperform affine functions using the same number of
blocks. Similar to the loss improvement for an affine coupling in equation (5.28), let us compute the
maximal loss improvement for an arbitrarily flexible coupling:

D/2

Auniversal[Po(2)] = max > (Gid) + Si(0) | = Afgnelpo(2)], (5.37)
i=1

where the expectation again goes over the passive coordinate b = (Qz);,. p/ and z ~ pp(z).

Here, the loss improvement additional to the non-Standardness S;(b) in the ith active dimension
as given in equation (5.32) is the conditional non-Gaussianity G;(b) = Dk (pg(a;|b)||N (m;(b), o4(b)),
which measures the deviation of each active dimension from a Gaussian distribution with matching
mean and variance. An affine coupling function c¢(a;;0) = sa; +t doesn’t influence this term, due to its
symmetrical effect on both sides of the KL in G(b) by lemma 4.2. More expressive coupling blocks,
however, can tap on this loss component if the conditional distributions p(a;|b) are non-Gaussian, see
figure 5.8 for an example. Note that while a single affine coupling does not affect G;(b), subsequent
blocks can because the overall loss is redistributed over the loss terms.

The impact of this gain likely varies with the dataset. For instance, in images, the distribution of
one color channel of one pixel conditioned on the other color channels in the entire image, often shows
a simple unimodal pattern with low non-Gaussianity. This may explain why affine coupling blocks are
enough to learn the distribution of images (Kingma & Dhariwal, 2018). We give additional technical
details on equation (5.37) and the subsequent arguments in appendix A.5.
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D1 (b) = G(b) + S(b)

non-Standardness S(b)

\
non-Gaussianity G(b) /\

Figure 5.8.: Information-geometric view of couplings more expressive than affine: The conditional KL
divergence Dk1,(p(alb)||NV(0,1)) can be split into two orthogonal KL divergences, the non-Standardness
S(b) sensitive to the first two moments, and the non-Gaussianity G(b) sensitive to non-Gaussianity. Affine
couplings only reduce S(b), more expressive coupling also affect G(b).

5.5. Conclusion

In this chapter, we considered the universality of existing invertible neural networks. We derived that
volume-preserving flows are not distributional universal approximators under KL divergence and cannot
represent multi-modal distirbutions. Through identifying the distribution a volume-preserving flow
constructs in the latent space, we propose a fix to volume-preserving flows that can be applied after
training to make restore universality. Since the fix consists of learning a one-dimensional transform,
we expect that the beneficial properties of volume-preserving flows are easily transferable to our
construction.

Regarding the widespread coupling-based normalizing flows, we derived the minimizer and minimum
achievable loss value of a single affine coupling block trained with maximum likelihood. The central
insight is that such a block learns to normalize the first two moments of the active half of dimensions
conditioned on the passive half of dimensions. The rotation () determines which subspaces of the data
end up being active or passive, and we give an explicit formula for the possible loss improvement for
a fixed rotation. We use this to approximate the best rotation and find that this makes layer-wise
training competitive to end-to-end training, while transforming the data more naturally to a Gaussian
latent distribution.

Using these results on a single layer, we construct a novel universality proof for coupling-based
normalizing flows.

Together, this reveals an intriguing hierarchy of the expressivity of invertible neural networks:

1. Volume-preserving normalizing flows are not universal in KL divergence, meaning that there is a
bias in what distributions they learn in practice. We propose a simple fix to restore universality.

2. Affine coupling flows such as RealNVP (Dinh et al., 2017) are distributional universal approxi-
mators in terms of A,mne despite their seemingly restrictive architecture.

3. Coupling flows with more expressive coupling functions are also universal approximators, but they
converge with fewer blocks by tapping on an additional loss component in layer-wise training.

Our work theoretically grounds why coupling blocks are the standard choice for practical appli-
cations with normalizing flows, combined with their easy implementation and speed in training and
inference. We remove spurious constructions present in previous proofs and use a simple principle
instead: Construct a flow layer by layer until no more loss improvement can be achieved.

Table 5.1 summarizes how our universal construction is closer to practice than previous work
(Teshima et al., 2020a; Koehler et al., 2021): We only use well-conditioned L-bi-Lipschitz couplings,
allow variable volume change |fj(z)| (as evidenced by the rescaling term in equation (5.30)) and
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Table 5.1.: Our construction of a universal coupling flow overcomes important limitations of the
previous work on arbitrary input p(z) (Teshima et al., 2020a; Koehler et al., 2021): We use well-conditioned
coupling blocks, consider convergence on the full space and allow variable volume change |fg(x)| # const,
which is necessary for universality in KL divergence by theorem 5.3.

Teshima et al. (2020a) Koehler et al. (2021) Theorem 5.18 (ours)

Well-conditioned X X v
Variable | fg(x)| v X v
Global support X X v

consider the entire support of p(x). We give further details on the sensitivity of Augine[po(2)] to
volume-preserving transformations in appendix A.2.1.

Directions for Future work Despite these advances, there are some properties we hope can be
improved in the future: First, our construction shows that we can build a deep enough flow with
arbitrary precision, but we have not exploited that blocks can be jointly optimized. Thus, while our
construction shows universality of end-to-end training, we expect a flow trained this way to require
fewer blocks than our iterative proof for the same performance.

Secondly, it is unclear how the convergence metric Aumne[-] in definition 5.15 is related to
convergence in the loss used in practice, the KL divergence given in equation (4.3). In practice, we find
that constructing a coupling flow through iterative training converges in KL divergence (see figure B.1
in appendix B.1.1), so we conjecture that our way of constructing a universal coupling flow converges
in KL divergence. The reverse holds: We show in corollary A.10 in appendix A.4.3 that convergence in
KL implies convergence under our new metric.

Finally, our proof gives no guarantee on the number of required coupling blocks to achieve a
certain performance.

We will partly address the last two points in the next chapter on the convergence rate of normalizing
flows, where we consider the KL divergence, among others. We hope that our contribution paves the
way towards a full understanding of affine coupling-based normalizing flows.



6. Convergence rates of invertible neural network
blocks

In the previous chapter, and in particular theorem 5.18 and corollary 5.19, we established that
generative models py(x) based on non-volume-preserving coupling blocks are universal distributional
approximators. Similarly, Gaussianization is in theory able to represent arbitrary distributions to
arbitrary precision (Chen & Gopinath, 2000; Meng et al., 2020). However, these results come with
two important shortcomings. They only show that there exists some finite number of blocks L to
achieve a given performance, but do not state how large this number is. In addition, they do not give
a convergence guarantee for the loss used in practice, but consider weaker convergence metrics.

In this chapter, we take a step towards addressing these shortcomings: We derive explicit
convergence rates of the practical loss, the Kullback-Leibler divergence in equation (4.4). We focus
our derivations on the efficiency of different normalizing flow architectures at learning the first two
moments of the incoming data distribution, most notably the covariance matrix ¥. To motivate this
special case, we first show in section 6.1 that fitting these moments to any distribution is a separable
task that any generative model has to solve to accurately approximate a distribution p(x). We thus
expect that any difficulties arising in learning the first two moments also apply in learning the full
distribution.

In particular, we compare the three basic invertible block layouts that have been proposed in
the literature: Gaussianization blocks, which modify all dimensions independently in each block
(equation (4.21)), coupling blocks, which allow the first half of dimensions to influence the second half
(equation (4.23)), and autoregressive blocks (equation (4.27)), where every dimension is influenced by
all previous.

6.1. Setting

To compare the different architectures, we choose to focus on comparing the approaches in their ability
to learn the covariance ¥ = Cov,,,()[7] of a given distribution p(z). This is interesting because (i) we
will see that the considered models do differ in the resources required for this task, (ii) the convergence
rates are analytically tractable and (iii) learning the covariance is a necessary condition for convergence
of maximum likelihood training in equation (4.4). To see the third point, we again make use of the
Pythagorean identities in theorem 4.1, of which we repeat equation (4.35) for convenience:

L = Dkr(po(2)|N(0,1)) = Dkr(po(2)[|N (m, X)) + DgL(N (m, X)[N(0,1)) . (4.35)

non-Gaussianity G[pg(z)] non-Standardness S(m,X)

Remember from section 4.2 that learning a normalizing flow means learning a function that maps data
points z ~ p(z) to latent codes such that these codes follow the standard normal p(z) = N(0,1). The
above decomposition splits the transport from the data distribution to the latent standard normal
into two parts: (i) From the data to the nearest Gaussian distribution N(m,X), measured by the
non-Gaussianity G|[pg(z)] (Cardoso, 2003) (also called negentropy (Comon, 1994)). (ii) From that
nearest Gaussian to the standard normal in the latent space, for which a linear transformation suffices.
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Figure 6.1.: (Left) The Maximum Likelihood Loss £ (blue) can be split into the non-Gaussianity G
(Cardoso, 2003) and the non-Standardness S (green) of the latent code z = fyp(x): L=G+ S
(theorem 4.1). For the latter, we give explicit guarantees as one more coupling block is added in theorems 6.7
and 6.8 and show a global convergence rate in theorem 6.9. (Right) Typical fit of EMNIST digits by a
standard affine coupling flow for various depths. Our theory (theorem 6.7) upper bounds the average S for
L + 1 coupling blocks given a trained model with L coupling blocks (dotted green). We observe that our
bound is predictive for how much end-to-end training reduces S.

This split is visualized in figure 6.1. In an experiment, we fit a series of affine coupling flows of
increasing depths to the EMNIST digit dataset (Cohen et al., 2017) using maximum likelihood loss
and measure the capability of each flow in decreasing G and S (details in appendix B.4.1).

The form of the non-Standardness S is given by the well-known KL divergence between the
involved normal distributions (see appendix A.1.1). It only depends on the first two moments of py(z),
its mean m = E,.,, (»)[2] and its covariance matrix ¥ = Cov,p,(.)[2]:

S(m, %) = Dt (N (m, £)IN(0, T)) = %(||m||2 FtrS — D — logdet %), (6.1)

The non-Standardness S(m, ¥) will be our measure of how far the covariance and mean have approached
the standard normal in the latent space.

Since a linear transformation suffices to map the mean and covariance of any input distribution
to zero respectively the identity matrix, we restrict the action of each invertible block to be linear.
This also ensures that the construction does not increase the non-Gaussianity, as it is left invariant
under linear transformations by lemma 4.2. This leaves room for a complimentary theory to derive a
convergence rate in non-Gaussianity.

For each block architecture, we consider two constructions to derive a scaling of the number of
blocks with the dimensionality of the problem: First, if the flow is trained layer by layer, how many
blocks are required to reduce the non-Standardness to a given target value? We derive the scaling laws
in the limit of low loss. Second, if the flow is trained end-to-end, how many blocks are required at least
to exactly match the first two moments.

To formulate the scaling laws, we adopt the notation for asymptotic convergence behavior with
dimension D by Knuth (1997), replacing O — O to avoid name collision with the orthogonal group
O(D):

O(f(D)) :=={g(D) < Cf(D) for D > D"}, (6.2)
Q(f(D)) :=={9(D) = Cf(D) for D > D"}, (6.3)
O(f(D)) :== O(f(D)) NQf(D)). (6.4)
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Figure 6.2.: Empirical scaling of learning Gaussian distributions as a function of dimension D
in the limit of low loss. Gaussianization requires at least (D) layers (theorem 6.3), while only at most
constant (i.e. O(1)) number of coupling layers are needed (theorem 6.9). The solid lines are the exact values
predicted by the theories, the dots indicate experimental measurements. The shades show the interquartile
range over various initial covariance matrics.

Figure 6.2 visualizes the high-level perspective on our theoretical results alongside an experimental
confirmation: To reduce the non-Standardness by a given amount, Gaussianization requires at least
Q(D) blocks, while coupling blocks require a constant number O(1) of blocks regardless of the dimension.
These results hold in late training when S < 1 and for layer-wise training, which is state-of-the-art for
Gaussianization (so this is a useful lower bound) and it indicates that jointly trained coupling blocks
may perform even better (so this is a useful upper bound).

In the remainder of this chapter, we derive these convergence rates and give additional details.
We then summarize our results and combine them with existing knowledge on other architectures.

6.2. Gaussianization

This section is an adapted version of Draxler et al. (2023).
The Gaussianization layer in equation (4.21) was proposed by Chen & Gopinath (2000). In this
section, we contribute the following:

» We analytically derive that the number of Gaussianization blocks grows linearly with the dimen-
sionality of the problem for Gaussian input, in section 6.2.3 in terms of KL divergence for iterative
training with random rotations, and in section 6.2.4 for end-to-end training.

» For iterative training, we demonstrate limits of determining better-than-random rotations from
finite training data.

» We empirically determine the scaling behavior for non-Gaussian data, where we find a similar
linear increase in complexity with dimension, and favorable scaling for some distributions (see
section 6.2.5).

The code to our experiments can be found at the following public repository: https://github.com/
vislearn/Gaussianization-Bound.


https://github.com/vislearn/Gaussianization-Bound
https://github.com/vislearn/Gaussianization-Bound
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6.2.1. Related work

Several works consider iteratively transforming between distributions via rotations and element-wise
transformations. Originally, the idea of iteratively transporting input data to standard normal latent
codes has been proposed by Chen & Gopinath (2000). Laparra et al. (2011) extended the idea with
rotation-based iterative Gaussianization (RBIG), by also learning the reverse transport from latent
codes to the data distribution. Other variants like Iterative Distribution Transfer (IDT) replace the
standard normal by an arbitrary other distribution (Pitié et al., 2007). Meng et al. (2020) leave the
iterative scheme and train the flow end-to-end, which performs favorable in situations of little data.

An important part of all these works is to find meaningful non-Gaussian projections of the data.
Originally, random orthogonal matrices, ICA and PCA were suggested (Chen & Gopinath, 2000). Meng
et al. (2020) learn rotations jointly with the dimension-wise transforms. Sliced Iterative Normalizing
Flow (SINF) uses max K-SWD, which optimizes for the K most non-Gaussian directions in terms
of Sliced Wasserstein Distance (SWD) (Dai & Seljak, 2021). Sliced Wasserstein Flows (SWF) had
previously suggested utilizing SWD, but used this to iteratively solve a PDE (Liutkus et al., 2019).
We give limitations in section 6.2.3.

The existing work on the universality of Gaussianization (Chen & Gopinath, 2000; Meng
et al., 2020) relies on the concept of weak convergence, ensuring convergence of expectation values
Egpy () [f ()] = Eppa)[f ()] for f under mild regularity conditions. This does not show convergence
of the corresponding densities “q — p” (Gibbs & Su, 2002). We fill this gap by considering the KL
divergence in the form of the non-Standardness, a stronger notion of convergence. We also give explicit
convergence rates instead of asymptotic guarantees. Our theoretical derivations are limited to Gaussian
distributions close to convergence, however.

6.2.2. Architecture details

Before we come to our convergence guarantees, we give some additional context on Gaussianization, as
it is often constructed differently than other normalizing flows.

As mentioned in section 4.3.2, a Gaussianization layer splits an incoming data vector 2 € R into
its D dimensions and then applies a one-dimensional invertible function to each dimension. This is
motivated by an exact decomposition of the loss £ in theorem 4.1, which we repeat for convenience:

L = Dxr(po(2) [N (0,1)) = Dxr(po(2)llp(z1) - - - plap)) + Z Dk (ps(2) [N (0,1)) . (4.37)

Mutual Information I[pg(z)] " marginal loss L[pg(z;)]

This identity makes clear that the loss is composed of two parts: The mutual information I := I[pg(z)],
which measures how far p(x) deviates from the product of its marginal p(z1) - - - p(zp), and the marginal
loss L; := L[pg(z;)] for each dimension, which measure the deviation of each marginal p(z;) from the
univariate standard normal.

A single layer can reduce the marginal losses in all dimensions (close) to zero if each one-dimensional
transformation is sufficiently rich. Since a single-dimensional transformation does not affect the mutual
information by lemma 4.3, this leaves only the mutual information I as the remaining loss. As
mentioned in section 4.3.2, this is where the rotation layer fyo(z) = Qz comes into play.

Rotating the data does not affect the sum of the loss contributions £ = I + . L;, but it
redistributes it between the mutual information and the marginal losses, see below. Note that unlike
for coupling blocks, permutation matrices are not sufficient for mixing the dimensions as they do not
re-distribute loss from the mutual information to the marginal losses.
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Figure 6.3.: Gaussianization learns a Gaussian mixture with three modes. (Left) Gaussianization
makes marginals normal and rotates randomly. Iterating makes the latent distribution gradually Gaussian.
(Right) The first layer approximates p(x) via the product of its marginals, see first row: g1 (z) = p(x1)p(z2).
Subsequent rows show the effect of additional later layers. The rows show the effect of layer 1,2, 5, and 17.

Training

Gaussianization is typically trained layer-by-layer (iterative) or by performing gradient descent with
equation (4.3) on all blocks jointly (end-to-end).

Iterative training In this training paradigm, one adds layers one by one: The data set is used to
train the first block fpock such that it transforms each marginal close to a univariate standard normal.
The second block is then trained with the data transformed by the first layer. This is visualized in
figure 6.3.

This approach has two advantages: First, there are fast approaches for learning the one-dimensional
transforms that do not require backpropagation. One approach is to estimate the cumulative distribution
function (CDF) on each 1D slice using quantiles of the data. Dai & Seljak (2021) use rational-quadratic
splines to fit the CDF due to their flexibility and analytical invertibility. Second, the approach
allows choosing rotations that promise maximum loss improvement by shifting loss from the mutual
information I to the marginal losses £; in equation (4.37) (see below).

End-to-end training In this approach, one concatenates a prespecified number of blocks at ini-
tialization. The parameters of each block are then trained jointly using negative log-likelihood in
equation (4.4) (Meng et al., 2020). The advantage of end-to-end training is that blocks can collaborate,
as the training signal is the gradient of the entire pipeline and not just of a single block.

In practice, end-to-end training requires fewer layers than iterative training when learning a
given distribution in low dimensions (Meng et al., 2020). As the dimension increases, however, the
convergence of the training saturates. State-of-the-art Gaussianization results in high dimensions (on
MNIST and CIFAR10 image datasets) are currently held by iterative training with SINF (Dai & Seljak,
2021).
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Choosing rotations

As mentioned above, the KL divergence Dkr,(pg(2)||N (0, 1)) itself is symmetric under rotations, but
the rotation @ distributes the loss between the mutual information I and the marginal losses £; (see
equation (4.37)). The more loss ends up in the £;, the more loss can be reduced by the block. To
illustrate this, consider two special examples:

First, take a distribution p(z) # N (0, I) which can be written as the product of marginals in some
rotation of the data Q*:

p(Q*z) = p((Q"2)1) ... p((Q"2) D). (6.5)

If we evaluate the loss in this orientation, the mutual information I = 0 becomes zero and all loss
is contained in the marginals: £ = ) . £;. This allows Gaussianization to fit p(x) in one block:
Parameterize the rotation layer as @ = Q* and let the element-wise transforms fit the p((Q*x);).

Now consider a Gaussian distribution p(z) = N(0,%) where tr X = D. Then, there exists a
rotation QF for which the standard deviations along the axis are one, i.e. (X); = (QT)TSQ )y = 1.
Then, £; = 0 and all the loss is contained in the mutual information: £ = I. The element-wise
transformation layer cannot make any progress in this situation.

For the two examples given, it is in principle known how to obtain the optimal choice for Q: In
the case of the first distribution, independent component analysis (ICA, (Hyvérinen et al., 2001)) aims
to find @* such that the marginals are independent. For the case of Gaussian distributions, principal
component analysis (PCA, (Pearson, 1901)) yields the optimal Q* such that 3 is diagonal and can be
fit using one block.

For most real-world distributions, however, such an orientation Q* does not exist where the data
dimensions become independent.

The Cramér-Wold theorem (Cramér & Wold, 1936) guarantees that the learned latent codes are
exactly Gaussian if and only if there is no orientation ) with a non-Gaussian marginal. To visualize
this, imagine projecting the data set along a unit vector and looking at the histogram:

Zproj = W' 2. (6.6)

If the codes z are distributed like a multivariate standard normal distribution, then each projection
Zproj Will be distributed like a univariate standard normal distribution. If, however, z is not normally
distributed, then there must be some projection for which the data is also not distributed like a normal
distribution. Equivalently, if all marginal losses £; = 0 for all possible rotations @, then py(z) = N (0, ).
Note that our theorem 5.16 is a variant of the Cramér-Wold theorem for coupling flows.

This implies that for a single layer, we want to choose () such that the marginal projections are as
non-Gaussian as possible. Then, as much loss as possible is contained in the £;, which can then be
removed by the Gaussianization layer fq,n acting on each dimension individually.

There is a rich history in identifying interesting marginal directions in high-dimensional data.
These are the most common choices for computing Q from data:

» Random rotations are randomly sampled as @ € O(D). We give several guarantees in section 6.2.3
for this case.

» Principal Component Analysis (PCA) transforms any distribution with nontrivial covariance ¥
such that its principal axes coincide with the coordinate axes, i.e. such that the resulting covariance
matrix is diagonal QTYX.Q = Diag(A) with eigenvalues A.

» Independent Component Analysis (ICA) identifies the space in which a p(u) = p(uy) - - - p(up), if
x = Au and w can be factorized in this form.
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» max K-SWD identifies the directions in which the sliced Wasserstein distance can be maximally
reduced. The sliced Wasserstein distances can be a proxy for the marginal KL divergences, as both
measure a divergence between distributions.

6.2.3. Iterative training

We now derive scaling laws for normalizing flows based on Gaussianization blocks if trained in the
iterative training scheme.

Single Gaussianization layer minimizer

As explained in section 6.1, we restrict ourselves to linear Gaussianization blocks, as this is sufficient
to learn a Gaussian distribution, and as this does not interfere with non-Gaussianity. Restricted to the
family of affine-linear mappings, the Gaussianization layer in equation (4.21) takes the following form:

fgzn,lin(x) =rOr+u, (67)

where r € ]Rf and u € R are to be determined.
The following result characterizes the first two moments of the data after applying a single
Gaussianization block with a fixed rotation trained to optimality:

Proposition 6.1 (Moments after single Gaussianization layer, proof in appendix A.6.1). Given D-
dimensional data with mean m and covariance ¥ and a rotation matriz (). Then, the moments m,
that can be reached by a linear Gaussianization layer as in equation (6.7) are:

m=0, 2(Q)=M@QQ"). (6.8)
This minimizes S(m,X) as given in equation (6.1), and G does not change.

The function M takes a square matrix A and rescales the diagonal elements to 1 as follows. It is a
well-known operation in numerics called Diagonal scaling or Jacobi preconditioning (Shewchuk et al.,
1994) so that M(A); = 1:

M(A)Z] = \/AZ‘Z‘A]‘]‘_IAZ‘J' = (Diag(A)il/ZA Diag(A)il/Z)Z‘j. (69)
This means that a single Gaussianization layer will center the data and scale the standard deviations
of each marginal to one.

What is the effect of proposition 6.1 on the non-Standardness? First note that for mean m = 0
and a covariance ¥ with tr ¥ = D, the non-Standardness in equation (6.1) simplifies:

1
S(0,%) = ) log det X. (6.10)
Thus, the non-Standardness after the layer in proposition 6.1 reads:
= 1 = 1
S(m,X(Q)) = —3 logdet ¥ = —i(log det ¥ — log det Diag(QXQ™)), (6.11)

where Diag(QXQT)~1/2 is the scaling matrix of the Jacobi preconditioning. To derive this, insert
equation (6.8) and use that det(AB) = det(A) det(B) for square matrices A, B.
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Expected single Gaussianization block performance

We now consider the role of the rotation @ in the Gaussianization block. In particular, we derive
expected non-Standardness after a Gaussianization block, averaged over rotations.

To simplify the arguments, we assume that the covariance has normalized trace already before the
block:

Assumption 6.1. The covariance is normalized: tr¥ = D.

This is part of typical data preprocessing, it can be achieved by scaling all data points by the
average standard deviation over all dimensions. Also, it is achieved after a single Gaussianization layer,
since tr 2(Q) = D as all its diagonal entries are 1 by proposition 6.1.

We then find:

Theorem 6.2 (Non-Standardness after Gaussianization block, proof in appendix A.6.2). Given D-
dimensional data with covariance ¥ fulfilling assumption 6.1 with covariance eigenvalues A1, ... Ap.
Then:

S(m,%) = Eq[S(im, £(Q))) 2 5(0,%) — 57— 5 Varl] (6.12)
> s0m) - 22297 4y (6.13)

D+21-\/1-gP

where Var[\] is the empirical variance of the covariance eigenvalues, g is their geometric mean and
Amin %8 the minimal eigenvalue.

These guarantees make a negative statement: The non-Standardness after the layer will be at
least as large as given (but not worse than before the block). The last variant in equation (6.13) is
particularly useful, since we can rewrite the geometric mean of the covariance eigenvalues via the
non-Standardness:

D
g=[I " = exp(-25(=)/D) < 1. (6.14)
=1

Deep Gaussianization guarantee near convergence

We now extrapolate theorem 6.2 to a deep network, that is can we bound the non-Standardness after
Lg,, Gaussianization blocks.
It will be helpful to assume:

Assumption 6.2. The data is centered: m = 0.

Like assumption 6.1, centering the data is part of usual preprocessing and achieved by a single
Gaussianization block by proposition 6.1.

Theorem 6.3 (Deep Gaussianization bound, proof in appendix A.6.3). Given D-dimensional data with
covariance ¥ fulfilling assumptions 6.1 and 6.2, and S(0,%) < 1. Then, the expected non-Standardness
after Lg,n Gaussianization blocks as in proposition 6.1 can be bounded as follows:

2

ngn
(Lgzn) -
EQ17"'7QLan [5(07 2 (Q17 e QL%ZH))] Z <1 D + 2) S<O7 E) (615)
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Figure 6.4.: Spurious projection of standard normal data. The plot shows N = 60,000 samples from
a D = 3072-dimensional standard normal distribution projected to a single dimension. The blue projection
is selected randomly, and the resulting histogram is close to standard normal. The projection is
optimized so that the dataset has a spurious bimodal histogram. The histograms coincide with the marginal
distribution Gaussianization would learn, producing a bimodal distribution from Gaussian data in the
second case.

By solving equation (6.15) for the number of blocks Lg,n, we find that the number of required
blocks increases (at least) linearly with dimension to decrease the non-Standardness from S(©) to
E[S(Leen)]:

S log(t/y)

ngn = 5

where we write the target loss ratio as v = S0 /E[S(Ien)]). Note that we consider the case of late
training by assuming S(0,%) < 1. We explore early training in experiments in section 6.2.5 and leave
extending theorems 6.2 and 6.3 to early training open for future work.

D+1

08(7) 5 — = D), (6.16)

Limitations of learned rotations

The previous sections assumed that the rotations are drawn at random. However, the bulk of the
literature focuses on rotating the data such that the marginals deviate as much as possible from
the target normal distribution A(0, 1), see section 6.2.2. Alternative methods differ mainly by their
measure of marginal non-Gaussianity.

Unfortunately, learning rotations has an inherent tendency to overfit on finite training sets: In this
non-asymptotic regime, there is a high probability that some marginal projections exhibit considerable
spurious non-Gaussianity even when the data are sampled from a perfect standard normal, x ~ N (0, I).
In other words, although training has converged, the iterative training algorithm will identify a rotation
Q@ that “improves” the training loss but does not generalize since spurious orientations stem from the
concrete realization of the finite training data. In sufficiently high dimensions D, this still happens for
large datasets with N > D, a typical situation in computer vision. Inspired by Bickel et al. (2018), we
illustrate the phenomenon at D = 3072 = 32 x 32 x 3 and N = 60000, the dimension and size of the
CIFARI10 dataset.

In figure 6.4, we show the histogram of a spurious non-Gaussian projection

Tproj = w'w,  |w] = 1,2~ N(0,1) (6.17)

of N fixed samples from a D-dimensional standard normal. We construct w such that the projection
of the fixed data is as close as possible to the adversarial bimodal distribution shown in the plot.
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Although in the asymptotic limit N — 0o no such w exists, the optimization readily finds a bimodal
projection in the finite dataset. Details on the experiment can be found in appendix B.3.3.

A similar experiment is reported in Dai & Seljak (2021, Appendix D.1). They show that max
K-SWD can identify spurious non-Gaussian projections. We extend their experiment by demonstrating
the effect of such projections on the learned distribution. In our example, Gaussianization would fit a
bimodal distribution to a standard normal.

The theoretical analysis in Wainwright (2019, Chapter 8) shows that phenomena like this are
fundamental in finite datasets. Specifically, they prove that no method can reliably estimate the
eigenvectors of the empirical covariance in high dimensions if the ratio D/N is bounded away from
zero, unless additional assumptions (e.g. sparsity of the covariance) are made. Consequently, even the
straightforward idea of defining the optimal @) via PCA can fail and must be used with caution.

In practice, we expect Gaussianization with learned rotations to work well in the initial blocks,
where the intermediate latent distributions are strongly non-Gaussian. Deeper in the network, however,
intermediate distributions are already close to standard normal, and spurious projections will appear.
The resulting overfit of the rotation @ will fool the subsequent marginal transformation, making the
data less rather than more Gaussian. This can only be fully avoided by random orthogonal matrices @,
which almost surely do not result in spurious non-Gaussian projections (Bickel et al., 2018), compare
the random projection in figure 6.4. Random rotations and late training are exactly the regime of the
previous theoretical results.

6.2.4. End-to-end training

The previous results assumed iterative training, that is, we construct the Gaussianization blocks one
by one. However, as mentioned in section 6.2.2, Gaussianization can also be trained end-to-end, that
is the blocks are adapted jointly. Does this yield a better scaling behavior? Below, we provide a
simple parameter counting argument for the scaling behavior that confirms the previous scaling in
equation (6.16) that Lgm = Q(D).

We consider both the case of random as well as learned rotations.

Random rotations

We will assume the following, which is typically satisfied when working with real data that are in
‘general position’:

Assumption 6.3. The eigenvalues of the covariance matrix ¥ are distinct: \; # A; for ¢ # j.
We then find the following result:

Theorem 6.4 (Exact Gaussian representation using Gaussianization blocks, proof in appendix A.6.4).
Given a multivariate Gaussian distribution p(z) = N(0,X) under assumption 6.3. To ezactly represent
p(x) with random rotations Q, at least

1
Ly > 5(D+1) (6.18)

Gaussianization blocks are required almost surely.

This is a lower bound on the required number of blocks regardless of the training approach: The
number of Gaussianization blocks required grows (at least) linearly with the number of dimensions.
The proof is a simple parameter-counting argument: The covariance ¥ has D(D + 1)/2 degrees of
freedom, but linear Gaussianization with random rotations only has D parameters per layer. Dividing
D(D +1)/2 by D yields the result. This is visualized in figure 6.5.
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Figure 6.5.: Parameter counting argument: The goal is to transform the covariance matrix X to the
unit matrix I. The covariance has D(D + 1)/2 degrees of freedom, of which Gaussianization can learn D
per layer, and couplings D?/4 + D per layer.

Learned rotations

Theorem 6.4 showed the scaling behavior of Gaussianization for random rotations. In this section, we
show that jointly training parameterized rotations has the same scaling behavior with dimension.
End-to-end training with learned rotations may outperform theorem 6.4 in terms of the number of
required layers. In fact, rotations exist such that arbitrary ¥ can be fit with a single layer. However,
state-of-the-art rotation learning typically does not train on the full orthogonal group O(D), as this
becomes prohibitively expensive with increasing D. Instead, one considers subsets typically spanned
by k - D independent parameters, such as spanned by Householder transforms I — vo™ (k = 1) or
block-diagonal orthogonal matrices (with k£ = (b — 1)/2 for block size b) (Meng et al., 2020). Even with
these parameterized rotations, however, the number of required layers scales with the dimension D:

Corollary 6.5 (Exact representation with learned rotations, proof in appendix A.6.5). Given a
multivariate non-degenerate Gaussian distribution p(x) = N(0,X) under assumption 6.3. To exactly
represent p(x) with learned rotations Q with k - D parameters each, at least

1
Loypy > ————D 1
& 2(k+1) (6.19)

Gaussianization layers are required almost surely.

The scaling of Lg,, with D can only be avoided when k = (D), which does not hold for the
parameterizations mentioned above.

6.2.5. Empirical extrapolation to non-Gaussian data and early training

Theorem 6.3 predicts the convergence of Gaussianization on Gaussian input p(z) = N (0, %) at late
training. The core result is that the number of blocks increases linearly with the dimension.

We now lift these restrictions and consider p(x) # N (0, X) at early training. We find that as the
dimension increases, the number of required layers Lg,, to reduce the loss by a factor increases with
dimension D, but favorable scaling can be achieved depending on the properties of the data. We base
our implementation of Gaussianization blocks on the code provided by SINF (Dai & Seljak, 2021), see
appendix B.3.4 for all details.
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Figure 6.6.: Required layers of Gaussianization on toy data. (Top) If all dimensions depend on one
another, the number of required layers increases linearly with dimension. (Middle) If trailing dimensions
1 > d are pairwise independent given the core d dimensions, only about a constant number of layers is
sufficient for fixed d. (Bottom) If the trailing dimensions ¢ > d are independent Gaussian noise, the number
of layers increases linearly with dimension. Shaded regions indicate 100% of the training runs. Gray lines
indicate ©(D) resp. O(1).

Toy scaling experiment

For determining the scaling behavior of Gaussianization we consider a family of distributions of varying
dimension D. We propose to build such a toy distribution autoregressively:

D
p(x) = p(x1) [ [ pilAs), (6.20)
i=2
where the set A; C {z1,...,x;_1} collects the random variables that x; depend upon. This allows

adding new dimensions by specifying their dependencies.
We consider the following three variants: (1) Let every variable depend on all previous variables:

Agl) ={z1,...,zi—1}. (2) We only make a subset of d variables depend on all previous, and let the
(2)

remaining dimensions depend on this fixed subset of dimensions: A;”;, = {z1,...,2;_1} (core) and
Agi)d = {z1,...,2z4} (remainder). (3) Like the second case, but the remaining dimensions i > d are
independent Gaussian noise: Agi)d = Al(.i)d (core) and Az(‘i)d = () (noise).
In particular, we choose p(;|A;) as a continuous mixture of Gaussians
pler) = N(mi, o), plzildi) = N(mi(4;), 03) (6.21)

where the dependencies are introduced through m;(A;):

1 2
m;(A;) =mo + 5tanh<10 Z sijwj>. (6.22)

Tj €A;

The values my,mg € R;01,02 € Ry, s;5 € {—1,1} are parameters to the distribution.
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Figure 6.7.: Our multiscale EMNIST digits dataset.

Figure 6.6 shows how many layers Lg,, are needed to reduce the loss by a fixed ratio v = L /L <1
for each case as a function of dimension D. We find that for cases (1) and (3), the number of required
Gaussianization layers increases linearly with dimension, which is consistent with our theoretical result
on Gaussian data in equation (6.16). In case (2), however, the number of required layers remains
roughly constant with dimension (but it does depend on the number of dependent dimensions).We show
in figure B.6 in appendix B.3.5 that random projections are less Gaussian in this case, as additional
variables carry information about the core dimensions. This makes it easier for Gaussianization to fit
the data, efficiently removing loss by fitting the non-Gaussian marginals.

This toy experiment indicates that linear increase in required layers holds for some distributions,
and a favorable scaling behavior may be obtained for certain input if random projections are non-
Gaussian. Note that these experiments estimate the number of layer from initial training. This does
not contradict our theoretical results that consider Gaussian marginals and late training.

Real dataset experiment

We now consider the scaling behavior of Gaussianization on a real dataset, the EMNIST digits (Cohen
et al., 2017). To measure the scaling with dimensions, we construct variants of the data with different
dimensions. We therefore rescale the images to scales between 2 x 2 and the original 28 x 28, see
figure 6.7.

Figure 6.8 shows how many layers are required as a function of dimension, extrapolated from
training 64 Gaussianization layers. We find that up to a scale of D = 10 x 10, the estimated number of
required layers roughly increases as ©(D), like in equation (6.16), and then remains about constant.

Consistently, around a side length [ = 10, the main characteristics of each digit become clear.
Afterwards, only local details are filled in. We identify the corresponding scaling of Gaussianization
with case (2) in section 6.2.5, where additional dimensions are highly correlated with others, so that
random marginal distributions become less Gaussian.

Note that for computing the absolute KL divergence as defined in equation (4.4), we need to
evaluate the entropy of the data H[p(x)]. This is an unknown value in general, and for rescaled
EMNIST digits in particular. We therefore replace the ground truth dataset by generative models
trained on each respective scale. We use a coupling-based normalizing flow for our ground truth
distribution, which achieves better density estimates in general than Gaussianization. This removes
bias from our convergence rate estimates: If we were to use the trained model itself as ground truth,
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Figure 6.8.: Gaussianization requires more layers for higher resolution datasets. From 2 x 2
to 10 x 10, fitting a power law yields a linear function. For larger images, the difficulty does not increase
further. We think that this is due to an increasing number of pixels being largely determined from few other
dimensions. Data points show the median and error bars cover 90% of the training runs.

we would find spuriously fast convergence even if the model does not converge — as we might compute
the convergence rate to a suboptimal optimum. See appendix B.3.6 for all experimental details.

6.2.6. Conclusion

Gaussianization is a simple generative model, both trained end-to-end and iteratively (Meng et al., 2020;
Dai & Seljak, 2021). Differently from other approaches, it can be trained without backpropagation and
neural networks, yet provides useful density estimates and samples in low and moderate dimensions.

Scaling Gaussianization to high dimensions remains a major challenge, and we confirm this
rigorously. We show analytically for the Gaussian distribution p(z) = N(0,) that the number of
required layers in late training typically scales with the dimensionality of the problem if the rotations
@ are chosen at random. On non-Gaussian distributions, we find that convergence can be favorable for
some distributions in early training.

This yields a first data point on the tradeoff between few unconstrained yet expensive layers and
constrained yet cheap layers. Gaussianization requires many layers, being limited to learning marginals
in each step.

An important point remains open, however: Improving Gaussianization to high dimensions may
be possible by constructing better rotations ). Our work points out a fundamental limitation of this
approach: There exist spurious non-Gaussian directions that may be spuriously identified, yielding
overfitting distributions. It remains open to theoretically describe how many Gaussianization blocks
are required to fit real-world distributions.

6.3. Coupling blocks

Unless otherwise noted, this section is adapted from Draxler et al. (2022).
Coupling-based normalizing flows are the backbone of many of the successful applications of
normalizing flows listed in chapter 2. Here, we complement the universality theory on coupling flows in
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section 5.4 with an explicit convergence rate for learning the first two moments of the input distribution.
Specifically, we make the following contributions:

» The contribution of a single coupling layer on the non-Standardness is analyzed in terms of matrix
operations (Schur complement and scaling).

» We derive explicit bounds for the non-Standardness after a single coupling block in expectation over
all possible rotations.

» We use these results to prove that a sequence of coupling blocks learns the first two moments of
the data and to derive linear convergence rates for this process. We find that rate to be largely
independent of dimension in late training.

We confirm our theoretical findings experimentally. They hold for all coupling functions we are
aware of (see section 4.3.1) and give an indication why coupling flows are a popular choice for
applications as opposed to Gaussianization. We provide the code to our experiments at https:
//github.com/vislearn/Coupling-Flow-Bound.

6.3.1. Related work

Analyzing the universality of coupling-based normalizing flows is an active area of research, and we list
the bulk of the literature in section 5.4.1. We give additional details here as far as they concern the
resources required to learn a given distribution.

The universality guarantee by Koehler et al. (2021) states that three coupling blocks are enough to
learn an arbitrary input distribution in terms of Wasserstein divergence. While technically correct, their
construction comes with strong restrictions preventing their results to being translated into a practical
recommendation: The underlying normalizing flow learns a volume-preserving transformation, which is
not universal in terms of KL divergence by our theorem 5.3. Also, it relies heavily on ill-conditioned
networks and the derivatives explode as the accuracy increases, regardless of the input distribution.
We provided details on these points in section 5.4.2 and appendix A.4.4.

In fact, none of the existing universality guarantees for coupling flows concern the KL divergence
(Huang et al., 2020; Teshima et al., 2020a; Zhang et al., 2020a; Ishikawa et al., 2022). While our results
only consider fitting the first two moments of the data, they do give rigorous guarantees in this strong
convergence metric.

Closely related to our work, at most 48 linear affine coupling blocks are required to represent any
invertible linear function Az + b with det(A) > 0 (Koehler et al., 2021, Theorem 2). This also allows
mapping any Gaussian distribution A/ (m, ) to the standard normal N(0, ). We complement their
result with a lower bound on the number of layers and give several statements in terms of the part of
the non-Standardness, the part of KL divergence that sensitive to the first two moments. We then
make strong statements about the convergence of the latter.

6.3.2. Convergence of non-Standardness

Like for Gaussianization, we derive the scaling behavior of reducing the non-Standardness via coupling
blocks trained iteratively. Since end-to-end training can also converge to the solution we construct
below, the number of layers we find for iterative training is an upper bound for the number of layers
for end-to-end training.
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Single coupling layer minimizer

We refer to section 4.3 for an introduction to normalizing flows and invertible neural networks based
on coupling layers. We decide to also apply the coupling function on the passive dimensions, as this
simplifies derivations. For learning the first two moments, this is equivalent to not transforming the
passive dimensions and instead appending an ActNorm layer, see equation (4.26).

As mentioned in section 6.1, we restrict the couplings to affine-linear functions, which ensures
that we reduce the non-Standardness S without increasing the non-Gaussianity G in turn. Under this
constraint, the coupling layer transforms an incoming vector x € R” as follows:

(2) — Q) =1 O (; ?) (Z) +u (6.23)

This is consistent for all architectures listed in section 4.3.1, and thus our results apply to all
non-volume-preserving coupling functions.

Our first result shows which mean m and covariance % a single affine-linear coupling as in
equation (6.23) yields to minimize S(r, %) given data with mean m and covariance ¥, rotated by Q:

Proposition 6.6 (Moments after single coupling layer, roof in appendix A.7.1). Given D-dimensional
data with mean m and covariance Y and a rotation matriz Q). Split the covariance of the rotated data
into four blocks, corresponding to the passive and active dimensions of the coupling layer:

Yo Xpa
2Q" = 6.24
Q Q (Zab Yaa ( )
Then, the moments m, Y that can be reached by a linear coupling layer as in equation (6.23) are:
- = M (Zp) 0
m = 0, by = _ . 6.25
(@) ( 0 M (Saq — ZavZpy Sta) (6.25)

This minimizes the non-Standardness S(1m,X) as given in equation (6.1), and G does not change.

The function M scales the marginal standard deviations to one, as defined as in equation (6.9).

Proposition 6.6 shows how the covariance can be brought closer to the identity. The new covariance
has passive and active dimensions uncorrelated. In the active subspace, the covariance is the Schur
complement Y., — EabEl;)lEba. This coincides with the covariance of the Gaussian N (0,X) as it is
conditioned on any passive value p. Afterward, the diagonal is rescaled to one, matching the standard
deviations of all dimensions with the desired latent code. Proposition 6.6 is the variant of lemma 5.5 if
the coupling block is restricted to be linear and the passive dimensions are normalized.

Figure 6.9 shows an experiment in which a single affine-linear layer was trained to bring the
covariance of EMNIST digits (Cohen et al., 2017) as close to I as possible (details in appendix B.4.2).
The experimental result coincides with the prediction by proposition 6.6. Due to the finite batch-size,
a small difference between theory and experiment remains.

Single coupling block guarantees

Proposition 6.6 allows the computation of the minimum non-Standardness after a single coupling block
given its rotation @, by evaluating S(m, fJ(Q)) Just like for Gaussianization, if we were to choose
@ = Q* such that the data is rotated so that principal components lie on the axes (i.e. obtain Q* using
PCA), a single coupling block suffices to reduce the covariance to the identity: The rotated covariance
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Figure 6.9.: How a single coupling layer can whiten the covariance at the example of the EMNIST
digits covariance matrix (first panel). The covariance after a single layer trained experimentally to minimize
non-Standardness S(mm, f)) (second panel), which matches closely the prediction of proposition 6.6 (third
panel). The difference between theory and experiment vanishes (last panel).
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Q*3Q*T would be a diagonal matrix and %(Q*) = I. This is not the case in practice, where this
optimal orientation has zero probability: @ is chosen uniformly at random before training from all
orthogonal matrices. One could argue that one should whiten the data before passing it to the flow,
reducing S to zero from the start. However, we are about to show that coupling-based normalizing
flows are already well-equipped to bring the non-Standardness to zero making such modifications
unnecessary.

We make essentially the same mild assumptions on the considered input as for Gaussianization.
They are part of usual data-preprocessing, when the mean is subtracted from the data m = 0
(assumption 6.2) and all data points are divided by the scalar y/tr /D so that tr ¥ = D (assumption 6.1,
not to be confused with diagonal preconditioning, which acts dimension-wise). The assumptions simplify
the non-Standardness in equation (6.1) to only depend on the determinant of ¥, see equation (6.10):
We aim to compute the average non-Standardness after a single block Egcp(g)[S (2(Q))]. For any
Q, S(m,3(Q)) is again given by the determinant of the covariance 3(Q) as assumptions 6.1 and 6.2
remain fulfilled: By proposition 6.6, m = 0, and the diagonal preconditioning M ensures that the
trace of ¥ is D. We write det(f]) via M, and M, the diagonal matrices that make up the diagonal
preconditioning in equation (6.9), and use the Schur determinantal formula for the determinant of
block matrices: det(3y,) det(Xqq — ZabEb_blZlba) = det(QXQ7T) = det(X) (Horn & Johnson, 2012). By
using that det(AB) = det(A) det(B) for square matrices A, B, we get:

det(X) = det(M,SpM,) det(Ma(Saa — ZapXyy Soa) Ma) = det(M2) det(M7) det(S). (6.26)
Inserting this into equation (6.10), we find:

S(0,%) = -1 ( log det % + log det M2 + log det Mg) < S(%). (6.27)

The inequality S (i) < S(%) holds because ¥ = QTYQ is an admissible solution of the coupling layer

optimization, and ¥ as given by proposition 6.6 is a minimizer of S(X).
We average this quantity over training runs, i.e. over rotations :

EgpioS(E)] = 1 ( log det 3 + Eq g [log det M2] + Eq_ @) [log det Mg]) . (6.28)

The main difficulty lies in the computation of Eq.q) [log det MQQ] Here, we contribute the two strong
statements theorems 6.7 and 6.8 below.
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Precise guarantee The first result is computed using projected orbital measures (Olshanski, 2013).
This theory describes the eigenvalues of submatrices of matrices in a random basis. We require such a
result for integrating over p(Q) in Eqg.,q)[log det M?]. In contrast to the typical choice of picking Q
from the Haar measure over O(D), the theory to the best of our knowledge only covers data rotated by
unitary matrices U(D).! To comply with (Olshanski, 2013), we thus make two more assumptions. The
first assumption is that the eigenvalues are pairwise distinct (assumption 6.3), which is easily satisfied
when working with real data in ‘general position’. In addition, we switch to unitary rotations:

Assumption 6.4. The distribution of rotations is the Haar measure over unitary matrices U (D).

One could think that the step from orthogonal to unitary rotations takes us far away from the
scenario we want to consider. We will later observe empirically that the difference between averaging
over unitary and orthogonal matrices is negligible. Technically, the covariance matrix remains positive
definite, so the non-Standardness S is always real (see appendix A.7.2). We will write Eg. .y (p)[-] to
denote expectations over the Haar measure over the unitary group.

We are now ready to compute the expected non-Standardness after a single coupling block:

Theorem 6.7 (Non-Standardness after coupling block, proof in appendix A.7.2). Given D-dimensional
data with covariance ¥ with eigenvalues A1,...Ap. Assume that assumptions 6.1, 6.3 and 6.4 hold.
Then, after a single coupling block, the expected non-Standardness is bounded from above:

L e D Dy 0 12 141 -1
Eqev(p)[S(m, 2(Q))] < 5(0,%) + Elog (-1)2 Z)‘i 2 log(Ai)R(A; §>\¢i)e%_1()‘7&i) - (6.29)
i=1

Here, A\tj :={A1,..., Xi—1, Ait1,..-,Ap} and R, e are given by:

N
R bhl) =T 05 ond ex(@lln= Y baeoobe (6.30)

1=1 0<ii<-<ig<N

Inequality (6.29) sharply bounds the expected non-Standardness that can be achieved by a single
block. The only approximation made is an inequality which comes close to equality as the dimension
D increases due to the concentration of the corresponding probability distribution.

Figure 6.10 shows an experiment confirming theorem 6.7 (details in appendix B.4.3). We start
with covariance matrices using parameterized eigenvalue spectra. To each initial matrix, we first apply
a single coupling block with random Q and determine the coupling that maximally reduces S using
proposition 6.6. Then we iteratively append 32 additional blocks in the same manner, building a flow
of that depth. We average the resulting empirical ratio S(0,%(Q))/S(0,%) over several orthogonal
orientations @) of the rotation layer for each input covariance matrix. Then, we compare this to
(i) experimentally averaging over unitary rotations and (ii) to the prediction by theorem 6.7 and
confirm that it is a valid and close upper bound. Details for replication and more examples can be
found in appendix B.4.3.

The proof explicitly integrates E[M2] using (Olshanski, 2013), see appendix A.7.2. Numerically
evaluating equation (6.29) can be hard even for small D as the summands scale as O(exp(D)), but
the overall sum scales as O(D). High values cancel due to R alternating in sign, and one requires
arbitrary-precision floating-point software to evaluate equation (6.29). We use mpmath for computations
(Johansson et al., 2010).

'The only result known to us on the orthogonal group would only yield predictions for D = 2 (Faraut, 2015), whereas
we are interested in large D.
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Figure 6.10.: Comparison between predicted non-Standardness and experiment for 48-dimensional
parametrized eigenvalue spectra (insets), varied over a parameter which controls the spread of the spectrum
and thus changes S. The experimental average over orthogonal rotations matrices (blue, shaded by
Interquartile Range IQR) is closely matched by the experimental average over unitary matrices (dotted
blue). The prediction by theorem 6.7 is a close upper bound that closely matches the experimental behavior

. The predictions by theorem 6.8 are less precise, but converge to the same value as the precise bound
for covariances close to the identitiy: ‘Var-max’ is equation (6.31) (green) and ‘Loss-only’ is equation (6.32)
(red). More details and examples in appendix B.4.3.

Interpretable guarantee The guarantee in theorem 6.7 yields useful predictions, but it does not
lend itself to further analysis: How does the bound behave over several coupling blocks? What is the
behavior for varying dimension D? Also, assumption 6.4 restricts formal reasoning as we are interested
in averaging over orthogonal and not unitary rotations. Our second single-block guarantee depends
only on simple metrics of the covariance. Moreover, we drop assumptions 6.3 and 6.4, averaging over
orthogonal, not unitary, Q:

Theorem 6.8 (Interpretable non-Standardness after coupling block, proof in appendix A.7.3). Given
D-dimensional data with covariance ¥ fulfilling assumption 6.1 with covariance eigenvalues A1, ... \p.
Then, after a single coupling block, the expected loss can be bounded from above:

~ 2 ar
Bocoum 510, 5(Q))] < S(0,5) + log (1 - =TT VAmW) (6.31)
2 _ _ 4D
§S(O,E)—|—glog 1- (D—ll))(D—l—2)1+\/7vi_:ZD(1_g) (6.32)
< S(m,%). (6.33)

Here, g is the geometric mean of the eigenvalues: g = Hil )\E/D = exp(—25(0,%)/D) < 1 which is a
bijection of S(0,%).

These two new bounds on the average achievable non-Standardness S after a single block are
also depicted in figure 6.10. They make useful predictions, but are less precise than theorem 6.7. The
second bound will be especially useful in what follows because it only depends on the non-Standardness
before the block S(0,%).

The full proof is given in appendix A.7.3. It relies on the integration of monomials of entries of
random orthogonal matrices as described by (Gorin, 2002) and the arithmetic mean-geometric mean
inequality by (Cartwright & Field, 1978).

The first bound hints at the beneficial scaling behavior of coupling blocks: The performance only
weakly depends on the dimension. To see this, divide equation (6.31) by D to obtain a statement
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Figure 6.11.: Deep network convergence of covariance on toy dataset. (Left) Each line shows the
experimental convergence of S via the repeated application of proposition 6.6, averaged over 32 runs with
different rotations Q. (Right) The empirical convergence rate (blue), i.e. the ratio of S before and after
a block, is correctly bounded from above by our predictions in theorem 6.7 , and the bounds in
theorem 6.8: Equation (6.31) (green) and equation (6.32) (red). The solid lines show the ratio (bounds)
averaged over the toy dataset and rotations, the shade is the IQR. The experiment suggests that a convergence
rate like theorem 6.9 can also be derived for the remaining bounds.

about the non-Standardness per dimension S/D. Then keep the variance and the maximum of
covariance eigenvalues fixed. The guarantee is then approximately constant in D, it varies slightly with
D?/(D? + D — 2), which is always close to 1.

Deep network guarantee

The previous results were concerned with determining how much a single coupling block can typically
contribute towards reducing the non-Standardness S to zero. Now, we extend this result to compute
the expected non-Standardness after a deep coupling-based normalizing flow as an explicit function of
the number of blocks. We again treat the rotation layer of each block as a random variable, as it is
randomly determined before training.

We find that the convergence rate of the covariance to the identity is (at least) linear:

Theorem 6.9 (Deep coupling flow bound, proof in appendix A.7.4). Given D-dimensional data with
covariance Y Given D-dimensional data with covariance 3 fulfilling assumptions 6.1 and 6.2. Then,
after Lep1 coupling blocks, the expected loss is smaller than:

EQ17-"7QLCpleO(D) [S<O7 Echl)] < 7(S<07 E))LCPIS(Oﬂ E)? (6'34)

where the convergence rate depends on the non-Standardness before training:

D? 1—+/1—g(S)P
D-=1)D+2)1+/1-g(S)P

1

(1 . g(S)) <1. (6.35)

The non-Standardness decreases at least exponentially fast in the number of blocks. The con-
vergence rate that holds for a deep network is computed using the non-Standardness of the input
data S(0,%). This rate comes from equation (6.32). The proof uses that v(5) improves from block to
block as S decreases (see appendix A.7.4). Again, g(S) = exp(—25/D) < 1 is the geometric mean of
eigenvalues of X, which increases from block to block.
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Figure 6.11 shows the convergence of the non-Standardness to zero in an experiment. We build a toy
dataset of various covariances, where we aim to capture a plethora of possible cases (see appendix B.4.4).
We apply a single coupling block with random @ and the coupling that maximally reduces S via
proposition 6.6. We iteratively add such blocks 32 times, building a flow of that depth. The resulting
convergence of .S as a function of depth is averaged over 32 runs with different rotations. The measured
curve confirms theorem 6.9. We find that the rate « in equation (6.35) is correct, but several experiments
show even faster convergence in practice. Indeed, the experiments suggest that dividing all upper
bounds for E[S(0, ¥)] in theorems 6.7 and 6.8 by S(0,X) also bounds the non-Standardness ratio for
subsequent blocks. Formally, we conjecture that E[S(0,%_,)]/S(0,%) < (B/S(0,%))ker! where B is
the rhs. of equations (6.29) and (6.31) (theorem 6.9 shows exactly this for equation (6.32)). We leave a
proof or falsification of this conjecture open to future work.

The bounds evaluated for the experimental covariances also suggest that all bounds agree after a
few blocks, leaving only a small gap to the actual experiment. We can explicitly compute this limit
value of v(S) by taking S — 0:

3(8) 222 zig?izzéi[§>e P/z5/ﬂ. (6.36)

The two experimental observations together with this limit value suggest the heuristic that a single
additional coupling block typically reduces the non-Standardness S by a factor of approx-
imately 50% if previous blocks are left unchanged, and possibly faster if cooperations between blocks
are considered.

This following result was derived in Draxler et al. (2023).

In terms of how many layers are required to reduce the non-Standardness by a prescribed factor,
we can condense theorem 6.9 to have the same format as theorem 6.3:

Corollary 6.10 (Coupling guarantee for low loss, proof in appendix A.6.6). Given a multivariate
Gaussian distribution p(z) = N(0,X). The initial loss S is given by equation (6.10). Then, in the case
S <K 1,1 D, the loss after Lep iterative coupling blocks with random rotations is at most:

ch]
1
Eq....com)SY ] S <2> > (6.37)

In parallel to the previous result for Gaussianization in equation (6.16), we derive how many
coupling blocks are required to reduce the loss by a factor v = S/E[SLep1)]:

Loy < 280D _ 9y, (6.38)

6.3.3. Minimum number of layers

Like for Gaussianization, we are interested in deriving how many layers are required to fit the covariance
and in particular how this number changes as the dimension of the data varies.

Applying the same parameter counting argument as in theorem 6.4 for Gaussianization blocks to
coupling blocks yields a first glance on how many coupling blocks are required to fit p(z) = N (0, X):

Corollary 6.11 (Exact representation with coupling blocks, proof in appendix A.7.5). Given a
multivariate Gaussian distribution p(z) = N(0,X) under assumption 6.3. To exactly represent p(x), at
least

Lept > 2 € Q(1) (6.39)

coupling blocks with random rotations Q € O(D) are required almost surely.
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This result says that the number of coupling blocks required to represent N (0, ) is independent
of dimension, or worse.

Just like corollary 6.11 gives a lower bound on the number of blocks required, Koehler et al. (2021,
Theorem 2) provide an upper bound, which we condense for simplicity:

Theorem 6.12 (Koehler et al. (2021)). Given a multivariate Gaussian distribution p(z) = N(0,%). To
ezactly represent p(x), at most Lep < 48 € O(1) coupling blocks with block permutations are required.

This ensures that at most 48 blocks or O(1) are required to fit a Gaussian exactly p(z) = N (0, X).
While this may seem like a large number, the result crucially ensures that the number of required
blocks is independent of the dimension. In the statement, block permutations refer to all rotations
switching all active and passive dimensions:

o 1
Q—[ID/Q 02]. (6.40)

0Odd and even layers each modify one half of the dimensions respectively. This is a popular choice in
practice.

Together, corollary 6.11 and theorem 6.12 state that for exactly representing A/(0, X)), ©(1) coupling
layers are required.

6.3.4. Conclusion

To the best of our knowledge, this is the first work on coupling-based normalizing flows that provides a
quantitative convergence analysis in terms of the KL divergence. Specifically, a minimal convergence
rate is established at which flows whiten the covariance of the input data under this strong measure
of discrepancy of probability distributions. Splitting the loss into the non-Gaussianity G and the
non-Standardness S, we show that this whitening is a necessary condition for the flow to converge and
give explicit guarantees. Our derivations suggest the rule of thumb that S can typically be reduced by
about 50% per coupling block.

Our central idea was to separate out the contribution a single isolated block can make to reduce the
loss. Then, we combine the effect of many isolated blocks, disregarding potential further improvements
to S due to joint, cooperative learning of all blocks. This simplifies the theoretical analysis, but it is
not a restriction on the model: Any function that is achieved in block-wise training could also be the
solution of end-to-end training.

6.4. Architecture comparison

Together, sections 6.2 and 6.3 draw a compelling picture of the behavior of different invertible block
architectures. Theorems 6.3, 6.4 and 6.12 and corollaries 6.10 and 6.11 imply that the number of the
different invertible layers required to learn the first two moments of the input scales as follows with
dimension D:

Gaussianization: Lgzn= Q(D), (6.41)
Coupling:  Lcp = O(1), (6.42)
Autoregressive: Ly, = 1. (6.43)

We did not explicitly derive the scaling of the autoregressive layer, but the result immediately follows
from the Knothe-Rosenblatt rearrangement that any distribution can be represented by an expressive
enough autoregressive layer (Rosenblatt, 1952; Knothe, 1957).
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This suggests that coupling blocks lie in a sweet spot between expressivity and computational
efficiency — only a constant factor away from autoregressive blocks, despite the greatly improved
inference speed by removing the sequential sampling. The central advantage over Gaussianization is
that they can model dependencies between dimensions in a constant number of blocks.

The same L. = O(1) holds for recursive coupling layers such as HINT (Kruse et al., 2021), and
they can achieve L. = 1 if the dimension is a power of 2. However, this again comes at the cost of a
sequential sampling scheme in each layer and the maximum number of hierarchies K = logy D has to
be used.

In terms of wall clock time, let’s estimate the number of required floating-point operations (FLOPs).
Both Gaussianization and coupling layers have to evaluate the coupling functions c¢(a;; 6;), so evaluating
them once for each dimension yields O(D) FLOPs. A coupling block requires the computation of
the active parameters § = v(b) by a neural network for a coupling block. This scales as O(D?) from
the scaling of a matrix-vector product if the number of hidden dimensions is scaled linearly with
dimension (a common choice). However, both layers are concatenated with a rotation layer, which
involves multiplication of a vector with a D x D matrix, so both kinds of invertible block overall scale
as O(D?). Overall, this makes coupling flows scale a power of dimension D faster with dimension, as
they require fewer blocks.

We hope that the results developed here and leveraged from existing work will be helpful for
the generative model community at large. In particular, deriving useful quantities for arbitrary
distributions p(x) is often difficult. Given that the above results correlate with empirical findings for
Gaussianization (Dai & Seljak, 2021) and coupling blocks (Kingma & Dhariwal, 2018), a statement on
a simple distribution such as a Gaussian can be a useful indicator for the general behavior of the model
in terms such as the sample complexity and generalization, and its relation to learning the underlying
neural network.






7. Free-form neural networks as normalizing flows

In the previous chapters, we were concerned with the expressivity and efficiency of existing neural
networks invertible by design. However, being able to represent the distribution of interest is not
the only requirement for a successful application. As argued in chapter 2, it is often helpful to
incorporate prior knowledge in the form of inductive biases and strict constraints into the neural
network architecture.

For example, convolutional neural networks or patched-based approaches are essential for success-
fully training on image data. However, this is not apparent from a representational perspective: A
large enough fully-connected network can represent any convolutional network by carefully copying the
weights, but this is not the case vice versa (dAscoli et al., 2019). The solution to this paradox is that
architecture biases guide the learning process, ensuring that the model captures relevant patterns.

In addition, some useful architectures are incompatible to be used with coupling layers, for example
if the learned distribution should be invariant under rotations of the input: p(Qz) = p(z). Even if
some constructions can be implemented as invertible neural network blocks, developing specialized
architectures is time-consuming and increases complexity.

This strongly suggests that there is a need for streamlining the process of building normalizing
flows based on arbitrary architectures. This has been achieved previously by parameterizing an
invertible function via an ordinary differential equation (ODE), see section 4.3.2. However, this
approach makes sampling from the resulting pg(x) more expensive because it involves solving the ODE
in equation (4.29).

In this chapter, we overcome this limitation and allow training arbitrary neural network architec-
tures as normalizing flows for the first time. We call the approach free-form flows (FFF) and provide
all details in section 7.1. We then consider two variants of free-form flows in the context of data on
manifolds: If the manifold of the data is known, we adapt free-form flows to manifold free-form flows
(M-FFF, section 7.2), which learn a distribution on that known manifold while respecting its topology.
To the best of our knowledge, M-FFFs are the first non-specialized generative model on manifolds that
sample in a single evaluation of the underlying neural network. If that manifold is unknown, free-form
injective flows (FIF, section 7.3) jointly learn a subspace and the distribution of the data projected to it.
The code to reproduce the experiments is publicly available at https://github.com/vislearn/FFF.

7.1. Full-dimensional free-form flows (FFF)

This section is adapted from Draxler et al. (2024a), see the list of individual contributions in chapter 3.

In this section, we contribute an approach that frees full-dimensional normalizing flows from
their conventional architectural confines, simplifying the development of normalizing flows. The key
methodological innovations are twofold: We derive a novel efficient estimator for computing the gradient
of the volume change log |fy(x)| in the change-of-variables in equation (4.1). This allows training
normalizing flows based on architectures whose volume change is not readily available. We then replace
invertible neural networks (INNs), which jointly parameterize functions fp(z) and their analytical
inverse f, 1(2), by a pair of arbitrary networks fs(x) and gy (2), where g, (z) approximates the inverse
function f, 1(z) These networks can be freely chosen, depending on the task at hand.

In molecule generation, where rotational invariance of the learned distribution has proven to be
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Figure 7.1.: Free-form flows (FFF) train a pair of encoder and decoder neural networks with a fast maximum
likelihood estimator £%;; and reconstruction loss Lr. This enables training any dimension-preserving
architecture as a one-step generative model. For example, an equivariant graph neural network can be
trained on the QM9 dataset to generate molecules by predicting atom positions and properties in a single
decoder evaluation. (Bottom) Stable molecules sampled from our E(3)-FFF trained on the QM9 dataset for
several molecule sizes.

a crucial inductive bias, our approach outperforms traditional normalizing flows and generates valid
samples more than an order of magnitude faster than previous approaches. Further, experiments in
simulation-based inference (SBI) underscore the model’s versatility. We find that our training method
achieves competitive performance with minimal fine-tuning requirements.

In summary, our contributions are as follows:

» We remove all architectural constraints from normalizing flows by introducing maximum-likelihood
training for free-form architectures. We call our model the free-form flow (FFF), see figure 7.1
and section 7.1.3.

» We demonstrate competitive performance with minimal fine-tuning on inverse problems and molecule
generation benchmarks, outperforming ODE-based models in the latter. Compared to a diffusion
model, our model produces stable molecules more than two orders of magnitude faster. See
section 7.1.4.

7.1.1. Related Work

Normalizing flows traditionally rely on specialized architectures that are invertible and have a manage-
able Jacobian determinant. We listed the predominant approaches in section 4.3 and here give a short
overview over their properties in comparison to free-form flows.

One body of work builds invertible architectures by concatenating simple layers (coupling blocks)
each of which are easy to invert analytically and have a triangular Jacobian, which makes computing
the volume change easy (Dinh et al., 2015). Many choices for coupling blocks have been proposed, see
section 4.3.1. For computing the gradient of the volume change in the change-of-variables, we propose
a novel estimator that is also compatible with previous architectures, albeit exhibiting a larger variance.
Instead of analytical invertibility, free-form flows rely on a reconstruction loss to enforce approximate
invertibility between two networks that do not share weights.

Another line of work ensures invertibility by using a ResNet structure and limiting the Lipschitz
constant of each residual layer (Behrmann et al., 2019; Chen et al., 2019). Neural ODEs or continuous
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normalizing flows (Chen et al., 2018b; Grathwohl et al., 2019) take the continuous limit of ResNets,
guaranteeing invertibility under mild conditions. These models can become expensive due to the
restriction of each layer. In addition, the Jacobian determinant must be estimated, adding overhead.
Like these methods, we must estimate the gradient of the Jacobian determinant, but we propose a more
efficient estimator. Flow Matching (Lipman et al., 2023; Liu et al., 2023a; Albergo & Vanden-Eijnden,
2023) avoids these limitations at training time, but still involves an expensive multistep sampling
process at inference time. By construction, our approach consists of a single model evaluation, and we
put no constraints on the architecture apart from inductive biases indicated by the task at hand.

Two interesting methods (Gresele et al., 2020; Keller et al., 2021) compute or estimate gradients
of the Jacobian determinant but are severely limited to architectures with exclusively square weight
matrices and no residual blocks. We have no architectural limitations besides preserving dimension.
Intermediate activations and weight matrices may have any dimension and any network topology is
permitted.

The gradient estimator closest to our method uses conjugate gradient to estimate the inverse
Jacobian Caterini et al. (2021), which we replace with the Jacobian of the inverse. We also generalize
to combining the gradient estimator with arbitrary feed-forward neural networks.

7.1.2. Gradient trick

We first derive how to efficiently estimate the gradient of the maximum-likelihood loss in equation (4.4),
even if the architecture does not yield an efficient way to compute the change of variables term log | fp(x)|.
We avoid this computation by estimating the gradient of log|fy(x)| via a pair of vector-Jacobian and
Jacobian-vector products, which are readily available in standard automatic differentiation software
libraries.

Gradient via trace estimator The crucial insight enabling fast gradient computation of the volume
change log | fj(x)] is that its gradient can be computed via a trace:

Theorem 7.1 (Free-form flow volume change gradient, proof in appendix A.8). Let fy : RP — RP be
a diffeomorphism parameterized by 0. Then, for all x € RP and z = fp(x):

VmeM—HOWM@WT%W—E%memwfww, (7.1)

The proof follows directly by applying Jacobi’s formula and using that the matrix inverse of the
. . . . Ry .
Jacobian is the Jacobian of the inverse function (f)~! = fo 1" 'We then replace the trace via the
Hutchinson trace estimator, where the random vector v € RP must have unit covariance (Hutchinson,

1989).

Efficient computation via automatic differentiation We approximate the expectation over v by a
Monte Carlo sample (omitting the dependence on z and z for simplicity):

K
mﬂwmmﬁﬂz;Zﬁwmw%k (72)
k=1

Now all we require is computing dot products of the form v{ (Vg f§) and fo Yok

Since v}l is independent of 6, we can draw it into the gradient v} (Vg f}) = V(vl f}). The term to
take the gradient of is a vector-Jacobian product. It can be readily computed via backward automatic
differentiation, for example via PyTorch’s torch.func.vjp or torch.autograd.grad (Paszke et al.,
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2019). Similarly, the Jacobian-vector product féflvk is readily available via forward automatic
differentiation, for example using torch.func. jvp.

To implement the final gradient with respect to the flow parameters 6, we draw the derivative
with respect to parameters out of the trace, making sure to prevent gradient from flowing to fé_l by
wrapping it in a stop-gradient operation SG, for example via PyTorch’s tensor.detach():

K K
1 _ 1 _
7 2 Uk (Vafg) fy ow = Vogz > S oi f386(f5 o). (7.3)
k=1 k=1
Summary The above argument shows that
Vo log | f(z)| = Vo— Z ol f4SG(fy M or), (7.4)

Instead of computing the full Jacobian fj(x), which involved as many backpropagation steps as
dimensions, we are left with computing just one vector-Jacobian product and one Jacobian-vector
product for each k. In practice, we find that setting K = 1 is sufficient, and we drop the summation
over k in the following. We provide an ablation study on the effect of K in appendix B.5.3.

This yields the following maximum likelihood training objective, whose gradients are an unbiased
estimator for the true gradients from exact maximum likelihood as in equation (4.4):

Volly = VB[~ log p(fo(x)) — v £486(f) v)]. (7.5)

This result enables training normalizing flow architectures with a tractable inverse function, but whose
Jacobian determinant is not easily accessible. We now move on to show how this gradient estimator
can be used to train any neural network architecture as a normalizing flow.

7.1.3. Free-Form Flows (FFF)

The previous section assumed that we have access to both fp and its analytic inverse f, L We now
drop the assumption that fy is invertible and replace its inverse f, ! by a separate neural network
9o = [y ! Instead, we regularize these properties via a reconstruction loss:

Lr = 3Eu[lz — go(fo(a))II]. (7.6)

This removes all architectural constraints from fg and g, except from preserving the dimension.

The replacement g, ~ f, ! leads to a modification of Lﬁ;L, where we replace féfl by g:a, where
g;, is shorthand for the Jacobian of g, evaluated at fy(z):

VoLRir = Vo[~ logp(fo(z)) — T f5SG(g0)] (7.7)
Combining this with the reconstruction loss leads to the following optimization:
VooL? = Voo (L1, + BLR) (7.8)

where the two terms are traded off by a hyperparameter 5. See algorithm 2 for a reference implemen-
tation.
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Algorithm 2 FFF loss function. Vector-Jacobian product = vjp; Jacobian-vector product = jvp.
Time and space complexity are O(D).

Function Loss(z, fg, gy, 3)

v~ p(v) {E[vo"] =1}
z,v5 <= vip(fe, x,v) {Zng(%),U} = v fy()}
&,vg < Jvp(ge, 2,v) {2 =gp(2),vy = Q:O(Z)U}
Lrn, < zll2l? = ”?SG(%) {stop gradient to v,}

Lr + |2 — 2|
return L9

Likelihood Calculation

Once training is completed, our generative model involves sampling from the latent distribution and
passing the samples through the decoder g,.
To calculate the likelihoods induced by g, we can use the change of variables formula:

Pe(X =) = p(Z = g5 ()9, (95" ()| = p(Z = fo(@))lgi,(fo())] (7.9)

where the approximation is due to g, L'~ fs. See algorithm 3 for a reference implementation. In
the paper underlying this section, Peter Sorrenson derived additional justification for using free-form
architectures and the combination of maximum likelihood with a reconstruction loss (Draxler et al.,
2024a).

Algorithm 3 FFF likelihood calculation: returns an approximation of log p,(x). Time complexity is
O(D?) and space complexity is O(D?).

Function LOGLIKELIHOOD(z, fg, 9,)

2+ fo(x) )

g;, < jacobian(g,, 2) {where g; = 5:9,(2)}
0+ —32|> = L log(27) + log 95| {see change of variables in equation (4.1)}
return /

7.1.4. Experiments

In this section, we demonstrate the practical capabilities of free-form flows (FFF). We compare the
performance against normalizing flows based on architectures which are invertible by construction.
First, on an inverse problem benchmark, we show that using free-form architectures offers competitive
performance to recent spline-based and ODE-based normalizing flows. This is achieved despite minimal
tuning of hyperparameters, demonstrating that FFFs are easy to adapt to a new task. Second, on
two molecule generation benchmarks, we demonstrate that specialized networks can now be used in a
normalizing flow. In particular, we employ the equivariant graph neural networks F(n)-GNN (Satorras
et al., 2021b). This E(n)-FFF outperforms ODE-based equivariant normalizing flows in terms of
likelihood, and generates stable molecules significantly faster than a diffusion model.

Simulation-Based Inference

One popular application of generative models is in solving inverse problems. Here, the goal is to
estimate hidden parameters from an observation. As inverse problems are typically ambiguous, a
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Figure 7.2.: C2ST accuracy on the SBI benchmark datasets (lower is better). We compare our method
(FFF) against flow matching (FM) (Wildberger et al., 2023) and the neural spline flow (NSF) baseline in
the benchmark dataset (Lueckmann et al., 2021). The accuracy is averaged over ten different observations,
with error bars indicating the standard deviation. Our performance is comparable to the competitors across
all datasets, with no model being universally better or worse.
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probability distribution represented by a generative model is a suitable solution. From a Bayesian
perspective, this probability distribution is the posterior of the parameters given the observation. We
learn this posterior via a conditional generative model.

In particular, we focus on simulation-based inference (SBI, (Radev et al., 2022, 2021; Bieringer
et al., 2021)), where we want to predict the parameters of a simulation. The training data consists of
pairs of parameters (inputs) and measurements (outputs) generated from the simulation.

We train FFF models on the benchmark proposed in (Lueckmann et al., 2021), which comprises
ten inverse problems of varying difficulty at three different simulation budgets (i.e. sizes of the training
set) each. The models are evaluated via a classifier 2-sample test (C2ST) (Lopez-Paz & Oquab, 2017,
Friedman, 2003), where a classifier is trained to discern samples from the trained generative model
and the true parameter posterior. The model performance is then reported as the classifier accuracy,
where 0.5 demonstrates a distribution indistinguishable from the true posterior. We average this
accuracy over ten different observations. In figure 7.2, we report the C2ST of our model and compare
it against the baselines based on neural spline flows (Durkan et al., 2019) and flow matching for SBI
(Wildberger et al., 2023). Our method performs competitively, especially providing an improvement
over existing methods in the regime of low simulation budgets. Regarding tuning of hyperparameters,
we find that a simple fully-connected architecture with skip connections works across datasets with
minor modifications to increase capacity for the larger datasets. We identify the reconstruction weight
B large enough such that training becomes stable. We give all dataset and more training details in
appendix B.5.1.

Molecule Generation

Free-form flows (FFF) do not make any assumptions about the underlying networks fs and g, except
that they preserve dimension. We can leverage this flexibility for tasks where explicit constraints should
be built into the architecture, as opposed to constraints that originate from the need for tractable
invertibility (such as coupling blocks).

As a showcase, we apply FFF to molecule generation. Here, the task is to learn the joint
distribution of a number of atoms x1,...,zy € R™. Each prediction of the generative model should
yield a physically valid position for each atom: = = (z1,...,zy) € RVX™,

The physical system of atoms in space have an important symmetry: if a molecule is shifted or
rotated in space, its properties do not change. This means that a generative model for molecules should
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yield the same probability regardless of orientation and translation:

Po(Qx + 1) = py(x). (7.10)

Here, the rotation Q € R™*™ acts on x by rotating or reflecting each atom x; € R™ about the origin,
and t € R™ applies the same translation to each atom. Formally, (Q,t) are realizations of the Euclidean
group E(n). The above equation (7.10) means that the distribution p,(z) is invariant under the
Euclidean group E(n).

If the latent distribution p(z) is invariant under a group G, and a generative model g,(z) is
equivariant to G, then the resulting distribution is also invariant to G (Kéhler et al., 2020). Equivariance
means that applying any group action to the input (e.g. rotation and translation) and then applying
g, should give the same result as first applying g, and then applying the group. For example, for the
Euclidean group:

Qyp(2) +t = g,(Qz +1). (7.11)

This implies that we can learn a distribution invariant to the Euclidean group by making the
normalizing flows equivariant to the Euclidean group, as in equation (7.11). Previous work has
demonstrated that this inductive bias is more effective than data augmentation, where random
rotations and translations are applied to each data point at train time (Kohler et al., 2020; Hoogeboom
et al., 2022).

We therefore choose an E(n) equivariant network as the networks fy(z) and g, (2) in our FFF.
We employ the E(n)-GNN proposed by Satorras et al. (2021b). We call this model the E(n)-free-form
flow (E(n)-FFF). We give the implementation details in appendix B.5.2.

The E(n)-GNN has also been the backbone for previous normalizing flows on molecules. However,
to the best of our knowledge, all realizations of such architectures have been based on neural ODEs,
where the flow is parameterized as a differential equation % = fp(x(t),t). While training, one can avoid
solving the ODE by using the flow matching objective (Liu et al., 2023a; Lipman et al., 2023; Albergo
& Vanden-Eijnden, 2023). However, they still have the disadvantage that they require integrating the
ODE for sampling. Our model, in contrast, only calls g, (z) once for sampling.

Boltzmann Generator We test our F(n)-FFFs in learning a Boltzmann distribution:
p(z) o e U@, (7.12)

where u(x) € R is an energy function that takes the positions of atoms x = (z1,...,zy) as an input. A
generative model p,, () that approximates p(x) can be used as a Boltzmann generator (Noé et al., 2019).
The idea of the Boltzmann generator is that having access to u(x) allows re-weighting samples from
the generator after training even if p,(x) is different from p(x). This allows computing expectation

values By p(2)[O(2)] = Epop, (2) [pjffé))
p(z) have the same support.

We evaluate the performance of free-form flows (FFF) as a Boltzmann generator on the benchmark
tasks DW4, LJ13, and LJ55 (Kohler et al., 2020; Klein et al., 2023). Here, pairwise potentials v(x;, x;)

are summed as the total energy u(z):

O(x)] from samples of the generative model p,(x) if p,(x) and

u(z) = Zv(xi,xj). (7.13)

]

DW4 uses a double-well potential vpy and considers four particles in 2D. LJ13 and LJ55 both employ a
Lennard-Jones potential vy between 13 respectively 55 particles in 3D space (see appendix B.5.2 for
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Table 7.1.: Equivariant free-form flows (E(n)-FFF) sample significantly faster than previous models, and
achieve comparable or better negative log-likelihood (NLL, lower is better). More details in table B.5.

NLL ({) Sampling time ({)

Dw4
E(2)-NF (Satorras et al., 2021a) 1.72 £ 0.01 0.024 ms
OT-FM (Klein et al., 2023) 1.70 + 0.02 0.034 ms
E-OT-FM (Klein et al., 2023) 1.68 £ 0.01 0.033 ms
E(2)-FFF (ours) 1.68 £ 0.01 0.026 ms
LJ13
E(3)-NF -16.28 + 0.04 0.27 ms
OT-FM -16.54 + 0.03 0.77 ms
E-OT-FM -16.70 =+ 0.12 0.72 ms
E(3)-FFF (ours) -17.09 + 0.16 0.11 ms
LJ55
OT-FM -88.45 + 0.04 40 ms
E-OT-FM -89.27 £ 0.04 40 ms
E(3)-FFF (ours) -88.72 £+ 0.16 2.1 ms

details). We make use of the datasets presented by Klein et al. (2023), which obtained samples from
p(z) via MCMC.!

In table 7.1, we compare our model against (i) the equivariant ODE normalizing flow trained with
maximum likelihood E(n)-NF (Satorras et al., 2021a), and (ii) two equivariant ODEs trained via optimal
transport (equivariant) flow matching (Klein et al., 2023). We find our model to have comparable or
better negative log-likelihood than competitors. In addition, E(n)-FFFs sample significantly faster
than competitors because our model needs to evaluate the learned network only once, as opposed to
the multiple evaluations required to integrate an ODE.

QM9 Molecules As a second molecule generation benchmark, we test the performance of F(3)-FFF
in generating novel molecules. We therefore train on the QM9 dataset (Ruddigkeit et al., 2012;
Ramakrishnan et al., 2014), which contains molecules of varying atom count, with the largest molecules
counting 29 atoms. The goal of the generative model is not only to predict the positions of the atoms
in each molecule z = (x1,...,zy) € R3, but also each atom’s properties h; (atom type (categorical),
and atom charge (ordinal)). We dequantize atom properties via an argmax flow (Hoogeboom et al.,
2021) and learn a distribution p(z, h).

We again employ the E(3)-GNN (Satorras et al., 2021b). The part of the network that acts on
coordinates x; € R3 is equivariant to rotations, reflections and translations (Euclidean group E(3)).
The network leaves the atom properties h invariant under these operations.

We show samples from our model in figure 7.1. Because free-form flows only need one network
evaluation to sample, they generate two orders of magnitude more stable molecules than the F(3)-
diffusion model (Hoogeboom et al., 2022) and one order of magnitude more than the F(3)-normalizing
flow (Satorras et al., 2021a) in a fixed time window, see table 7.2. This includes the time to generate
unstable samples, which are discarded. A molecule is called stable if each atom has the correct
number of bonds, where bonds are determined from inter-atomic distances. E(3)-FFF also outperforms
E(3)-NF trained with maximum likelihood both in terms of likelihood and in how many of the sampled
molecules are stable. See appendix B.5.2 for implementation details.

!Datasets available at: https://osf.io/srqg7/?view_only=28deeba0845546£b96d1b2f355db0dasb
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Table 7.2.: E(3)-FFF trained on QM9 generates a stable molecule faster than previous models because a
sample is obtained via a single function evaluation. E(3)-DM is the E(3)-diffusion model, E(3)-NF the
E(3)-normalizing flow. The latter is also trained explicitly using maximum likelihood, yet outperformed by
E(3)-FFF in terms of negative log-likelihood (NLL) and what ratio of generated molecules is stable.

NLL () Stable (1)  Sumpling time (1)

Raw Stable
E(3)-NF (Satorras et al., 2021a) -59.7 4.9 % 13.9 ms  309.5 ms
E(3)-DM (Hoogeboom et al., 2022)  -110.7 82.0 %  1580.8 ms 1970.6 ms
E(3)-FFF (ours) -76.2 8.7 % 0.6 ms 8.1 ms

Data - 95.2 % - -

7.1.5. Conclusion

In this section, we presented free-form flows (FFF), a new paradigm for normalizing flows that

signficantly broadens what architectures can be trained efficiently as normalizing flows: First, Eﬁ;L
enables training architectures that are invertible yet lack a tractable Jacobian determinant. Second,
learning a separate generator network allows training arbitrary architectures as normalizing flows via
L1

On the practical side, we first confirm that free-form flows with a vanilla architecture is able to
solve SBI tasks effectively, with no clear winner compared to expressive normalizing flows based on
rational-quadratic splines and flow matching. FFF and flow matching both do not require special
architectures to solve the task. Compared to flow matching, FFF has the advantage that it yields
samples in a single step whereas flow matching requires calling the underlying neural network several
times in order to solve the learned ordinary differential equation.

For the first time, we learn a normalizing flow equivariant to the Euclidean group sampling in a
single function evaluation. The resulting model outperforms previous models trained with maximum
likelihood and is competitive with a model based on diffusion, again at greatly improved inference
speed.

7.2. Manifold free-form flows on a known Riemannian manifold (M-FFF)

This section is adapted from Sorrenson et al. (2023), see the list of individual contributions in chapter 3.

Generative models such as normalizing flows have achieved remarkable success where the data
x € RP is described in Euclidean geometry. However, the approaches are not directly applicable
when dealing with data inherently structured in non-Euclidean spaces, which is common in fields such
as the natural sciences, computer vision, and robotics. Examples include earth science data on a
sphere, the orientation of real-world objects given as a rotation matrix in SO(3), or data on special
geometries modeled by meshes or signed distance functions. Representing such data naively using
internal coordinates, such as angles, can lead to topological issues, causing discontinuities or artifacts.

While many generative models can be adapted to handle data on arbitrary manifolds, the
predominant methods compatible with arbitrary Riemannian manifolds involve solving differential
equations—stochastic (SDEs) or ordinary (ODEs)—for sampling and density estimation (Rozen et al.,
2021; Mathieu & Nickel, 2020; Huang et al., 2022; De Bortoli et al., 2022; Chen & Lipman, 2024).
These methods are computationally intensive due to the need for numerous function evaluations during
integration, slowing down inference.

In this section, we address these challenges by generalizing the free-form flow framework from
section 7.1 to data on arbitrary Riemannian manifolds. This novel approach for modeling distributions
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Figure 7.3.: Manifold Free-Form Flows (M-FFF) learn generative models on various manifolds.
(Left) The learned distributions (colored surface) accurately match the test points (black dots). (Right) We
parameterize M-FFF using a neural network in an embedding space, whose outputs are projected to the
manifold. This enables simulation-free training and inference, and naturally respects the corresponding
geometry, yielding fast sampling and continuous distributions regardless of the manifold.
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on arbitrary Riemannian manifolds circumvents the computational burden of previous methods and is
remarkably simple to adapt to novel manifolds. Again, we use a single feed-forward neural network
on an embedding space as a generator, with outputs projected to the manifold (figure 7.3). The
generalization of the volume change gradient estimator to manifolds is achieved by estimating the
gradient of the negative log-likelihood within the tangent space of the manifold.

In summary, we make the following contributions:

» We extend free-form flows to Riemannian manifolds, yielding manifold free-form flows (M-FFF)
in section 7.2.3. It can easily be adapted to arbitrary Riemannian manifolds, requiring only a
projection function from an embedding space.

» M-FFF only relies on a single function evaluation during training and sampling, speeding up
inference over multistep methods typically by two orders of magnitude.

» M-FFF consistently matches or outperforms previous single-step methods on several benchmarks on
spheres, tori, rotation matrices, hyperbolic space and curved surfaces (see figure 7.3 and section 7.2.4).
In addition, it is competitive with multistep methods.

Together, manifold free-form flows offer a novel and efficient approach for learning distributions on
manifolds, applicable to any Riemannian manifold with a known embedding and projection.

7.2.1. Related work

Existing work on learning distributions on manifolds can be broadly categorized as follows: (i) leveraging
Euclidean generative models; (ii) building specialized architectures that respect one particular kind of
geometry; and (iii) learning a continuous time process on the manifold. We compare our method to
these approaches in table 7.3 and give additional detail below.

Euclidean generative models. One approach maps the n-dimensional manifold to R™ and learns
the resulting distribution (Gemici et al., 2016). Another approach generalizes the reparameterization
trick to Lie groups by sampling on the Lie algebra, which can be parameterized in Euclidean space
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Table 7.3.: Feature comparison of generative models on manifolds. We give a “v/” if any method in a
category meets this requirement.

Respects topology  Single step sampling  Arbitrary manifolds

Euclidean generative models
Specialized architectures
Continuous time models
M-FFF (ours)

NSNS\ X
N >* NN
NN %N

(Falorsi et al., 2019). These approaches come with the downside that a Euclidean representation
may not respect the geometry of the manifold sufficiently, e.g. mapping the earth to a plane causes
discontinuities at the poles. This can be overcome by learning distributions on overlapping charts that
together span the full manifold (Kalatzis et al., 2021). An orthogonal solution is to embed the data
and add noise to it in the off-manifold directions so that the distribution can be learned directly in an
embedding space R™ (Brofos et al., 2021); this only provides access to a variational approximation
instead of the exact density. Our method also works in the embedding space so that it respects the
geometry of the manifold, but directly optimizes the likelihood on the manifold.

Specialized architectures take advantage of the specific geometry of a certain kind of manifold
to come up with special coupling blocks for building normalizing flows such as SO(3) (Liu et al., 2023b),
SU(d),U(d) (Boyda et al., 2021; Kanwar et al., 2020); hyperbolic space (Bose et al., 2020); tori and
spheres (Rezende et al., 2020). Manifold free-form flows are not restricted to one particular manifold,
but can be easily applied to any manifold for which an embedding and a projection to the manifold is
known, see table 7.4. As such, our model is an alternative to all of the above specialized architectures.

Continuous time models build a generative model based on parameterizing an ODE or SDE
on any Riemannian manifold, meaning that they specify the (stochastic) differential equation in the
tangent space (Rozen et al., 2021; Falorsi, 2021; Falorsi & Forré, 2020; Huang et al., 2022; Mathieu &
Nickel, 2020; De Bortoli et al., 2022; Chen & Lipman, 2024; Lou et al., 2020; Ben-Hamu et al., 2022).
These methods come with the disadvantage that sampling and density evaluation integrates the ODE
or SDE, requiring many function evaluations. Our manifold free-form flows do not require repeatedly
evaluating the model, a single function call followed by a projection is sufficient.

At its core, our method generalizes the free-form flow (FFF) framework from section 7.1 to
manifolds.

7.2.2. Riemannian manifolds

A manifold is a fundamental concept in mathematics, providing a framework for describing and
analyzing spaces that locally resemble Euclidean space, but may have different global structure. For
example, a small region on a sphere is similar to the Fuclidean plane, but walking in a straight line on
the sphere in any direction will return to the starting point, unlike on a plane.

Mathematically, an n-dimensional manifold, denoted as M, is a space where every point has a
neighborhood that is topologically equivalent to R™. A Riemannian manifold (M, G) extends the
concept of a manifold by adding a Riemannian metric G, which introduces a notion of distances
and angles. At each point x on the manifold, there is an associated tangent space 7,M which is an
n-dimensional Euclidean space, characterizing the directions in which you can travel and still stay on
the manifold. The metric G acts in this space, defining an inner product between vectors. From this
inner product, we can compute the length of paths along the manifold, distances between points as
well as volumes (see next section).

Here, we consider Riemannian manifolds globally embedded into an m-dimensional Euclidean
space R™, with n < m. Embedding means that we represent a point on the manifold z € M as a vector
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Table 7.4.: Manifolds, a global embedding and corresponding projections considered in this work.

Manifold Dimension n Emb(‘dding Projection

Generic rank(proj’(proj(z))) {z € R™ : proj(z) = z} x — proj(z)

Rotations SO(d) (d—1)d/2 {Q e R4 QQT = I, det@=1} R~ argmingego(q Q@ — Rl F; see equation (B.41)
Sphere S™ n {z e R |Iz|| =1} z— z/|z||

Torus T" = (SH)" n {X e R™2 | X;|| =1 fori=1.n} X, — X;/| Xi|] fori=1..n

Hyperbolic H" n {zr e R": |jz]| < 1} z+— cmin{l, (1 —¢€)/||z|}

in R™ confined to an n-dimensional subspace; we write z € M C R™ and denote by 7w : R — M
a projection from the embedding space to the manifold. A global embedding is a smooth, injective
mapping of the entire manifold into R, its smoothness preserving the topology.

In most cases, we work with, but are not limited to, isometrically embedded manifolds, meaning
that the metric is inherited from the ambient Euclidean space. Intuitively, this means that the length
of a path on the manifold is just the length of the path in the embedding space. We note that due
to the Nash embedding theorem (Nash, 1956), every Riemannian manifold has a smooth isometric
embedding into Euclidean space of some finite dimension, so in this sense using isometric embeddings is
not a limitation. Nevertheless, for some manifolds (especially with negative curvature, e.g. hyperbolic
space) there may not be a sensible isometric embedding.

7.2.3. Generalization of free-form flows to manifolds

The free-form flow (FFF) framework allows training any pair of parameterized encoder fp(x) and
decoder g,(z) as a generative model. In this section, we demonstrate how to generalize the steps in
section 7.1 to arbitrary Riemannian manifolds. Note that for simplicity, we choose the same manifold
in data and latent spaces, i.e. Mx = Mz = M, but the method readily applies to Mx # My or
Gx # Gz as long as they are topologically compatible, like a sphere and a closed surface in 3D without
holes. The detailed derivations in the appendix consider this generalization.

Manifold change of variables The volume change on manifolds generalizes the Euclidean variant in
equation (4.1) by (a) considering the change of volume in the tangent space and (b) accounting for
volume change due to changes in the metric:

Theorem 7.2 (Manifold change of variables, generalized proof in appendix A.9.1). Let (M,G) be
a n-dimensional Riemannian manifold embedded in R™, i.e., M C R™. Let p(x) be a probability
distribution on M and let fy : M — M be a diffeomorphism. Let pg(z) be the pushforward of p(x)
under fy.

Let x € M. Define Q € R™*" as an orthonormal basis for T, M and R € R™*" as an orthonormal
basis for Ty, (z)M.

Then, the probability densities pg(x) and p(z) are related under the following change of variables:

RTG(fo(x)) ]

pole) = plz = fo(a)) IR fie Q\/’ L, (7.14)

where @ and R depend on x and fo(x), respectively, although this dependency is omitted for brevity.

To give an intuition for this result, figure 7.4 shows how the volume change is computed for
an isometrically embedded manifold, that is G = I so that |[RYGR| = |QTGQ| = 1. This simplifies
equation (7.14) to:

po(x) = p(z = fo(x))|R" f3(2)Q]. (7.15)
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Figure 7.4.: Computation of the volume change in the tangent space of the manifold: The manifold change
of variables formula in equation (7.15) requires to compute the change of a volume element in the tangent
spaces under fy, which in this example is given by the ratio of lengths of dt and dt’. Since f is a map in
the embedding space, fj(z) defines a linear map between vectors from the embedding space. To correctly
compute the change in volume, we use @) and R to change coordinates to the intrinsic tangent spaces,
resulting in the linear map RT f§(2)Q : T, M — Tp, ()M, which maps dt to dt’.

This is very similar to the familiar change of variables formula in the Euclidean case in equation (4.1),
the only difference being that the determinant is evaluated on the n x n projection of fj(x) into the
tangent spaces. These projections are necessary as the Jacobian of f is singular in the embedding
space, since its action is restricted to the local tangent spaces.

Manifold gradient estimator We now generalize the volume change gradient estimator in section 7.1.2
to an invertible function on a manifold fy : M — M. We find that taking the gradient of the manifold
change of variables in equation (7.14) results in essentially the same computation as in the Euclidean
case, but the trace in is now evaluated in the local tangent space:

Theorem 7.3 (Manifold volume change gradient, generalized proof in appendix A.9.2). Under the
assumptions of theorem 7.2. Let v € R™ be a random variable with zero mean and covariance RRT .
Then, the derivative of the change of variables term has the following trace expression, where z = fp(x):

Vlog |R f§(2)Q] = tr <RT(Vefé(fv))f91'(Z)R> _E, [f(%fé(:c))fal’(z)v] L (6)

This shows that the adaptation of free-form flows for an invertible function fy to isometrically
embedded manifolds is remarkably simple (if the manifold is not isometrically embedded, add the
corresponding term in equation (7.14)):

V@E{/E_;LL = VoE. [— logp(z) — vaé(a:)SG[fg_ll(z)v]} . (7.17)

The only change from equation (7.5) is that v must have covariance RR™ rather than the identity. We
achieve this by sampling standard normal vectors ¥ € R™ in the embedding space and then projecting
them into the tangent space using the Jacobian of the projection function:

v = proj(fo(z))o. (7.18)
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Constructing v like this fulfills the conditions of theorem 7.3 because E,[v] = 0, and:

Cov[v] = Eg|proj'(fo(x)) 50" proj'(fo(z))" | = proj'(fy(x)) proj' (fo(z))" = RR™. (7.19)

Equation (7.17) allows training invertible architectures on manifolds even if the volume change
log |R™ fj(2)Q)] is not tractable.

Free-form manifold-to-manifold neural networks As discussed in the related work in section 7.3.1,
invertible architectures have to be specially constructed for each manifold. To overcome this limitation,
we now soften the constraint that the learned model be analytically invertible. Instead, we learn a pair
of free-form manifold-to-manifold neural networks, an encoder fy(z) and a decoder g,(z) as arbitrary
functions on the manifold:

fo(x) : M =M, go(2) : M= M. (7.20)

We choose to fulfill equation (7.20) using feed-forward neural networks fp, gy : R™ — R™ working in
the embedding space R of M, but ensure that their outputs lie on the manifold by appending a
projection proj : R”™ — M, mapping points from the embedding space R to the manifold M:

fo(w) = proj(fo(x)),  g4(2) = proj(gy(2)). (7.21)

Figure 7.3 illustrates this for an example on a circle M = S!.
Just like in the Euclidean case, we employ a reconstruction loss to make fy and g, approximately
inverse to one another:

Lr = By, [llgo(fo(2)) — =[?]. (7.22)

We measure the distance in the embedding space; one can modify this to use an on-manifold distance
(e.g. great circle distance for the sphere) but we find that ambient Euclidean distance works well in
practice, since it is almost identical for small distances in an isometric embedding.

We now substitute fe_ll(z) ~ g,,(#) in equation (7.17):

Voo LYNiL = VooErw [— logp(z) — vaé(ac)SG[g@'(z)v]] ) (7.23)

Regularization and final loss We find that the following two regularizations to the loss improve the
stability and performance of our models. Firstly, the reconstruction loss on points sampled uniformly
from the data manifold:

Ly = Epnti(pmny 96 (fo()) — %], (7.24)

helps ensure that we have a globally consistent mapping between the data and latent manifolds in
low data regions. Secondly, the squared distance between the output of fy and its projection to the
manifold:

Le =Byl fol@) = fo(2)]] (7.25)

discourages the output of fy from entering unprojectable regions, for example the origin when the
manifold is S”. The same regularizations can be applied starting from the latent space.
The full loss is:

L =Lpm-NrL + BrLr + BuLlyu + BrLlp (7.26)

where the gradient of £(_nrr, is computed using equation (7.23), and Sgr, Sy and fp are hyperparam-
eters. We give our choices in appendix B.6.
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Figure 7.5.: Manifold free-form flows on a synthetic SO(3) mixture distribution with M = 64 mixture
components proposed by De Bortoli et al. (2022). (Left) 10,000 samples each from the ground truth
distribution and (right) our model. This visualization computes three Euler angles, which fully describe
a rotation matrix, and then plot the first two angles on the projection of a sphere and the last by color
(Murphy et al., 2021). We find that our model nicely samples from the distribution with few outliers between
the modes.

7.2.4. Experiments

We now demonstrate the practical performance of manifold free-form flows on various manifolds. We
choose established experiments to ensure comparability with previous methods, and find:

» M-FFF matches or outperforms previous single-step methods. M-FFF uses a simple ResNet
architecture, whereas previous methods were specialized to the given manifolds, hindering adoption
to novel manifolds.

» M-FFF is competitive with methods sampling in several steps at significantly faster inference speeds.

In our result tables, we mark as bold (a) the best method overall (both single- and multistep), and
(b) the best single-step method. We provide all details necessary to reproduce the experiments in
appendix B.6. We run each experiment multiple times with different data splits and report the mean
and standard deviation of those runs.

Synthetic distribution over rotation matrices The group of 3D rotations SO(3) can be represented
by rotations matrices with positive determinant, i.e., all Q € R?>*3 with QTQ = I and detQ = 1. We
choose R3*3 as our embedding space and project to the manifold by solving the constrained Procrustes
problem via SVD (Lawrence et al., 2019), see appendix B.6.2.

We evaluate M-FFF on synthetic mixture distributions proposed by De Bortoli et al. (2022) with
M mixture components for M = 16,32 and 64. Samples from one of the distributions and samples
from our model are depicted in figure 7.5.

Table 7.5 shows that M-FFF outperforms the normalizing flow developed for SO(3) by Liu et al.
(2023b), as well as the diffusion-based approaches for the mixtures M = 32 and 64.

Earth data on the sphere We evaluate manifold free-form flows on spheres with datasets from the
domain of earth sciences. We use four established datasets compiled by Mathieu & Nickel (2020)
for density estimation on S?: Volcanic eruptions (National Geophysical Data Center / World Data
Service (NGDC/WDS), 2022b), earthquakes (National Geophysical Data Center / World Data Service
(NGDC/WDS), 2022a), floods (Brakenridge, 2017) and wildfires (EOSDIS, 2020).

Figure 7.3 shows an example for a model trained on flood data. As the reconstruction error
sometimes does not drop to a satisfactory level, we employ the method described in appendix B.6.1 to
ensure that the measured likelihoods are accurate. Table 7.6 shows that M-FFF again outperforms the
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Table 7.5.: Test negative log-likelihood (NLL, |) on SO(3) for multistep and single-step methods. M-FFF
consistently outperforms the specialized normalizing flow by Liu et al. (2023b) on synthetic distributions of
SO(3) matrices, and outperforms multistep methods in the cases with more mixture components. Multistep
baseline values are due to De Bortoli et al. (2022).

M =16 M =32 M =64  Fast inference?

Moser flow (Rozen et al., 2021) -0.85+003  -0.17x00s  0.49x002  X: 1000 steps
Exp-wrapped SGM (De Bortoli et al., 2022)  -0.87 o004  -0.16 +003  0.58 z00¢  X: 500 steps
Riemannian SGM (De Bortoli et al., 2022)  -0.89 1003 -0.20x003  0.49 =002  X: 100 steps

SO(3)-NF (Liu et al., 2023b) -0.81 <001 -0.1210004 0.61 001 Vv
M-FFF (ours) -0.87 002 -0.21+002 0.45+002 V

Table 7.6.: M-FFF significantly outperforms the previous single-step density estimator (Peel et al., 2001)
on the sphere on real-world earth datasets in terms of negative log-likelihood (lower is better). Baseline
values are collected from De Bortoli et al. (2022); Huang et al. (2022); Chen & Lipman (2024).

Volcano  Earthquake Flood Fire Fast inference?

Riemannian CNF (Mathieu & Nickel, 2020) -6.05 + 0.61 0.14 + 023 1.11+019  -0.80x051  X: ~100 steps
Moser flow (Rozen et al., 2021) -4.21 + 017 -0.16 = 0.06 0.57 +010  -1.28+005  X: ~100 steps
Stereographic score-based (De Bortoli et al., 2022) -3.80 = 0.27 -0.19 = 0.05 0.59 007 -1.28x012  X: ~100 steps
Riemannian score-based (De Bortoli et al., 2022) -4.922025  -0.19x00r  045x01r  -1.33:006 X: ~100 steps
Riemannian diffusion (Huang et al., 2022) -6.61 097  -0.40=005 043 =007 -1.38=00s X: >100 steps
Riemannian flow matching (Chen & Lipman, 2024) -7.93 t1.67  -0.28 t00s  0.42+005 -1.86x011 X: 1000 steps
Mixture of Kent (Peel et al., 2001) -0.80 047 0.33 £ 005 0.73+007  -1.18x006

M-FFF (ours) -2.25+002 -0.23 001 0.51:001 -1.19:00 V

Datset size 827 6120 4875 12809

specialized single-step model; the performance compared to multistep methods is mixed. We think
that multistep models have an advantage on the considered data, as there are large regions of empty
space between highly concentrated data points that have to be separated by the neural network while
achieving a high reconstruction accuracy everywhere (see density and sample plots in appendix B.6.3).

Table 7.7.: M-FFF consistently outperforms normalizing flows specialized to tori (Rezende et al., 2020) on
torus datasets, without requiring the development of a specialized architecture. In addition, our method
comes close to the performance of the multi-step methods and outperforms them on the Glycine dataset.
Baseline values are due to Huang et al. (2022); Chen & Lipman (2024).

General Glycine Proline Pre-Pro RNA Fast inference?
Riemannian diffusion (Huang et al., 2022) 1.04 002 1.97 +002  0.12 xoon  1.24 zo004  -3.70 0502 X: ~1000 steps
Riemannian flow matching (Chen & Lipman, 2024) 1.01 0025 1.90 0055 0.15 002r  1.18 20055 =-5.20 £o067 X: 1000 steps
Mixture of power spherical (Huang et al., 2022) 1.15 x0002  2.08 0009 0.27 o008 1.34 xo0019 4.08 +o36s v
Circular Spline Coupling Flows (Rezende et al., 2020)  1.03 +o001  1.91 001 0.21 + 008 1.24 + o0 -4.01 +024
M-FFF (ours) 1.03 002 1.89 to005 0.17 r008 1.23 to00¢4 -4.27 1000 V

Torsion angles of molecules on tori To benchmark manifold free-form flows on tori T", we follow
(Huang et al., 2022) and evaluate our model on two datasets from structural biology. We consider the
torsion (dihedral) angles of the backbone of protein and RNA substructures, respectively.
We represent a tuple of angles (¢1,...,p,) € [0,27]" by mapping each angle to a position on a
circle: X; = (cos p;,sing;) € S!. Then we stack all X; into a matrix X € R"*2, compare table 7.4.
The first dataset comprises 500 proteins assembled by (Lovell et al., 2003) and is located on
T2. The three-dimensional arrangement of a protein backbone can be described by the so called
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Table 7.8.: Test NLL on Stanford bunny data proposed by (Chen & Lipman, 2024), living on a manifold
with nontrivial curvature (see figure 7.3). M-FFF outperforms the multistep model for datasets with more
modes.

k=10 k =50 k=100  Fast inference?
Riemannian Flow Matching (w/ diffusion) (Chen & Lipman, 2024) 1.16 002 148 0o  1.53 oo  X: 1000 steps
Riemannian Flow Matching (w/ biharmonic) (Chen & Lipman, 2024) 1.06 +o005 1.55 +oo1  1.49 xoo  X: 1000 steps
M-FFF (ours) 1.21 +001 1.34 t001 1.28 +001 vV

Ramachandran angles (Ramachandran et al., 1963) ® and W, which represent the torsion of the protein
backbone around the N-C, and C,-C bonds. The data is split into four distinct subsets General,
Glycine, Proline and Pre-Proline, depending on the residue of each substructure.

The second dataset is extracted from a subset of RNA structures introduced by Murray et al.
(2003). As the RNA backbone structure can be characterized by seven torsion angles, in this case we
are dealing with data on T".

We report negative log-likelihoods in table 7.7, finding that M-FFF outperforms a circular spline
coupling flow, a normalizing flow particularly developed for data on tori (Rezende et al., 2020), as well
as the multistep methods on one of the datasets. In addition to the quantitative results, we show the
log densities of the M-FFF models for the four protein datasets infigure B.12 in appendix B.6.4 .

Toy distributions on hyperbolic space We apply M-FFF to the Poincaré ball model, which embeds
the 2-dimensional hyperbolic space H? of constant negative curvature -1 in the 2-dimensional Euclidean
space R?, as specified in table 7.4. As this embedding is not isometric, and distances between points
grow when moving away from the origin, we must include the last term of equation (7.14) when
changing variables under a map on this embedded manifold.

We show that M-FFF can be applied to non-isometric embeddings using equation (7.14) and
visualize learned densities in figure 7.3 and in figure B.13 in appendix B.6.5 for several toy datasets
defined on the 2-dimensional Poincaré ball model. Further details can be found in appendix B.6.5.

Manifold with non-trivial curvature Finally, we follow Chen & Lipman (2024) and train M-FFF on
synthetic distributions on the Stanford bunny (Turk & Levoy, 1994) on the data provided with their
paper, see figure 7.3. The natural embedding of this mesh is R3, and we train a separate neural network
to project from the embedding space to the mesh. This ensures that the projection is continuously
differentiable, which we identify to be important for stable gradients.

Table 7.8 shows that M-FFF performs well on this manifold, outperforming Riemannian flow
matching in two out of three cases. This experiment underlines the flexibility of our model: We only
need a projection function to the manifold to train a generative model.

7.2.5. Conclusion

In this section, we present Manifold Free-Form Flows (M-FFF), a generative model designed for
manifold data. To the best of our knowledge, it is the first generative model on manifolds with
single-step sampling and density estimation readily applicable to arbitrary Riemannian manifolds. This
significantly accelerates inference and allows for deployment on edge devices.

M-FFF matches or outperforms single-step architectures specialized to particular manifolds. It
also surpasses multistep methods in some cases, despite the greatly reduced inference compute.

Adapting M-FFF to new manifolds is straightforward and only requires selecting an embedding
space and a projection to the manifold. In contrast, competing multistep methods are more challenging
to adapt, as they require implementing a diffusion process or computing distances on the manifold.
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Figure 7.6.: Free-form injective flow (FIF) training and inference. (Left) We combine a reconstruc-
tion 1oss Lrecon. With a novel maximum likelihood loss L1, to obtain an injective flow without architectural
constraints. (Right) We generate novel samples by decoding standard normal latent samples with our
best-performing models on CelebA and MNIST. The reconstructions shown are on CelebA validation data,
the samples are uncurated samples from our models.

7.3. Free-form injective flows for learning compressed representations and
distributions (FIF)

This section is adapted from Sorrenson et al. (2024), see the list of individual contributions in chapter 3.

The manifold hypothesis suggests that realistic data lies on a low-dimensional manifold embedded
into a high-dimensional data space (Bengio et al., 2013). This implies that it is more efficient to
model distributions on a low-dimensional representation and regard deviations from that representation
as uninformative noise. Prior works such as Caterini et al. (2021); Brehmer & Cranmer (2020)
have restricted normalizing flows to low-dimensional subspaces via specially constructed bottleneck
architectures (known as “invertible autoencoders” (Teng & Choromanska, 2019) or “injective flows”
(Kothari et al., 2021)) where encoder and decoder share parameters. These injective flows are optimized
by some version of maximum likelihood training. This is not an ideal design decision, as the architectures
used in such models were originally designed for tractable change of variables calculations in normalizing
flows, but such calculations are not possible in the presence of a bottleneck (Brehmer & Cranmer,
2020). As a result, we propose to drop the restrictive constructions usually coming with invertible
neural networks (see section 4.3), instead use an unconstrained encoder and decoder, and generalize the
free-form flow gradient estimator to the injective change of variables formula. This greatly simplifies
the design of the model and makes it more expressive.

The resulting gradient estimator is an improvement to the one used by rectangular flows (Caterini
et al., 2021). We simplify their estimator considerably by replacing iterative conjugate gradient with
an efficient single-step estimator. This is fast: a batch can be processed in about twice the time (or
less) as an autoencoder trained on reconstruction loss only. In addition, we make a novel observation
about injective flows: naively training with maximum likelihood is ill-defined due to the possibility of
diverging curvature in the decoding function. To resolve this problem, we propose a modification to
our maximum likelihood estimator which counteracts the possibility of diverging curvature. We call
our model the free-form injective flow (FIF).

To summarize, we make the following contributions:

» We introduce an efficient gradient estimator for the injective change-of-variables and use it to train
an unconstrained injective flow for the first time (section 7.3.3).

» We identify pathological behavior in the naive application of maximum likelihood training in the
presence of a bottleneck, and offer a solution to avoid this behavior while maintaining computational
efficiency (section 7.3.3).



7.3. Free-form injective flows for learning compressed representations and distributions (FIF) 89

» We outperform previous injective flows and demonstrate competitive performance to generative
autoencoders on toy, tabular and image data (section 7.3.4).

7.3.1. Related work

Injective flows jointly learn a manifold and maximize likelihood on that manifold. The latter requires
estimating the Jacobian determinant of the transformation to calculate the change of variables. Efficient
computation of this determinant traditionally imposed two major restrictions on normalizing flow
architectures: Firstly, the latent space has to match in dimension with the data space, ruling out
bottleneck architectures. Secondly, normalizing flows are restricted to certain functional forms, such
as coupling and autoregressive blocks. Below, we outline the existing approaches to overcome these
problems and how our solution compares.

Lower-dimensional latent spaces One set of methods attempts to use full-dimensional normalizing
flows, with some additional regularization or architectural constraints, such that a subspace of the latent
space corresponds to the manifold. One strategy adds noise to the data to make it a full-dimensional
distribution, then denoises to the manifold (Horvat & Pfister, 2021; Loaiza-Ganem et al., 2022). Another
restricts the non-manifold latent dimensions to have small variance (Beitler et al., 2021; Silvestri et al.,
2023; Zhang et al., 2023b).

Other methods sidestep the problem by making training into a two-step procedure. First, an
autoencoder is trained on reconstruction loss, then a normalizing flow is trained to learn the resulting
latent distribution. In this line of work, (Brehmer & Cranmer, 2020) and (Kothari et al., 2021) use an
injective flow, while (Bohm & Seljak, 2022) use unconstrained networks as autoencoder. Ghosh et al.
(2020) additionally regularize the decoder.

Conformal embedding flows (Ross & Cresswell, 2021) ensure the decomposition of the determinant
into the contribution from each block by further restricting the architecture to exclusively conformal
transformations. Cramer et al. (2022) uses an isometric autoencoder such that the change of variables
is trivial. However, the resulting transformations are quite restrictive and cannot represent arbitrary
manifolds.

The most similar work to ours is the rectangular flow (Caterini et al., 2021) which estimates the
gradient of the log-determinant via an iterative, unbiased estimator. The resulting method is quite
slow to train, and uses injective flows, which are restrictive.

Unconstrained normalizing flow architectures Several works attempt to reduce the constraints
imposed by typical normalizing flow architectures, allowing the use of free-form networks. However, all
of these methods only apply to full-dimensional architectures. FFJORD (Grathwohl et al., 2019) is
a type of continuous normalizing flow (Chen et al., 2018b) which estimates the change of variables
stochastically. Residual flows (Behrmann et al., 2019; Chen et al., 2019) make residual networks
invertible, but require expensive iterative estimators to train via maximum likelihood. Self-normalizing
flows (Keller et al., 2021) and relative gradient optimization (Gresele et al., 2020) estimate maximum
likelihood gradients for the matrices used in neural networks, but restrict the architecture to use
exclusively square weight matrices without skip connections.

Approximating maximum likelihood Many methods optimize some bound on the full-dimensional
maximum likelihood, notably the variational autoencoder (Kingma & Welling, 2014) and its variants.
(Cunningham et al., 2020) also optimizes a variational lower bound to the likelihood. Other methods fit
into the injective flow framework by jointly optimizing a reconstruction loss and some approximation
to maximum likelihood on the manifold: Kumar et al. (2020); Zhang et al. (2020b) approximate
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the log-determinant of the Jacobian by its Frobenius norm. The entropic AE (Ghose et al., 2020)
maximizes the entropy of the latent distribution by a nearest-neighbor estimator while constraining
its variance, resulting in a Gaussian latent space. In addition, there are other ways to regularize the
latent space of an autoencoder which are not based on maximum likelihood, e.g. adversarial methods
(Makhzani et al., 2015).

In contrast to the above, our approach jointly learns the manifold and maximizes the likelihood
on it with an unconstrained architecture, which easily accommodates a lower-dimensional latent space.

7.3.2. Injective change-of-variables

We now generalize normalizing flows in section 4.2 to bottleneck architectures. In particular, let
fo : RP — R? be an encoder which compresses data to a latent space and a decoder 9y : R? — RP
which decompresses the latent representation. A full-dimensional model has d = D while a bottleneck
model has d < D.

Normalizing flows in full-dimensional space were constructed using invertible functions. If d < D, fy
and g, cannot be invertible. Instead, we consider an injective decoder g, that is g,(21) = g,(22) implies
21 = z2. We call the image of the decoder the learned manifold M, = g,(RY) = {g,(2) : 2 € R%}.

We call a pair fg and g, consistent if fgo g, : R? — R? is the identity. For a fixed decoder
gy, consistency does not fully determine fg: The encoder fy has additional degrees of freedom in
where to map points that do not lie on the learned manifold. Similarly, given a fixed encoder, g, can
map a latent code z to any element in f~1({z}) and still be consistent. This is why unlike in the
full-dimensional case, where the inverse function is unique, we directly consider separate functions fy
and gg.

The change of variables in equation (4.1) transfers to an injective decoder for x € M, via a result
from differential geometry (Krantz & Parks, 2008):

—1

pe(w) = p(2)/ 19, (fo)) gy (fa()) (7.27)

Here, z = g;l(x), which exists when z € M.,.
We can also write this change of variables equation in terms of the encoder if it holds that the
encoder Jacobian fy(z) is the pseudoinverse of the decoder Jacobian gi,(z) for x € My, and 2 = fp(z):

folx) = (g;(z))T where AT = (ATA)71AT, (7.28)

In this case, we can rewrite equation (7.27) via the encoder Jacobian:

(@) = po(x) = p(z = fo(2))\/If5(x) f3(2)T]. (7.29)

This change of variables only holds for z € M, as points outside of M, are never generated by g,.
We can still perform density estimation for points outside of M,,, by first projecting points ¢ M.,
via & = g, (fo(x)) € My, and then computing pg(Z). For example, this can be useful if g, o fy denoises
the data and then a denoised density is computed.

7.3.3. Free-form injective flow (FIF)

If we want to perform maximum likelihood training using equation (7.29) with gradient descent for a
point x € M, we need to compute the gradient of the negative logarithm of the injective change of
variables formula. Naively, we need O(d) computations to compute fj(z), which can quickly become
prohibitively expensive. Again, we construct an efficient gradient estimator just like for free-form flows:
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Theorem 7.4 (Injective volume change gradient, proof in appendix A.10.1). Let fg : RP — R? be the
pseudoinverse to a C' and injective 9y - R? — RP. Then, for all x € My:

SVolog | fi () fi(@)") = tx (T ()l (2)) (730)

= B, [v" (Vo fs(@)gl()v], (7.31)

where v € R is a random variable with zero mean and unit covariance and z = fo(x).

This estimator has the same form as for the full-dimensional change-of-variables in theorem 7.1,
only the dimension of v is adapted to the latent space. Equation (7.31) improves over a related gradient
estimator, that is based on conjugate gradient (Caterini et al., 2021):

Vo lo8 £35571 = 3. |0 Gty (St o (782
= 3B s o (Vs s )] (7.33)

where conjugate gradient x = CG(A, b) iteratively constructs the solution to Az = b for a non-singular A.
Structurally, both equations (7.31) and (7.33) only rely on Jacobian-vector respectively vector-Jacobian
products. However, the latter variant is computationally more expensive by a factor since conjugate
gradient may require several iterations for sufficient convergence and the Jacobian appears twice in
each product.

This suggests that we are now ready to train models with the efficient gradient estimator. However,
we first need to fix an important pathology, arising because the maximum likelihood term influences
what M, is learned.

Problems with maximum likelihood in the presence of a bottleneck

Remember that equation (7.29) only holds for data x € M,,. In this section, we consider what goes
wrong if we choose to optimize with projected data & = g, (fs(x)) instead. A variant of this issue has
already been raised by Brehmer & Cranmer (2020). We expand on their argument here, identifying an
additional pathology that cannot be overcome by adding a reconstruction loss. Consider using the
volume change in equation (7.29) as a per-sample injective maximum likelihood on projected data:

. 1 R A
Linis = Eanp, 3) [~ 10820(2)] = Banp, 2 [— log p(=) — 5 log det | f3(2)" f5()] (7.34)

where we denote by pg ,(Z) the distribution obtained from projecting p(z) via g, o fs. Now consider
that the negative log-likelihood loss is one part of a KL divergence, and KL divergences are always
non-negative:

DkL (P, (2)|lpo(2)) = —H[py,o(2)] — Ep, (3 [log po(2)] = 0. (7.35)

As a result, the loss is lower bounded by the entropy of the data projected onto the manifold:

LiNLL = HLPQ’@(@)]. (7.36)

Unlike in standard normalizing flow optimization, where the right hand side would be fixed, here the
entropy depends on the projection learned by the model, as indicated by the parameters (¢, 6). Thus,
the model can modify the projection such that entropy is as low as possible. We break this pathology
down into two cases:
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Figure 7.7.: Naive training of autoencoders with negative log-likelihood (NLL, see section 7.3.3) leads
to pathological solutions (left). Starting with the initialization (¢t = 0, black), gradient steps increase the
curvature of the learnt manifold (¢t = 1,2, ). This reduces NLL because the entropy of the projected
data is reduced, by moving the points closer to one another. This effect is stronger than the reconstruction
loss. We fix this problem by evaluating the volume change off-manifold (right). This moves the manifold
closer to the data and reduces the curvature (¢ = 1,2, green), until it eventually centers the manifold on the
data with zero curvature (¢t = oo, green). Light lines show the set of points which map to the same latent
point. Data is projected onto the ¢ = 2 manifold.

1. A model manifold which does not align with the data manifold but instead intersects it. For
example, Brehmer & Cranmer (2020) discuss a case where a linear model learns to project a data
distribution to a single point on the manifold, thus reducing its entropy to —oo, the lowest possible
value. To the best of our knowledge, this can be fixed by adding noise and a reconstruction
loss with sufficiently high weight. In appendix A.10.2 we prove as much for linear models and
characterize the solutions, which are the same as PCA if the weight of a reconstruction loss
B > 1/202 where o2 is the smallest eigenvalue of the data covariance matrix.

2. A model manifold which concentrates the data by use of high curvature, see figure 7.7 (left). This
newly identified pathological case only occurs in nonlinear models, hence Brehmer & Cranmer
(2020) did not notice this effect in their linear example. Importantly, this is not fixed by adding
a reconstruction loss.

Most existing injective flows avoid this by a two-stage training, which first learns a projection and
then the distribution of the projected data in the latent space. To enable jointly learning a manifold
and a maximum-likelihood density on it, we need to find a fix for the pathology.

Towards a well-behaved loss The term which leads to pathological behavior in the likelihood loss is
the log-determinant. When using the change of variables with f) evaluated at Z, all that matters is
the change of volume from the projected data to the latent space, so the model can decrease the loss
by choosing a manifold which concentrates the projected data more tightly (the more possibility it has
to expand the data, the lower the loss will be). We can counteract this effect by introducing a factor
inversely proportional to the concentration. This can be achieved by the fairly simple modification of
evaluating fy in our estimator at x rather than Z, that is removing the projection operation and directly
working with the training data (plus optionally added noise). Namely, we modify equation (7.31) to
estimate the gradient of the log-determinant term by:

vt fh(x)SG (g;(z)v). (7.37)



7.3. Free-form injective flows for learning compressed representations and distributions (FIF) 93

See appendix A.10.1 for a detailed explanation.

In this way, we discourage pathological solutions involving high curvature. In figure 7.7 (right)
we can see the effect of the modified estimator: the manifold now moves towards the data since the
optimization is not dominated by diverging curvature. We note that the modified estimator is also
computationally cheaper, since we do not need to compute the projection through the network before
computing the likelihood terms.

We add a reconstruction loss to train the projection, whose minimizer yields a pair of pseudoinverse
functions (see appendix A.10.1 for a derivation). This results in training with the following gradient:

Voo Lrir(z) = Vo oEypw) |~ logp(2) — v' f3() SG(g&(fo))v) + Bllge(fo(z)) — z|?|.  (7.38)

Phase transition Figure 7.8 shows that when using this loss, if 8 is large enough, the dominant
manifold direction is identified. In appendix B.7.2, we show a similar experiment on MNIST.

Architectures

In the existing literature, injective flows (Brehmer & Cranmer, 2020), also called invertible autoencoders
(Teng & Choromanska, 2019), adapt invertible neural network architectures as the ones given in
section 4.3 to a bottleneck setting. They parameterize fy and g, as the composition of two invertible
functions, wy,, defined in R and hy, defined in R¢, with a slicing/padding operation in between:

fo= h(;hl osliceo wg_wl and g, = wy, opado hy,, (7.39)
where slice(z) selects the first d elements of x and pad(z) concatenates D — d zeros to the end of
z. Since slice and pad are consistent, so too are fy and g,. Note that injective flows share weights
between encoder and decoder, that is § = ¢. Note that unlike the full-dimensional normalizing flows,
injective in most cases do not provide a computational advantage in computing the volume change. In
addition, while consistent, the pair of encoder and decoder as constructed above are (in general) not
pseudoinverses, so that only the decoder change of variables formula in equation (7.27) yields accurate
densities.

Like for (manifold) free-form flows in sections 7.1 and 7.2, we again drop all architectural constraints
and instead make use of arbitrary neural network architectures for fp and g,. In our experiments, we
use off-the-shelf autoencoders. In some cases, we find that adding additional residual blocks on the
bottleneck dimensions helps performance.

7.3.4. Experiments

In this section, we test the empirical performance of the proposed model. First, we show that our
model is much faster than rectangular flows on tabular data. Second, we show that it outperforms
previous SOTA injective flows on generating images. Finally, we compare against other generative
autoencoders on the Pythae image generation benchmark (Chadebec et al., 2022), achieving the best
FID score in some categories.

Implementation details In implementing the trace estimator, we have to make a number of choices.
Briefly, i) we chose to formulate the log-determinant gradient in terms of the encoder rather than
decoder as it was more stable in practice, ii) we performed traces in the order fj(z)g(,(z) as this reduces
variance (both orderings are valid due to the cyclic property of the trace but since fy(z)g,(2) is a
d x d matrix whereas g,(2) fg(z) is D x D, the former is typically easier to estimate), iii) we used a
mixture of forward- and backward-mode automatic differentiation as this was compatible with our
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Figure 7.8.: Learning a noisy 2-D sinusoid with a 1-D latent space for different reconstruction weights 3.
Color codes denote the value of the latent variable at each location. When the reconstruction term has low
weight (left), the autoencoder learns to throw away information about the position along the sinusoid and
only retains the orthogonal noise. Only sufficiently high weights (right) result in the desired solution, where
the decoder spans the sinusoid manifold. The middle plot shows the tradeoff between reconstruction error
and NLL as we transition between these regimes (box plots indicate variability across runs).

Table 7.9.: Free-form injective flows (FIF) are significantly faster than rectangular flows (RF) with superior
performance in FID-like metric on 3 out of 4 tabular datasets (Papamakarios et al., 2017). Both methods
use K = 1. The results for RF are taken directly from (Caterini et al., 2021).

Method POWER GAS HEPMASS MINIBOONE
RF (Caterini et al., 2021)  0.083 £ 0.015 0.110 £+ 0.021 0.779 = 0.191 1.001 £+ 0.051
FIF (ours) 0.041 £+ 0.007 0.281 + 0.031 0.541 £ 0.034 0.598 + 0.024
Training Time Speedup 3.9 x 2.2 x 6.1 x 1.5 x

estimator, and iv) we used orthogonalized Gaussian noise in the trace estimator, to reduce variance.
Full justification for these choices is given in appendix B.7.1.

Tabular Data

We evaluate our method on four of the tabular datasets used by Papamakarios et al. (2017), using the
same data splits, and make a comparison to the published rectangular flow results (Caterini et al.,
2021), see table 7.9. We adopt the “FID-like metric” from that work, which computes the Wasserstein-2
distance between the Gaussian distributions with equal mean and covariance as the test data and the
data generated by the model. This is a measure of the difference of the means and covariance matrices
of the generated and test datasets. We outperform rectangular flows on all datasets except GAS. In
addition, we see a speedup in training time of between 1.5 and 6 times between FIF and a rerun of
rectangular flows (using the published code) on the same hardware. Full experimental details are in
appendix B.7.2.

In appendix B.7.2, we also perform an ablation comparing the different changes in the gradient
computation in table B.16. It shows that the on-manifold loss computation is unstable if combined
with a free-form autoencoder, but using an injective flow based on an invertible neural network can
stabilize training. This may be explained by the restrictive architecture. We notice that a free-form
architecture with our off-manifold gradient computation yields the best results overall.

Comparison to injective flows

We compare FIF against previous injective flows on CelebA images (Liu et al., 2015) in table 7.10.
Our models significantly improve the quality of the generated images in terms of the Fréchet inception
distance (FID) (Heusel et al., 2017) and Inception Score (IS) (Salimans et al., 2016). The former
compares generated samples to a set of reference samples, by computing the Wasserstein-2 distance
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between two Gaussian distributions fit to some embedding of the respective sets of samples. The latter
measures diversity by the entropy of the distribution of class labels in the generated samples, where
the class labels are provided by some pre-trained classifier. Samples from this model are depicted in
figure 7.6.

For a fair comparison, we train each model on the same hardware for equal wall clock time with
the code provided by the authors. The architectures of previous works were dominated by the need
that most layers are invertible and have a tractable Jacobian determinant. Our loss in equation (7.38)
does not impose these constraints on the architecture, and we can use an off-the-shelf convolutional
auto-encoder with additional fully-connected layers in the latent space. Details can be found in
appendix B.7.2.

Comparison to generative autoencoders

As free-form injective flows (FIF) do not require any specific architecture, we expand our comparison to
the much broader range of generative autoencoders. This is a general class of bottleneck architectures
that encode the training data to a standard normal distribution so that the decoder can be used as a
generator after training.

Recently, Chadebec et al. (2022) proposed the Pythae benchmark for comparing generative
autoencoders on image generation. They evaluate different training methods using two different
architectures on MNIST (LeCun et al., 2010) (data D = 784, latent d = 16), CIFAR10 (Krizhevsky,
2009) (D = 3072,d = 256), and CelebA (Liu et al., 2015) (D = 12288,d = 64). All models are trained
with the same limited computational budget. The goal of the benchmark is to provide a fair comparison
of different models, not to achieve SOTA image generation results, as this would require significantly
more compute.

As shown in table 7.11, our model performs strongly on the benchmark, achieving SOTA on CelebA
in Fréchet Inception Distance (FID) (Heusel et al., 2017) on the ResNet architecture with latent codes
sampled from a standard normal, and on both architectures when sampling from a Gaussian Mixture
Model fit using training data. At the same time, the Inception Scores (IS) (Salimans et al., 2016) are
high, indicating a high diversity. In the one combination where our model does not outperform the
competitors, FIF still achieves a comparable FID and high Inception Score. FIF also performs strongly
on the other datasets, see appendix B.7.2.

For each method in the benchmark, ten hyperparameter configurations are trained and the best
model according to FID is reported. For our method, we choose to vary 8 = 5, 10, 15,20, 25 and the
number of Hutchinson samples K = 1,2. We find the performance to be robust against these choices,
and provide all details on the training procedure in appendix B.7.2.

7.3.5. Conclusion

Free-form injective flows offer a computationally efficient solution to learning a compressed representa-
tion of data together with its distribution. We i) significantly improve an existing estimator for the

Table 7.10.: Comparison of injective flows on CelebA under equal computational budget. Free-form
Injective Flows (FIF) outperform previous work significantly in terms of FID.

N sampler GMM sampler
Model # parameters FID | IS 1 FID | IS 1
DNF (Horvat & Pfister, 2021) 39.4M 595.6 £ 0.59 1.9 52.7 + 0.33 2.0
Trumpet (Kothari et al., 2021) 19.1M 56.2 & 1.39 1.8 477 +2.24 1.9

FIF 34.3M 473 £1.39 1.7 374 +£1.35 20
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Table 7.11.: Pythae benchmark results on CelebA, following (Chadebec et al., 2022). We train their
architectures (ConvNet and ResNet) with our new training objective, achieving SOTA FID on ResNet. We
draw latent samples from standard normal “A/” or a GMM fit using training data “GMM”. Models with
multiple variants (indicated in brackets) have been merged to indicate only the best result across variants.
We mark the best FID in each column in bold and underline the second best.

ConvNet + ' ResNet + N/ ConvNet + GMM  ResNet + GMM

Model FID| ISt FID IS FID IS FID IS
VAE (Kingma & Welling, 2014) 548 1.9 666 16 524 1.9 63.0 1.7
IWAE (Burda et al., 2015) 557 19 676 1.6 527 1.9 64.1 1.7
VAE-lin NF (Rezende & Mohamed, 2015) 565 19 671 1.6 533 1.9 62.8 1.7
VAE-IAF (Kingma et al., 2016) 554 19 662 1.6 536 1.9 62.7 1.7
B-(TC) VAE (Higgins et al., 2017; Chen et al., 2018a)  55.7 1.8 65.9 1.6 51.7 1.9 59.3 1.7
FactorVAE (Kim & Mnih, 2018) 53.8 19 664 1.7 524 2.0 63.3 1.7
InfoVAE - (RBF/IMQ) (Zhao et al., 2017) 555 1.9 664 1.6 527 1.9 62.3 1.7
AAE (Makhzani et al., 2015) 599 18 648 1.7 539 2.0 58.7 1.8
MSSSIM-VAE (Snell et al., 2017) 1243 13 1190 1.3 1243 1.3 119.2 1.3
Vanilla AE 3277 1.0 2750 2.9 554 2.0 57.4 1.8
WAE - (RBF/IMQ) (Tolstikhin et al., 2018) 646 17 671 1.6 517 2.0 57.7 1.8
VQVAE (van den Oord et al., 2017) 3069 1.0 1403 2.2 516 2.0 57.9 1.8
RAE - (L2/GP) (Ghosh et al., 2020) 861 28 1687 31 525 1.9 58.3 1.8
FIF (ours) 569 21 623 1.7 47.3 1.9 55.0 1.8

gradient of the change of variables across dimensions, ii) note that it can be applied to unconstrained
architectures, iii) analyze problems with joint manifold and maximum-likelihood training and offer
a solution, and iv) implement and test our model on toy, tabular and image datasets. We find that
the model is practical and scalable, outperforming comparable injective flows, and showing similar or
better performance to other autoencoder generative models on the Pythae benchmark.

Several theoretical and practical questions remain for future work: We identified a problem with
jointly learning a manifold and maximum likelihood. We propose a fix in section 7.3.3 that provides
high-quality models, but further investigation is needed for a thorough understanding. Fitting a GMM
to the latent space after training improves performance on image data, suggesting that our latent
distributions are not perfectly Gaussian. We generally find that architectures with more fully-connected
layers in the latent space have a more Gaussian latent distribution, suggesting that larger models suffer
less from this problem. We leave potential theoretical or practical improvements to future work.

7.4. Conclusion

Using architectures that incorporate prior knowledge about the data at hand yields to superior
performance. Developing coupling architectures respecting beneficial properties increases the complexity
of modeling the data, and in some cases has not been possible, such as for rotation-equivariant networks
and for arbitrary Riemannian manifolds.

Free-form flows and its variants overcome this limitation by allowing the training of arbitrary
neural networks as normalizing flows. The two essential ingredients are the efficient estimator for the
change of variables term and the usage of two separate neural network for the forward and inverse
mapping in a normalizing flows, coupled by a reconstruction loss.

We show the versatility of the free-form flow framework by adapting it to the following three
classes of applications:

» Standard Euclidean geometry, where data is modeled as a full-dimensional distribution, by mapping
it to a latent distribution with equal dimension. We develop an estimator for the gradient estimator
in theorem 7.1.
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» Non-Euclidean geometry, where the data is modeled in an embedding space, but the mapping
between data and latent space is restricted to the manifold and respects its geometry. Theorem 7.3
generalizes the gradient estimator to the tangent space of Riemannian manifolds.

» Learning the data distribution in terms of a compressed representation. Theorem 7.4 modifies the
gradient estimator to a latent space with reduced dimension.

The resulting gradient estimators are remarkably similar, and we hypothesize that the estimator can
also be applied in more scenarios such as missing data, time series, and energy-based training.

In practice, free-form flows perform comparable or better than previous normalizing flows. They
are competitive with multistep methods at typically two orders of magnitude faster inference.

However, there are several points that can be improved: Free-form architectures are not guaranteed
to fulfill the invertibility /injectivity assumptions underlying the change of variables equations. This may
influence the training dynamics, and it needs to be considered when reporting negative log-likelihood
as a performance metric, which we address in section 7.1.3. The gradient estimator can exhibit a high
variance, potentially slowing down training and preventing the model from sticking at the true optimum.
On the positive side, this may partially prevent overfitting. Because of the use of a stop-gradient
operation, the training dynamics are governed by a gradient field that is not necessarily the gradient of
a loss.






8. Conclusion

This thesis contributes significantly to modeling arbitrary probability distributions with normalizing
flows. We propose a new theoretical framework of coupling-based normalizing flows, and we introduce
free-form flows, which allow training arbitrary neural network architectures as normalizing flows.
Our theoretical contributions can best be summarized by the following two rigorous hierarchies of
normalizing flow architectures.
The first hierarchy considers the universality of different constructions, that is, their ability to
approximate arbitrary probability distributions of interest:

1. While volume-preserving normalizing flows may have useful properties for practical applications,
we show in section 4.3.3 that they are not universal, meaning that they are fundamentally limited
in what distributions they can approximate. We also provide a fix that consists of a single,
non-volume-preserving layer that can be concatenated after training.

2. Affine coupling normalizing flows are universal. Unlike previous work, our construction in
section 5.4.4 does not contain ill-conditioned building blocks. Note that this universality is only
measured in a premetric derived from the loss used in practice of training normalizing flows.

3. More expressive coupling flows inherit their universality from affine coupling flows. In section 5.4.5
we identify a loss term that they can leverage within a single block, which enhances their
expressivity compared to affine couplings.

This has several practical implications: It underpins the practical insight that affine coupling flows are
a universal generative model. It raises a warning for practical applications relying on volume-preserving
flows such as temperature steerable flows (Dibak et al., 2022), in that they are fundamentally limited
in what distributions they can learn. It equips the search for more expressive coupling flows with a
novel metric, the loss improvement by a single layer.

While the above guarantees are an important step towards guaranteeing that normalizing flows
can accurately capture the uncertainty in a prediction, they leave several important questions open
for future work: First, showing that the target distribution can in principle be represented is not
sufficient for successful application. It requires to additionally understand the practical training of
networks using gradient descent and a finite set of samples. This includes successful generalization and
an understanding of adversarial samples. We think that our constructive proofs can serve as a basis for
a more general guarantee in the practical setting of learning from a finite training set. Second, the
derived guarantees do not directly consider the practical loss, the Kullback-Leibler divergence, but
a derived convergence metric. On the positive side, our experiments suggest that this practical loss
vanishes with our construction, unlike that in previous work. Finally, the above guarantees do not
make a precise statement on the number of layers required for a certain model quality. See section 5.5
for additional details.

Our second hierarchy of architectures addresses the latter two open questions. It concerns the
resources different architectures require in terms of the loss used in practice, depending on the problem
dimension:

1. A Gaussianization blocks treats dimensions independent of one another. It requires a number
of blocks that is at least linear in the number of dimensions: (D) required blocks, compare
section 6.2.3.
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2. By modeling a part of dependencies with a neural network between dimensions in each layer, at
most a constant number of coupling blocks is sufficient regardless of dimension: O(1) required
blocks, compare section 6.3.2.

3. Finally, the Knothe-Rosenblatt rearrangement realized as an autoregressive model (Rosenblatt,
1952; Knothe, 1957) demonstrates that if dependencies between all dimensions can be modeled in
a single block, then only that single block is needed. This comes at the disadvantage that either
training or sampling has to be performed dimension by dimension, slowing down the computation.

Combined with their practical efficiency, this shows that coupling blocks lie in a sweet spot of
being expressive yet cheap. These results confirm empirical observations, e.g. found for images by
Gaussianization (Dai & Seljak, 2021) and coupling flows (Kingma & Dhariwal, 2018). Our proofs rely
on the assumption that the data is Gaussian and the limit model is already close to convergence. This
is a weakness since real-world data is usually far off from a Gaussian, in particular if it should be
modeled with a generative model. However, we think that our statement still describes a practical
scenario, namely when the model is close to convergence, and leave closing this gap open to future
work. To facilitate this extension, we also show that the remaining task of learning any distribution
can be isolated from learning the closest Gaussian distribution.

In the standard setting of full-dimensional probability distributions under Euclidean geometry,
we identify no theoretical shortcomings of coupling-based normalizing flows. However, as argued in
chapter 1, some problems require incorporating prior knowledge such as inductive biases, symmetries and
special geometry. Previously, building invertible neural networks for these cases was time-consuming at
best and impossible at worst. Chapter 7 achieves a breakthrough in this challenge via the introduction of
free-form flows. They allow using unconstrained, not necessarily analytically invertible neural networks
as the transform between latent and data space in a normalizing flow. This allows easily incorporating
architectural improvements achieved in the more general research community into normalizing flows.
Training is possible by an efficient way to optimize the change in volume from data to latent space, an
essential part of the normalizing flow loss.

Overall, free-form flows perform better or comparable to existing normalizing flows. In comparison
to other generative models built on dimension-preserving free-form architectures, free-form flows have
the advantage that they greatly reduce the time to produce a single sample: While competitors such
as diffusion models (Sohl-Dickstein et al., 2015) require calling the learned neural network on the
order of 100 to 1000 times to get a sample, free-form flows require only a single network evaluation at
competitive quality. This is achieved using neural networks of comparable size, so that the speedup is
reflected in greatly reduced wall clock times.

We confirm the power and flexibility of the framework in experiments in solving inverse problems,
finding comparable performance to previous state of the art normalizing flows. In addition, free-form
flows greatly broaden the spectrum of applications normalizing flows can be used for, which we explore
in three orthogonal directions:

First, we consider the generation of molecules in a Euclidean space using a neural network that is
equivariant to rotations and translations. This had not been achieved using invertible neural networks
before. The resulting distribution is invariant to these transformations, an important prior knowledge
helping the model generalize.

Second, if the data lies on a known Riemannian manifold, we derive that the free-form flow
framework is readily applicable by computing the change in volume only in the tangent space of the
manifold. This yields a simple recipe to learn a normalizing flow on arbitrary Riemannian manifolds.
We demonstrate successful application to standard datasets on spheres, tori and rotation matrices. We
find our model to outperform normalizing flows specialized to the respective manifolds, and observe
competitive quality to multistep models while reducing the wall clock times for sampling by two to
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three orders of magnitude.

Finally, many real-world data such as images is generally viewed to be supported on a manifold,
but no analytic expression for that manifold is known. In this case, we propose free-form injective
flows that jointly learn a low-dimensional manifold to project the data to, as well as the distribution
of the data on that manifold. We contribute the identification of a pathology that can occur in this
joint training, in addition to pathologies already described in previous work (Brehmer & Cranmer,
2020). Again, we find our model to outperform previous injective flows and comparable performance
to alternative generative autoencoders on a benchmark.

Together, this makes free-form flows a strong generative model that is readily applicable to novel
problems. The gradient estimator for maximum likelihood training was easy to adapt in the considered
cases, and we expect that this will transfer to other modalities.

We leave several important research directions open to future work: On the theoretical side, since
encoder and decoder are only regularized to be inverse of one another, the training dynamics are
currently not understood and what minimizer is achieved in practice. On the practical side, computing
the value of learned density requires computing the exact Jacobian matrix, whose costs scale linearly
with dimension. Easy fixes could be estimating the volume change (Chen et al., 2019) or training a
surrogate model. In addition, the experiments have only scratched the surface of what applications are
possible with free-form flows. Given the plethora of available neural network architectures, we expect
to see applications in various settings.
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A. Proofs

A.1. Proofs on Pythagorean identities

This appendix is adapted from Draxler et al. (2022).

A.1.1. Proof of theorem 4.1

The explicit form of the non-Standardness is given by the KL divergence between the two multivariate

Gaussians N (m, X) and N (0, ):
S(m, ¥) = DxrL(N (m, 2)|IN(0,1))
= Egn(m,x)[log N (2;m, X) — log N (50, )]
= EmwN(m,E)[_% log det(27X) — %(SU —m)T2 Yz —m) + %log det(27Ip) + %||:1:||2]
— 3(~ToBdet(S) + By —3(z = m)TE" (@ = m) + )
= I(|m|* + tr £ — D — logdet ¥).

Theorem 4.1. Given data with distribution pg(z) with mean m and covariance ¥.. Then, the Kullback-

Leibler divergence to a standard normal distribution decomposes as follows:

L = Dgr(pe(2)IN(0,1)) = Drr(pe(2)|IN (m, X)) + D (N (m, L)V (0, 1)),

non-Gaussianity G[pg(z)] non-Standardness S(m,X)

and the non-Standardness again decomposes:

S(m,X) = Dk (N (m, X)||IN(m,Diag(X))) + Dk (N (m, Diag(X%))|IN (0, 1)) .

Correlation C(m,%) Diagonal non-Standardness

Also,

L = Dkr(pe(2)|IN(0,1)) = Drr(po(2)|lp(x1) - p(xp)) + Z Dir(pe(z)|IN(0,1)).

Mutual Information I[pg(z)] ' marginal loss L[pg(2;)]
Proof. We start with the first decomposition in equation (4.35).
Dkr(PIN(0,1)) — Dkr(pIN (m, X))

= Egp(a)llog p(x) —log N (z;0,I) — log p(x) + log N (z;m, ¥)]
- Exwp(a:) [_ log./\/'(m; 0, I) + IOgN(l'; m, E)]

= %EwNp(x) [Dlog(2n) + ||z||* — Dlog(2n) —logdet X — (z — m) TS~z — m))
1 _

= iEpr(x)[Htz —logdet ¥ — (z — m)TE 1(33 —m)]
1 2 Ty—1

= 3 (Bamp[l12]1°] — log det = — Eqpiy (@ — m) "= (@ — m)] ).

(A.6)
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The open expectation values read:

D

D D
Epnpio) |[91°] = Eonpe) | D07 | = . Eompiayla] = Yo (m? + Za) = |m* + &3, (A.15)
=1 i=1 i=1

and interpreting (z — m) as a RP*! matrix, we can re-write using the trace. Then use the cyclic
property and linearity of the trace:

Epp(o|(@ = m) S @ = m)] = Bgnpi [tr((z —m) TS (@ — m))] (A.16)
= Eppa) [tr((x — m)(z — m)TZ_l)] (A.17)
= (B (& — m) (2 — m) TJEY) (A18)
= tr(¥X 1) (A.19)
~D. (A.20)
Inserting the two expectation values, we identify:
1
Dy (PIN0. 1) ~ Dice (p|Am, ) = £ (Iml? + 108 ~logdet 2~ D) (A21)
= Dx(N (m, Z)|IN(0, 1)), (A.22)
and obtain equation (4.35).
Now we move on to show equation (4.36):
C(m, ) = Dt (N (m, B[N (m, Diag(%)) (A.23)
1 , 1 det(Diag(X))
=3 <tr<(D1ag Y) E) D + log T dy (A.24)
1. det(Diag(X))
_ A2
2 log detX (A.25)
and
1
Dict, (N (m, Diag(£) [N (0,1)) = 3 (tr Diag(X) — D — log(det(Diag(Z)))) (A.26)
1
- (tr - D-— log(det(Diag(E)))>. (A.27)
Adding the two divergences yields equation (4.36).
Equation (4.37) is due to (Cardoso, 2003, Section 2.1). O
A.1.2. Proof of lemma 4.2
Lemma 4.2. Given a D-dimensional distribution pix) and an affine-linear function
z=fo(r)=Ax+b (A.28)

for some invertible A € RP*P and b € RP. Then:

Glpo(2)] = Glp(x)]- (A.29)
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Proof. The non-Gaussianity G is given by:
Glp(z)] = Dxi(p(@) [N (m, X)). (A.30)
Mean and covariance of the push-forward of p through fy read:

Epr(m) [fg(w)] = Emwp(ac) [AZE + b] =Am+b=m, (A.31)

Covyp@) [fo(2)] = Covypia) [AT + 0] = AZAT =%, (A.32)
Thus, the non-Gaussianity after applying fy reads:
Glgzp) = Dxu(gsp|N (M, 2)). (A.33)

The push-forward of N (m,X) via fy is identical to the normal distribution that occurs in the non-
Gaussianity of gyp: .
(fo)sN (m, ) = N (m, ), (A.34)

Now, we make use of the fact that the KL divergence is invariant if both arguments are transformed
by any invertible function fy:

Dxr(p1(z)|p2(2)) = Dxi(((fo)rp1) (@) ((fo)ep2) (). (A.35)

Together,
Glpe(2)] = Glp(x)]. (A.36)
O

A.2. Proofs on Volume-preserving Flows

This appendix is adapted from Draxler et al. (2024b).

A.2.1. Minimizer of Volume-Preserving Normalizing Flows

In this section, we consider what distribution a volume-preserving flow converges to instead. We first
construct the latent distribution a sufficiently rich volume-preserving flows converges to when trained
with KL divergence and then show that this actually minimizes the KL.

We also demonstrate in what sense Aumne[pg(z)] is sensitive to volume-preserving transformations.
We therefore show that this flow converges under our convergence measure A,mne[pg(2)] if and only if
that volume-preserving flow converges to a standard normal in the latent space under KL divergence.

Rotationally Symmetric Distribution with Same Level Set Structure

Let us repeat the change-of-variables formula for a volume-preserving flow from equation (4.31):

po(x) = p(z = fo(x)) - C, (A.37)

where C' = |fy(x)] is constant with respect to x. Intuitively, this means that such a flow can permute
the probability mass at all locations x, and apply a single global factor to scale all probability values
by spreading out the distribution.

We now construct the best possible distribution learned by a volume-preserving flow to an arbitrary
input p(x) in terms of KL divergence. We therefore split the input space into the into level sets of p(x):

Ly(p(-) == {x € R” : p(z) = v}. (A.38)
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Acting on the input distribution, a volume-preserving flow yields a latent distribution pg(z) whose level
set structure is closely related to that of the input distribution, in the following sense:

|Lojc(po(2))]
Lu(p(a))] = =5 (A.39)
Here, with | - | we denote the (D — 1)-dimensional volume, thereby assuming:

Assumption A.1. The level sets of the data distribution L, (p(x)) are (D — 1)-dimensional.

Intuitively, this captures that a volume-preserving flow maps the input space to the latent space
such that the level set in data space for the density value v is mapped to the level set in the latent
space of level v/C — and the volumes are scaled by the factor C.

In the following, we use these level sets to construct the distribution p*(z) a volume-preserving
flow converges to in the latent space. This allows us to specify the best solution a volume-preserving
flow can converge to. We first consider a fixed C and then later consider choosing C.

Lemma A.1. Let p(x) be a bounded continuous probability density under assumption A.1. Then, a
unique continuous probability density p*(z) with the following properties exists:

1. Its level sets have equal volume: |L,(p)| = |L,(p*)|,
2. p* is rotationally symmetric: p*(z) = p*(Qz) for all Q € SO(D),
3. p*(21,0,...,0) is strictly monotonically decreasing in 0 < z; < oo.

Proof. We write p*(x) = p*(r)p*(Q|r), where (r, Q) are hyper-spherical coordinates. Since p*(x) should
be rotationally symmetric, the distribution of the solid angle € is isotropic, and equal to one over the
surface Ap_1(r) of the (D — 1)-dimensional hypersphere:

1 T(D/2)

(Qr) = = A .40
PO = s = (A.40)
This makes p* rotationally symmetric and leaves us with constructing p*(r).
Define the superlevel sets v for p(x) as follows:
Li(p) = {x € RP : p(z) > v}. (A.41)

Their volume |L;} (p)| as measured in D dimensions is monotonically decreasing in v and its derivative
yields the volume of the (D — 1)-dimensional level set:

9,4
%’Lv (p)| = |Lv(p)|- (A.42)
We now demand that
|L (p)] = L (p")] (A.43)
and integrate out 2:
L) = [ 1 (@) = oldo (A.44)

- /dQ/rDll[p*(T) > v]dr (A.45)

= Ap_1(1) /TD_ll[p*(r) > vdr. (A.46)
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Since p*(r) should decrease monotonically with r, we can replace the indicator function by integral
boundaries, where the upper limit depends on the target density value v. We identify max, p(z) (exists
because p(x) is bounded) with R = 0:

R(v)
Ly (07)] = ADl(l)/O rP~dr (A.47)
— AD_l(l)%R(v)D (A.48)

Rearranging yields R(v) from |L} (p)|:

o - (2E20) v

As R(v) is monotonous in |L} (p)|, |L} (p)| is continuous and monotonous in v, and R(v) is invertible,

its inverse can be used to define p*(r):
p*(r) = R7Y(r). (A.50)
By choosing R(v) to fulfill equation (A.43), their derivatives also match:

0

5110 (1) = |3 (p7)]- (A.51)

| Ly(p)| L (p)| =

_ 0 |
- Ov
The other properties of p* follow directly from the construction above. The density is unique (up to

zero sets) since a rotationally symmetric distribution is uniquely defined by a one-dimensional ray
(Eaton, 1986). O

We now show that the latent distribution p*(z) is actually attainable by a volume-preserving flow:

Lemma A.2. Under the assumptions of lemma A.1. There exists a bijective function fg : RP — RP
that is continuous and volume-preserving with unit volume change (|fy(x)| = 1) almost everywhere and

po(z) = p*(z = 2).

This means that there is a volume-preserving flow that exactly pushes p(x) to its respective p*(z).
Note that this volume-preserving flow has |f)(z)| = 1.

Proof. Divide the space into the level sets Ly(v) of p(x). Since p(x) is continuous, there is a countable
sequence of thresholds v; at which the number of connected components in the level set L,(v) jumps:
The first jump is at vmax = max, p(x), below which find as many connected components as there are
maximal modes in p(z). The number of connected components changes whenever there is a saddle point
or maximum in p(z). Between each subsequent pair of jumps (v;, v;11), each connected component
can be continuously assigned to a countable cluster number. This yields two tessellations of the entire
space: One into level sets, and one into continuous connected components. To construct fy, we assign
the highest points of z* € R? to fy(z*) = 0. Then, we continuously arrange the finite number of
components until the next jump in (max, p(z),v1) around the origin, such that the resulting level sets
are concentric circles. This constructs fy that pushes p(z) to p*(z) and fulfills the above constraints. [
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Best Volume-Preserving Normalizing Flow under KL Divergence

We are going to make use of the following identity that a volume-preserving flow with |fy(z)| = C # 1
with a standard normal in the latent space can be written as a volume-preserving flow with |fy(x)| =1
and an alternative latent distribution p(z) = N'(0,C~2/PT):

Lemma A.3. Given a volume-preserving bijection fo that is diffeomorphic almost everywhere, and
with |fj(x)| = C for some C > 0. Then, there exists a volume-preserving bijection fy with |fy(x)| =1
such that:

((f7 N (0, D) () = ((f5 )N (0,672 1) () (A.52)

In other words, the global volume change of a volume-preserving flow with standard normal latent
space can be absorbed into a single scaling layer at the latent end of the flow.

Proof. Let fo(x) = C~YP fy(x), which has |f}(z)| = C/C = 1 and write N'(0, C~%/PI) as the push-
forward of A/(0, I) through z — C~%/Pz, O

Now we show our main theorem 5.2 on volume-preserving flows, formalized in terms of the learned
latent distribution as constructed in lemma A.1:

Theorem A.4 (Best possible volume-preserving flow, formalized). Given a continuous bounded
probability density p(x) with (D —1)-dimensional level sets. Then, the minimal achievable KL divergence
by a volume-preserving normalizing flow pj(x) whose underlying map fy is continuous almost everywhere
and with a standard normal latent distribution reads:

* * 1
Di(p(x)|py(x)) = Drr(p™ (2)IN(0, [Zp(») [P 1)), (A.53)
where p*(z) is constructed as in lemma A.1, and Ypr(z) 18 its covariance matriz. The minimal loss is
achieved for C = |2p*(z)]*%.

Proof. By equation (4.10), Dk (p(z)||pe(z)) = Dkr(pe(2)||N(0,1I)). The variant in the latent space
can be rewritten using the entropy of py(2) as:

Dkw(po(2) IV (0, 1)) = Dkr(pe(2) [NV (0, 1)) = —H[py(x)] — /pe(Z) log N(2;0, I)dz. (A.54)

The entropy of the latent distribution of a volume-preserving flow only depends on the volume
change constant C', but not on the exact choice of fy:

Hlpy(z)] = — / po(2) logpp(z)dz (A.55)
— [ pla)og(paz = o)) C)do g C (A.56)
_ / p(x) log p(z)dz — log C (A.57)
— Hip(z)] - log C. (A.58)

Inserting into equation (A.54):

Dk1(pe(2)|IN(0, 1)) = Dkr(pe(2)|IN(0,1)) = —H|[p(z)] + log C — /pg(z) log N(2;0,I)dz. (A.59)
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Using lemma A.3, rewrite the last term in equation (A.59) as an integral over x:
—/pg(z) log N (2;0,CT)dz = —/p(x) log N (fo(); 0,C~21)dz. (A.60)

This reveals the KL is minimized by assigning the highest values of p(x) to the highest values of
N(0,C~2I). Since the order of densities N'(z;0,C~2I) is the same regardless of C, the assignment

fo(x) does not depend on C', which can be estimated separately via
Dkw(p* () [N (0, C2D)). (A.61)
By theorem 4.1, the KL divergence equation (A.61) can be decomposed as follows:
Dict.(p"(2) [N (0, C21)) = Dice (p* ()0, [8:]2 1)) + Dce, (W (0, [S:[ 2 DA (0,071, (A62

where |3, | is the determinant of the covariance matrix of the latent codes of p*(2): X, = Cov,p+(2)[2] =

]EZ|%I due to the rotational symmetry. The first term is invariant under scaling the latent codes, and

the second term is minimal for C~2 = |EZ|%.

O]

The remaining loss Dk, (p*(2)||N(0, |Ep*(z)]%l)) can be reduced to zero by switching to spher-
ical coordinates and learning p*(r) via a non-volume-preserving one-dimensional distribution, see
appendix A.2.2.

Sensitivity of A, g, to Volume-Preserving Flows

We now confirm that if a volume-preserving flow converges in KL divergence to p*(z) instead of p(z),
this is also noted by Aafine.

Lemma A.5. For a volume-preserving normalizing flow such that D (pe(2)||p*(2)) — 0, it holds that
Aatiine[po(2)] = 0 if and only if Dgr(p*(2)||N(0,1)) = 0.

*

Proof. By lemma 5.17, we can use AZg

equation (5.32),

> 0 and Aafine > 0 interchangeably. By its definition in

D/2
Ajgine = max } Z By [m?(5) + 03 (b) — 1 — log ?(b) (A.63)

According to theorem 5.2, the latent distribution py(z) = p*(z = =) minimizes the KL in the latent
space: Dkr,(po(2)||NV(0,1)) (the exact assignment between data and latent codes is not unique, but all
lead to the same latent estimate).

At this minimum, py(z) = p*(z = z). Since p*(x) is symmetric under rotations, it holds that, it
holds that m;(b) = 0 for (a,b) = Qu in all rotations Q. However, since Var,(q,p*)(a)a;p) 7 1 for all @,

it holds that
D/2

tiine = § 2By |07(6) — 1~ loga? (b)), (A.64)

which evaluates to the same value regardless of () since the distribution is rotationally symmetric.
While this minimum may not be exactly achieved by a continuous volume-preserving flow, a

sufficiently rich architecture is able to achieve universality Dk, (ps(2)[|NV(0,1)) — DkwL(p*(2)||N(0,I)).

Since the KL divergence implies the convergence of expectation values (Gibbs & Su, 2002), it holds that

A — %ZZD/Q Ey|02(b) — 1 —loga?(b)| > 0. Equality holds if and only if Dk, (p*(2)||N(0,1)) =

affine

0. O
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Note that the same argument also applies to Wasserstein distance and weak convergence, so this
does not indicate that A,mne[pg(z)] is more informative about convergence than these convergence
metrics.

A.2.2. Fixing Volume-Preserving Flows by Learning the Latent Radial Distribution

By Theorem 5.2, the global minimizer of a volume-preserving flow is given by p*(z) in the latent space,
as characterized by lemma A.1. Both p*(z) and the standard normal distribution p(z) = N (0, I) are
rotationally symmetric, so it is useful to make a change of variables to hyperspherical coordinates (r,2):

P () = ) @) Ir)| 20| (A.65)
p(2) = plr()p()r(2)) | 2 (A.66)

The rotational symmetry implies that:
(@) = p(O) = . (A67)

where Ap_1(r) is the surface of the (D — 1)-dimensional sphere of radius 7.

This means that we only need to match p*(r) and p(r). This can be achieved by a one-dimensional
transformation of 7.

Fixing the latent distribution can even be done after training, even if training had fixed the
volume change |f)(z)| = 1: Training the volume-preserving flow with a standard normal in the latent
space sorts the data such that p(z,) > p(xp) implies that r, < rp, that is points of higher ground
truth density are mapped to points closer to the origin. If we now replace the latent distribution
with another distribution that fulfills the same constraint by fitting p*(r), the minimizer with this
latent distribution remains the same. Thus, we can train with a standard normal and later fix the
one-dimensional distribution.

A.2.3. Proof of theorem 5.3

Theorem 5.3. The family of volume-preserving normalizing flows is not a universal distribution
approrimator under KL divergence.

Proof. Consider the data distribution

p(z) = a—Qe_aV it (A.68)
27
This distribution is rotationally symmetric, and it is monotonically decreasing in z1, so it fulfills the
conditions of p*(z) in lemma A.1, meaning that the best possible latent distribution is p*(z) = p(z = z).
Let us compute the KL divergence between this optimal latent distribution and a normal distribu-
tion with covariance ¥ = 2] in polar coordinates:

Dx1(p*(2) [N (0, 0°1)) (A.69)
=a? /reo”" <2 log(a) —log(27m) — ar + log(27) + 2log(o) + log 2}‘27“2) dr (A.70)
= 2log(ao) — 2+ % (A.71)

oo
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:logﬁ—2+%, (A.72)

where we have defined k := a202.

To find the minimum, differentiate with respect to k:

0 D ()N (0,021 = £

o ot (A.73)

which is zero for kit = 3. This critical point is a minimizer since the KL goes to oo for kK — 0 and
Kk — 00 and Keit is the only critical point.
We find at the extremum:

Dxr(p*(2)|IN(0,0%1))] = —1+log3 = 0.09861... > 0. (A.74)

Thus, there exists a distribution for which by theorem 5.2 the KL divergence achievable by a volume-
preserving flow is bounded from below by a nonzero value. This makes volume-preserving flows not
universal under KL divergence. O

A.2.4. Proof of proposition 5.4

Definition A.6. Given a probability density p(z) and a connected set M C RP. Then, M is called a

mode of p(x) if
p(x) =ply) Yo,y €M, (A.75)

and there is a neighborhood U of M such that:
p(x) >ply) Vee M,ye U\ M. (A.76)

With this definition of a mode, let us characterize the correspondence between modes of py(x)
and p(z) for a volume-preserving flow:

Lemma A.7. Given a latent probability density p(z), a diffeomorphism fy : RP — RP with constant
Jacobian determinant |f}(z)| = C and a mode M C RP of p(z). Then, f, (M) is a mode of pg(z).

Proof. We show that fe_l(M) fulfills definition A.6. First, for every x,y € fe_l(M): Then, by
construction: fy(z), fo(y) € M. As M is a mode:

p(z = fo(z)) = p(z = fo(y)). (A.77)
We follow:
po(z) = p(z = fo(x))C = p(z = fo(y))C = pe(y), (A.78)

where we have used the volume-preserving change of variables formula in equation (4.31).

Second, let U be a neighborhood of M such that equation (A.76) is fulfilled. As fy is a diffeo-
morphism, there is a neighborhood V' of fe_l(M) such that V C f, }(U). Consider z € fe_l(M),y €
V\ £, {(M). As M is a mode:

p(z = fo(x)) > p(z = fo(y))- (A.79)
Multiplying both sides by C, we find:

po(x) = p(fo(2))C > p(z = fo(y))C = po(y). (A.80)

Thus, f~1(M) is a mode of pyg(z) by definition A.6. O



126 A. Proofs

This makes us ready for the proof:

Proposition 5.4. A normalizing flow pg(x) based on a volume-preserving diffeomorphism fg(x) has
the same number of modes as the latent distribution p(z).

Proof. By lemma A.7, every mode of p(z) implies a mode of pg(z). Applied reversely, every mode of
po(x) implies a mode of p(z). Therefore, there is a one-to-one correspondence of modes between p(z)
and pg(x). O

A.3. Single non-linear affine layer

This appendix is adapted from Draxler et al. (2020).

A.3.1. Proof of lemma 5.5

Lemma 5.5. Given a probability density p(x) with finite first and second moments, and a single
affine coupling layer fop1 after a fized rotation Q so that (b,a) = Qx. Then, equation (5.5) is uniquely
minimized by the following scaling and translations as a function of the passive dimensions b:
1 1
si(b) = = , (A.81)
Varai\b[ai] Uz(b)

m;(b)
ai(b)

Proof. The affine nonlinearity c leaves the passive dimensions b unchanged. This leaves us with the
minimization problem in equation (5.5):

ti(b) = —Eq,pplailsi(b) =: —

(A.82)

D/2
1
min By, §Ha®es(b)+t(b)H2—Zsi(b) , (A.83)

s,t:RP/2RD/2 —
1=

where [y , is shorthand for EbﬂNQﬁp.

Under the assumption that s,t are arbitrary functions without smoothness constraints, the above
minimization problem decouples into one for each value of b. We fix b for what follows and write
s = 5(b),t = t(b) € RP/2 instead of the corresponding functions and obtain:

D/2

. 1 s 2
s,fglﬁ%ﬂEailb 5”&@6 —i—tH —Zsi(b) . (A.84)

This can be decoupled into D/2 independent minimization problems, indexed by i =1,...,D/2:

min E,
si,ti€ER ai

1 .
5(%6’8’ +t)? - Si] : (A.85)
At an extremal point, we find

1, .
8sl-ﬂ‘zl’omb 5(651ai + ti)2 -5

=K, [(esiai Ft)eSia; — 1] =0, (A.86)
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O Fa %(esiai )2~ 51| = Eqgp[ (i +1)] =0 (A.87)
We can solve the second equation for ¢;:
ti = —Eq,plai]e™. (A.88)
Insert this into the condition on s;:
Eq, b [Q(esiai —Eq,plaile®)e’a; — 1| = e2si Var,, pla;] — 1 =0, (A.89)
and find:
e** Var,, plai] = 1,
e’ = ; (A.90)
Var,, p[ai]
This is the statement, written component-wise and for a fixed b. ]

A.3.2. Proof of theorem 5.8

We will use the chain rule for the KL divergence for =z = (y, 2):

DxL(p(y, 2)lla(y, 2)) = DxL(p()lla(y)) + Ey[Dxr(p(2]y)llq(z]y)]- (A.91)

Theorem 5.8. Given a probability density p(x) with finite first and second moments, and a single
affine coupling layer fep1 after a fized rotation Q so that (b,a) = Qz. Let fop1 be the minimizer from
lemma 5.5 and & = fop1(Qx) = (b,a). Then, the loss has the following minimal value:

Dir(po(2)|lp(2)) = Drr(p(B)IN (0, 1)) + Eppir) | Glp(alb)] + C(mapp, Zapp) (A.92)
= Drr(p(O)IN(0,1)) = Afine(Q)- (A.93)

Here, the non-Gaussianity G[p(-)] and correlation C(m,X) are defined in theorem 4.1 and mg, and
Yap are the mean and covariance of p(alb). The loss improvement can explicitly be computed from the
conditional moments of p(alb):

D/2 L b2
fine(Q) = D> Ep[S(mu(b), 0:(b))] = 5 > By[mi(b) + 07 (b) — 1 —log o7 (b)]. (A.94)
i=1 i=1

Here, S(m,0) = Dgr(N(m,o)||N(0,1)) is the univariate non-Standardness like in in theorem 4.1.

Proof. By the chain rule of the KL divergence in equation (A.91), we can write the KL divergence
before the transport as:

DL (p(x)[N(0,1)) = Dxr(p(b) [N (0, 1)) + Ey[Dx(p(alb) [N(0, 1))], (A.95)

where we take the dimension of I to match the distribution in the other argument of the KL divergence.
By theorem 4.1,

D/2

D (p(alb) |N(0, 1)) = Glp(alb)] + C(mapy, Sapp) + Y S(mi(b), 0i(b))- (A.96)
=1
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Applying the transport in equation (5.8), we find the outgoing moments:
mi(b) =0, &i(b) = 1. (A.97)

Thus, S(m;(b),i(b)) = 0 and by lemmas 4.2 and 4.3 the non-Gaussianity G and the correlation C
(which is a mutual information) are left unchanged. Also, b= b, and so the passive KL contribution is
also left unchanged.

Taking the difference, we find:

D/2

afiine (@) = DxL(p(2)[|N(0, ) — Dxr.(pe(2) [N (0, 1)) ZS (m;(b), 0i(b)), (A.98)

which concludes the proof.

A.3.3. Proof of corollary 5.9
Corollary 5.9. If and only if p(a|b) is normally distributed for all b with diagonal covariance, that is:

D/2

plalb) = HNal|mZ ai(b)), (A.99)

a single affine block can reduce the KL divergence on the active subspace to zero:

DrL(p()|pe(x)) = 0. (A.100)

Proof. “=": Insert this particular choice of p(x) into equation (5.16) to obtain the result.

“«<": The push-forward pg(alb) can only be written as a product of its marginals if p(a|b) was a
product distribution for each b. Then, equation (5.16) decouples into contributions from each p(a;|b).
Each contribution is the non-Gaussianity of p(a;|b) which is only zero if p(a;|b) is Gaussian. O

A.3.4. Proof of lemma 5.12

Lemma 5.12. Given a distribution p and a single affine coupling layer f with a fized rotation Q). Call
(a,b) = Qx the rotated versions of x ~ p. Then, the following are equivalent:

1. a L b for (a,b) = fepi(@, b) minimizing the ML loss in equation (5.5),
2. there exists n L b such that a = f(b) +n ® g(b), where f,g: RP/2 - RP/2,

Proof. 1 = 2: Rewriting equation (5.8), we find:
a=m(b)+c(b) ®a=: f(b)+ g(b) ®n. (A.101)

By assumption, n = a 1 b and and we obtain the statement.

2 = 1: In the following, we omit “®” and all multiplications are element-wise.

We first identify the solution as in equation (5.8) and then show that the resulting variable is
independent of b. In the following, we write f = f(b) and g = g(b).

Enla] = f + En[n]g, (A.102)
Enla®] = f2 + 2fgEn[n] + g°E[n?). (A.103)
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We combine:

m(b) = f + En[n]g, (A.104)
o(b) =/ f2 +2fgE,[n] + g?E[n2] — (f2 + 2fgE,[n] + g°En[n]?) (A.105)
= gon. (A.106)

The resulting a from this transport reads:

a = alb) = L a—m
= fonlalt) = (= m(0) (A.107
= ——(f+ng— (/ + Exlrlg) (A.108)
_ aln(” —Ea[f)). (A.109)
This is independent of b. O O

A.4. Proofs on affine coupling flow universality

This appendix is adapted from Draxler et al. (2024b).

A.4.1. Proof of unique fixed point of affine coupling blocks
Underlying results from previous work

Here, we restate the results from the literature that our proof is based on:
First, for some vector-valued random variable X and every pair of orthogonal projections the
mean of one projection conditioned on the other is zero, then X follows a spherical distribution:

Theorem A.8 (Eaton (1986)). Suppose the random vector X € RP has a finite mean vector. Assume
that for each vector v # 0 and for each vector u perpendicular to v (i.e. u-v=0):

Elu- X|v- X] =0. (A.110)
Then X is spherical and conversely.

Secondly, Cambanis et al. (1981, Corollary 8a) identifies the Gaussian from all elliptically contoured
(which includes spherical) distributions. We write it in the form of Bryc (1995, Theorem 4.1.4):

Theorem A.9 (Bryc (1995)). Let p(z) be radially symmetric with E[||z]|%] < oo for some o > 0. If
Elllz1, . m|[*|m+1,...n] = const, (A.111)

for some 1 < m < n, then p(x) is Gaussian.

Relation to practical neural networks (lemma 5.17)

Before moving to the proof of theorem 5.16, we show the helper statement lemma 5.17.

To relate equations (5.6) and (5.18) to actually realizable networks, which cannot ezactly follow
the arbitrary continuous functions s7(b),t;(b), the following statement asserts that the fixed point
of adding coupling layers with infinitely expressive conditioner functions is the same as for actually
realizable and well-conditioned coupling blocks:
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Lemma 5.17. Given a continuous probability density pg(z). Then,
AlfinePo(2)] > 0 (A.112)
if and only if:
Aafine[po ()] > (A.113)

Proof. First, note that AZg [pg(2)] > Aafine[pa(2)] > 0 since no practically realizable coupling block
can achieve better than equation (5.18). Thus, if AXg [pe(2)] =0, so is Aummine[po(2)] = 0.

Denote by A¥g (@) and Augmine(Q) the best possible loss improvement for a fixed rotation @,
omitting the argument py(z) for brevity, as in theorem 5.8.

Now choose the rotation Q* = argmaxg Alg  (Q) (pick any if not unique). Below, we show that
then Aaffine(Q*) > 0, and thus Aafine[po(2)] = Aaffine(@*) > 0.

Without loss of generalization, we consider one single active dimension a; in the following, but the
construction can then be repeated for each other active dimension.

If we apply any affine coupling layer ¢;(a;;b) = s;(b) ® a; + t;(b), the loss change by this layer can
be computed from the theoretical maximal improvement A’ (Q*) before and after adding this layer

AZfﬁne(I ):
Aaiine(@*) = Aiftine (Q") = Algine (1) (A.114)
:%Ebmdm2+axm?—1—mg@wf}—éﬁﬁmam2+axm2—1_hgﬁdm2.(Aiw)
The moments after the affine coupling layers read:
mi(b) = sp(b)mi(b) +1t,(b),  Gi(b) = s (b)oi(b). (A.116)

Case 1: Ey[o;(b)? — 1 — log o;(b)?] > 0:

Then, without loss of generality, by continuity and positivity of pg(z) and consequential continuity
of o;(b) in b, there is a convex open set A C RP/2 with non-zero measure p(A) > 0 where o;(b) > 1. If
0i(b) < 1 everywhere, apply the following argument flipped around o;(b) = 1.

Denote by omax = maxpeq 0i(b). Then, by continuity of o;(b) there exists B C A so that
0i() > (Omax — 1)/2 + 1 =: Opaxyp for all b € B. Let € C B be a multidimensional interval
[l1,71] X --- X [Ip/2, 7 pyo] with p(C) > 0 inside B.

Now, we construct a ReLU neural network with two hidden layers with the following property,
where F' C E C C are specified later with p(F') > p(E) > 0:

ggo():%:x/z reEcCD
Umm <golr)<1l xz€D (A.117)
go(x) =0 else.
To do so, we make four neurons for each dimension i =1,...,D/2:
ReLU(z; — I;),ReLU(x; — I; — 0), ReLU(x; — r;), ReLU(x; — r; + 9), (A.118)

where 0 < § < min;(r; — [;)/4. If we add these four neurons with weights 1,—1,—1,1, we find the
following piecewise function:

r—U; L<x<l;+6
5 L+d<wz<ri—3o (A.119)

ri—c ri—0<x<r
0 i < .
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If we repeat this for each dimension and add together all neurons with the corresponding weights
into a single neuron in the second layer, then only inside D = (I1+0d,71—0) XX (Ip/2+6,7p/2—0) C C
the weighted sum would equal 6D /2. By choosing § as above, this region has nonzero volume. We
thus equip the single neuron in the second layer with a bias of —§D/2 + € for some € < §, so that it is
constant with value € inside £ = (4 +J —€,71 =6 +¢€) X --- X (Ipja + 6 + €,7p/s — 6 —¢€) C D and
smoothly interpolates to zero in the rest of D.

For the output neuron of our network, we choose weight (0y,.x /2 — 1)/€ and bias 1. By inserting
the above construction, we find the network specified in equation (A.117).

Now, for all b € D,

1< 5‘1(17) < O‘i(b), (A.IQO)

so that
mi(b)? 4 Gi(b)? — 1 —log G;(b)? < m;(b)? + 04(b)* — 1 — log o;(D)?. (A.121)

Thus, parameters ¢ exist that improve on the loss. (Note that this construction can be made more
effective in practice by identifying the sets where ¢ > 1 resp. ¢ < 1 and then building neural networks
that output one or scale towards (b) = 1 everywhere. Because we are only interested in identifying
improvement, the above construction is sufficient.)

Now, regrading t,, we focus on Ey[m;(b)?] > 0 (otherwise choose t, = 0 as a constant, which
corresponds to a ReLU network with all weights and biases set to zero):

Epfmi(0)?] > Epf(s, (0)mi(b) + t,(6))?]. (A.122)

By Hornik (1991, Theorem 1) there always is a t, that fulfills this relation.

Case 2: Ey[0;(b)? — 1 —log 0;(b)?] = 0. Then, choose the neural network s,(b) = 1 as a constant.
As Al [po(2)] > 0, Epopap)[mi(h)?] > 0 and we can use the same argument for the existence of t,, as
before.

We now show that a L-bi-Lipschitz coupling block can be constructed. To achieve this, replace
the action of the coupling block a; = s(b)a; + t(b) by a; = a(s(b)a; + t(b)) + (1 — a)a;. Since s(b)
and t(b) above were constructed to move the data in the right direction, we obtain a finite loss

improvement, since a > 0 < AXe =~ > 0. The Jacobian fépl of the restricted coupling block is
(4)

| feptl = @l foriginall + (1 — @) 1. Since the eigenvectors are unchanged, all eigenvalues A1 Of | foiginall

are modified to /\g) = a/\(i)

original

that min; /\g) > L~ and max; )\g) < L to achieve L-bi-Lipschitzness. O

+ (1 — ). This moves all eigenvalues closer to 1. Choose a > 0 such

Proof of theorem 5.16

The following theorem based on lemma 5.17 shows that A,gine[pg(2)] is a useful measure of convergence
to the standard normal distribution:

Theorem 5.16. With the definitions from definition 5.15:
po(2) = N(2;0,1) <= Aafiine[po(2)] = 0. (A.123)

Proof. The forward direction is trivial: pg(z) = N(0,I) and therefore Dk, (pg(2)||N(0,1)) = 0. As
adding an identity layer is a viable solution to equation (5.27), there is a 6. with Dkr,(pgue, (2)[|N(0,1)) =
0, and thus Aumnelpe(z)] = 0.
For the reverse direction, we have Auine[po(2)] = 0. Then, by lemma 5.17 also A’ [pe(2)] = 0.
The maximally achievable loss improvement for any rotation @ is then given by equation (5.32):

D/2
Alipnolpo(2)] = max = > E [mi<b>2 +0i(b)* =1 —logoi(b)*| = 0. (A.124)
Q 2 =1
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Figure A.1l.: The normalizing flow we construct in our proof is remarkably simple: We iteratively add
coupling blocks, optimizing the parameters of the new block while keeping previous parameters fixed.
Theorem 5.16 shows that if adding another block shows no improvement in the loss, the flow has converged
to a standard normal distribution in the latent space. Since the total loss that can be removed is finite, the
flow converges.

It holds that both z? > 0 and z? — 1 — log2? > 0. Thus, the following two summands are zero:
0= iE, [mi(b)ﬂ, (A.125)
0=1E, [a,-(b)2 —1—log ai(b)ﬂ. (A.126)

This holds for all @) since the maximum over () is zero.
By continuity of p(b) and mq(b) in b, this implies for all b:

E,,pla1] = 0. (A.127)

Fix by and marginalize out the remaining dimensions by _p/» to compute the mean of a; conditioned
on by:
Mayb = Ea1|b1 [a1] = B,

,,,,, D/2 [Eallb[al]] = Eb1,4.4,D/2 [O] =0. <A‘128)
As a1 and by are arbitrary orthogonal directions since the above is valid for any @, we can employ
theorem A.8 to follow that py(z) is spherically symmetric.

We are left with showing that for a spherically symmetric pg(z), if for all @ there is no improvement
Aafiine(Q), then py(z) = N(0,1).

Choose @ = I and write x = (b;a). As Aafine = 0, we can follow o;(b) = 1 like above. This implies

that:
D/2

Eqpllal’) = ) _(mi(b)* +0i(b)*) = D/2. (A.129)

i=1
In particular, this is independent of b and we can thus apply theorem A.9 with o = 2.
Finally, m;(b) = 0 and o;(b) = 1 for all @ imply that py(z) = N(0,I). O

A.4.2. Proof of theorem 5.18

Theorem 5.18. For every continuous p(x) with finite first and second moment with infinite support,
there is a sequence of normalizing flows p,(x) consisting of n L-bi-Lipschitz affine coupling blocks such
that their latent distributions converge to the standard normal:

pn(z) 75 N (20, 1), (A.130)
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n—oo

in the sense that Aufine[pn(z)] — 0.

Proof. The proof idea of iteratively adding new layers which are trained without changing previous
layers is visualized in figure A.1.

Let us consider a coupling-based normalizing flow of depth n and call the corresponding latent
distributions p,(z), where n = 0 corresponds to the initial data distribution p(z). Denote by L, =
Dk1(pn(2)|lp(2)) the corresponding loss. Then, if we add another layer to the flow, we achieve a
difference in loss of: Aufhine|[pn(2)] = L — Lnt1-

Without loss of generality, we may assume that the rotation layer Q) of each block can be chosen
freely. Otherwise, add 48 coupling blocks with fixed rotations that together exactly represent the Q) we
want, as shown by Koehler et al. (2021, Theorem 2).

We construct the blocks of the flow iteratively: Choose the rotation and subnetwork parameters
pn+1 of each additional block such that the block maximally reduces the loss, keeping the parameters
of the previous blocks ¢, ., fixed. Then, Aymine[pn(2)] attains the value given in equation (5.28):

,,,,,,,,,,

Each layer contributes a non-negative improvement in the loss which can at most sum up to the
initial loss:

n—1
> Auttine[pr(2)] = Lo — Lo < Lo foralln > 1, (A.132)
k=0

and the inequality is due to £, > 0. For a non-negative series that is bounded above, the terms of the
series must converge to zero (Rudin, 1976, Theorems 3.14 and 3.23), which shows convergence in terms
of section 5.4.3:

> Asttine[Pn(2)] < Lo < 00 = Agftine[pn(2)] = 0. (A.133)
n=0
O

A.4.3. Relation to convergence in KL

Corollary A.10. Given a series of probability distributions p,(z). Then, convergence in KL divergence
Dir(pn(2)||N(0,1)) =22 0 (A.134)
implies convergence in the loss improvement by a single affine coupling as in definition 5.15:
Aasine[pn (2)] =25 0. (A.135)
Proof. By assumption, for every € > 0 there exists N € N such that:
DkL(pn(2)||N(0,1)) <€ Vn > N. (A.136)

This implies convergence of A.mne[pn(2)], by the following upper bound via the sum of all possible
future improvements which is bounded from above by the total loss:

Aatiine[Pn(2)] < Y Aufiinelpm(2)] < Dxi(pa(2)IN(0,1)) <€ ¥n > N. (A.137)

O]
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A.4.4. Convergence in Wasserstein but not in KL Divergence

In section 5.4.2 we argued that convergence under Wasserstein distance Wa(p, py,) 7% 0 does not
imply convergence under KL divergence Dkr,(p||pn) —— 0. We illustrate that via an example:
Take a standard normal target p(z) = AN(0,1) in 1D and approximate by a mixture of 4-

distributions:
o0

p(@) = > p([ian, (i + 1)an))d(x — an ). (A.138)
1=—00
This mixture splits the input space into bins of width a,, and positions a d-distribution at the left of
each bin, weighted by the amount of mass in the bin in the target distribution.

The optimal transport plan underlying the Wasserstein distance redistributes the weight from the
left edge of each bin over the entire bin. This means that the total distance any point has to travel
under the optimal transport plan is a,. It thus holds that Wa(p,p,) < a,. If we choose a,, — 0, so
does Wa(p, pp) — 0.

The KL divergence can be lower bounded by the total variation via Pinsker’s inequality:

orv(p, pn) = sup P(A) — Pn(A)‘ < \/;DKL(p(x)Hpn(x)) (A.139)

A measurable

The set of all bin interiors I = U° ___(iap, (i + 1)a,) is measurable. It holds that P(I) = 1 (since

we only exclude the zero-set of bin edges to get I from R). Also, P,(I) = 0 since all the mass is

concentrated at the bin edges in py, and so 1 < dpv(p, pn) < 4/ %DKL(pHpn) regardless of a,.

Thus, Dkr(p||pn) = 2 > 0 regardless of n, but Wa(p, p,) — 0.

Intuitively, the construction in Koehler et al. (2021) is related to the mixture above. The vanishing
scaling terms from latent to data space in their universality proof squeeze the distribution to a thin
wall of high probability. The translation terms ensure that this squeezed distribution is distributed
over the space such that the error in terms of Wasserstein distance is bounded by the grid length e.

A.5. Benefits of more expressive coupling blocks

This appendix is adapted from Draxler et al. (2024b).

To see what the best improvement for an infinite capacity coupling function can ever be for a fixed
rotation (), we make use of the chain rule for KL divergences in equation (A.91) and the Pythagorean
identities in theorem 4.1:

D/2
£ = Dt (po(2)IN (0, 1)) = B + By | 10 Z( Si)) |- (A.140)

The symbols B, I(b), G;(b), S;(b) all denote KL divergences:

The first two terms remain unchanged under a coupling layer: The KL divergence to the standard
normal in the passive dimensions B = Dkr.(pg(b)[|IV (0, Ip/2)), which are left unchanged. The mutual
information between active dimensions I(b) = Dk (pg(alb)|[pg(ai|b)---pg(ap /b)) the dependence
between active dimensions conditioned on the passive vales. It is unchanged because each dimension a;
is treated conditionally independent of the others by lemma 4.3.

The remaining terms measure how far each dimension pg(a;|b) differs from the standard normal:
The non-Gaussianity measures the divergence to the Gaussian with the same first moments as pg(a;|b):
G(b) = Dkwr(pe(ailb)||N(m;i(b),o:(b))). Finally, the non-Standardness measures how far each 1d
Gaussian is away from the standard normal distribution: S;(b) = Dk, (N (m;(b), o4(b))|IN (0, 1)).
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Note that the total loss £ is invariant under a rotation of the data. The rotation does, however,
affect how that loss is distributed into the different components in equation (A.140), which we have
used in section 5.3.3.

If we restrict the coupling function to be affine-linear c(a;;6) = sa; +t (i.e. a ReaNVP coupling),
then this means that also G(b) is left unchanged per lemma 4.2. Ounly a nonlinear coupling function

c(ai; 0) can thus affect G(b) and reduce it to G(b) < G(b).
Taking the loss difference between two layers in both cases, we find equation (5.37).

A.6. Convergence rate of Gaussianization blocks

This appendix is adapted from Draxler et al. (2023).

A.6.1. Proof of proposition 6.1

Proposition 6.1. Given D-dimensional data with mean m and covariance ¥ and a rotation matrix Q).
Then, the moments m, X that can be reached by a linear Gaussianization layer as in equation (6.7) are:

m =0, 2(Q) = M(QEQT). (A.141)
This minimizes S(1m, %) as given in equation (6.1), and G does not change.

Proof. By equation (4.37), we only need to consider the marginal losses L[py(z;)], as Gaussianization
does not affect the mutual information I[py(z)]. The marginal losses, by equation (4.35), decompose
into the non-Gaussianity G[pg(z;)], which is not affected by the linear layer we consider, and the
one-dimensional non-Standardness S(m;, Sl 1). The latter is minimal for m; = 0 and Y = 1. Solving
(2)ii = (Diag(r)QXQT Diag(r));; for r and then choosing u to shift the mean to zero yields the
result. O

A.6.2. Proof of theorem 6.2

Theorem 6.2. Given D-dimensional data with covariance ¥ fulfilling assumption 6.1, and S(0,%) < 1.
Then, the expected non-Standardness after Lg,, Gaussianization blocks as in proposition 6.1 can be
bounded as follows:

ngn
2
(Lgan) -
EQ1,Qrgn [9(0, 255 (Q1, ... Qr,,.))] > <1 o 2) S(0,%). (A.142)
Proof. By proposition 6.1, the output moments read:
m=0, %=MQ2QT). (A.143)

We define M = Diag(QXQ")~'/2. Inserting into the loss in equation (6.10), we find:

S = —1log det ¥ = —1log det(MQXQ™M) = 3 (log det M? —logdet X) (A.144)
=S+ Llogdet M2 (A.145)

As we consider random rotations @) € O(D), we compute the expected loss over rotations:

D
EQEO(D) [S} =S+ %EQEO(D) [log det M2] =S+ %ZEQEO(D) [log(QZQT)“] (A146)
=1
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D
< S+13> 10gEgeomn)(QEQT)i] = S. (A.147)
=1

Here, we have used Jensen’s inequality and that Egeo(p)[(QEQ")i] = tr£/D = 1 by lemma A.11.
(This is a vacuous bound: The expected loss after the layer is at least as good as before the layer.)
We now estimate Jensen gap, that is the error of Jensen’s inequality, to get an estimate for a lower

bound on Egco(p)[S]. Here, we make use of the result in (Costarelli & Spigler, 2015) applied to log:

1
Elp(z)] — p(Elz]) < 5 max ¢"(z) Var[z]. (A.148)
xTe
In our case, ¢(x) = —logx, and = € [Anin, Amax), the extremal eigenvalues of ¥ (which are invariant

under rotation).
Identifying terms in equation (A.267):

Var[(Q2Q )] = (02+2) Var[\], (A.149)

for the variance of the eigenvalues of X, given by Var;[\;]. This means:

1 2
52 (D3 Var[\]. (A.150)

S—8<
B min (D + 2)

We make use of the following arithmetic mean-geometric mean (AM-GM) inequality by (Cartwright
& Field, 1978):
Var[A]

<A—g< , A.151
2)\max o 7= 2>\min ( )
where ¢ is the geometric mean of the eigenvalues:
D
g:= A", (A.152)
i=1
and find: ) 5
S—8< 5 2\nax(1 - 9). (A.153)
202, (D +2)""™
As Amax > 1, we can multiply the right-hand side by Apax:
S-§< 1 2oy (1-g) (A.154)
_2)\I2nln(D+2) max g *
Then, rewrite using the conditioning number £ = Apax/Amin:
S—§< 2 21-yg) (A.155)
— k(1 —g). .
= (D+2) g
Note that one can write the loss S directly via g and vice versa:
1 D
S = —3 log gP = ) log g, (A.156)

g =exp(—25/D). (A.157)
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We upper bound x using a function of the loss (equation (A.276)):

1++1-gP
max k= +—9D. (A.158)
2:1;')'\';:% 1-— \/ 1 —Jg

Hi )‘;/D:g

Then,
2
~ _ 4D
§-§<—2 MVizg® (A.159)
(D+2)1-/1-¢P

A.6.3. Proof of theorem 6.3

Theorem 6.3. Under the assumptions of theorem 6.2 and assumption 6.2, and S(0,%) < 1. Then,
the expected non-Standardness after Lg,, Gaussianization blocks as in proposition 6.1 can be bounded
as follows:

ngn
2
EQr... 1 [SO, 55 (Qu, . Q)] 2 (1 - M) 5(0,%). (A.160)

Proof. By assumption, we have the limit S < 1. Rewriting equation (6.13) in terms of S and taking
the limit, we find:

Eq[S] > <1 - 1>2+2>S —0(9)]. (A.161)

Repeat over Lg,, blocks to obtain the statement. O

A.6.4. Proof of theorem 6.4

Theorem 6.4. Given a multivariate Gaussian distribution p(x) = N(0,X) under assumption 6.3. To
exactly represent p(x) with random rotations @, at least

L>-(D+1) (A.162)

N | =

Gaussianization layers are required almost surely.

Proof. We need to exclude the special case that the accumulated rotation Q) = Q; - -- Q; (partially)
aligns with the eigenspace of ¥ for some [ = 1,..., L. Then, the ¥ is (partially) diagonal in the input
to this block [ and fgim, can map ¥ — I already earlier. However, this alignment has probability mass
zero under random Q.

To perfectly map the input Gaussian A (0,¥) to the latent distribution N'(0, ), we need to learn a
linear function A such that the latent covariance becomes the identity: AT A = I. As a lower bound
on how many layers we need to represent a suitable A, our learned function needs to have at least as
many degrees of freedom as the covariance matrix ¥ € RP*P: As it is symmetric, ¥ has D(D + 1)/2
independent degrees of freedom. The D linear single-dimensional transforms in each block fqin, ; have
a total of D degrees of freedom. Thus, we need more than D(D + 1)/(2D) = (D + 1)/2 layers to
represent . ]
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A.6.5. Proof of corollary 6.5

Corollary 6.5. Given a multivariate non-degenerate Gaussian distribution p(z) = N(0,3) under
assumption 6.3. To exactly represent p(x) with learned rotations Q with k- D parameters each, at least
1
L>——D A.163
—2(k+1) ( )
Gaussianization layers are required almost surely.

Proof. The proof follows by replacing the number of parameters per layer in appendix A.6.4 by (k+1)D
instead of D. We find at least D(D +1)/(2(k+1)D) = (D +1)/(2(k+ 1)) > D/(2(k + 1)) layers to
represent . O

A.6.6. Proof of corollary 6.10

Corollary 6.10. Given a multivariate Gaussian distribution p(z) = N(0,X). The initial loss L is
given by equation (6.10). Then, in the case L < 1,1 < D, the loss after Ly iterative coupling blocks
with random rotations is at most:

chl
EQL.LGO(D) [[:(LCPI)] S; () L. (A'164)

Proof. We start from theorem 6.9. We first take the limit of y(£) for £ < 1 and then D > 1. We use
the computer algebra system sympy to take the limits:

y(L) £2% 5 (%(1_7 ;(21))142) +o(L) 2=, % +0O(L)+0(D™M). (A.165)
O
To further justify the usage of
y(£) T % (A.166)
note that DID49)_ 4
() L0 Q(D(_Ir)(l)); 5 [1/275/9} <0.555. .. (A.167)

A.7. Convergence rate of coupling blocks

This appendix is adapted from Draxler et al. (2022).

A.7.1. Proof of proposition 6.6

Proposition 6.6. Given D-dimensional data with mean m and covariance ¥ and a rotation matric
Q. Split the covariance of the rotated data into four blocks, corresponding to the passive and active
dimensions of the coupling layer:

T [ Zee e
0xQT = (Zab o (A.168)

Then, the moments m, Y that can be reached by a linear coupling layer as in equation (6.23) are:

ne0, $Q) - (M(OEbb) M gabzb‘;zba})' (A.169)
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This minimizes the non-Standardness S(m,X) as given in equation (6.1), and G does not change.

Proof. We aim to find the affine-linear coupling layer f., minimizing S(ZN]) By lemma 4.2, the
non-Gaussianity G' does not change.
The affine-linear coupling has the form in equation (6.23), which we repeat here for convenience:

(2) — Q) =1 O (; ?) (Z) +u (6.23)

It has the form of fepi(z) = AQx + v with an appropriately constrained A. To make the coupling
affine-linear, r € RE is positive, u € RP/2 and T e RP/2%D/2 ig the matrix describing the linear
dependence of the active on the passive dimensions.

By linearity of expectation, the mean of x reads:

m = AQm + u. (A.170)

Write My, := Diag(ry..p/2) and M, := Diag(rp/s41..p), so that the covariance of & is given by:

5 = Cov[i] = AQxQT AT (A.171)

_(My 0\ (Zw Sea) (M, TT
_ MpZpp M My (Epa M + ZppTT) (A.173)

(szb + Mazab)Mb (sza + Mazaa)Ma + (szb + Mazab)TT .
Together, the non-Standardness of Z is given from equation (6.1)
- 2 - .
S(m, $) = ;(HmH —|—tr2—D—logdet2> (A.174)
2

~1 (HAm n bH Fte(MESg) + tr(TSha M) + tr(M2Seq) + tr(TSpT7) (A.175)
+ tr( MY TT) — D — log det & — log det M;, — log det Ma>. (A.176)

To find the minimum of S(772, ¥), minimize the above over r, T and u:

arg min S(1m, ). (A.177)
r, T
It is easy to see that u = —Am minimizes equation (A.176) as in this case m = 0.
At the minimum, we find for 7:
a8 (m, ) 1
0= —7—"F=—— Yvp)il, A.178
or, e r1(Zen)u ( )

for some [ =1,...,D/2. We read off that r; = (Ebb)l_ll/2. In matrix notation:
M,, = Diag(Zy) /2. (A.179)

For rp/a41..p, T, we find the system:

- D/2
2S(m,X) 1

0= __ ST T )i+ S5 12 (S A.180
Domrns PR D Toi(Zha); +0/2(Xab) ( )

J=1
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D/2
85( )
0= aTop o (Zha)po + Z (A.181)

Multiplying the first equation by s, p /o, we find in matrix notation:

I = Diag(TYpa M, + M2%,,) (A.182)
0= My>pq + T>pp- (A.183)

We solve the second equation for 7' (we use that X, is invertible as it is positive definite):

T = MYy (A.184)

and insert into the first:
I = Diag(— Moy Sa Mo + M2%00) (A.185)
= Diag(— M2 X Ypa + M250,). (A.186)

The last step is due to Diag(+) linear and M, diagonal. We read off that:
M, = Diag(Zaa — Zap Dy Soa) 2. (A.187)

Alternative solutions with negative signs are discarded because we assumed r > 0, that is the diagonal
of the Jacobian is positive (note that this would not have an effect on the covariance).
Inserting into equation (A.173), we find:

Spp = My Yo, My, = Diag(Sy)~/? Sy, Diag(Sp) ™% = M (S), (A.188)
Spa = My(SpaMa + S TT) = My(SpaMa — Sp S5 Lo Ma) =0, (A.189)
Sap =0, =0, (A.190)
Saa = (TSha + MySaa) Mo + (TS + MySap)TT (A.191)
= (~MaXabSy S + MaYaa) Ma + (MaXap gy Stp — MaZap) Sp LbaMa (A.192)
= Mu(Zaa — ZavXi Sha) Ma = M (Saa — EabEp' Soa)- (A.193)

This concludes the proof:

o - [ M(Zw) 0
m=0 %= ( S (A.194)

O
A.7.2. Proof of theorem 6.7
The following statement will help us along the way:
Lemma A.11. For A€ CP, Q € {O(D),U(D)} with the corresponding Haar measure p(Q):
N 1
EQep@(QAQ")i] = = tr(A). (A.195)

D

Proof. By symmetry, Eq[(QAQ*)11] = Eg[(QAQ*);] for i = 1,...,D. Thus, Eg[(QAQ*)11] =
b S EQl(QAQ%)i] = HEqltr(QAQY)] = 5 tr A. -
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When we write Q*, we mean conjugate transpose if ) is sampled from the unitary group U(D),
and transpose if @ is from the orthogonal group O(D). Whenever we only consider orthogonal @), we
will resort back to writing Q7.

This allows us to directly estimate Eq,(q)[log det M7]:

Lemma A.12. With the definitions in section 6.3.2, p(Q) either the Haar measure of orthogonal or
unitary matrices, and assumption 6.1. Then:

Eg-p(q)[logdet M7] > 0. (A.196)
Proof. M, is given by:
M = Diag(Zy) " (A.197)
The corresponding expectation value can be estimated via Jensen’s inequality:
Egp(q)llog det Mg] = Egp(q)llog det Diag(Xy) '] (A.198)
D/2 D/2
= _EQNP(Q) log H(be)ii = — ZEQNP(Q) [log(Ebb)ii] (A.199)
i=1 i=1
D/2 D
> = " logEqp(q)[(Tee)i] = — log(tr /D) (A.200)
i=1
=0. (A.201)
By assumption 6.1, tr ¥ = D. We have used lemma A.11 for evaluating Eq.pq)[(Zes)ii)- O

As mentioned in section 6.3.2, the main difficulty in estimating Eqpq) [S(2(Q))] lies in estimating
Eq~p()llog det MZ]. The followings show a path to do so.

Problem reformulation

In a first step, we reformulate this expectation so that it can be computed with the help of projected
orbital measures (Olshanski, 2013).

We split the expectation over the Haar measure p(Q)) in two parts: One that defines which
eigenvalues the (D/2) x (D/2) block ¥,, has (denote this as Q4) and, conditioned on this, another
which rotates 3,, into all possibles bases (denote this as Q,). Formally, write @ as:

Q= (é 5@) Qab- (A.202)

We will replace the Schur complement Y., — ZQbEb_blea appearing in proposition 6.6 by the
corresponding block of the precision matrix Py := (QX1Q*)™! = Q¥ 7'Q* (e.g. (Horn & Johnson,
2012, Section (0.7.3)):

(Poaa) ' = (25 Daa) ! = Zaa — SavZyy Sha- (A.203)

We give more details in the proof of the following lemma, which formalizes this step:
Lemma A.13. Given the definitions in section 6.5.2 and assumption 6.1. It holds that

D/2

Eqp(@llog det MZ] > = 108 Eq, p(@a[@up) [((Paa) )i, (A.204)
=1
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Proof. By proposition 6.6, M2 is given by:
M2 = Diag(Taq — Sav Sy Sba) (A.205)

Being diagonal, its determinant is given by the product of its diagonal entries:

D/2
Eqp(@)log det M2] = Eqyoyllog [ [ (Baa — ZasSi Sra)5 ] (A.206)
=1
D/2
=3 Egup()[108((Zaa — BavTiy Sea)ii V)] (A.207)
=1
D/2
== Z IEQNP(Q) [log((Xaa — Eabnglzba)ii)]- (A.208)
=1

Evaluating this expression is hard mainly because the EabEb_blEba involves the inverse of Xy, = (QXQ )b,
which depends on Q).

To circumvent this, note the following property of any nonsingular matrix M (Horn & Johnson,
2012, Section (0.7.3)). Split M into blocks as:

A B
M= (B* c)’ (A.209)

_ A B
M= (B,* C,) (A.210)

Then, (A’)~! = A — BO~!B*, which is called the Schur complement M/C. This means we can rewrite

and do the same for its inverse:

z:aa - Z:abz&,lzba = (Paa)_l’ (A.211)

where Py = Eél is the precision matriz of the rotated data. Given a rotation @, it can easily be
obtained from the precision matrix of the data in its original rotation:

« i« _ [P Pra
2o = QYQ*, Po=Qx'Q" = (sz Pb ) (A.212)

Inserting this, we find the expectation value:

D/2

Eqp(@llogdet M) = = " Equp(q)log(((Paa) ™)is)]- (A.213)
=1

The logarithm can be drawn out via Jensen’s inequality:

D/2 D/2
- ZEQNp log(((Paa) i)l = = 108(Eqep(q)[((Paa) )iil)- (A.214)
i=1

This concludes the statement. O
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Projected orbit expectation

The theory of projected orbital measures describes the distribution of eigenvalues of a randomly
projected submatrix of some given matrix. Let us formalize this:
Fix a diagonal matrix A = Diag(ay,...,an). Then, then the orbit of A is defined as:

O4:={QAQ*: Q e U(D)}. (A.215)

(The same definition also exists for orthogonal @ € O(D), but we keep it to the level we require here).
All matrices in the orbit of O 4 have the same eigenvalues.

The natural measure (probability distribution) on the orbit Q4 is given by the image of the Haar
measure on the unitary group U(D). This can be thought of as the uniform measure on the group of
unitary rotations. We call this measure the orbital measure.

We now cut out the K x K top-left corner out of every matrix in Oy4:

POy = {PKY 'Y € OA} (A.216)
We call this the projected orbit. The matrix Pg projects a matrix to its upper-left corner:

Pk = (Ix; O x(N—K))- (A.217)

The distribution of matrices in the projected orbit PO 4 induced by the orbital measure is denoted
as the projected orbital measure pa . We are now interested in the eigenvalues of matrices in the
projected orbit PO 4.

Let spectrum be the function that assigns a matrix Y € its eigenvalues y1, ..., yx. We will
make use of a result that gives the distribution of eigenvalues of matrices in the projected orbit PxO 4.
This is called the radial part of the projected orbital measure and is denoted as va g (1, ...,TK).

(CKXK

va k(T 7K) = Pxay, i [spectrum(X) = (21, ..., 2k)]. (A.218)

In other words, v4 i (21, ..., Zx) gives the probability density that a random matrix from the projected
orbit of A has exactly eigenvalues (x1,...,zx). Its functional form was shown by (Olshanski, 2013):

Theorem A.14 (Radial part of projected orbital measure (Olshanski, 2013)). Fiz A = (a1,...,ap)
with ap < --- < ap. Forany K =1,...,D — 1, the density of eigenvalues of

V(xi,...,vx)det[M(aj; x;, . .. ,QJ'D—K—&-i)]l{(jzl

Il isp-repr(zj — @)

K-1
cox =] (D ZK“), (A.220)

=1

vak(T1,...,TK) = CD K (A.219)

Here, the constant is given by:

and M(a;y1,-..,yN) is the B-spline:

n 2
yz - CL
M(a;y1,. - yn) = (N =1) > (A.221)
iyi>a Hr r;éz( )
and V is the Vandermonde polynomial:
Vs, um) = [ [ — w)- (A.222)
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We will make use of the following variant of the Vandermonde determinant where all powers
greater or equal to some k are increased by one:

Lemma A.15. Foralln e N, k=1,...,n—1 and distinct a;,i =1,...,n:

1 - a]ffl a]fH al
det | : : : =V, an)en—k(ar, ..., an). (A.223)
1 PR a’,]i*l a’,]f;“rl o e az

with the elementary symmetric polynomial e given by equation (6.30).

Lemma A.16. Fiz A= (a1,...,an) witha; < --- < ayn. Forany K =1,...,N — 1, it holds that:

Eal,..‘,aKNVAJ((xl,...,CISK)['Ccl_l + e + x[_(l] (A224)
N

= (N = K)(=D)N5Y " a¥ " og(aj) R(aj; azj)ex—1(az)). (A.225)
j=1

Here, R is defined in equation (6.30).

Proof. We use the Andreief identity in the form of (Krishnaiah, 1976, Lemma 2.1)

Eoy,ooirvaclay + 0+ 2 (A.226)
= Zl/ (,%1+~-+i)det(aﬁg_l)det(M(xi;aj,...,aj+N_K))d:1:1---dmk (A.227)
R¥)4
K .
=71 Z det/ xf‘sj’“a:J*lM(x; Qjy ..oy Qip N—K)AT (A.228)
k=1 R
=71 det/ BTV (25 ay, . G N— K )dT (A.229)
R
— M—l(aiw")aiﬁ*NfK) ]:]-
= Z tdet 4 (A.230)
pi-1(ai,...,aiN_k) J>1

where pg(t1,...,t,) the kth moment of the B-spline with knots t1,...,t,:

bty ) = /mkM(m;tl,...,tn)dx. (A.231)

We can now make use of the Hermite-Genocchi formula (Faraut, 2015, Proposition 6.3):

/f("_l)(:c)M(:r;tl, o t)de = (= D)t ], (A.232)
SO we can rewrite
e (t, o tn) = frltl, - tal, (A.233)
with
foi(z) = (n—1)z"2log z, (A.234)

—1
fr(z) = (n +ll: B 1) g TRl (A.235)
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Together, we find

Ex1,---7xk~VA,K[?11 R i] =z det(fi—l—éu [aj7 e 7aj+N*K])' (A'236)

The right-hand side can be identified with the right-hand side of (Faraut, 2015, Proposition 6.4). It is
equal to:

z~ ! det(fi[aj, .. ,aj+N_K]) (A.237)
1 e 1
a1 .. an
=z I (a-a) a{V*'Kfl - a%*.’(*l (A.238)
0<j—i<N—K filar) -+ filan)
frla) - flaw)

1 . 1
a/l DY a/N
K -1 N-K-1 N:Kfl
_ _ N-K+k a e a
_ -1 | _ 1 N
=7 : H (a; = ai) H( k ) (N —K) aFogay - aF T logay
0<j—i<N-K k=1 N—K+1 N—K4+1
al .. aN
a{vil e a%il
(A.239)
== CQ det(M,-j) (A240)
Here, Cs reduces to:
N-K
Co=———. A.241
2 Vay,...ap) ( )
Then, the determinant of M;; reads:
N .
det M;; = Z(—l)N*KH“aé\[—K—l log(a;)V (a;) Z Qjy Qi (A.242)
J=1 1< <ig_1
i..#J
= V(@) (=1)V Y a¥ T og(aj) Rlaj; ax))er—1(az;), (A.243)

J

where R(aj;ax;) collects all the terms in V' (a) that were not contained in V(a;) up to sign:

n

R(aj;az;) =[]
=1
i#]

1
ai—aj

= (-1 WV (az)/V(a). (A.244)

Note that the sign of R(a;;ax;) flips from j — j + 1, so the alternating nature of the above series
remains.
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Together, the desired expectation value reads:

]E$17---755kNVA,K[% +o Tt ﬁ] (A'245)
N
— (N = K)(~D)N " a " log(a,) Rlaz azy)ex—1(az), (A.246)
j=1
which concludes the proof. O

We now connect this result to our situation. This paves the path from the reformulation in
lemma A.13 to theorem 6.7.

Corollary A.17. For the definitions in section 6.3.2 and when assumptions 6.3 and 6.4 are fulfilled,
it holds that:

Eg~p(q)[logdet M?Z] > L log ( 741 ZA 2 log(Ai)R(A; 13 A2 e D 1(@%)). (A.247)
Proof. Lemma A.11 tells us how to integrate over Q.
D/2
EQaNP(Qa\Qab)[((Paar Jii] = tr((QapPQgp) ™ Zaz Qab) - (A.248)

Here, we denote by a;(Qqp) the ith eigenvalue of Py = QqpPQ7,, which depends on the “outer” rotation
Qab'

We substitute the expectation over Q4 with an expectation over the projected eigenvalues of the
rotated precision matrix:

E Q0@ EQurp(@al@u) [(Paa) ™ ii) = tr((QuyPQjy) ™)) (A.249)
ayl -+ aB}Q]. (A.250)

a1,~~7aD/2NVA,D/2(&1,~~~,GD/2\>\1_1,~-,>\51)[

Here X = ()\1_1, . /\Bl) contains the eigenvalues of the precision matrix P, the inverse of the covariance
Y. Lemma A.16 with K = D/2 tells us how to evaluate the above expression. Insert the result into
lemma A.13 to obtain the result. O

Summary
We can now collect the above pieces to build the proof of theorem 6.7:

Theorem 6.7. Given D-dimensional data with covariance ¥ with eigenvalues A1, ... \p. Assume that
assumptions 6.1 to 6.4 hold. Then, after a single coupling block, the expected non-Standardness is
bounded from above:

Egevm)SE@)] < S(2) + 1og( “ZA % log(n <Ai1;A¢}>eD1<A¢}>>. (A.251)

2

Here, A\zi:={A1,..., Xi—1, Ait1,-.-,Ap} and R, ex are given by:

N

R(m {bl}i\il) = H albi and eK({bi}ﬁiﬂ = Z bi, - biK‘ (A.252)

1=1 0<ii<-<ig<N

Proof. Equation (6.28) is the version of the non-Standardness after a single layer when assumptions 6.1
and 6.2 are fulfilled. Insert lemma A.12 (passive part) and corollary A.17 (active part) to obtain the
result. The former required assumption 6.1 and the latter assumptions 6.3 and 6.4 to hold. ]
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Handling of imaginary part

If we allow for unitary rotations @ € U(D), real-valued data is typically rotated into imaginary space.
In fact, the case that the input remains real even has probability zero:

P[Qz € RP] = 0. (A.253)

This does not pose a problem for our theory: The covariance matrix is positive definite also for
complex data and so it has a positive determinant and trace, which are the only quantities entering
the non-Standardness S (see equation (6.1)).

A.7.3. Proof of theorem 6.8

Lemma A.18. With the definitions in section 6.3.2 and p(Q) the Haar measure over the orthogonal
group O(D):

DD Var[\]
Eo, (o [logdet M2] > D/21og| 1 — . A.254
Q~p(@)[logdet M7] > D/ 0g< SDEND 1) Amx) ( )
Proof. By proposition 6.6, M2 is given by:
MZ = Diag(Yaq — SavZpy Sba) (A.255)

The determinant of a diagonal matrix is equal to the product of the entries on the diagonal. By the
permutation symmetry of p(Q), we can pick the entry in the upper-left corner:

Eqmp(@)[logdet MZ] = D/2Eq. ) llog((My *)11)] < —D/2log Eqapq) [(Mi)11]. (A.256)

The last step is due to the Jensen inequality.
We are left with computing Eq.,0)[(MZ)11]:

Eqrp(@ (M) 1] = Egup(@) [(Zaa — ZavTiy, Toa)11] (A.257)
= Equp(@)[(Zaa)11] — Egup(@)[(Zav Ty Tba)11] (A.258)

1 _
= 5% —Egu@) [(Zappy Soa)11)- (A.259)

The first expectation can be exactly computed via lemma A.11.
The average trace of the second matrix is not so easy to evaluate. As Eb_bl is positive definite, we
can replace it with the worst case in the expectation:

(a5 Z00)11 > (Capdmax Z0a)11 = (ZabZba) 11 A max- (A.260)
Amax 18 the largest eigenvalue of ¥, which does not depend on Q).
The expectation value can now be computed exactly:
D/2
Egmp@)[(ZabXba)11] ZEQNP Yab)1i(Xba)i1] (A.261)
= D/QEQNp(Q)[( ab)ll]' (A~262)

The last step is because each summand will have the same contribution. Writing the matrix multiplica-
tion out explicitly:
2

(Sap)i1 = (@Diag(Ar, ..., Ap)Q@")T ZQUA Qpj2:1); (A.263)

J=1
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Again by symmetry, we can exchange axes and write 2 instead of D/2 + 1 in what follows:

2 2

D D D
D QuNQjasy; | =D QuiNQa | = D AAkQ1jQ2QurQax (A.264)
=1 i=1

J,k=1

Taking the expectation, we use the linearity of the expectation and are left with the following monomials
of elements of Q:

L j=k Egup [Q%ngj] =Eqp(q) [Q%,Q%,] as we can exchange axes,
2. j 75 k: EQNP(Q) [QuQQlengk] = EQNP(Q) [QHQQlQlQQQQ] asS we can exchange axes.

By (Gorin, 2002), these amount to the following integrals of monomials of entries of random orthogonal
matrices and the corresponding values:

1

1.(2 2)= ——— A2
< > D(D +2)’ (4.265)
11 1
2. =— . A2
<1 1> D(D-1)(D+2) (A.266)
Together, we find:
1 D 1
2 _ 2 )
Equp@(Mi)n] =1 - 55— ZAj - 51 ZAJAk (A.267)
J=1 J#k
D? Var[A]
=1- . A.268
2(D—-1)(D+2) Amax ( )
Here, Var[A] = % tr X2 — (& tr £)? is the variance of the eigenvalues of .
Insert this to obtain the result. O
Lemma A.19. With the definitions in section 6.3.2:
DD Var[A]
E 1 M2 > D/2log| 1 — : A2
Q~p(@)[logdet M| > D/ 0g< 3D+ (D=1 Amx) (A.269)
Proof. The idea is to lower bound
A
\;ar[ ] (A.270)

by some function of L. We make use of following arithmetic mean-geometric mean (AM-GM) inequality
by (Cartwright & Field, 1978):

Var[A] < Var[A]
<A—g¢g< , A.271
2)\max a 9= 2)\min ( )
where g is the geometric mean of the eigenvalues:
1/D

D
g= ][N : (A.272)
=1
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We can write the loss L directly via g and vice versa:
1 D
L= —3 log g” = 5 log g, (A.273)
g =exp(—2L/D). (A.274)
Rewrite equation (A.271) to our needs:

Var[A] — Var[A|Amin _ 2 Var[)] S
)\max B Amax>\1’nin B K 2)\min o

o

(1-g), (A.275)

with x the condition number of the covariance ..
As we want a bound that merely depends on the loss, we upper bound x using a function of the
loss, yielding a lower bound on Var[\]/A\pax that merely depends on the loss. The maximum of the

condition value is given by:
_l+vi-g” (A.276)

max R =
ALy AD 1—+/1—gP
2 Ai=D g
I AP =g

This yields the required lower bound:

Var[\] 1—y1-gP
sl VlZe, ) (A.277)
)\max 1++/1-— gD

which results in an overall upper bound:

D? 1—+/1—gP
CENGESEN W(l -9 |- (A.278)

Replacing the expression in equation (A.274) for g yields the statement. O

Eqeoim)[SCHQ)] < (%) + 2 log [ 1

We summarize to obtain the proof of theorem 6.8:

Theorem 6.8. Given D-dimensional data with covariance X fulfilling assumption 6.1 with covariance

etgenvalues A1, ... Ap. Then, after a single coupling block, the expected loss can be bounded from above:
- D D? Var[\]
E by < )+ —1 1— A2
2com) SO, Q)] < 5(0,5) + 5 og( G ETCES (A.279)
D D? 1—+/1—¢gP
<S500,¥)+ —log| 11— 1-—- A.280
0.3+ Troe| 1~ g 9| As)
< S(m,%). (A.281)

Here, g is the geometric mean of the eigenvalues: g = Hi,il )\3/D = exp(—25(0,%)/D) < 1 which is a
bijection of S(0,X).

Proof. Equation (6.28) is the form of non-Standardness S(X) (see equation (6.1)) we need to evaluate
when assumptions 6.1 and 6.2 hold. Into this equation, insert lemma A.12 together with lemma A.18
for the first bound. For the second bound, insert lemmas A.12 and A.19. O
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A.7.4. Proof of theorem 6.9

Theorem 6.9. Given D-dimensional data fulfilling assumptions 6.1 and 6.2 with covariance ¥. Then,
after Lep1 coupling blocks, the expected loss is smaller than:

Eq,....qu, co(D)S(Br,)] < 1(S() 1 S(X), (A.282)

cpl

where the convergence rate depends on the non-Standardness before training:

_ 1 D? 1—+/1-g(S)P
1(8) =1+ 1575108 1—<D_1)(D+2)1+W(1_g(5>) <1. (A.283)

Proof. The non-Standardness will not increase by the action of a single layer given in proposition 6.6
(compare equation (6.27)). This holds regardless of the rotations of the individual blocks Q1,... QL
so S(X) > 8(X1) > -+ > S(¥r,,). It is easy to see that v decreases as S decreases by using S > 0 to
check that

Oy
— . A.284
35 >0 (A.284)
Together, we have:
V(S r-1) < - <(S(D). (A.285)
Rewrite theorem 6.8 as follows:
Egeo(n)[S(Z1(Q))] < 7(S(2))S(2), (A.256)

and apply repeatedly:

Eq...qu,co)SEr)] < Eqy...qr,, 1co)V(S(B1-1))5 (BL g -1)] (A.287)

< Y(S(E)Eq,....Qr,, -1c0D) [ (Brg-1)] (A.288)

<< (S(E))eS(E) (A.289)

This shows the statement. O

A.7.5. Proof of corollary 6.11

This proof was published in (Draxler et al., 2023).

Corollary 6.11. Given a multivariate Gaussian distribution p(x) = N (0,X) under assumption 6.3.
To exactly represent p(x), at least

Lept > 2 € Q(1) (A.290)

coupling blocks with random rotations Q € O(D) are required almost surely.

Proof. The proof follows by replacing the number of parameters per layer in appendix A.6.4 by
(D/2)? + D/2 instead of D. We find at least 2 > D(D +1)/(2((D/2)>+D/2)) =2(D+1)/(D+2) > 1
layers to represent X.. O
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A.8. Free-form flows

This appendix is adapted from Draxler et al. (2024a).
Theorem 7.1. Let fy : RP — RP be a diffeomorphism parameterized by 0. Then, for all x € RP:

Vo log | fy(x)| = tr<(Vefé(ﬂf))(f91'(x))) —E, [f(%fé(@)(fg“(x))v S (a20)

Proof. Jacobi’s formula states that, for a matrix A(t) parameterized by ¢, the derivative of the
determinant is

d B LdA®)
SIAW)] = A0 o (A(t) 1dt> (A.202)

and hence

%log |A(t)] = |A(t)|—1%\A(t)| = tr (A(t)—ldﬁit)) = tr <(L3§t)A(t)—1> (A.293)

using the cyclic property of the trace in the last step. Applying this formula with A = fj(z) and t = 0,
and noting that (f)(z))~! = (f, ') (z) for a diffecomorphism yields the result. O

A.9. Free-form flows on Riemannian manifolds

This appendix is adapted from Sorrenson et al. (2023).

In this appendix, we will focus on intuitive definitions of concepts from topology and differential
geometry. For a more rigorous treatment of these concepts, see (Jost, 2008).

An n-dimensional manifold M is a space where every point x has a neighborhood which is
homeomorphic to an open subset of R". Intuitively, this means that there is a small region of M
containing z which can be bent and stretched in a continuous way to map onto a small region in R™.
This is what is meant when we say that the manifold locally resembles R™. If all these maps from
M to R™ are also differentiable, then the manifold itself is differentiable, as long as there is a way to
connect the local neighborhoods in a differentiable and consistent way.

The tangent space of the manifold at x, denoted 7, M, is an n-dimensional Euclidean space, which
is a linearization of the manifold at x: if we zoom in to a very small region around x the manifold
looks flat, and this flat Euclidean space is aligned with the tangent space. Because the tangent space is
a linearization of the manifold, this is where derivatives on the manifold live, e.g. if fp : Mx — My is
a map between two manifolds, then the Jacobian f;(z) is a linear map from T, Mx to T, ;) Mz.

A Riemannian manifold (M, G) is a differentiable manifold which is equipped with a Riemannian
metric G : T, M x T, M — R which defines an inner product on the tangent space, which allows us to
calculate lengths and angles in this space. The length of a smooth curve ~ : [0, 1] — M is given by the
integral of the length of its velocity vector /() € T, M. This ultimately allows us to define a notion
of distance on the manifold, as the curve of minimal length connecting two points.

In the remainder of the appendix, we only consider Riemannian manifolds.

A.9.1. Manifold change of variables
Embedded manifolds We define an n-dimensional manifold embedded in R™ via a projection function
proj : P — R™ (A.294)

where P C R™ is the projectable set. We require the projection to have the following properties (the
first is true of all projections, the others are additional requirements):
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1. projoproj = proj
2. proj is smooth on P
3. rank(proj’(proj(x))) = n for all z € P
Given such a projection, we define a manifold by
M ={z € R™: proj(x) =z} (A.295)

with the tangent space
T2 M = col(proj'(z)) (A.296)

where col denotes the column space. Since the rank of proj’(z) with x € M is n, the tangent space
is n-dimensional and M is an n-dimensional manifold. To avoid clutter, we denote the Riemannian
metric and its m X m matrix representation with G interchangeably. If M is isometrically embedded,
then G(x) is just the identity matrix.

The Jacobian of the projection is a projection matrix, meaning proj'(z) proj'(z) = proj'(x) for
x € M. For any v in the column space of proj'(z), there is a u such that v = proj’(z)u and due to
the projection property, proj'(z)v = proj’'(z)u = v. Similarly, for any w in the row space of proj’(z),
wproj’(xz) = w. If proj is an orthogonal projection, proj’ is symmetric by definition and hence the row
and column spaces are identical.

Integration on embedded manifolds In order to perform integration on the manifold, we cannot work
directly in the m-dimensional coordinates of the embedding space, instead we have to introduce some
local n-dimensional coordinates. This means that the domain of integration has to be diffeomorphic to
an open set in R™. Since this might not be the case for the whole region of integration, we might need to
partition it into such regions and perform integration on each individually (each such region, together
with its map to R™, is known as a chart and a collection of charts is an atlas). For example, if we want
to integrate a function on the sphere, we could split the sphere into two hemispheres and integrate
each separately. A hemisphere can be continuously stretched and flattened into a 2-dimensional region,
whereas the whole sphere cannot without creating discontinuities.

Given an open set U in R, and a diffeomorphic local embedding function ¢ : U — M, the integral
of a scalar function p: M — R on ¢(U) C M is

/w = | woon/idrGemyp i - d. (A.297)

The integral on the right is an ordinary integral in R™. The quantity inside the determinant is known
as the pullback metric.

Below, we generalize theorem 7.2 to the case where x- and z-space may have different manifolds
and metrics:

Theorem A.20 (Manifold change of variables). Let (Mx,Gx) and (Mz,Gz) be n-dimensional
Riemannian manifolds embedded in R™, i.e., Mx, Mz CR™, and assume they have the same global
topological structure. Let pg(x) be a probability distribution on Mx and let fo : Mx — My be a
diffeomorphism. Let p(z) be the pushforward of pg(x) under fy.

Let x € Mx. Define Q € R™*"™ as an orthonormal basis for T,Mx and R € R™™ as an
orthonormal basis for Ty, Mz.
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Then, the probability densities pg(z) and p(z) are related under the change of variables x +— fp(x)
by the following equation:

|[RTGz(fo(x))R)

pol@) = ple = fo@)IRT @R | S5 a o]

(A.298)

where Q@ and R depend on x and fo(x), respectively, although this dependency is omitted for brevity.

Below, we provide two versions of the proof, the second being a less rigorous and more geometric
variant of the first.

Proof. Let ¢ : R" — Mx be defined by ¢(u) = projx(x + Qu). Let U be an open subset of R"
containing the origin which is small enough so that ¢ is bijective. Let ¢ : R — My be defined by
Y(w) = proj,(fo(x) + Rw). Define p =~ o fyop and let W = o(U).

Note that ¢'(u) = proj’y (z + Qu) - Q and hence ¢'(0) = proj’y (z)Q = Q (since each column of Q
is in T, Mx = col(proj’x (z))).

Similarly, ¢/'(0) = R. Since 1 is a map from n to m dimensions, there is not a unique function from
R™ to R™ which is ! on the manifold and there are remaining degrees of freedom in the off-manifold
behavior which can result in different Jacobians. For our purposes, we define the inverse 1)~! such that
¥ o1p~! is an orthogonal projection onto Mz. This means ¥/ (v =1 (fa(x))) (1) (fo(x)) = RR* and
hence (') (fo(2)) = R".

Since p(z) is the pushforward of py(x) under fp, the amount of probability mass contained in ¢(U)
is the same as that contained in fp(o(U)) = ¢(W):

/ po()dVx = / p(z)dVz (A.299)
o(U) (W)

and therefore:

| plotin/ I @ Gxpup o

— [ sy @G ) wldut - dur. (4300

Changing variables of the RHS with w = ¢(u) gives us

| poletin i) Tx e (- du

ow

Tu du'---du™. (A.301)

- /U P alp(u)y/ 9/ ((w) TG folip(u))¥ (o ()] -

Since U was arbitrary, we can make it arbitrarily small, demonstrating that the integrands must be
equal for u = 0:

ow

po(x) IQTGx(:E)QI=p(fe(:v))\/|RTGz(fe(if))R|- ek (A.302)

Since w = ¥ ~1(fs(p(u))), the Jacobian has the following form when evaluated at the origin (note
p(0) = x):

O — W o) fila) £ (0) (A.309)
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= R f)(2)Q. (A.304)
Substituting this into the equality, rearranging and taking the logarithm gives the result:

[RTGz(fo(x))R
QTGx(x)Q|

log pg(z) = log p(fo(x)) +log |RY f4(2)Q| + 3 log (A.305)

O

Alternative proof Here is a less rigorous and more geometric proof, which may be more intuitive for
some readers.

Proof. Let x be a point on M x. Consider a small square region U C M around z (hypercubic region
in higher dimensions). If the sides of the square are small enough, the square is approximately tangent
to the manifold since the manifold looks very flat if we zoom in. Suppose @ is a basis for the tangent
space at = and ¢!, ..., ¢" are the columns of ). Suppose that the sides of the square (or hypercube)
are spanned by u’ = e¢’ for a small e. The volume spanned by a parallelotope (higher-dimensional
analog of a parallelogram) is the square root of the determinant of the Gram matrix of inner products:

vol(ul, ..., u™) = \/|(ut, ud)). (A.306)

The inner product is given by G, namely (u,v) = uTGv. We can therefore write the volume of U as

vol(U) = €*4/|QTGQ)|. (A.307)

Now consider how U is transformed under fp. It will be mapped to a region fy(U) on M, with
approximately straight edges, forming an approximate parallelotope in the tangent space at z = fy(x).
This region will be spanned by the columns of f)(z)eQ (since fp(z +u') =~ fo(z) + f4(z)u’) and hence
will have a volume of

vol(fo(1) = €/|QT f3() TG 2(2) i (2)Q (A.308)
= "\ /IQT f5(x)TRRTG £(2) RR™ f3()Q)| (A.309)
= "|R" f3(x)Q|\/|IRTGz(2)R| (A.310)

where R is a basis for the tangent space at fp(x). We can introduce RRT into the expression since it is
a projection in the tangent space at fg(z) and is essentially the identity within that space. Since the
RHS of Gz(z) and the LHS of f)(x) both live in this tangent space, we can introduce RRT between
them without changing the expression. Then in the last step, we use that |AB| = |A||B]| for square
matrices.

The probability density in U and fy(U) should be roughly constant since both regions are very
small. Since the probability mass in both regions should be the same, we can write

po(z) vol(U) = p(fg(z)) vol(fo(U)) (A.311)

and therefore

VIRTGz(fo(x))R]
QTG x(2)Q)

where the approximation becomes exact by taking the limit of infinitesimally small e. Taking the
logarithm, we arrive at the result of theorem 7.2. O

po(@) = p(fo(2))| R f3(2)Q) (A.312)
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A.9.2. Loss function

We prove theorem 7.3 in the slightly more general variant of considering potentially different manifolds
in - and z-space, just like theorem A.20.

Theorem A.21. Under the assumptions of theorem A.20. Let v € R™ be a random variable with zero
mean and covariance RR™. Then, the derivative of the change of variables term has the following trace
expression, where z = fg(x):

Volog|R" f3(2)Q| = tr(RT (Vo fy(@)) f; ' (2) R) (A.313)

=E, [UT(ngé(l‘))fell(Z)v] . (A.314)

Proof. For brevity, we drop the index @ and denote g = f~!. First, a reminder that ¢'(u) = RT f'(z)Q

with o =91 o foyp. Let y =¢ ! ie x=¢ 'ogot. Jacobi’s formula tells us that:
d dA(t) 1
— log |A(t)| = —A . A.31
% o5 A() tr( A ) (A315)
Note also that since x(p(u)) = u, therefore x'(¢(u))¢'(u) = I and x'(p(u)) = ¢'(u)~!. Applying
Jacobi’s formula to ¢'(u):
Ve log ¢ (u)| = tr((Vee' (u))¢' (u) ™) (A.316)
= tr((Voy' ()X ((u))) (A.317)

and substituting in f and g:
Volog | BT £ (2)Q] = tr(Vo(R f(2)Q)Q 4 ((x)) R). (A318)

Q@ does not depend on 6, but R depends on f(x) and hence 6, so it must be considered in the derivative.
However,

Votr(RRT) = tr((VyR)RT + RVyRY) = 2tr(RVyRT) (A.319)
and since tr(RRT) = tr(I) is a constant, tr(RVyR"') = 0. Expanding equation (A.318):

Velog |R' f'(2)Q| = tr(Ve(R") f' (2)QQ" ¢ (f(2))R) + tr(R" Vo (f'(2))QQ ¢ (f(2))R).  (A.320)

Since @ is an orthonormal basis for T, Mx, QQT is a projection matrix onto 7,.M x. This is because
(QQM? = QETEQT = QQT, using QTQ = I. As a result, QQ" proj'(z) = proj(z). Since g
can also be written inside a projection: g¢(z) = proj,(g(z)), therefore ¢'(z) = proj’,(g(z))g'(z), so
QQT¢ (z) = ¢'(2). Note also that f'(z)g'(f(x)) = I since f o g = id. This simplifies the equation:

Volog |[RT ['(2)Q| = tr(Ve(RT)R) + tr(RTVo(f'(2))g' (f(x))R) (A.321)

and finally
Volog|R' f'(2)Q| = tr(R"Vo(f'(x))g'(f(2))R). (A.322)
O

In the above proof we used the fact that QQ"¢'(z) = ¢/(z), where we dropped the index @ and use
g := f~! for brevity. Can we use RRT f'(x) = f’(z) to simplify the equation further? No, we cannot,
since the expression involving f’ is actually its derivative with respect to parameters, which may not
have the same matrix structure as f’. Is it instead possible to use ¢’(z) RR™ = ¢'(z) for simplification?
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If g is implemented as proj,(g(z)), this is not necessarily true, as ¢’(z) might not be a map from the
tangent space at z to the tangent space at g(z). For example, if we add a small deviation v to z, where
v is orthogonal to the tangent space at z, then g(z+v) might not equal g(z). However, this would mean
that derivatives in the off-manifold direction can be non-zero, meaning that ¢/(z)v # ¢'(2) RR™v = 0
(since RRT will project v to 0). We can change this by prepending g by a projection:

g = Projy og o proj . (A.323)

If proj, is an orthogonal projection, meaning that proj,, is symmetric, the column space and row
space of proj, will both be the same as those of RRT, meaning proj’Z(z)RRT = proj,, and hence
g (2)RR™ = ¢'(2). This leads to the following corollary:

Corollary A.22. Suppose the assumptions of theorem A.20 hold and the following implementation:
£l =projy ofy ! o projy (A.324)

where proj, is an orthogonal projection. Then the derivative of the change of variables term has the
following trace expression, where z = fg(x):

Vo log|R" f3(2)Q| = tr((Vef'(2))(f5 1) (2)). (A.325)

Proof. Again, we drop the index 6 and let g = f~! for brevity. Take the result of theorem A.21 and
use the cyclic property of the trace and the properties of ¢’ discussed above:

tr(RVo(f'(2))g' (f(2)R) = tx(Ve(f'(x))g'(f(x))RR") (A.326)
= tr(Vo(f'(2))g'(f(2)))- (A.327)
O

We use Hutchinson-style trace estimators to approximate the traces given above. This uses the
property that, for a matrix A € R™*™ and a distribution p(v) in R™ with unit second moment (meaning
E[vv] = 1),

Ep(v) [UTAU] = tI‘(Ep(v) [UTA’U]) (A.328)
= tr(Ep o) [vvT]A) (A.329)
— tr(A) (A.330)

meaning that vT Av = tr(A) is an unbiased estimate of the trace of A.
We have two variants of the trace estimate derived above, one evaluated in R”, the other in R™.
The first can be estimated using the following equality (again dropping the index 6 and using g = f~1):

tr(RTVa(f'(2))g' (f(2)R)

= By [u" RTVo(f'(2))g' (f(x)) Ru] (A.331)
= Eyw) [0 Va(f'(2))g' (f(x))v] (A.332)
= VoEy()[v" Vo(f'(2))86lg' (f (2))]0] (A.333)

where p(u) has unit second moment in R™ and p(v) is the distribution of Ru, which lies in the tangent
space at  and has unit second moment in that space by which we mean E[vvT] = RRT. An example
of such a distribution is the standard normal projected to the tangent space, i.e. v = RRT% where ¥ is
standard normal.
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In the second case, we can just sample from a distribution with unit second moment in the
embedding space R™:

tr(Vo(f'())9'(f(2))) = VoEyw) [0 Vo(f'(x))SClg' (f(x))]v]- (A.334)

For this reason, we choose the first estimator, sampling v in the tangent space at x. This also
simplifies the definition of g, meaning that we don’t have to prepend it with a projection.

A.10. Free-form injective flows
This appendix is adapted from Sorrenson et al. (2024).

A.10.1. Derivation of gradient estimator

Theorem 7.4. Let fy : RP — R be the pseudoinverse to a C' and injective 9y : R? — RP. Then, for
all v € My:

5 Voloa |3 fo()"| = tr((Vofofa))gl (=) (4.335)
= B, [v" (Vo fs(@))gl()v], (A.336)

where v € RY is a random variable with zero mean and unit covariance and z = fy(x).

Proof. Just like for theorem 7.1, we use Jacobi’s formula. Then, we find with J = fy(z) for x € M:

01 1 0
— 1 T __ -~ V-1 Y T A
g3 o8 det /7 2tr<(JJ ) 80j(JJ ) (A.337)
1 -1 9 T L T\-1 9 1
=St (JJ7) <8HjJ>J +gt| GIN7| gd (A.338)
1 T(77Ty-1_0 1 T-17\T 9
— - < h 2 A.
= (J (177 5.7 ) + 3 ((JJ ) J) 50, (A.339)
=tr JT(JJT)—1i (A.340)
06;
el (2 ) gt (A.341)
B 00; '
where we used the cyclic property of the trace, that tr(AB) = tr(ATBT) and that J' = JT(JJT)~!
since J is surjective. Since g, is the pseudoinverse of fp, we can replace J f= 9,(z = fo(z)). O

Note on optimality with respect to reconstruction loss

Our estimator relies on the approximation fy(2) ~ g,,(fs (x)). If fp and ge are consistent (fg o g, is
the identity) this guarantees that gi,(fa())fy(2) = I, but not that f(2) is the Moore-Penrose inverse
of g,(fo(z)) and vice versa. A sufficient requirement is that fs and g, are optimal with respect to the
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Figure A.2.: Representation of ill-defined probability density p(x) o p(i)e‘ﬁ”i_ﬂcu2 (left and center). Solid
black lines denote the manifold, dashed lines are a constant distance from the manifold. The probability
density is constant along the manifold. The width of the cyan bands is proportional to e=# 2= and
represents the probability density along the on- and off-manifold contours. While the density is reasonable
for a flat manifold (left), note that the amount of probability mass associated with a region of the manifold
(bounded by solid lines) is larger at some points off the manifold than on it when the manifold has curvature
(center). This behavior can lead to divergent solutions when optimizing for likelihood and should be
compensated for. The appropriate compensation factor is the ratio of the volume of a small region on the
manifold (small blue square embedded in green manifold, right) to the equivalent region off the manifold
(large blue square, right). The blue arrows represent an orthonormal frame on the manifold, and the
equivalent frame in the off-manifold region.

reconstruction loss, that is, any variation in the functions would lead to a higher reconstruction. With
calculus of variations, it is possible to show that such fy and g, are consistent, and

(& — ) g, (fo(z)) = 0 (A.342)

for all . By taking the derivative with respect to x and evaluating at some z in the image of g, (so
& = x) we have that

Fo(@) g5 (fo () g, (fo(x)) — gl (fo(x)) = 0 (A.343)

and hence
Fo(®) = g, (fo(@)) " (g, (fo()) " gp (fo(2)) ™" = g (fa())". (A.344)
In the remainder of the appendix, given an encoder-decoder pair fy and g, which are optimal with

respect to the reconstruction loss, we refer to g, as the pseudoinverse of fy, and fy as the pseudoinverse
of g,.

Modified estimator

As stated in 7.3.3, we modify the log-determinant estimator (equation (7.31)) by replacing f)(z) by
fo(x). The loss we are trying to optimize (sending gradient from the log-determinant to the encoder)
is:

£(w) = ~log p(fo(x)) — log vol  f3(#)) + Bllé — =] (A.345)
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with vol(fy(Z)) = \/ det(f)(Z)f)()"). Consider the probability density p implied by interpreting this
loss as a negative log-likelihood:

B(x) o< p(@)e eI = p(z) vol(fj(a) ) eI (A.346)

where p(Z) is the on-manifold density. Unfortunately, this density is ill-defined and leads to pathological
behavior (see figure A.2). To provide a correction to this density, we need a term which compensates
for the volume increase or decrease of off-manifold regions in comparison to the on-manifold region
they are projected to. This is depicted in figure A.2 (right). The blue arrows in the on-manifold region
will span the same latent-space volume as the blue arrows in the off-manifold region. The change
in volume between the depicted on-manifold region and the latent space is vol(fy(Z)) and vol(fy(z))
between the off-manifold region and the latent space. Combining these facts means

vol(fy(£)) x (volume of on-manifold region) = vol(fy(x)) x (volume of off-manifold region) (A.347)

and hence the ratio of the volume of the on-manifold to the off-manifold region is vol( fj(x))/ vol(fy(%)).
Multiplying p(x) by this factor leads to:

vol(fj(x))
vol(fy(%))

and the corresponding negative log-likelihood loss is:

B(@) = p(z) vol ( () ) e~ 1ol (A.348)

L(w) = ~log p(fo(x)) — log vol  fp() ) + Bll& - o] (A.349)

The surrogate for the log-determinant term is therefore:

— tr(f3(2)SG(f5(=))) (A.350)
In order to maintain computational efficiency, we approximate fj(z)! by 95, (fo(x)):
—tr(fy(2)sG(g,(fo(2)))) (A.351)

giving the stated correction.

A.10.2. Linear model trained on maximum likelihood alone

Consider a linear model, trained on data with zero mean and covariance Y. Let the encoder function be
fo(r) = Az and suppose that A has positive singular values, meaning that AA7T is positive definite. Let
the decoder function be g,(2) = A'z, where AT = AT(AAT)~!. We want to minimize a combination of
negative log-likelihood and a reconstruction loss (here we use 1/202 instead of 3 as prefactor):

L= ENLL + ﬁrecon. (A352)
= FE, | =||Az||* — = logdet(AA") + —||AT Az — || (A.353)
2 2 202
= %Ex [T AT Az] — %log det(AAT) + %Em [2T(ATA —T)%z] (A.354)
o
_ %tr(AEm (w2 T]AT) — %log det(AAT) + 2% tr( By [z2™] (I — A1 4)) (A.355)
o

1 1 1
=5 tr(AxAT) — 5 log det(AAT) + 73 (S — ATA)) (A.356)
g
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where A is a full rank d x D matrix with d < D.

Before solving for the minimum, let’s review some matrix calculus identities. It is often convenient
to consider A as a function of a single variable x, differentiate with respect to x, and then choose x to
be A;;. Then the derivative is

d y
A= g A.357
T (A.357)
where E(7) is a matrix of zeros, except for the ij entry which is a one. We can write this as E,(;l] ) = k0l

where 4 is the Kronecker delta. When evaluating E(¥) inside a trace, we get the simple expression:
tr(EWB) = EW) By, = 646,4Bu = By (A.358)

using Einstein notation. The additional matrix identities we will need are Jacobi’s formula for a square
invertible matrix B:

d 4 d
and hence
L ogdet(B) = tr| B~ LB (A.360)
dr & - dzx '

and we will prove the following lemma.

Lemma A.23. Suppose the matriz A depends on a variable x. Then we have the following expression
for the derivative of the projection operator ATA:

T

d (ATA) = At (jA) (T—ATA) + [ AT (jA) (I— ATA) (A.361)

dx T T

Proof. The following is based on the proof to lemma 4.1 in (Golub & Pereyra, 1973). Define the
projection operator P4 = ATA and its complement Pj =1 — P4. Then, since PAPy = Py,

d d d d
il - | = = = — A.
(deA> <deAPA> <deA> Py +PA<deA> (A.362)

In addition, since P4AT = AT

T T
d Ty _ [ d T d [ d
and therefore

T T T
d d d d d
2P| Pa= =P |ATATT = [ A AT P, A AT =P 4] AT (A.364
<d$ A) 4 (daz A) (da: > 4 dx A\ dx ( )

By similar steps but using AP4 = A, we can derive

d d
PA< deA> A < dxA> Pi (A.365)
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Putting it all together gives
T
d d d
- — AT 2 L N L
(£0) ()i (w(2)r s
Note that the second term is just the transpose of the first. O
Now we are ready to find the derivative of the loss and set it to zero.
Lemma A.24. The derivative of the loss with respect to A takes the form:
d 1 '
= T _ At —(1— At T
dAL (EA A p (I-ATA)XA ) (A.367)
Proof. Let’s apply the above identities to the first term in the loss:
d1 1 d d !
— - tr(AZAT) = = —A|ZAT + AD[ —A4 A.
detr( ) 2tr (dx ) + (dx ) (A.368)
S (A.369)
N dx '
since the trace is invariant under transposition and hence
d 1 T (ij)x AT T
—tr(AXAY) =tr(EYEAY) = (8A%)j (A.370)
dA;; 2
Applying Jacobi’s formula to the second term in the loss gives:
d 1 Ty _ 1 -1 d T
1 d d !
=— AADH [ —A4)AT + A —A A.372
5 tr| ( ) < e ) + e (A.372)
and therefore
d 1 1 Ty—1( (i) 4T (i)
———logdet(AA") = —tr| (AA")" | B A" + AEY (A.373)
dA;j 2 2
1 i, g
=S tr <E(”)AT(AAT)_1 + E(”)AT(AAT)_1> (A.374)
- (AT(AAT)—l) ) (A.375)
J
= Al (A.376)

Jt

where we used the cyclic and transpose properties of the trace and that EUDT — pij),
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The final term requires a derivative of tr(X(I — AT A)), which is equal to a derivative of — tr(3ATA).
We use the formula for the derivative of the projection operator to get

d 1 1 d
-z T4) = = oAt
e tr(XATA) 5 tr| X (dx (A A)) (A.377)
_ i 4 f
=tr| XA d—A (I—ATA) (A.378)
x

again using the transpose property of the trace, and therefore
d 1

3 tr(ATA) = tr(EW)(1 - ATA)DAT) = (1 - ATA)nAT) (A.379)
]
Putting the three expressions together, we have that
d 1 B
- T _ a2 (p— At T
dAE (EA A = (I-ATA)XA ) (A.380)
O

Lemma A.25. The critical points of L satisfy the following properties:
1. A=US"2 with UUT =1
2. UTU commutes with ¥

Proof. Using lemma A.24, the critical points satisfy
SAT - AT - %(H — ATA)ZAT =0 (A.381)
By multiplying by A from the left we have
AXAT =14 (A.382)

meaning that U = AY2 must have orthonormal rows (since UUT =1). With this definition, we can
write A = US 2.
If we now multiply by A from the right, we get

YATA - ATA - %zATA + %ATAEATA =0 (A.383)

Noting that the second and fourth terms are symmetric (since ATA is symmetric), this means that the
remaining terms must be symmetric:

SATA - %EATA = ATAY - %ATAE (A.384)
g g

Since ATA commutes with ATA, they are simultaneously diagonalizable, and since they are both
symmetric, they share an orthonormal basis of eigenvectors. Clearly ATA — ATA/o? has the same
basis. Since this matrix commutes with Y, it must share a basis with ¥ and hence X has the same
basis as AT A. This means that ¥ commutes with ATA.

Expanding A in terms of U, this means that

SATA =2:0TUS 2 = 22 UTUN: = ATAY (A.385)
and therefore SUTU = UTUY, meaning that ¥ and UTU commute. O
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Consider as an example the case where ¥ is diagonal. UTU is a projection matrix, and in this
case, must be diagonal due to commuting with . As a result, it must have exactly d ones and D — d
zeros along the diagonal. This means that the rows of U are a basis for the d dimensional axis-aligned
subspace corresponding to the d nonzero entries. In the case of a non-diagonal ¥, this generalizes to
the rows of U spanning the same subspace as some subset of d eigenvectors of 3. This leads to the
expression of the loss function in the next theorem.

Theorem A.26. Let ¥ have the eigen-decomposition VAV™' with A = diag()\). Let UTU have the
eigen-decomposition VEV™, with E = diag(a). Then the minimum of the loss is satisfied by o such

that
ZD 1 1

i=1
is minimal, subject to the constraint cy; € {0,1} with 25:1 a; =d.

Proof. Let’s note a couple of properties. First, we have (UXUT)* = US*UT due to ¥ commuting with
UTU, so we can say that fo(USUT) = U fp(X)UT for any matrix function fy with a Taylor series. Next,
UTU is an orthogonal projection matrix, so E is a diagonal matrix with ones or zeros on the diagonal.
We know that the rank of U is d, hence F has exactly d ones and D — d zeros along the diagonal.
Therefore, we have the constraint «; € {0,1} with .2 a; = d. Next, note that ATA = UTU.

Now we substitute back into the loss in terms of U:

L= %tr(UUT) — %log det(UE*UT) + % tr(S(I — UTD)) (A.387)
= %tr(Ulog(E)UT) - T; tr(UXUT) + const. (A.388)

where we used that
log det(USUT) = trlog(ULUT) = —tr(Ulog(2)UT) (A.389)

Note that tr(UU7T) is constant. Consider that
tr(UXUY) = tr(UTUSUTU) = t1(VEDEVTY) = tr(EDE) = - A (A.390)

The same logic holds for the term with log(X). Therefore, dropping constant terms, the loss can be

written in terms of a and A:
D q 1

i=1
O

The loss will take different values depending on which elements of « are nonzero. Define fp()\;) =
log \; — A\;/0?. The loss will be minimized when the nonzero a; correspond to those values of fp()\;)
which are minimal. Clearly f{(A;) <0, so fy has only one maximum at \; = ¢ and is unbounded
below on either side of this maximum (see figure A.3). Consider the two extreme cases:

1. All eigenvalues A are smaller than ¢2. The minimal values of fs();) will occur for the smallest
values of A\;. Hence the d smallest eigenvalues of ¥ will be selected.

2. All eigenvalues \ are larger than 2. The minimal values of fs();) will occur for the largest values
of A\;. Hence the d largest eigenvalues of 3 will be selected.
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Figure A.3.: Plot of fy(\;) = log \; — \; /0% with 0 = 1, showing maximum value at \; = 02 and unbounded
behavior on either side.

In the intermediate regime, there will be a phase transition between these two extremes.

In the first case, the reconstructed manifold will be a projection onto the d-dimensional subspace
with the lowest variance, exactly the opposite result to PCA. In the second case, the reconstructed
manifold will be a projection onto the d-dimensional subspace with the highest variance, the same result
as PCA. If we maximize the likelihood on the manifold without any reconstruction loss, corresponding
to the 02 — oo limit, we actually learn the lowest entropy manifold. It makes more sense to learn
the highest entropy manifold as in PCA. We can ensure this is the case by adding Gaussian noise of
variance o2 to the data, ensuring that the minimum eigenvalue of the covariance matrix is at least o2,
even if the original data is degenerate.
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B.1. Layer-wise flow

B.1.1. Deep universal layer-wise flow

This appendix is adapted from Draxler et al. (2024b).

In an experiment on a toy dataset for figure 5.7, we demonstrate that a coupling flow constructed
layer by layer as in equation (5.30) learns a target distribution. We proceed as follows:

We construct a data distribution on a circle as a Gaussian mixture of M Gaussians with means
m; = (rcosy;,rsiny;), where ¢; = 0, ﬁ2ﬂ,...,%2w are equally spaced, and o; = 0.3. The
advantage of approximating the ring with this construction is that this yields a simple to evaluate data
density, which we need for accurately plotting pg(z):

| M
= — Y N(z;my,o?I). (B.1)
v

We then fit a total 100 layers in the following way: First, treat p(x) as the initial guess for
the latent distribution. Then, we build the affine coupling block that maximally reduces the loss
using equation (5.30). We therefore need to know the conditional mean m(b) and standard deviation
o(b) for each b. We approximate this from a finite number of samples N which are grouped by the
passive coordinate b into B bins so that N/B samples are in each bin. We then compute the empirical
mean m; and standard deviation 0’2 over the active dimension in each bin ¢ = 1,..., B. According to
equation (5.30), we define s; = ; and t; = —imz at the bin centers and 1nterpolate between bins
using a cubic spline. Outside the domain of the splines, we extrapolate with constants s,t with the
value of the closest bin. We do not directly optimize over ), but choose the () that reduces the loss
most out of Ny random 2D rotation matrices.

We limit the step size of each layer to avoid artifacts from finite training data, by mapping;:

T =oar+ (1 — Oé)fblk({l,‘). (B.2)

In addition, we resample the training data from the ground truth distribution after every step to avoid
overfitting. We do not explicitly control for the bi-Lipschitz constant of our coupling blocks because
we do not encounter any numerical problems.

We choose N = 226, B =64, M = 20, a = 0.5, Ng = 10. The resulting flow has 64-2-100 = 12, 800
learnable parameters. Figure B.1 shows how the KL divergence vanishes for our layer-wise training,
together with A.mne.

B.1.2. Comparison of training methods on toy distributions

This appendix is adapted from Draxler et al. (2020).

In addition, we provide more examples on a set of toy distributions. As before, we train layer-wise
using OAS and randomly fixed rotations, and end-to-end. Additionally, we train a mixed variant of
OAS and end-to-end: New layers are still added one by one, but in iteration [ the parameters of all
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Figure B.1.: Empirically, the KLi divergence decreases as more coupling blocks are added for the toy
distribution considered in figure 5.7 (left). At the same time, there is a strong correlation between the loss
improvement by a single coupling block A,mne[pe(z)] and the KL divergence (right). Crucially, the KL
divergence does not saturate as the loss improvements become smaller. The coupling flow considered is
trained according to the greedy layer-wise training in our proof construction.
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Figure B.2.: Twelve-block affine coupling normalizing flows trained on different toy problems (top row).
The following rows depict different training methods: layer-wise “LW” (rows 2 and 3), progressively “PROG”
(rows 4-5) and end-to-end “E2E” (last row). Rotations are “OAS” when determined by algorithm 1 (rows 2
and 4) or randomly fixed “RND” (rows 3, 5 and 6).
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layers 1 through [ are adapted in an end-to-end fashion. We call this training “progressive” as layers
are progressively activated and never turned off again.

We find the following results: Optimal rotations always outperform random rotations in layer-wise
training. With only a few layers, they also outperform end-to-end training, but are eventually overtaken
as the network depth increases. Progressive training continues to be competitive also for deep networks.

Figure B.2 shows the density estimates after twelve layers. At this point, none of the methods
show a significant improvement by adding additional layers. Hyperparameters were optimized for each
setup to obtain a fair comparison. Densities obtained by layer-wise training exhibit significant spurious
structure for both optimal and random rotations, with an advantage for optimally chosen subspaces.

B.2. Volume-preserving flows

This appendix is adapted from Draxler et al. (2024b).

The target distribution is a two-dimensional Gaussian Mixture Model with two modes. The two
modes have the same relative weight but different covariance matrices (X3 =1-0.2, ¥ =1-0.1) and
means (m; = [—0.5,—0.5], my = [0.5,0.5]).

The normalizing flow with a constant Jacobian determinant consists of 15 GIN coupling blocks
as introduced in Sorrenson et al. (2019). This type of coupling block has a Jacobian determinant of
one. To allow for a global volume change, a layer with a learnable global scaling is added after the
final coupling block. This learnable weight is initialized as one. For the normalizing flow with variable
Jacobian determinant, the GIN coupling is modified by removing the normalization of the scaling
factors in the affine couplings. This allows the normalizing flow to have variable Jacobian determinants.
In this case, the global scaling block is omitted. To implement the normalizing flow, we use the FrEIA
package (Ardizzone et al., 2018a) implementation of the GIN coupling blocks.

In both normalizing flows, the two subnetworks used to compute the parameters of the affine
couplings are fully-connected neural networks with two hidden layers and a hidden dimensionality of
128. ReLU activations are used. The weights of the linear layers of the subnetworks are initialized by
applying the PyTorch implementation of the Xavier initialization (Glorot & Bengio, 2010). In addition,
the weights and biases of the final layer of each subnetwork are set to zero.

The networks are trained using the Adam (Kingma & Ba, 2017) with PyTorch’s default settings
and an initial learning rate of 1- 1073 which is reduced by a factor of ten after 5000, 10000 and 15000
training iterations. In total, the training ran for 25000 iterations. In each iteration, a batch of size 128
was drawn from the target distribution to compute the negative log likelihood objective. We use a
standard normal distribution as the latent distribution.

For obtaining the optimal distribution p*(x), we follow the grid procedure in section 5.2 and
compute the probabilities on a regular 400 x 400 grid of grid spacing 0.01. The covariance of p*(z) is
computed for the latent scaling layer by sampling 4096 points from the mixture model, moving them
according to the volume-preserving flow learned using the grid and computing their empirical covariance
matrix. This yields essentially the same scaling as obtained from training the volume-preserving flow.

To learn p*(r) as in appendix A.2.2, we sample 5 - 10® samples from ground truth data distribution.
These samples are passed through the volume-preserving flow and afterward the Lo norm is applied to
the latent codes to obtain the latent radii r. We subtract the smallest observed radius from all radii to
ensure that the distribution we construct is supported for all » > 0 and fit a histogram with 4200 bins
to the radii. To obtain a smoother distribution, we use the left bin edges of the histogram and the
corresponding density values to fit a cubic spline using SciPy’s interpolate package (Virtanen et al.,
2020). We choose the partition function of the distribution p,(r) defined by the spline such that it
integrates to one. For a given latent code z the latent density can be computed by evaluating p, at
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r = ||z||2 and correcting for the volume at the given radius (see equation (B.3)).

1

= m pr(r = ||2]|2) (B.3)

p(2)

B.3. lterative Gaussianization

This appendix is adapted from Draxler et al. (2023).

B.3.1. Measuring number of required layers

We proceed as follows to predict the number of required layers to reduce the loss by a factor £ /L from
training Liain layers in all experiments:

1. Determine the entropy H[p(z)] of the data distribution p(z). This is required for computing the
KL divergence in equation (4.3), and restricts us to distributions p(x) which we can sample from
(for training) and where we can evaluate the entropy via:

H[p(l’)] = _Exwp(x) []ng(.%')] (B4)

2. Train a fixed number of layers Li,ain iteratively.
3. In general, we observe the loss as a function of depth L to decrease in a geometric series:
ﬁLtrain = £07Ltrain' (B5)

We determine ~ from the initial loss £y and the loss after Ly, layers:

] Hhaain (B.6)

Y i= L/ Lo

4. We then extrapolate equation (B.5) to predict the number of layers required for an arbitrary loss
ratio £/L: )
| log(£/1)

B.7
log ( )

_ We evaluate equation (B.7) throughout the experiments for a loss ratio of log(£/L) = 1, that
is L =e 1L = 36.8%L, but this is arbitrary as we are only interested in the scaling with dimension
which is independent of £/L.

B.3.2. Gaussian data

As our dataset, we construct the same dataset of Gaussians as in appendix B.4.4. We choose D in 10
geometrically spaced values from 10 to 128. We choose Amin = 1073, The case where all eigenvalues
are equal to 1, A\; = 1, is excluded, as Gaussianization has converged at this point.

For each ¥; in the resulting data set, we create Ny differently rotated variants X} = Q,TEZQT,
where we choose Nyot = 8, whatever is larger. This corresponds to the initial unknown rotation of the
data.

We then apply the analytic solution of a Gaussianization block on the covariance, given by
equation (A.143). Then, another N, rotations are drawn, which rotate each resulting covariance.
This procedure is repeated until the specified number of layers is reached. We use Liain = 8D layers
as we expect the number of required layers to increase with Q(D).
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Figure B.3.: For larger loss £ > 0, the median number of required layers over the data set
is larger than predicted, and some cases scale faster. (Left) If we predict the number of required
layers from the first Lyain = D layers, the majority of cases show slower convergence than predicted. Some
cases show faster convergence, see figure B.4. (Medium) After the first Liain = 3D layers, most cases show
the linear scaling behavior with dimension. (Right) The bound is valid for at least 90% of the data after
Lirain = 10D layers. All averaging is performed via the median, and shaded regions cover 90% of the cases.
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Figure B.4.: Our analytic lower bound on the number of layers gives a good estimate even
outside the valid regime (where £ &« 1) for several considered cases. (Left) The cases with faster
initial convergence than equation (6.16) ( ) originate from “All eigenvalues varying but one” and
“Single eigenvalue varying” with one eigenvalue bigger than the others (left). After a finite number of layers
(L = 40 here), the number of required layers predicted at this depth is close to the number predicted
by the theory in all cases. The plot considers D = 128. Note that at this depth, the loss for the fastest
configuration is still greater than 10, far from convergence. The suffixes “> 1”7 and “< 1” separate a < 1.

To evaluate theorem 6.3, we compare equation (6.16) with the empirical result. To estimate
the required number of layers for a fixed loss ratio, we proceed as in appendix B.3.1 so that we end
up in the regime where £ < 1. For figure 6.2, we fit v from the loss ratio of the last two layers:
Y = /Ly /LLiam—2 instead of equation (B.6). The maximum loss in this case is 1072, so we are in
the regime of £ < 1.

In figure B.3, we observe the same linear scaling behavior of required layers with dimension for
L >0, i.e. at the beginning of training. However, in this case, the bound in equation (6.16) is violated
in few scenarios: They require less layers than predicted. However, after a small number of layers, also
these cases fulfill equation (6.16), see figure B.4.

B.3.3. Finding spurious dimensions in standard normal data

We randomly sample N = 60, 000 normal samples of dimension D = 3072, which corresponds to the size
of the CIFAR10 dataset. We optimize w € R, ||w|| = 1 to minimize the 1-dimensional sample-based
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Figure B.5.: Rational-Quadratic Spline. Each pair of knots (black) is interpolated with a rational-
quadratic polynomial. The outside is extrapolated with linear tails.

2-Wasserstein distance to a predefined bimodal distribution p,g, = (N (—d/2,0) + N(d/2, o)) /2:

N

2
W3 = Z((WT@M(Z‘) - yz) : (B.8)
i=1
Here, y; are sorted samples from p,q,. The permutation m,, : [N] — [N] sorts the projected values
(wTz).

We choose the spread of the bimodal distribution to be d = 2 and the standard deviation of each
mode as o = 0.4.
We optimize w for 64 steps using SGD with a learning rate of 10 and momentum .8. After each

update, we rescale |w|| = 1. The final Wasserstein distance we obtain reads 0.03, down from 0.1 for a
random w.
For the visualization in figure 6.4, we project the data once with a random wgndx and once with

wTz into 70 bins.

B.3.4. Gaussianization implementation

Following equation (4.21), we construct f., as a random rotation fro(x) = Qz where @ ~ O(D)
for data dimensionality D. For fg,,, we choose rational-quadratic splines, which allow for approx-
imation of arbitrary functions by separating their domain into b bins. Given bin edges (or knots)
k) yk) p(k+1) (k+1) and derivatives (), -+ at those edges for bin k = 1,...,b, they can be
interpolated with a rational-quadratic polynomial as described in (Durkan et al., 2019). Beyond the
outermost bin edges, the spline is extrapolated with linear tails.

We use an implementation of RQ splines based on (Dai & Seljak, 2021), where ¢ (z,a) =
(1 — a)RQ(x) + ax with a scalar regularization parameter . We choose b = 128 bins, as well as
a1 = 0.9 for the spline and as = 0.99 for the linear extrapolation, such that
(s, o) $,(-1) <xz; < be“)

B.9
Y(x;,ap) otherwise (B.9)

fdim.0,(xi) =

The a2 significantly slow down training, but increase performance (Dai & Seljak, 2021). It should
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not alter the scaling behavior of the number of required layers with dimension, up to a constant factor
independent of dimension.

Splines are fit to the CDF of the data by evenly distributing bin knots on the quantiles of the
data and applying the inverse Gaussian CDF":

(k) _ k

® = g1 (:cf’“) (B.11)

where ¢(p) = v2erf~(2p — 1) is the quantile function and G(z) = 3

1+ erf <\%>] is the standard

normal CDF. The inner derivatives §%) can then be estimated by finite differences, following (Durkan
et al., 2019):

B ) ) (B.12)
(k+1) (k)
(k) _ Yi —Yi
50T T (k) (B.13)
z; —x;

(k) 7 (k+1) (k+1) p, (k)
(k+1) _ S; h + s h B
) = S ATy ., k=1,..,b—1. (B.14)

We choose identity tails, i.e. §() = §+1) =1,

B.3.5. Toy scaling experiment

Toy data distribution Our goal is to create a family of distribution p(z) which naturally extend over
different dimensions D by the continuous mixture of Gaussians equation (6.21) where the mean of each
dimension is conditioned on the previous via m;(z; € 4;). In particular, we choose:

mo=0, o0?=08, o5=02. (B.15)

1
my = 5,
The s;;(D) are drawn randomly from {—1,+41} for each dimension D and for each seed. This is the
main source of noise between runs.

Training We employ the architecture described in appendix B.3.4 for L. = 64 layers. We use
N = 60,000 training samples in each case and run a total of four runs per case (except for case 1,
for which we average over eight runs). Before training, the data is normalized to zero mean and unit
standard deviation in the original rotation.

In principle, measuring convergence rates would be more accurate by using different batch of
training data for fitting each layer, as this avoids overfitting and yields slower convergence on test data.
We find this not to be a problem for the considered 64 layers and high « (see appendix B.3.4).

Evaluation We compute the number of required layers for each run via the procedure in appendix B.3.1.
This number is then averaged over all runs for each case and dimension.
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Figure B.6.: Random projections of data from the different versions of toy data in D = 128. Columns
show the different cases, and each row depicts a different random projection w € RP | ||w|| = 1. In case (2,
center), most dimensions depend on the same dimensions, making random projections deviate strongly from
a standard normal. For case (1) and (3), random projections are very close to a Gaussian, preventing a fast
fit using Gaussianization.

B.3.6. Multiscale EMNIST experiment

Data distribution As described in section 6.2.5, we make use of a normalizing flow as our data density
p(x). Each flow architecture consists of a fixed normalization layer, followed by 20 affine coupling
blocks. We use purely full-connected networks for odd scales, and convolutional networks for even scales.
We use wavelet downsampling before the first. If the image side length scale is a power of 4, we add a
second wavelet downsampling after the eighth affine coupling layer. Each convolutional subnetwork
uses two hidden layers with 16 channels respectively 32 channels after the second downsampling each,
and a kernel size of 3. The final 4 coupling blocks are fully-connected. Each fully-connected subnetwork
has two hidden layers with hidden width equal to the total number of dimensions D. The details for
each architecture are given in table B.1.

We train the normalizing flows for 30 epochs for D = 28 x 28, and 20 for the other scales using
negative log-likelihood, see equation (6.10). We use Adam with a learning rate of 1073 and a batch
size of 256.

After training, we replace the latent distribution with a normal distribution N'(0,62Ip) with
6 = 0.8 to achieve a better sample quality. Note that this does not influence the ability to compute
density estimates p(x) from our model, but it does reduce the entropy of the data.

Traininig Like in the toy experiment, we use the implementation from appendix B.3.4. We again
choose N = 60,000 training samples without resampling. We average each case over 10 runs.

Evaluation We use the same procedure as in appendix B.3.5.
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Table B.1.: Normalizing Flow architecture as a function of image size. A purely fully-connected network is
labeled by “fc¢”, “conv” networks are partially convolutional.

Scale Network type # of downsamplings # of parameters
4=2x2 conv 1 149k
9=3x3 fc 0 7k
16 =4x14 conv 2 194k
25=5x5 fc 0 38k
36 =6x6 conv 1 164k
49=7x17 fc 0 134k
64=8x8 conv 2 235k
100 =10 x 10 conv 1 254k
144 =12 x 12 conv 2 406k
196 =14 x 14 conv 1 544k
256 = 16 x 16 conv 2 861k
324 =18 x 18 conv 1 1M
400 = 20 x 20 conv 2 2M
484 = 22 x 22 conv 1 3M
576 = 24 x 24 conv 2 4M
676 = 26 x 26 conv 1 5M
784 = 28 x 28 conv 2 6M

B.3.7. Compute and libraries

Experiments were performed on three workstations, each with a single high-end consumer GPU and
CPU each. We build our code upon the following Python libraries: PyTorch (Paszke et al., 2019),
PyTorch Lightning (Falcon & The PyTorch Lightning team, 2019), Lightning Trainable (Kiithmichel &
Draxler, 2023), Tensorflow (Abadi et al., 2015) for FID score evaluation, Numpy (Harris et al., 2020),
Matplotlib (Hunter, 2007) for plotting and Pandas (McKinney, 2010; The pandas development team,
2020) for data evaluation.

B.4. Deep coupling bound

This appendix is adapted from Draxler et al. (2022).
All experiments were carried out on a single AMD Ryzen 7 3700X 8-Core Processor together with
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Figure B.7.: Samples from our down-scaled EMNIST normalizing flows which we use as ground truth
distributions p(z). Normalizing Flows are sampled with reduced temperature 0.8.
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a NVIDIA GeForce RTX 2080.

B.4.1. Deep network on EMNIST

In this experiment, we estimate the capability of affine normalizing flows in reducing the non-
Standardness S (see equation (6.1)) as a function of the number of layers. We compare this to
the theoretic bound in theorem 6.7.

To this end, we train affine normalizing flows on EMNIST digits (Cohen et al., 2017). We leverage
a 20-block Glow architecture. To measure the effect of depth L = 1,...,20 of the flow on S, we
truncate the architecture to L layers.

The architecture is built as follows: We start by down-sampling the input image from gray scale
1 x 28 x 28 to 4 x 14 x 14: Each group of four neighboring pixels is reordered into one pixel with four
times the channels in a checkerboard-like pattern. Then, eight convolutional coupling blocks with 16
hidden channels are applied. They are followed by another down-sampling to 16 x 7 x 7 and eight
convolutional coupling blocks with 32 hidden channels. After flattening the input, four fully-connected
affine coupling blocks are added with 392 hidden dimensions.

When truncating this architecture, we remove blocks from the left. For example, when one block is
present (L = 1), only the last coupling block with the fully-connected subnetwork remains. This makes
our theory applicable, as proposition 6.6 assumes that the neural networks s and t are fully-connected
(otherwise, the whitening operation cannot always be represented).

We train each depth from scratch for 300 epochs using Adam with a learning rate of 3 - 1073
which is reduced by a factor of .1 after 100 and 200 epochs. The batch size is 240 which implies 1000
iterations per epoch.

Given the 20 networks of different depth, we split the loss into the non-Gaussianity G and non-
Standardness S as suggested by theorem 4.1. To do so, we compute the empirical covariances ¥; of
10’000 test samples pushed through each flow.

To relate this experiment to our theory, we take the covariance matrices obtained using the trained
flows X; and apply theorem 6.7 to each. This yields an upper bound on the expected non-Standardness
after training another network with depth increased by one. In other words, given ¥;, theorem 6.7
predicts an upper bound on the expected Eq,, , ~p(Q) [S(X141)]. We observe that the experimentally
observed non-Standardness behaves similar to the upper bound. We do not expect this to be the
case in general: There might be a trade-off between reducing S and G, so the optimization might
actually decide for reducing G at the cost of increasing S. We only show that with the covariance
in proposition 6.6, G does not increase. On the other end, an affine flow might actually be able to
reduce the non-Standardness stronger than predicted, as our theory does not take potentially useful
cooperation between layers into account.

We average all results over eight runs per depth (i.e. 8 - 20 = 160 networks in total). Despite
different random orientations in each run, the results are very concentrated: We find error bars so
small that they are not visible in figure 6.1.

We observe that after four blocks, the non-Standardness is close to zero. Here, the flow consists of
four coupling blocks with fully-connected subnetworks. This justifies the use of convolutional networks
for s and t in the remaining blocks; they can only reduce correlations between pixels locally, thus not
reducing non-Standardness as strongly as predicted. However, the non-Standardness is reduced enough
by only four coupling blocks.

figure B.8 shows samples from one networks trained for each depth (sampling temperature 7" = 0.7).
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Figure B.8.: Samples generated by the affine coupling flows with varying depth trained for figure 6.1. Each
column shows eight samples by a network of the corresponding depth.

B.4.2. Single layer on EMNIST digit covariance

This experiment confirms that the covariance minimizing the non-Standardness S (f]) after a single
layer is correctly predicted by proposition 6.6.

To get an interesting covariance matrix, we flatten the EMNIST digits training data and compute
its covariance matrix X, as depicted in figure 6.9 on the left. We then sample a multivariate Gaussian
with this covariance matrix and train a single affine coupling layer. As the data is Gaussian, we can
train with the standard maximum likelihood loss as it is equivalent to the non-Standardness S. We
use Adam with a learning rate 0.05, a batch size of 2048 and train for 512 iterations.

B.4.3. Single block on toy data

This experiment explores the average non-Standardness that can be reached by a single layer by
modifying the covariance as given by proposition 6.6. It also aims to confirm the upper bounds shown
in theorems 6.7 and 6.8.

We build a family of toy covariance matrices to work with. As the data will be randomly rotated
anyway, we choose the matrices to be diagonal w.l.o.g., i.e. we directly design the eigenvalue spectrum
of each covariance. We prescribe this spectrum by a continuous function p : [0,1] — R4. It is chosen
bijective to ensure that the eigenvalues are distinct. We then define the eigenvalues as follows:

mzu(ﬁ) i=0,...,D—1. (B.16)

With this approach, we can systematically modify eigenvalue/noise spectra.
Given a vector of eigenvalues (u;);, we need to ensure that its mean is one. We do so by dividing
by the mean:
i
Vii= —p - (B.17)
Zi:1 pi/ D

Finally, we add a scaling parameter s > 0 that defines how close the spectrum is to the identity:

A = - 1) s+ 1 (B.18)

7
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Figure B.9.: Eigenvalue spectra used for experiment depicted in figure 6.10. (Left) p(x) = 2% and (right)
u(x) = x8. Each line corresponds to a different scaling s.

The non-Standardness strictly decreases as s comes closer to 0. As the eigenvalues always have to be
positive, s must be chosen smaller than:

—_— = . B.19
s 1-— )\min Smax ( )

(s)

. S . . . .
Given a spectrum A;”’, we build a diagonal covariance matrix

5 = Diag(A\\")2,,. (B.20)

For the experimental baseline, we sample N, orthogonal and unitary rotation matrices Q ~ p(Q)
from the corresponding Haar measure over O(D) and U (D). We employ scipy.stats.ortho_group
respectively scipy.stats.unitary group (Virtanen et al., 2020). This yields the covariance of the
rotated data:

Yo =Q¥QT. (B.21)
(Or, Q* instead of QT if we average over unitary matrices).

We do not train affine coupling layers directly. Instead, we make use of the single layer output
covariance ¥ from proposition 6.6.

We choose the following numerical values for s: To get a close look at the case where s — 0
and correspondingly S — 0, we take Nycale/3 geometrically spaced points in [0.0018max, 0.98max]. To
accurately capture the off-minimum behavior, we add to that 2Nyc,1e/3 linearly spaced points between
[0.95max, -999Smax] -

We choose N;ot = 100 and Ngeare = 150 for all experiments. To save computational resources, we
re-use the rotations sampled for the first scale for the remaining.

In figure 6.10, we showed the experiment for the parameterized spectra u(z) = 22 and pu(z) = 28,

For both, figure B.9 shows which rescaled eigenvalue spectra were used in this experiment. In figure B.10,
we give examples for more spectra.

B.4.4. Layer-wise training on toy data

In this experiment, we track the non-Standardness as layers are added, check theorem 6.9, and compare
the convergence rate equation (6.35) to the other bounds in theorems 6.7 and 6.8.

This experiment uses a different set of toy covariances than appendix B.4.3. This time, we build a
plethora of different initial covariances (eigenvalue spectra) that include extreme cases:
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Figure B.10.: Examples for single layer relative non-Standardness on more eigenvalue spectra: (Top left)
w(x) =z, (top right) p(x) = x°, (bottom left) u(x) = ., (bottom right) pu(x) = exp(x). More details in
figure 6.10.

1. All eigenvalues are set to 1 except for one that is varying.
2. All eigenvalues have the same value that is varied, except for one that is set to 1.

3. Split the eigenvalues into two halves, respectively having the same value: The first half is varied,
the second half assume the inverse value of the first half.

4. Randomly sample all eigenvalues uniformly from |0, 2].

5. Randomly sample all eigenvalues between such that the logarithm is uniformly distributed over

[1/Umax, Vmax]-

Whenever we vary the value of any eigenvalue, we take Ny, scalars geometrically spaced between
1/Vmax and vmax. We exclude the case where all eigenvalues are equal to 1, implying a non-Standardness
of 0.

To fulfill assumption 6.3, we do not actually assign the same value to eigenvalues, but multiply them
each with a linearly increasing factor in (1 —€,1 + €). We do not observe any change in experimental
behavior from this, but this allows us evaluating theorem 6.7.

Given the dataset of eigenvalues, we build diagonal covariances, repeatedly apply random rotations
and the whitening procedure in proposition 6.6. The details are given in algorithm 4. For each input
covariance, we obtain N;o trajectories of covariances.

We evaluate the non-Standardness of each covariance matrix S (El(z’r)) and average over rotations.
This is shown in the left plot in figure 6.11.

In addition, we compute the relative non-Standardness between layers:

S /8. (B.22)
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Algorithm 4 Multi-layer non-Standardness experiment

Require: Input covariances ()i = 1,..., N, number of rotations Nyo, number of layers L.
Z(()l’r) — X0 fori=1,...,N;r =1,..., Ny {Copy each input covariance No; times}
for(=1,...,L do

Q" ~ O(D ) for r =1,..., Nyot {Sample rotations}
(Z T)' — Q") (Z " (Q(’"))T fori=1,...,N;r=1,..., Nyt {Apply rotations}
Zl(z T) — proposmon 6.6 on El 1 ) {Apply Whltemng step}
end for
Ensure: {El(l’r)}lel fori=1,..., N;r=1,..., Nyt.

This quantity is averaged over rotations r and instances 7. It is depicted together with the corresponding
interquartile range (IQR) in the right half of figure 6.11.

We also evaluate each of the bounds on Eg[S (Zl(fl))] in theorems 6.7 and 6.8 given El(i’r) and

divide it by the non-Standardness S (Zl(“)). Again, we average over rotations and iterations.

Averaging over rotations might be counter-intuitive as the bounds explicitly calculate a value that
is an average: It is necessary because for each initial covariance, we have N, trajectories with different
convergence behavior. Let us make this explicit. Denote by B any of the bounds in theorems 6.7
and 6.8:

EQii~p@ [S(El(ig)(QlJrl))] < B(Zz(ivr))

< —. (B.23)
S(=) Sz

We average the quantity on the right over the different trajectories, i.e. over ,r. It only depends on
the covariances in the [th layer in contrast to the expression on the left.

As hyperparameters to the experiment, we choose D = 48, L = 32, Nyary = 128, Niot = 32, Umax =
1000, e = 107°. We stop a trajectory once the non-Standardness falls below 10™? to avoid numerical
instabilities.

B.5. Free-form flows

This appendix is adapted from Draxler et al. (2024a).

D-1
Sh2
comparison to v ~ N (0, I), see the experimental details on FIF in appendix B.7.1 for more details.

We sample the vectors in theorem 7.1 from v ~ U( ), reducing the variance of the trace in

B.5.1. Simulation-Based Inference

Our models for the SBI benchmark use the same ResNet architecture as the neural spline flows (Durkan
et al., 2019) used as the baseline. It consists of 10 residual blocks of hidden width 50 and ReLU
activations. Conditioning is concatenated to the input and additionally implemented via GLUs at the
end of each residual block. We also define a simpler, larger architecture which consists of 2x256 linear
layers followed by 4x256 residual blocks without GLU conditioning. We denote the architectures in the
following as ResNet S and ResNet L. To find values for architecture size, learning rate, batch size and
B we follow (Wildberger et al., 2023) and perform a grid search to pick the best value for each dataset
and simulation budget. As opposed to (Wildberger et al., 2023) we run the full grid, but with greatly
reduced search ranges, which are provided in Table B.2, which amounts to a similar budget. The best
hyperparameters for each setting are shown in Table B.3. Notably, this table shows that our method
oftentimes works well on the same datasets for a wide range different § values. The entire grid search
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Table B.2.: Hyperparameter ranges for the grid search on the SBI benchmark.

*We only perform the

search over architecture size for the 100k simulation budget scenarios.

Range

Reconstruction weight g
Learning rate

10,25, 100, 500
{1,2,5,10} x 10~4

Batch size 22 ..,28

Architecture size

S, L*

Table B.3.: Hyperparamters found by the grid search for the SBI benchmark. Cells are split into the
hyperparameters for all three simulation budgets, unless we use the same setting across all of them.

Dataset Batch size  Learning rate B ResNet size
Bernouli glm 8/32/128 5x 1074 25/25/500 S/S/L
Bernouli glm raw 16/64/32  5/10/10 x 10=*  25/25/50 S/S/L
Gaussian linear 8/128/128  5/10/1x 104  25/500,/500 S
Gaussian linear uniform  8/8/32 5/2/5 % 10~%  500/10/100 S/S/L
Gaussian mixture 4/16/32 5/2/10 x 10=*  10/500/25 S/S/L
Lotka Volterra 4/32/64  10/10/5 x 10~*  500/500/25 S
SIR 8/32/64  10/10/5 x 10~*  500/25/25 S
SLCP 8/32/32 5x 1074 10/25/25 S/S/L
SLCP distractors 4/32/256  5/10/5x 10 25/10/10 S
Two moons 4/16/32 5/5/1 x 1074 500 S/S/L

was performed exclusively on compute nodes with “AMD Milan EPYC 7513 CPU” resources and took
~ 14.500h x 8 cores total CPU time for a total of 4480 runs.

B.5.2. Molecule Generation
E(n)-GNN

For all experiments, we make use of the E(n) equivariant graph neural network proposed by (Satorras
et al., 2021b) in the stabilized variant in (Satorras et al., 2021a). It is a graph neural network that
takes a graph (V| F) as input. Each node v; € V' is the concatenation of a vector in space z; € R”
and some additional node features h; € R". The neural network consists of L layers, each of which
performs an operation on v* = [x hl — xl'H th] Spatial components are transformed equivariant
under the Euclidean group F(n) and feature dimensions are transformed invariant under E(n).

mz] = Pe (h’l h‘ljadgjaaij)v (B24)
€ij = Pinf(Mij), (B.25)
it =on| hi, ) emi |, (B-26)
J#i

I+1 — ) Lol g2

AR Z dw o (h h, dw,aij) (B.27)
i

Here, d;; = Hxi — x§|| is the Euclidean distance between the spatial components, a;; are optional edge

features that we do not use. The €;; are normalized for the input to ¢5,. The networks @, Yinf, ©n, Pu
are learned fully-connected neural networks applied to each edge or node respectively.
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Table B.4.: Hyperparameters used for the Boltzmann generator tasks. The format “A / B“ specifies a
two-step training.

DW4 LJ13 LJ55
Layer count 20 8 10
Reconstruction weight 8 10 200 500
Learning rate 0.001 0.001 0.001
Learning rate scheduler ~ One cycle - - / Exponential v = 0.99999
Gradient clip 1 1 0.1
Batch size 256 256 48
Duration 50 epochs 400 epochs 300k / 450k steps

Latent distribution

As mentioned in section 7.1.4, the latent distribution must be invariant under the Euclidean group.
While rotational invariance is easy to fulfill, a normalized translation invariant distribution does not
exist. Instead, we adopt the approach in (K&hler et al., 2020) to consider the subspace where the mean
position of all atoms is at the origin: Zfil x; = 0. We then place a normal distribution over this space.
By enforcing the output of the E(n)-GNN to be zero-centered as well, this yields a consistent system.
See (Kohler et al., 2020) for more details.

Boltzmann Generators on DW4, LJ13 and LJ55

We consider the two potentials

1
Double well (DW): v (w1, 22) = 5= (a(d —do) + b(d — do)? + e(d — d0)4), (B.28)
T
€ T 12 T 6
Lennard-Jones (LJ): vi(zr,ze) = — [ [ =] —2( = : (B.29)
27 d d

Here, d = ||x1 — 22| is the Euclidean distance between two particles. The DW parameters are chosen
asa=0,b=—-4,c=0.9,dy =4 and 7 = 1. For LJ, we choose r,, = 1,e =1 and 7 = 1. This is
consistent with (Klein et al., 2023) and we use their MCMC samples as data, of which we use 400k
samples for validation and 500k for testing the final model.

We give hyperparameters for training the models in table B.4. We consistently use the Adam
optimizer. While we use the E(n)-GNN as our architecture, we do not make use of the features h
because the Boltzmann distributions in question only concern positional information. Apart from the
varying layer count, we choose the following E(n)-GNN model parameters as follows: fully-connected
node and edge networks (which are invariant) have one hidden layers of hidden width 64 and SiLU
activations. Two such invariant blocks are executed sequentially to parameterize the equivariant update.
We compute the edge weights €;; via attention. Detailed choices for building the network can be
determined from the code in (Hoogeboom et al., 2022).

QM9 molecule generation

For the QM9 (Ruddigkeit et al., 2012; Ramakrishnan et al., 2014) experiment, we again employ a
E(3)-GNN. This time, the dimension of node features h is composed of a one-hot encoding for the
atom type and an ordinal value for the atom charge. Like (Satorras et al., 2021a), we use variational
dequantization for the ordinal features (Ho et al., 2019), and argmax flows for the categorical features
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Table B.5.: Boltzmann generator negative log-likelihood and sampling times, including the time to compute
the density from the network Jacobians. Note that in all cases, the log prob could be distilled by a
E(3)-invariant network with scalar output for faster density estimation. NLLs are due to (Klein et al.,
2023). Errors are the standard deviations over runs. The other models are based on an ODE trained via
maximum likelihood (E(n)-NF, (Satorras et al., 2021a)), and trained via Optimal Transport Flow Matching
with (OT-FM) or without (E-OT-FM) equivariance-aware matching (Klein et al., 2023). E(n)-NF is too
memory intensive to train on LJ55 efficiently. Expands table 7.1 in main text.

Sampling time ({)

NLL (1) Raw incl. log gg(x)
DW4
E(n)-NF 1724001 0024ms  0.10 ms
OT-FM 1.70 £ 0.02 0.034 ms 0.76 ms
E-OT-FM 1.68 £ 0.01 0.033 ms 0.75 ms
FFF 1.68 £ 0.01 0.026 ms 0.74 ms
LJ13
E(n)-NF -16.28 + 0.04 0.27 ms 1.2 ms
OT-FM -16.54 + 0.03 0.77 ms 38 ms
E-OT-FM  -16.70 £ 0.12 0.72 ms 38 ms
FFF -17.09 + 0.16 0.11 ms 3.5 ms
LJ55
OT-FM -88.45 + 0.04 40 ms 6543 ms
E-OT-FM -89.27 + 0.04 40 ms 6543 ms
FFF -88.72 + 0.16 2.1 ms 311 ms

(Hoogeboom et al., 2021). For QM9, the number of atoms may differ depending on the input. We
represent the distribution of molecule sizes as a categorical distribution.

We again employ the F(3)-GNN with the same settings as for the Boltzmann generators. We use
16 equivariant blocks, train with Adam with a learning rate of 10~ for 700 epochs. We then decay the
learning rate by a factor of v = 0.99 per epoch for another 100 epochs. We set reconstruction weight
to 8 = 2000. We use a batch size of 64.

For both molecule generation tasks together, we used approximately 6,000 GPU hours on an
internal cluster of NVIDIA A40 and A100 GPUs. A full training run on QM9 took approximately ten
days on a single such GPU.

B.5.3. Ablation studies

We study the effect of different modifications to our method in an ablation study on the MINIBOONE
dataset shown in Table B.6. Firstly, we train a classical normalizing flow, implemented as a coupling
flow (Dinh et al., 2015) (Classical NF) and compare it to a model where the exact likelihood loss of
equation (4.4) has been replaced by the trace estimator of equation (7.5), but still using the exact
inverse (NF + trace estimator). The resulting NLL shows that using equation (7.5) provides a good
estimate for the maximum likelihood objective, with only small deterioration due to the increased
stochasticity. Next, we train two identical coupling flow networks as FFF, meaning we no longer use
their invertibility and instead rely on the reconstruction loss of equation (7.8) to learn an inverse (INN
as FFF). This shows that the coupling flow architecture is suboptimal compared to FFF, despite its
guarantee of invertibility. Finally, we show that with the right architecture (ResNet as FFF /Transformer
as FFF) we can reach and even outperform coupling flows. We also include an ablation study on the
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Table B.6.: Ablation in terms of NLL on MINIBOONE: We start with a classical normalizing flow trained
with exact likelihood, then add the trace estimator. Next, we compare different architectures trained as
free-form flows. Finally, we compare using more Hutchinson samples K and varying batch size bs.

Setup NLL
Classical NF (equation (4.4)) 10.55
NF + trace estimator (equation (7.5)) 10.60
INN as FFF 16.42
Transformer as FFF 10.10
ResNet as FFF, K = 1,bs = 256 10.60
ResNet as FFF, K = 2, bs = 256 10.18
ResNet as FFF, K = 1,bs = 64 12.96
ResNet as FFF, K = 2, bs = 64 12.30

effect of increasing the number of Hutchinson samples K vs. increasing batch size bs. Both measures
reduce stochasticity of the optimizer and can lead to better performance, but we find that the effect of
increasing batch size is more pronounced, and can lead to more improvements than increasing K at
the same cost.

B.5.4. Software libraries

We build our code upon the following Python libraries: PyTorch (Paszke et al., 2019), PyTorch
Lightning (Falcon & The PyTorch Lightning team, 2019), Tensorflow (Abadi et al., 2015) for FID score
evaluation, Numpy (Harris et al., 2020), Matplotlib (Hunter, 2007) for plotting and Pandas (McKinney,
2010; The pandas development team, 2020) for data evaluation.

B.6. Manifold free-form flows

This appendix is adapted from Sorrenson et al. (2023).

In accordance with the details provided in section 7.2.3, our approach incorporates multiple
regularization loss components in addition to the negative log-likelihood objective. This results in the
final loss expression:

L= L+ B2 L7 + 5Lt 4 gyF Lyl (B.30)

For each of the terms, there is a variant in - and in z-space, as indicated by the superscript. In detail:
The first loss Lg represents the reconstruction loss:

%{ - Eszdata[d(w7 ggp(fe(x))], (B31)
LR = Eonpaaald(fo (), fo(9,(fo(2)))]- (B.32)
Here d(z,y) = ||z — y||? is the standard reconstruction loss in the embedding space. This could be

replaced with a distance on the manifold. However, this would be more expensive to compute and
since we initialize networks close to identity, the distance in the embedding space is almost equal to
the shortest path length on the manifold.

To have accurate reconstructions outside of training data, we also add reconstruction losses for
data uniformly sampled on the manifold, both for x and z:

U = Eontim (2, 9o (fo(2))]; (B.33)
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LG = Epri(mld(z, folgp(2))]- (B.34)

Finally, we make sure that the function learned by the neural networks is easy to project by
regularizing the distance between the raw outputs by the neural networks in the embedding space and
the subsequent projection to the manifold (compare equation (7.21)):

L8 = Eorpyaea 96 (fo(2)) = G (fo ()%, (B.35)
Lh = Eompyoalll fo(x) = fo(@)|I]- (B.36)
If these superscripts are not specified explicitly in the following summary of experimental details,

we mean 3% = (7.
In all cases, we selected hyperparameter using the performance on the validation data.

B.6.1. Likelihood evaluation

Sampling from a trained model can be easily achieved by sampling from the latent distribution and
performing a single pass through the decoder g,. However, to evaluate the likelihood of the test set
under our model, as in section 7.1.3, we need to calculate the change of variable formula w.r.t. g, 1

/ RYGz(g; (z))R
g () = logp(= = 95" (2) + log 15 (00 + hlog A LB
T
~ logp(= = fole)) +1og R4, (fo(x)) Q| + blog eI g

QTG x(2)Q)

Here we used the approximation fy ~ g, 1. While it is expensive to compute for training, it is reasonably
fast to compute during inference time. However, if the assumption of fp ~ g, 1'is not sufficiently
fulfilled, the measured likelihoods might be inaccurate. We try to identify such cases by sampling
points from M around the proposed latent point with small noise strength o

zZ = proj(fo(z) + N(0,0)). (B.39)
As inverse of the decoder g, we use the sample Z which results in the lowest reconstruction loss:

9, (x) ~ arg minl|g,(2) — (3. (B.40)

We also do this with samples drawn around Z = proj(z + N (0,0)) and uniformly from the manifold
Z =U(M). We note that in most cases, except for the earth datasets, the likelihoods computed in
this way agree with fp =~ g, L. In the case of the earth datasets, we note that the newly computed
likelihoods now agree with observed model quality. Specifically, whenever reconstruction loss is low,
we also see agreement between the likelihoods computed via fy and our approximation of g, L via
sampling. Otherwise, the disagreement between fp and g, I and the resulting drop in model quality
are correctly diagnosed. Therefore, for the all S? experiments, we report the likelihoods computed by
our approximation.

B.6.2. Special orthogonal group

To apply manifold free-form flows, we project an output matrix R € R3*3 from the encoder/decoder to
the subspace of special orthogonal matrices by finding the matrix @ € SO(3) minimizing the Frobenius
norm || — R||p. This is known as the constrained Procrustes problem and the solution () can be
determined via the SVD R = ULV (Lawrence et al., 2019):

Q=USV", (B.41)
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Table B.7.: Hyperparameter choices for the rotation experiments. Sy and Sp are the same for both the

sample and latent space.

Hyperparameter Value
Layer type ResNet
Residual blocks 2
Inner depth )
Inner width 512
Activation ReLLU
BE 500
B 0

Bu 10
Bp 10
Latent distribution uniform
Optimizer Adam
Learning rate 5x 1073
Scheduler Exponential w/ v =1—10"°
Gradient clipping 1.0
Weight decay 3x107°
Batch size 1,024
Step count 585,600
#Repetitions 3

Table B.8.: Dataset overview for the earth data experiments. Each dataset is split into 80% for training,

10% for validation and 10% for testing.

Dataset Number of instances Noise strength
Volcano 827 0.008
Earthquake 6120 0.0015
Flood 4875 0.0015
Fire 12809 0.0015

where the diagonal entries of ¥ were sorted from largest to smallest and S = Diag(1,...,1,det(UVT)).

The special orthogonal group data set is synthetically generated. We refer to (De Bortoli et al.,
2022) for a description of the data generation process. They use an infinite stream of samples. To
emulate this, we generate a data set of 107 samples from their code, of which we reserve 1,000 for
validation during training and 5,000 for testing. We vectorize the 3 x 3 matrices before passing them
into the fully-connected networks. All training details are given in table B.7, one training run takes
approximately 7 hours on a NVIDIA A40.

The data set is synthetically generated; of the N = 100, 000 data points, we use 1% of for validation
and hyperparameter selection and 5% for test NLL. Each run uses a different random initialization of
weights.

B.6.3. Earth data

We follow previous works and use a dataset split of 80% for training, 10% for validation and 10%
for testing. For the earth datasets, we use a mixture of 5 learnable Von-Mises-Fisher distributions
for the target latent distribution. We base our implementation on the hyperspherical_vae library
(Davidson et al., 2018). In order to stabilize training, we apply a small amount of Gaussian noise to
every batch (see table B.8) and project the resulting data point back onto the sphere. Other training
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Table B.9.: Hyperparameter choices for the earth data experiments. Sy and Sp are the same for both the

sample and latent space.

earthquake

Hyperparameter Value
Layer type ResNet
residual blocks 4
Inner depth 2
Inner width 256
Activation sin
BE 10°
Br 0
BU 2 X 102
Bp 0
Latent distribution ~VMF-Mixture (ncomp = 5)
Optimizer Adam
Learning rate 2x 1074
Scheduler onecyclelr
Gradient clipping 10.0
Weight decay 5x 107°
Batch size 32
Step count ~ 1.2M
#Repetitions 5
volcano flood

fire

Figure B.11.: Density estimates of our model on the earth datasets. Blue points show the training dataset,

red points the test dataset.
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Table B.10.: Details on the torus datasets. Each dataset is randomly split into a train dataset (80%),
validation dataset (10%) and test dataset (10%). During training, we add Gaussian noise with mean zero
and standard deviation given by ‘noise strength’ to the data, to counteract overfitting.

Dataset Number of instances Noise strength
General 138208 0
Glycine 13283 0
Proline 7634 0
Pre-Proline 6910 0

RNA 9478 1x1072

Table B.11.: Details on the model architecture, loss weights and optimizer parameters for the torus datasets.
We use the same configuration for all protein datasets on T2.

Hyperparameter Value (T?) Value (T7)

Layer type ResNet ResNet
residual blocks 6 2
Inner depth 3 2
Inner width 256 256
Activation SiLU SiLU

3 100 1000

B 100 100

G 100 100

G 0 1000
Bp 0 0
Latent distribution uniform uniform
Optimizer Adam Adam
Learning rate 1x1073 1x1073
Scheduler oneclyclelr  onecyclelr
Gradient clipping - -
Weight decay 1x1073 1x1073
Batch size 512 512
Step count ~ 120k ~ 120k
#Repetitions 5

hyperparameters can be found in table B.9. Each model trained around 20h on a compute cluster
using a single NVIDIA A40.

B.6.4. Tori

The torus datasets are randomly split into a train dataset (80%), validation dataset (10%) and test
dataset (10%). To counteract overfitting, we augment the RNA dataset with random Gaussian noise.
The noise strength and total number of instances is reported in table B.10. We use a uniform latent
distribution. We train for 120k steps with a batch size of 512 which takes 2.5 to 3 hours on a NVIDIA
GeForce RTX 2070 graphics card. Further hyperparameters used in training can be found in table B.11.

B.6.5. Hyperbolic space

A straightforward way to define distributions on hyperbolic space (but also other Riemannian manifolds)
is, to define a probability density prangent in the tangent space at the origin and use the exponential
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Figure B.12.: Log density of M-FFF models in the (@, ¥)-plane of protein backbone dihedral angles
(known as Ramachandran plot(Ramachandran et al., 1963)). The learned density matches the true density
indicated by the test dataset (black dots) very well. Note also that the learned distribution obeys the
periodic boundary conditions.

map exp, to pushforward this distribution onto the manifold using equation (7.14):

1 log ’Gmanifold (eXp() ('l))) ‘
2 ’Gtangent (U) ‘ ’

1ngmanifold (expo (U)) = 10g Ptangent (U) - IOg |Jexp0 (U)| - (B42)

where Ganifold denotes the metric tensor of the embedded manifold and Giangent the metric tensor of
the tangent space. This is also known as a 'wrapped’ distribution.

We use the Poincaré ball model, which embeds the n-dimensional hyperbolic space H" in the
n-dimensional Euclidean space R™ as defined in table 7.4. The exponential map at the origin of this
embedding and its Jacobian determinant are simply given by:

v B tanh(]|v||)

— tanh — d Jex TN a2
expg(v) an (HU”)HUH an | Jexp, (0)] Hv|]cosh2(Hv||)

(B.43)
The metric tensor at some point p € H is defined by: Gg (p) = A20i; with A, = 2/(1 — ||z[|*). The
metric tensor of the tangent space is the usual Euclidean metric tensor: Gﬁg = 0jj-

With this at hand, we can define latent and toy distributions as wrapped distributions at the
origin, as depicted in figure B.13.

For training, we sample 100k data points from each distribution. Hyperparameters for each model
can be found in table B.12. Training takes approximately 2.5, 16, 8 and 16 hours on a NVIDIA A40
graphics card for the one Gaussian, five Gaussians, swish and checkerboard dataset respectively. The
resulting model densities are shown in figure B.13.

B.6.6. 3D mesh

We base our experiment on the manifold and data provided by (Chen & Lipman, 2024) using 80%
for training, 10% for validation and hyperparameter tuning. We report test NLL on the remaining
10% of the data. Each run starts from different parameter initialization. They give the manifold as a
triangular mesh, consisting of vertices v; € R?,i = 1,... N, and triangular faces f; € {1,..., N, }3.
Since the projection to the nearest point on the mesh has zero gradient in parts of R3, we instead
project to the manifold using a separately trained auto encoder with a spherical latent space. This
autoencoder consists of an encoder e : R> — R3 consisting of five hidden layers with 256 neurons each,
SiLLU activations and an overall skip connection. The latent codes are computed by projecting the
encoder outputs e(x) to a sphere as z(x) = e(x)/||e(x)||, so that the latent space has the same the
topology as the input mesh. Then, a decoder d(z) with the same structure as the encoder is trained
to reconstruct the original points by minimizing ||z — d(e(x)/||e(x)||||?>. We train it for 2'® = 262, 144
steps, with each batch consisting of all N, = 2,502 vertices and an additional N = 2,502 uniformly
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QOB
QO0®P®

Figure B.13.: Density estimation on the Poincaré ball model. As the latent distribution we use a wrapped
normal distribution with standard deviation 0.5 (Left). As target distributions (top row) we define several
toy distributions in the tangent space at the origin and use equation (B.42) to push forward to the manifold.
We will reference each distribution from left to right as ’one Gaussian’, ’five Gaussians’, ’swish’ and
"checkerboard’. We train M-FFF on these target distributions using the full expression in equation (7.14)
to compute the change in variables and evaluate the densities of the models (bottom row). M-FFF are
capable to adapting to non-isometrically embedded manifolds. The learned densities on the one Gaussian,
five Gaussians and swish dataset closely follow the target densities. On the checkerboard dataset, M-FFF
cannot fully reproduce the sharp edges and density of the dataset.

Table B.12.: Details on the model architecture, loss weights and optimizer parameters for the Poincaré

ball experiments.

Hyperparameter Value (one wrapped) Value (five gaussians) Value (swish) Value (checkerboard)
Layer type ResNet ResNet ResNet ResNet
residual blocks 2 6 6 6

Inner depth 2 3 3 3

Inner width 128 256 256 256
Activation SiLU SiLU SiLU SiLU

BE 1000 1000 1000 1000

B& 100 100 100 100

BE 100 100 100 100

B% 0 0 0 0

Bp 1 1 1 1

Latent distribution Wrapped normal Wrapped normal Wrapped normal Wrapped Normal
Optimizer Adam Adam Adam Adam
Learning rate 2x 1074 1x 1074 1x 1074 1x1074
Scheduler Exponential w/ v = 0.9986 onecyclelr onecyclelr onecyclelr
Gradient clipping - - - -

Weight decay 1x1073 1x1073 1x1073 1x1073
Batch size 4096 4096 4096 4096

Step count ~ 84k ~ 485k ~ 240k ~ 495k
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Table B.13.: Hyperparameter choices for the bunny experiments.

Hyperparameter Value
Layer type ResNet
Residual blocks 2
Inner depth 5
Inner width 512
Activation ReLU
B 1000
Pr 0

Bu 10
B 100
8 10
Latent distribution uniform
Optimizer Adam
Learning rate 5x 1074
Scheduler Exponential w/ v =1 — 0.0039
Gradient clipping 1.0
Weight decay 3x107°
Batch size 1,024
Step count 469.199
#Repetitions 3

random points on the original mesh. We find that for successful training, it is helpful to filter out
data with x > 0.5+ n/10,000, where n is the step number. This prevents the long bunny ears from
collapsing as the ears are slowly grown, allowing the model to adapt.

We then train M-FFF with the hyperparameters given in table B.13, using the pretrained
autoencoder as our projection to the manifold. Note that we do not train the distribution on the latent
sphere of the encoder, but directly on the manifold spanned by it. Training takes approximately 14
hours on a NVIDIA A40.

B.6.7. Libraries

We base our code on PyTorch (Paszke et al., 2019), PyTorch Lightning (Falcon & The PyTorch
Lightning team, 2019), Lightning Trainable (Kiihmichel & Draxler, 2023), Numpy (Harris et al., 2020),
Matplotlib (Hunter, 2007) for plotting and Pandas (McKinney, 2010; The pandas development team,
2020) for data evaluation. We use the geomstats (Miolane et al., 2020, 2023) package for embeddings
and projections.

B.7. Free-form injective flows

This appendix is adapted from Sorrenson et al. (2024).

B.7.1. Implementation Choices

In implementing the trace estimator, we have to make a number of choices, each elaborated below.
The main reasons for each choice are given first, with more technical details deferred to later in the
appendix.
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Gradient to encoder or decoder An equivalent variant to theorem 7.4 can be derived for the decoder,
see the original publication for the derivation (Sorrenson et al., 2024). Empirically, we find that
formulating it in terms of the encoder Jacobian leads to more stable training. Since the training
also minimizes the squared norm of fy(x), we speculate that having gradient from this term and the
log-determinant term both being sent to the encoder allows the encoder to more efficiently shape the
latent space distribution. We note the similarity of this formulation to the standard change-of-variables
loss used to train normalizing flows. If we instead send the gradient of the log-determinant to the
decoder, the information about how the encoder can change can only reach it via the reconstruction
term, which doesn’t allow the encoder to deviate significantly from being the pseudoinverse of the
decoder. A change in the decoder will therefore lead to a corresponding change in the encoder, but
this is a less direct process than sending gradient to the encoder directly. In addition, this formulation
means the decoder is optimized only to minimize reconstruction loss, meaning that it will likely be an
approximate pseudoinverse for the encoder, a condition we require for the accuracy of the surrogate
estimator.

Space in which trace is performed Considering equation (A.341), the central component of the
surrogate is a trace (estimator). Making use of the cyclic property of the trace, i.e. tr(ATB) = tr(BA™T)
for any A, B € RP*4 we can choose which expansion of the trace to estimate:

d D
> (ATB);; = tr(ATB) = tr(BAT) = Y (BAT);. (B.44)

i=1 =1

The variance of a stochastic trace estimator depends on the noise used but in general is roughly
proportional to the squared Frobenius norm of the matrix (see appendix B.7.1). Given two matrices
A, B € RP*4 with d < D, it is likely that |ATB||% < ||[BAY||%. This statement is not true for all A
and B, but is almost always fulfilled when d < D.

Transferred to our context: In general the matrices fj(z) € R¥>P and 9,(2) € RP*4 are rectangular
and can be multiplied together in either the fj(z)g/,(z) € R*? order or g/, (z)fj(x) € RP*P order.
This matters for applying the trace since generally d < D.

A more precise statement (proven in appendix B.7.1) is that if the entries of A and B are sampled
from standard normal distributions, then E[|ATB|%] = Dd? versus E[|BAY||%] = D*d. For d < D
the difference becomes significant. The difference between the two estimators may not be large if the
two matrices have special structure, in particular if they share a basis. However, since the terms being
multiplied in our case are a Jacobian matrix and the derivative of another Jacobian matrix with respect
to a parameter 0; or ¢;, it is unlikely that any such particular structure is present.

As a result, when the latent space is smaller than the data space, the preferable estimator is the
one that performs the trace in the latent space, meaning that products in the estimator have the
order fy(r)g,,(2) (see table B.14). In appendix B.7.1, we experimentally test the convergence of trace
estimators with increasing Hutchinson samples, performed in both data and latent space, confirming
that convergence is much faster when performing the trace in latent space.

Ignoring the stop gradient operation for now, this requires computing terms of the form el fo(z) gfp(z)e.
In order to avoid calculating full Jacobian matrices, we can implement the calculation using some
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Table B.14.: Different possible estimators for the gradient of the log-determinant term.

gradient to encoder gradient to decoder

trace in data space  —tr|( g;,(2) (agjfé (m)) tr (8?01- g:o(x)) fo(x)

trace in latent space —tr (agjfg (x))g;(z) tr| fo(x) (58@19:9(2))

combination of vector-Jacobian (vjp) or Jacobian-vector (jvp) products, which are efficient to compute
with backward-mode respectively forward-mode automatic differentiation. Note that we can use the
result from one product as the vector for another vjp or jvp. For example, v1 := (e* fé(x))T c RP
yields a vector, so we can compute €' fj(2)g/,(2)e = v{ gl,(z)e via two vector-Jacobian products.

This gives us three choices: i) backward mode only (two vjp), ii) forward mode only (two jvp) or
iii) a mix of both (one jvp and one jvp). We opt to use mixed mode (see appendix B.7.1 for further
details).

Trace estimator noise Trace estimators rely on the identity E.[efAe] = tr(AE.[ee']) = tr(A),
meaning that we require only E.[ee'] = I for the noise variable. The choice comes down mainly
to the variance of the estimator. Among all noise vectors whose entries are sampled independently,
Rademacher noise has the lowest variance (Hutchinson, 1989). However, if the entries are sampled
from a standard normal distribution and then scaled to have length v/d where d is the dimension of €,
the entries are no longer independent and the variance of the estimator is comparable to Rademacher
noise (Girard, 1989). When using a single Hutchinson sample, we choose to use scaled Gaussian
noise for its low variance, and since it covers more directions than Rademacher noise (covering the
hypersphere uniformly, rather than at a fixed 2 points). When we have more than one Hutchinson
sample, we additionally orthogonalize the vectors, as this further reduces variance. More details are in
appendix B.7.1.

Number of noise samples We can choose to use between 1 and d noise samples in the trace estimator
(with d samples we already can calculate the exact trace, so more samples are not necessary). Denote
the number of samples by K. We find that in general K = 1 is enough for good performance, especially
if the batch size is sufficiently high.

Variance of trace estimator

Theorem B.1. Let A, B € RP*? where the entries of both matrices are sampled from a standard
normal distribution. Then

E[HATBH%} — D  and E[HBATH%} = dD? (B.46)

Proof. Consider first || AT B||%. We can write this as

2
d d D d D
IATBIZ =Y 3 1 D AwBiy | =YD AwAuBiBy (B.47)
i=1 j=1 \ k=1 0kl
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Figure B.14.: Relative gradient distance to the exact surrogate gradient as a function of Hutchinson
samples for varying batch sizes. (Left) Trace estimation in data space. (Right) Trace estimation in latent
space. We estimate the trace using orthogonalized Gaussian noise (see appendix B.7.1) (solid lines), but
also feature non-orthogonalized samples for batch size 1 in latent space (dashed line). Note the different
scales on the y-axes and the use of symlog in the right-hand plot. We evaluate the trace estimation on the
surrogate estimator with gradient to encoder as specified in table B.14 for a converged model trained on
conditional MNIST (d = 16, D = 784).

Taking an expectation over this expression, the only nonzero contributions will be from terms where
the A and B terms are both quadratic, since if not, the term will be multiplied by E[X] = 0 where X
is standard normal. This requires k = [, giving

[yATBHF} ZZE[A B,%J} = gi::E[Azi]E[ng] =D (B.48)

since Ay; and By, are independent and the expectation of the square of a standard normal variable is
its variance, i.e. 1. The equivalent expressions for || BAT||% can be obtained by swapping d and D in
these expressions. O

Experimental confirmation To evaluate the convergence behavior of the trace estimation, which is
exact for d and D Hutchinson samples in latent and data space respectively, we compute the relative
gradient distance of the resulting surrogate gradient with respect to the exact solution as a function of
Hutchinson samples K:

|| Vsurrogate(K') — Vexact”z

relative gradient distance(K) = (B.49)

| Vexact||2

Here, Vsurrogate(K') denotes the gradient of the surrogate loss term after K Hutchinson samples and
Vexact the gradient of the exact surrogate loss term, i.e. after d or D samples.

In figure B.14 one can see a clear decrease in gradient distance and its variance when computing
the trace in latent space instead of data space. Furthermore, we note that increasing the batch size
also contributes to fast and steady convergence, which is a result of sampling an independent noise
sample per batch instance.

Forward /backward automatic differentiation

Two of the basic building blocks of automatic differentiation (autodiff) libraries are the vector-Jacobian
product (vjp) and the Jacobian-vector product (jvp). The vjp is implemented by backward-mode
autodiff and computes a vector multiplied with a Jacobian matrix from the left, along with the output
of the function being used:

folx), € fo(x) = vip(fo, z,¢€) (B.50)
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In PyTorch, this is implemented by the torch.autograd.functional.vjp function, or by first com-
puting fg(x), then using torch.autograd.grad.

The jvp is implemented by forward-mode autodiff and computes a vector multiplied by a Jacobian
matrix from the right, along with the output of the function being used:

fo(x), fo(x)e = jvp(fo,x,€) (B.51)

In PyTorch, this is implemented by the torch.autograd.forward_ad package.
Our preferred estimator for the log-determinant is the following (see section 7.3.3):

Mw

& 1(@)56( g (2)en ) (B.52)

k:

Therefore, we need to compute terms of the form €™ f)(x)g! (7)€, with a SG operation. The SG operation
is implemented by applying the .detach() method to a tensor in PyTorch. We have the following
options. Note that we can use a product obtained from vjp or jvp as a vector input to a subsequent
product.

Backward mode This mode uses only vector-Jacobian products, requiring backward-mode autodiff.
1. of =€l fi(z) z, vi =vip(f.z€)
2. vy =0 g,(2) &, vy =vjp(g,z,v1)
3. €l fp(x)gl,(z)e = vye

Forward mode This mode uses only Jacobian-vector products, requiring forward-mode autodiff.
L. v = g,,(2)e T, v1 = jvp(g, 2, ¢€)

2. vy = f@( ) Z, V2 Zij(f,:B,’U1)

3. ' fo(x)gl,(2)e = €Ty

Mixed mode This mode uses one vector-Jacobian and one Jacobian-vector product, requiring both
forward- and backward-mode autodiff.

Lol =" fy(x) z, v = vjp(f, z,€)
2. vy = gl(2)e Z, vo = jvp(g, z,¢€)
3. €' fo(w)g,(2)e = vi vy

We prefer using backward mode autodiff where possible, since we find that it is slightly faster
than forward mode in PyTorch. However, for our estimator of choice, we use mixed mode, since this
is most easily implemented. Using backward mode would require a SG operation to be introduced
after the second step, but in a way that allows gradient to flow back to fj(x). While we believe this is
possible if implemented carefully, we did not pursue this option. In mixed mode, we can easily detach
the gradient of vo without affecting the first step of the calculation.
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Properties of trace estimator noise

Hutchinson style trace estimators (Hutchinson, 1989) have the form E.[ef Ae] and equal tr(A) in
expectation. If A is skew-symmetric (AT = —A), then (e"Ae)T = T ATe = —T Ae and hence €' Ae = 0
with zero variance. Since any matrix can be decomposed into a symmetric and skew-symmetric part,
the variance in the estimator comes only from the symmetric part of A, namely A, = (A + A")/2.
From now on, suppose A is symmetric and if not, substitute A, for A.

Rademacher noise If the entries of ¢ are sampled independently from a distribution with zero mean
and unit variance, then the variance of the estimator is minimized by the Rademacher distribution
which samples the values —1 and 1 each with probability half. This estimator achieves the following
variance for symmetric A (see proposition 1 in (Hutchinson, 1989)):

Vee"Ag =2 A7 (B.53)
i#]

Gaussian noise With standard normal noise, the estimator is unbiased, but the variance is higher
(see again (Hutchinson, 1989)):
VA =237 4% = 2] A3 (B.54)
Y]

i.e. twice the Frobenius norm.

Scaled Gaussian noise By contrast:

el Ae 1
E. T, —ﬁtr(A) (B.55)

where € is a standard normal variable in RY. The variance of this estimator for symmetric A (see
theorem 2.2 in (Girard, 1989)) is:

el Ae 2

Ve Te | — d+20

2(M(A)) (B.56)

where 02(A(A)) denotes the variance of the eigenvalues of A.
We can write this estimator in the “Hutchinson” form by sampling ¢ from a standard normal
distribution, then normalizing it such that its length is v/d. Then we have

E[eT Ae] = tr(A) (B.57)
and

2d?
d+ 2

Vet Ae] = a?(A(A)) (B.58)

Comparison When the dimension of A becomes large, the variance of Rademacher and scaled
Gaussian estimators are comparable. Suppose that the eigenvalues of A have zero mean (e.g. the
entries are independent normal samples). Then

Ar?(A(4)) = YO A2 = tr(4?) = |43 (B.59)
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If we further assume that all entries of A have roughly equal magnitude, we have that:

D AL~ Al (B.60)
i#£]

since the sum in the Frobenius norm is dominated by the d(d — 1) off-diagonal terms. Similarly,

d2

S50 ) = doP (M) = Al (B.61)

meaning that the two estimators have approximately the same variance.

If the matrix has special structure, we might choose one estimator over the other. For example,
if the standard deviation of the eigenvalues of A is small in comparison to the mean eigenvalue, the
scaled Gaussian estimator is preferable and if A is dominated by its diagonal then the Rademacher
estimator is preferable. We don’t expect either type of special structure in our matrices, so we consider
the estimators interchangeable. We decided to use scaled Gaussian noise since it produces noise which
points in all possible directions in R% whereas Rademacher noise is restricted to a finite 2¢ points.
We assume that there is no reason to prefer this set of 2¢ directions and therefore sampling from all
possible directions is better.

Reducing variance when sampling more than 1 Hutchinson sample When the number of Hutchinson
samples K are greater than 1, it is more favorable to sample the noise vectors in a dependent way
than independently. Consider the case of a d x d matrix A with K = d. Then we can get an exact
estimate of the trace via

d
> af Agi = tr(QTAQ) = tr(A) (B.62)
i=1
with orthogonal @) and ¢; the i-th column of (). If the ¢; were sampled independently, we almost
certainly wouldn’t achieve this exact result. We therefore sample our noise vectors as the first K
columns of a randomly sampled d x d orthogonal matrix and scale each column by vd. We show
below that this reduces variance compared with sampling independently and make an experimental
comparison (see figure B.14). If the resulting noise vectors are denoted ¢;, we estimate tr(A) by

| X
i=1
This estimator is unbiased:
K 1 K
Eey,..ex [fr(A)] = == Z;E e Aei] = ; (AEQ i ) == ;tr(A) = tr(A) (B.64)

since E, [€;€; T =T for all .

This procedure is equivalent to using scaled Gaussian noise when K = 1 and is what we implement
in practice for all values of K. Note that it is not necessary to use K > d since we already achieve the
exact value with K = d.

A note on our sampling strategy: in practice we sample by taking the @) matrix of the QR
decomposition of a d x K matrix with entries sampled from a standard normal. Since the QR
decomposition performs Gram-Schmidt orthogonalization, the ) matrix is uniformly sampled from
the group of orthogonal matrices if @ is square (Mezzadri, 2007). The same logic applies to the QR
decomposition of non-square matrices, yielding a d x K matrix made up of the first K columns of a
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uniformly sampled orthogonal d x d matrix. Strictly speaking, the QR decomposition is only unique if
the R matrix has a positive diagonal, and uniqueness is required for uniform sampling. Let X = QR
and define by D the sign of the diagonal of R. D is diagonal with 1 or —1 on the diagonal and D? = 1.
Uniqueness can be achieved by multiplying @ by D from the right and multiplying R by D from the
left: X = QDDR = QR. The resulting uniformly sampled orthogonal matrix is @D, meaning the
columns of ) are multiplied by either 1 or —1. In our setting, we have terms of the form €} Ae; where
the ¢; are the columns of (), so multiplying the columns by —1 has no effect on the trace estimate.
As a result we opt not to multiply by D. Therefore, although we do not sample uniformly from the
orthogonal group, the final result is equivalent to sampling uniformly.

Variance derivation Using the formula for the variance of a sum of random variables, we have that

K
~ 1
V€1 €K [tr(A)} = ﬁ Z Cei,ej' [G;I‘Afivf;rAfj] (B.65)

-----

ij=1
where C' denotes the covariance between two random variables. Note that since the permutation of
the columns of a randomly sampled orthogonal matrix is arbitrary (permuting the columns results in
another randomly sampled orthogonal matrix of equal probability), all columns are equivalent and we
only have to distinguish between the cases i = j and i # j. This leads to!

o~

Vi o [B(A)] = %(KU +K(K - 1)¢) = %(U (K - 1)) (B.66)

with v = V,,[e} A¢;] and ¢ = C, ’ [ef Ae;, ejTAej] when ¢ # j. Each column viewed individually is a
randomly sampled Gaussian vector, scaled to have length v/d, hence the value of v is equal to the
scaled Gaussian noise case above, namely

242
U—d+20

2(M(A) (B.67)

where 02(\(A)) denotes the variance of the eigenvalues of A. We also know that the variance of the
estimator reduces to zero when K = d and hence v + (d — 1)c = 0 leading to

_ B.
c 71 (B.68)
Putting it all together leads to
~ 1 K-1
Ver, e [tr(A)] = E@ - mv) (B.69)
1d—K
_ = B.
Ta-1" (B.70)
= AMA B.71
K- nd+2° W (B.71)
valid for d > 1. The comparable quantity for independently sampled scaled Gaussian noise is
Vo BA) = 25 o2(a(4)) (B.72)
€1,..ex [T = K(d—|—2)a .
'This argument is inspired by https://math.stackexchange.com/questions/1081345/

finding-variance-of-the-sample-mean-of-a-random-sample-of-size-n-without-replace


https://math.stackexchange.com/questions/1081345/finding-variance-of-the-sample-mean-of-a-random-sample-of-size-n-without-replace
https://math.stackexchange.com/questions/1081345/finding-variance-of-the-sample-mean-of-a-random-sample-of-size-n-without-replace
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i.e. 1/K times the K = 1 result. The orthogonalized noise strategy always has lower variance since the
ratio between the variances is i— K
—— <1 B.73
d—1 — ( )
which even reduces to zero when K = d. If d is large, the difference is not great for small K, which
aligns with the fact that randomly sampled directions in R¢ are close to orthogonal for large d.

B.7.2. Experimental Details
Role of reconstruction weight

Toy data To analyze the model behavior depending on the reconstruction weight 3, we train the
same architecture on a simple sinusoid data set with § varied between 0.01 and 100.

For the generation of data points, we draw x positions from a 1D standard normal distribution and
calculate the respective y positions by y = sin(wz/2). Then, isotropic Gaussian noise with o = 0.1 is
added. We train an autoencoder architecture built with four residual blocks and a 1D latent space for
50 epochs with learning rate 0.001 until convergence. Each residual block is made up of a feed-forward
network with one hidden layer of width 256. For each value of 3, 20 models are trained.

To visualize the dimension of the data that is captured by the model, we project samples from
the data distribution to the (1D) latent space and color the data points using the respective latent
code as color value. Figure 7.8 illustrates that low reconstruction weight § values result in learning the
dimension with the lowest entropy (noise) and higher values are required to learn the manifold that
spans the sinusoid.

Additionally, we repeat the procedure with higher noise levels (o = 0.2,0.3). We observe that the
point at which the model transitions from learning the noise to representing the manifold is not fixed,
but depends on features of the data set such as the noise (figure B.15).

Conditional MNIST To measure the structure of the conditional MNIST dataset learned by the
generating model g, we compute the full decoder Jacobian matrix J by calculating d Jacobian-vector
products (one per column of the Jacobian). We compute the singular values ¥ = diag(si, ..., sq) of J,
which — roughly speaking — indicate the stretching or shrinking of the latent manifold by g,. Hence,
the number of non-vanishing singular values suggest the dimension of the data manifold and the sum
of the log singular values is equal to the change in entropy between the latent space and data space,
where a higher entropy indicates that more of the data manifold is spanned by the decoder. We can
see this from the formula:

Hlp) = HIp(2)] + By | 5 lomdet(g,(2)"(2)) (B.74)

with H the differential entropy, and noting that 2trlog ¥ = log det(ggp(z)Tg:O(z)).

We train multiple FIF models on conditional MNIST with reconstruction weights 5 ranging from
0.1 to 100, and evaluate their singular value spectra. The models are trained for 400 epochs, which is
sufficient for convergence. The architecture used is the same as in table B.21, except that it has four
times as many channels in each convolutional layer.

In figure B.16 it is clear that a higher reconstruction weight gives rise to a higher number of
non-vanishing singular values. Hence, the reconstruction weight contributes towards learning structure
of the true data manifold. This observed additional structure for higher reconstruction weights is
reflected in an increasing diversity of samples (see figure B.17). Nevertheless, for high reconstruction
weights we note the trade-off between sample diversity and properly learned latent distributions, which
might result in out of distribution samples.
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Figure B.15.: The position of the transition point depends on the data set. The plots show the tradeoff
between reconstruction error and NLL with reconstruction weight 5 (box plots summarize 20 runs per
condition). The point at which § becomes sufficiently large (transition point) shifts to lower values with
increased Gaussian noise added to the data points.
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and average over all samples regardless of condition. The mean spectra and their standard deviation are
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Figure B.17.: Conditional MNIST samples for varying reconstruction weight 5. For each value of
B €10.1,1,10,100] (from left to right), and each condition (rows) we generate ten samples (columns) at

temperature T = 1.
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Table B.15.: Dataset-dependent hyperparameters and average total runtime for tabular data experiments.
We compare our runtime against the published rectangular flow (Caterini et al., 2021) runtimes (RNFs-ML
(K = 1) model), as well as rerunning their code on our hardware.

Hyperparameter POWER GAS HEPMASS MINIBOONE
Latent dimension 3 2 10 21

Training epochs 15 30 85 875

Model Training time (minutes)

FIF (ours) 38 39 41 49
Rectangular flow (published) 113 [0) 138 34
Rectangular flow (our hardware) 147 86 249 75

Training time speedup (same hardware) 3.9 x 2.2 x 6.1 x 1.5 x

Tabular data

We compare to the tabular data experiments in (Caterini et al., 2021), using the same datasets and
data splits, as well as the same latent space dimensions. We train models with roughly the same
number of parameters. Our main architectural difference is that we use an unconstrained autoencoder
rather than an injective flow. Our encoder consists of two parts: i) a feed-forward network with two
hidden layers of dimension 256 and ReLU activations (no normalization layers), which maps from the
input dimension to the latent dimension ii) a ResNet with two blocks, each with two hidden layers of
dimension 256 and ReLU activations. The ResNet has input and output dimension equal to the latent
space dimension. The decoder is the inverse: i) an identical ResNet to the encoder (but with separate
parameters) followed by ii) a feed-forward network with two hidden layers of dimension 256 mapping
from the latent space to the data space dimension.

We use a batch size of 512, add isotropic Gaussian noise with standard deviation 0.01, use K =1
Hutchinson samples and a reconstruction weight § = 10 for all experiments. We use the Adam
optimizer with the onecycle LR scheduler with LR of 10~ (except for HEPMASS which has LR of
3 x 107%) and weight decay of 10~%. The number of epochs was chosen such that all experiments had
approximately the same number of training iterations. We ran the model 5 times per dataset. The
dataset-dependent parameters and average training times are given in table B.15.

We compare our training times against the published rectangular flow training times for their
RNFs-ML (K = 1) model, as well as rerunning their code on our hardware (a single RTX 2070 card).
We find comparable FID-like scores on our rerun (except on GAS where we could not reproduce the
score, see section 7.3.4), but our hardware is slower, with runs consistently taking at least 15% longer
and more than twice as long on MINIBOONE. We find that our model runs in half the time or less of
the rectangular flow on the same hardware, except for MINIBOONE (about 2/3 the time).

Comparison to existing injective flows

We compare against Trumpets (Kothari et al., 2021) and Denoising Normalizing Flows (DNF) (Horvat &
Pfister, 2021), as they are the best-performing injective flows to our knowledge, and report performance
on CelebA in table 7.11. Note that Trumpets default to d = 192, DNF to d = 512, whereas we can
reduce the bottleneck dimension to d = 64 (consistent with the Pythae benchmark in appendix B.7.2).

Both models differ in the recommended wall clock time, and we therefore fix the wall clock time
available to each model to five hours on a single NVIDIA A40. Trumpets train the manifold and the
distribution on it in two sequential steps. To accommodate both steps in the reduced training time,
we vary the fraction of the five hours spent in training manifold and distribution and report the best
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Table B.16.: Ablation study on the effect of each component of our proposed improvement
to rectangular flows (RF). By NLL estimator, we denote how the loss in equation 7.38 is approximated.
For this experiment, we used our reimplementation of RF. The off-manifold estimator with a free-form
architecture performs best in all cases.

Hyperparameters NLL estimator

& Model (on-/off-manifold) POWER GAS HEPMASS MINIBOONE
FIF & free-form net off manifold (eq. 7.34) 0.041 + 0.007 0.281 + 0.031 0.541 + 0.034 0.598 + 0.024
FIF & free-form net  on manifold (eq. 7.34) 19.54 + 20.81 7.48 £+ 5.40 29.03 + 5.42 77.23 + 16.55
FIF & coupling flow  off manifold (eq. 7.37) 0.11 + 0.06 0.45 + 0.09 1.30 £ 0.14 1.55 £ 0.04

RF & coupling flow  off manifold (eq. 7.37) 0.98 + 0.69 6.16 + 4.20 2.02 £ 0.74 1.80 £ 0.10
FIF & coupling flow  on manifold (eq. 7.34) 3.71 + 2.19 0.40 + 0.22 0.71 = 0.05 3.13 +£ 0.42

RF & coupling flow  on manifold (eq. 7.34) 0.33 + 0.22 0.33 £ 0.17 0.82 £ 0.07 1.84 £ 0.11

Table B.17.: Reconstruction losses of FIF with a free-form architecture on the POWER, GAS HEPMASS
and MINIBOONE datasets. The reconstruction error is always much higher for on-manifold training
compared to off-manifold, demonstrating the instability caused by on-manifold NLL evaluation in free-form
networks. Note: the large standard deviations in on-manifold runs are typically the result of a single large
outlier. We remove the largest outlier where applicable (“On Manifold (outliers removed)” row).

POWER GAS HEPMASS MINIBOONE
On manifold 237 £ 498 5835 + 13006 119 £ 34 300 + 160
On manifold (outliers removed) 14 + 27 18 £ 31 119 + 34 229 + 23
Off manifold 0.072 £ 0.002 0.188 £ 0.012 2.569 + 0.098 1.077 £ 0.011

FID among the variants tried. We vary the number of manifold epochs as nyanitola = 2, 5, 10, with 10
performing best.

Our free-form injective flows (FIF) are not restricted in their architecture, and we choose an
off-the-shelf convolutional autoencoder, followed by a total of four fully-connected ResNet blocks,
see table B.21. The fully-connected blocks are important, as can be seen when comparing to the
architecture used in the Pythae benchmark (see appendix B.7.2). We note that the Pythae benchmark
could benefit from a modified architecture, but leave this modification open for future work.

For Trumpets and DNF, we point to the training details provided by the respective authors. For
FIF, we choose these training hyperparameters: We train with the Adam optimizer with a LR of 1073
and a weight decay of 1074, linearly increase 3 from 20 at initialization to 40 at the end of training, a
single Hutchinson sample K = 1 and a student-t distribution on the latent space. We set the batch
size to 256.

We conclude that the Pythae benchmark could benefit from an optimized architecture, as this
change probably also improves the other methods. From the data at hand, we further conclude that
the full potential of FIF has not yet been exploited, and that easy gains can be made by improving the
architecture and other hyperparameters.

Pythae benchmark on generative autoencoders

We compare our method to existing generative autoencoder paradigms using the benchmark from
(Chadebec et al., 2022). We use the provided open-source pipeline and follow the training setup
described by the authors. For MNIST and CIFAR10 this means training for 100 epochs with the Adam
optimizer at a starting LR of 10™%, reserving the last 10k images of the training sets as validation
sets. CelebA trains for 50 epochs with a starting LR of 1073. All experiments are performed with
a batch size of 100 and LR is reduced by half when the loss plateaus for 10 epochs. In accordance
with the original benchmark, we pick 10 sets of hyper-parameters, compute their validation FID (see
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Figure B.18.: Validation FID of our 10 benchmark model setups on the different datasets and architectures
used by Pythae. We report results for reconstruction weights g = 5,10, 15, 20, 25 and number of Hutchinson
samples K = 1 in the solid lines and K = 2 in the dashed lines. We show the performance of standard
normal sampling (NV) and a Gaussian mixture model (GMM). We see that GMM sampling always improves
performance. In contrast, the reconstruction weight and number of Hutchinson samples have no noticeable
effect on performance, except that increasing 8 improves performance on ConvNet MNIST and ConvNet
CIFARI10, and decreases performance on ResNet MNIST (normal sampling only).
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figure B.18) and use the model which achieves the best FID on the validation set as the final model.
In table B.18 we report the FID and IS of this model on the test set. To complement the metrics,
we show samples from all models in table B.22, demonstrating convincing quality. We exclude the
VAEGAN from the FID comparison, as the model trains more than double the time required for FIF
and goes beyond fitting a transformation of the training data to a standard normal distribution.

As described in section 7.3.4, we use the architectures from (Chadebec et al., 2022) for the
benchmark, which we replicate in tables B.19 and B.20.

Compute and dependencies

We used approximately 150 GPU hours for computing the Pythae benchmark, and an additional 800
GPU hours for model exploration and testing. The majority of the experiments were performed on an
internal cluster of A100s. The majority of compute time was spent on image datasets.

We build our code upon the following Python libraries: PyTorch (Paszke et al., 2019), PyTorch
Lightning (Falcon & The PyTorch Lightning team, 2019), Tensorflow (Abadi et al., 2015) for FID score
evaluation, Numpy (Harris et al., 2020), Matplotlib (Hunter, 2007) for plotting and Pandas (McKinney,
2010; The pandas development team, 2020) for data evaluation.
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Table B.18.: Table taken from (Chadebec et al., 2022) with our results added at the top. We report
Inception Score (IS) and Fréchet Inception Distance (FID) computed with 10k samples on the test set. The
best model per dataset and sampler is highlighted in bold, the second best is underlined.

ConvNet ResNet

Model Sampler MNIST CIFARI10 CELEBA MNIST CIFARI10 CELEBA
FID|] ISt FID IS FID ISt FID| ISt FID IS FID IS

FIF (Ours) N 23.8 2.2 121.0 3.0 56.9 2.1 19.5 2.1 1326 29 62.3 1.7
GMM 11.0 2.2 90.6 4.0 47.3 1.9 11.7 2.1 119.2 34 55.0 1.8

VAE N 28.5 2.1 241.0 2.2 54.8 1.9 31.3 2.0 181.7 2.5 66.6 1.6
GMM 26.9 2.1 2359 2.3 524 1.9 32.3 2.1 179.7 2.5 63.0 1.7

VAMP VAMP 64.2 2.0 329.0 1.5 56.0 1.9 34.5 2.1 181.9 2.5 67.2 1.6
IWAE N 29.0 2.1 245.3 2.1 55.7 1.9 32.4 2.0 191.2 24 67.6 1.6
GMM 28.4 2.1 241.2 2.1 52.7 1.9 34.4 2.1 188.8 24 64.1 1.7

VAE-lin NF N 29.3 2.1 2403 2.1 56.5 1.9 32.5 2.0 1855 24 671 1.6
GMM 28.4 2.1 237.0 2.2 533 1.9 33.1 2.1 183.1 2.5 62.8 1.7

VAE-IAF N 27.5 2.1 236.0 2.2 554 1.9 30.6 2.0 183.6 2.5 66.2 1.6
GMM 27.0 2.1 235.4 2.2 53.6 1.9 32.2 2.1 180.8 2.5 62.7 1.7

B-VAE N 21.4 2.1 115.4 3.6 56.1 1.9 19.1 2.0 124.9 34 659 1.6
GMM 9.2 2.2 92.2 3.9 51.7 1.9 11.4 2.1 112.6 3.6 59.3 1.7

B-TC VAE N 21.3 2.1 116.6 2.8 55.7 1.8 20.7 2.0 1258 34 659 1.6
GMM 11.6 2.2 89.3 4.1 51.8 1.9 13.3 2.1 106.5 3.7 59.3 1.7

FactorVAE N 27.0 2.1 236.5 2.2 53.8 1.9 31.0 2.0 185.4 2.5 66.4 1.7
GMM 26.9 2.1 234.0 2.2 524 2.0 32.7 2.1 1844 25 63.3 1.7

InfoVAE - RBF N 27.5 2.1 235.2 2.1 55.5 1.9 31.1 2.0 182.8 2.5 66.5 1.6
GMM 26.7 2.1 230.4 2.2 527 1.9 32.3 2.1 179.5 2.5 62.8 1.7

InfoVAE - IMQ N 28.3 2.1 233.8 2.2 56.7 1.9 31.0 2.0 1824 25 664 1.6
GMM 27.7 2.1 2319 2.2 53.7 1.9 32.8 2.1 180.7 2.6 62.3 1.7

AAE N 16.8 2.2 139.9 2.6 59.9 1.8 19.1 2.1 164.9 2.4 64.8 1.7
GMM 9.3 2.2 92.1 3.8 539 2.0 11.1 2.1 1185 3.5 587 1.8

MSSSIM-VAE N 26.7 2.2 2799 1.7 1243 1.3 28.0 2.1 2542 1.7 119.0 1.3
GMM 27.2 2.2 279.7 1.7 1243 1.3 28.8 2.1 253.1 1.7 119.2 1.3

VAEGAN N 8.7 2.2 199.5 2.2 39.7 1.9 12.8 2.2 198.7 2.2 122.8 2.0
(not Compared) GMM 6.3 2.2 197.5 2.1  85.6 1.8 6.5 2.2 188.2 2.6 84.3 1.7
AE N 26.7 2.1 201.3 2.1 327.7 1.0 221.8 1.3 210.1 2.1 275.0 2.9
GMM 9.3 2.2 97.3 3.6 554 2.0 11.0 2.1 120.7 34 574 1.8

WAE - RBF N 21.2 2.2 1751 2.0 3326 1.0 21.2 2.1 1702 23 694 1.6
GMM 9.2 2.2 97.1 3.6 55.0 2.0 11.2 2.1 120.3 3.4 58.3 1.7

WAE - IMQ N 18.9 2.2 164.4 2.2 64.6 1.7 20.3 2.1 150.7 2.5 67.1 1.6
GMM 8.6 2.2 96.5 3.6 517 2.0 11.2 2.1 119.0 3.5 57.7 1.8

VQVAE N 28.2 2.0 152.2 2.0 3069 1.0 170.7 1.6 195.7 1.9 140.3 2.2
GMM 9.1 2.2 95.2 3.7 51.6 2.0 10.7 2.1 120.1 3.4 57.9 1.8

RAE - L2 N 25.0 2.0 156.1 2.6 86.1 2.8 63.3 2.2 170.9 2.2 168.7 3.1
GMM 9.1 2.2 85.3 3.9 552 1.9 11.5 2.1 1225 3.4 58.3 1.8

RAE - GP N 27.1 2.1  196.8 2.1 86.1 2.4 61.5 2.2 229.1 20 2019 3.1

GMM 9.7 2.2 96.3 3.7 525 1.9 11.4 21 1233 34 59.0 1.8




B.7. Free-form injective flows

205

Table B.19.: ConvNet, neural network architecture used for the convolutional networks, adapted from

Chadebec et al. (2022).

MNIST CIFARI10 CelebA
Encoder (1, 28, 28) (3, 32, 32) (3, 64, 64)
Layer 1 Conv(128, 4, 2), BN, ReLU Conv(128, 4, 2), BN, ReLU Conv(128, 4, 2), BN, ReLU
Layer 2 Conv(256, 4, 2), BN, ReLU Conv(256, 4, 2), BN, ReLU Conv(256, 4, 2), BN, ReLU
Layer 3 Conv(512, 4, 2), BN, ReLU  Conv(512, 4, 2), BN, ReLU  Conv(512, 4, 2), BN, ReLU
Layer 4 Conv (1024, 4, 2), BN, ReLU  Conv(1024, 4, 2), BN, ReLU  Conv(1024, 4, 2), BN, ReLU
Layer 5 Linear(1024, latent_dim)* Linear(4096, latent_dim)* Linear(16384, latent_dim)*
Decoder
Layer 1 Linear(latent_dim, 16384) Linear(latent_dim, 65536) Linear(latent_dim, 65536)
Layer 2 ConvT(512, 3, 2), BN, ReLU ConvT(512, 4, 2), BN, ReLU ConvT(512, 5, 2), BN, ReLU
Layer 3 ConvT(256, 3, 2), BN, ReLU ConvT(256, 4, 2), BN, ReLU ConvT(256, 5, 2), BN, ReLU
Layer 4 Conv(1, 3, 2), Sigmoid Conv(3, 4, 1), Sigmoid ConvT(128, 5, 2), BN, ReLU
Layer 5 - - ConvT(3, 5, 1), Sigmoid
#Parameters 17.2M 39.4M 33.5M

Table B.20.: ResNet, neural network architecture used for the residual networks, adapted from Chadebec
et al. (2022). *The ResBlocks are composed of one Conv(32, 3, 1) followed by Conv(128, 1, 1) with ReLU.

MNIST CIFARI10 CelebA
Encoder (1, 28, 28) (3, 32, 32) (3, 64, 64)
Layer 1 Conv(64, 4, 2) Conv(64, 4, 2) Conv(64, 4, 2)
Layer 2 Conv(128, 4, 2) Conv(128, 4, 2) Conv(128, 4, 2)
Layer 3 Conv(128, 3, 2) Conv(128, 3, 1) Conv(128, 3, 2)
Layer 4 ResBlock* ResBlock* Conv(128, 3, 2)
Layer 5 ResBlock* ResBlock* ResBlock*
Layer 6 Linear(2048, latent_dim)* Linear(8192, latent_dim)* ResBlock*
Layer 7 - - Linear(2048, latent_dim)*
Decoder
Layer 1 Linear(latent_dim, 2048)  Linear(latent_dim, 8192) Linear(latent_dim, 2048)
Layer 2 ConvT(128, 3, 2) ResBlock* ConvT(128, 3, 2)
Layer 3 ResBlock* ResBlock* ResBlock*
Layer 4 ResBlock*, ReLU ConvT(64, 4, 2) ResBlock*
Layer 5 ConvT(64, 3, 2), ReLU ConvT(3, 4, 2), Sigmoid ~ ConvT(128, 5, 2), Sigmoid
Layer 6 ConvT(1, 3, 2), Sigmoid - ConvT(64, 5, 2), Sigmoid
Layer 6 - - ConvT(3, 4, 2), Sigmoid

#Parameters 0.73M

4.8M

1.6M
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Table B.21.: FIF-ConvNet, neural network architecture used for comparison to Trumpet and Denoising
Normalizing Flow. *The ResBlocks(inner_dim) are composed of Linear(latent_dim, inner_dim), SiLU,
Linear(inner_dim, inner_dim), SiLU, Linear(inner_dim, latent_dim) with a skip connection.

MNIST CelebA
Encoder (1, 28, 28) (3, 64, 64)
Layer 1 Conv(32, 4, 2), BN, ReLU Conv(128, 4, 2), BN, ReLU
Layer 2 Conv(64, 4, 2), BN, ReLU Conv(256, 4, 2), BN, ReLU
Layer 3 Conv(128, 4, 2), BN, ReLU Conv(512, 4, 2), BN, ReLU
Layer 4 Conv(256, 4, 2), BN, ReLU  Conv(102/, 4, 2), BN, ReLU
Layer 5 Linear(256, latent_dim)* Linear(16384, latent_dim)*
Layer 6-9 4xResBlock(512) 4xResBlock(256)
Decoder
Layer 1-4 4xResBlock(512) 4xResBlock(256)
Layer 5 Linear(latent_dim, 4096) Linear(latent_dim, 65536)
Layer 6 ConvT(256, 3, 2), BN, ReLU ConvT(512, 5, 2), BN, ReLU
Layer 7 ConvT(128, 3, 2), BN, ReLU ConvT(256, 5, 2), BN, ReLU
Layer 8 ConvT(64, 3, 2), BN, ReLU  ConvT(128, 5, 2), BN, ReLU
Layer 9 Conv(1, 3, 2), Sigmoid ConvT(3, 5, 1), Sigmoid

#Parameters

3.3M

34.3M
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Table B.22.: Uncurated samples from the CelebA ConvNet experiments in the PythAE benchmark. Our
model is shown at the bottom, samples from the other models have been taken from (Chadebec et al., 2022).
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B.7.3. Details on pathology induced by curvature
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Figure B.19.: Possible learned manifolds of varying curvature 1/R for data supported on a subspace,
where d =1 and D = 2.
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Figure B.20.: Weighting the reconstruction loss higher does not lead to stable training. The plots show
different reconstruction weights 8. In all settings, highly curved manifolds (i.e. low radius) achieve the
lowest loss.

As described in section 7.3.3, gradients from the on-manifold loss in equation (7.34) cause the
learned manifold to increase curvature. This is visualized in the main text in figure 7.7, where the left
plot shows that this loss leads to ever-increasing curvature. The reason is that the entropy of data
projected to a curved manifold is smaller than the entropy of data projected to a flat manifold.

Here, we provide intuition for why this happens for synthetic data where d is known, and the data
could in principle be perfectly reconstructed. Figure B.19 depicts projections of the data to possible
model manifolds of varying curvature k. We parameterize the curvature by varying the radius R = 1/k.
One can observe that for with increasing curvature (i.e. decreasing radius), the data is projected to
an increasingly small region. Correspondingly, the entropy H[pgata(Z)] of the projected data becomes
arbitrarily negative (just like a Gaussian with low standard deviation has arbitrarily negative entropy),
lowering the achievable negative log-likelihood.

Adding reconstruction loss alone does not fix this pathology, which we illustrate in figure B.20:
The reconstruction loss saturates for small radii, but the best achievable negative log-likelihood (i.e. the
entropy of the data) continues to decrease with the radius. Thus, even when increasing f, the minimal
possible value of the total loss is still achieved by a spuriously curved manifold.
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