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2 INTRODUCTION

2.1 Background of research work

The reuse of clinical routine data offers enormous potential for the clinical research.
Clinical information systems (CIS), primarily developed for patient care in hospitals,
store this huge data treasure. The use of this data in cross-hospital and transnational
research projects demands extensive coordination of the technical and nontechnical
tasks associated to data management. National initiatives have already been
established in different countries e.g. the French Health Data Hubl, the Swiss
Personalized Health Network (SPHN)2 or the Health-RI (Health-Research
Infrastructure)2. In Germany, in 2018, the ‘Federal Ministry of Education and Research’
launched a national funding program, the German Medical Informatics Initiative (Mll),
to implement the reuse of clinical routine data for research at large scale?. Along with
the collateral digitalization aspiration in the healthcare sector, the four MIl funded
consortia (MIRACUM, DIFUTURE, SMITH, HIGHMED) aim to strengthen medical
research and improve medical treatment for patients. The associated university
hospitals, like the University Medicine Mannheim (UMM) in the MIRACUM consortium,
play an essential role in the establishment and networking of medical data integration
centers (DIC)2. DICs are at the heart of the MIl since they make medical data from
care and research accessible. They create and implement the technical and
organizational prerequisites for a cross-hospital data exchange between patient care
and clinical/biomedical research. The data to be exchanged are jointly defined by the
consortia members and implemented as the MI-I core data seté. The core data set
consists of interdisciplinary basic modules like person, fall, consent, procedure,
laboratory, medication, and extension modules which include data from specific
medical fields or applications like oncology, biospecimen data, pathology findings.
Data flows, starting from the routine healthcare systems into the DIC, are established
in strict compliance with the generic data protection concept and the respective patient
consents, in order to fill internal research data repositories of the hospital which are
tailored to specialized or generic storage platforms. In addition, the DICs contribute to
a cross-location repository, the German Research Data Portal for Health
(“Forschungsdatenportal fur Gesundheit” (FDPG)) which integrates data protection
compliant data of about 25 university hospitals’. This data pool currently commands
data of over 9.5 million patients with more than 40 million data items of diagnoses and
more than 300 million laboratory data points. The FDPG serves as a central point of
contact for scientists who want to carry out a research project with clinical routine data
or biosamples. It handles the submitted feasibility requests, contractual regulations for
the use and coordinates the data provision.

Any secondary data use presumes trustworthy and high-quality data management in
general as a precondition for guaranteeing a precise and sustainable preparation of all
related digital information&219, However, managing digital data pipelines is a complex
task, in particular in the context of clinical data use and under the associated general
and hospital-specific rules for the protection of legal and ethical constraints for data
access!!. |t is critical to have access to an unbroken and transparent chain of data
transformation to minimize the risk to the legacy of the medical datasets’2. It is equally
challenging and extensive to ensure data correctness when data, processes and
software code for data processing are constantly changing under dynamical
infrastructural environmental conditions™.
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Figure 1 illustrates a generalized overview of the data managing tasks in the data life
cycle of clinical research data. Essentially, the three layers shown characterize the
entire research data life cycle, from data planning, data acquisition, data processing
and data analysis to the publication and archiving of research data and results. The
layers are composed of input and output data and data elements, of technical and
nontechnical organizational artefacts like researchers, policies, guidelines, the
infrastructure, external organizational units as for example a trusted third party, and of
activities responsible for managing and processing the data. Thereby, it is important to
ensure a controlled interplay, both within and between the individual layers in order to
generate traceable, and at best, reproducible data and results which can be reused in
future research approaches.

This illustration also depicts the core processing and artefacts in the DIC (red dotted
line). The core data flows within a DIC and between associated CISs are subjected to
complex data processing pipelines which require interdisciplinary medical and
informatics stakeholder's knowledge. Extensive data protection compliant data
extraction, transformation, and load (ETL) processes tackle the different data
elements, which are also attributed to the MI-I core data sets, on their journey from
arbitrary sources like the laboratory information system up to the target research data
repository (see also Figure 114). These complex ETL-routines are developed to transfer
and store electronic health records (EHRs) from different clinical source systems into
centralized data warehouse types while implementing approaches for healthcare data
standardizing.

The implementation of sustainable interoperable data structures demands joint
agreements at different four interoperability levels, (a) semantic level, (b) syntactic
level, (c) structural level and (d) organizational level. In practice, this means
scrutinizing and employing of related ontologies and healthcare specific interface
standards, like the Health Level Seven Fast Health Interoperability Resources (HL7
FHIR)216, FHIR provides a generic definition of common health care concepts (e.g.,
patient, observation, practitioner, device, condition) and offers application
programming interfaces (APIs) to access and reuse these resources while having a
common understanding of the medical data.

Going beyond these measures, additional accompanying information about the data
and processes, often referred to as metadata, contains valuable information. Key
contextual metadata possess knowledge about the data and unlocks hidden data
treasure. The crucial role of metadata and good (meta)data management is
emphasized by the Guiding principles for FAIR data stewardship (Findability-
Accessibility-Interoperability-Reusability}1Z-18, The FAIR principles are used to evaluate
how well data comply with current standards in open and reproducible science®.
Metadata contain substantial characteristics to express information for any kind of
artifacts during data processing and managing2..

Notably, the FAIR principles explicitly mention provenance as one component of
metadata. The corresponding reuse principle (R1.2) is based on the provision of
detailed provenance information. This information is required to identify data sources,
input and output data sets and elements, and linked data transformation steps2.
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Figure 1: Different layers in Medical Data Provenance: dataflow and data life cycle with
accompanying (meta-) data and information management in the DIC (red dotted line)
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A basic understanding of the term provenance is given with a description of what
happened to the data22. The World Wide Web Consortium provenance (W3C-PROV)
working group defines provenance as “information about entities, activities and people
involved in producing a piece of data or thing, which can be used to form assessments
about its quality, reliability or trustworthiness standard”2. The PROV standard defines
a domain-agnostic conceptual data model (PROV-DM) with clear extensibility points,
with core and extended structures to embed these alongside the data it belongs to.
Targeted data provenance information tracking and its lawful compliant managing
during the whole data life cycle are critically important properties for understandability
and reproducibility of scientific results?422. Advantages and opportunities of data
provenance have been demonstrated, for instance, in the EU-Horizon 2020
TRANSFoRm project?. Researchers not considering the origin of data run into the
hazard of systematically incomplete or wrong data. However, a provenance-oriented
approach requires thorough planning, execution, and evaluation of data management
processes in the respective application domainZs.

“Black box” processing and reporting of findings based on clinical routine data should
no longer be acceptable since it may lead to loss of data and contextual knowledge
about the datalZ2Z, However, complex data transformation processes within DICs, as
described above, demand rich provenance associated to these data elements in all
data integration pipelines to gauge the quality of individual data elements.

Insufficient information about data, formation processes and metadata results in
traceability issues which poses validity risks and can impede the quality assessment
of extracted clinical data and related processes. In this vein, data documentation is
highly relevant to enable traceability and essential to ensure data integrity’#28, This is
one reason why the DICs face an increasing pressure to implement thorough data
management and quality concepts. To address this shortcoming, the current status of
provenance in clinical routine data seeks clarification.



INTRODUCTION

The main objective of this dissertation is to build up a concept for relevant medical
provenance capture at German medical Data Integration Centers. This dissertation
aims to propose a solution that enhances the reusability of clinical routine data in
medical DIC by meaningful provenance traces for their reliable and trustful secondary
use of data in clinical research and patient care.

Secondly, this dissertation aims to serve as a preparatory data provenance
contribution to the envisioned European Health Data Space (EHDS)22.

In addition, the presented framework aims to foster the implementation of improved
data managing concepts, leading to clear transparency, traceability and thus better
provenance tracing through its lifecycle. Concurrently, this advances the accountability
of a data integration center by reducing risks of the reuse of weak data in clinical
research. It offers access to quality-assured and traceable data elements thereby
boosting reliable and credible FAIR sharing of clinical research data.
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2.2 Material and Methods in research work

The concept of two successive published studies forms the key to this dissertation.

The first study used a mixed-method study approach to examine the (meta-) data
management practices for medical data elements throughout the data life cycle within
German medical Data Integration Centers established in the Medical Informatics in
Research and Care in University Medicine (MIRACUM) consortium (see publication
1)14,

The second study followed-up on previous findings from publication 1, notably the data
management maturity framework dedicated to empowering data provenance.
Recommendations were picked up to develop a provenance gathering strategy. This
study implemented and presented provenance traces as a proof-of-concept.
Metadata is specifically intended to strengthen the expressiveness of provenance
traces which mirror both, the traceability chain, and the quality status of processed
clinical data elements (see publication 220).

Current literature was monitored continuously from the beginning and thoroughly
examined based on a previously published scoping review protocol (see publication
331) and the reported outcome (see publication 432).

2.2.1 Mixed-method-study

Insights from a MIRACUM workshop on FAIR data management and discussions with
data experts led to a mixed-method study which combines qualitative and quantitative
research work (see publication 112). First, this study aimed to obtain information about
the current traceability and verifiability of processed patient data and metadata from
heterogeneous clinical data sources in the DICs. In a second step, the development of
a data management maturity framework should support the implementation of
improved data management practices. It was hypothesized that a better provenance
tracking would be feasible with a higher degree of transparency and traceability.

The study was performed as a semistructured interview. The interviews based on a
survey using questionnaires covering clinical data processing and provenance practice
within the DIC. Discussions with data experts from a MIRACUM FAIR data
management workshop led to the development of these questionnaires (see
Multimedia Appendix 214).

A total of 22 experts and stakeholders from 10 DICs participated in the interviews,
which were conducted remotely and individually with each DIC. All qualitative and
quantitative data were concurrently entered into a REDCap database by the
interviewing person while screensharing. Thematic analysis was conducted on the
collected qualitative data without identifying the DIC. Coding was performed to identify
relevant concepts or patterns within the data on the 4-eyes-principle. Qualitative results
were integrated with the corresponding quantitative results. The categorical variables
were characterized using counts and percentages, and represented in corresponding
tables and figures, if applicable. The figures were created with R (version 4.2.0; The R
Foundation)32,

Results from this study comprising a DIC maturity model for provenance readiness
were published (see Figure 614) and reported compliant to the Good Reporting of a
Mixed Methods Study (GRAMMS) checklist®* (see Multimedia Appendix 114).

10
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2.2.2 Proof-of-concept

The proof-of-concept (see Figure 42%) combined a multi-stage approach to investigate
the feasibility of automated generation of data provenance. This approach has been
applied to different data integration pipelines at the University Medicine Mannheim
(UMM-DIC).

The proof-of-concept entails a thorough requirements analysis (an interdisciplinary
team of internal stakeholders in the UMM-DIC (lead, medical experts, computer
scientists, technical staff, process owner of the ETL process)) to acquire the different
aspects in the system border and system context of the planned provenance tracking
system (Provenance Information System trAces (PISA)). In addition, the pressing
requirement details from the preceding scoping review and the mixed-method study
were considered for a precise definition of the functionalities. The resulting
requirements served subsequently to develop the logical data model. The logical data
model was designed using a unified-modeling-language (UML) class diagram which
displays the structure of data elements and the relationships between them and
describes how the data needs to be implemented.

The characterization of the associated data elements was achieved by determining the
necessary metadata, preliminary value sets, W3C ontology mapping, and annotation.
Documentary efforts were subjected to the good documentation practices like the
ALCOA(+) principles2. An exemplary instantiation of the provenance information
model on the described approach is given (see Figure 539).

Finally, the provenance class was developed using Python, pewee, and a relational
database. Test data element definitions were generated to develop and test the
provenance class. Test data elements with comprehensive annotation were chosen to
reflect the composition of a typical data integration repository. Seven data element
types were defined, 100.000 data elements for each data element type were generated
to produce a total of 700.000 provenance records using a Python (Python Foundation)
script.

Extraction of provenance traces to any format like a csv, W3C RDF/XML file or HL7
FHIR resource “provenance” has been enabled. Finally, execution times for generating
provenance traces were measured and evaluated.

2.2.3 Literature Review

A scoping review was conducted to present the current state of research on the
provenance in the biomedical context. This scoping review followed the methodological
framework by Arksey and O’Malley2¢ and investigated evidence regarding approaches
and criteria for provenance tracking in the biomedical domain. The corresponding
research questions in this review were also targeted to the potential value of
provenance information, the guidelines, demands and challenges during
accomplishment of provenance and the completeness evaluation of provenance.
Based on the search strategy, the databases of PubMed and Web of Science were
queried for articles published between 2006 and 2022. Title abstract screening with
Rayyan3?, full text reading and screening, information extraction in pre-tested
templates have been performed independently. The protocol of this scoping review
has previously been published in JMIR Research Protocols3!, the report is currently
undergoing a peer-review process and exists as pre-print32.

This scoping review provides an extensive summary of current approaches and criteria
for provenance tracking in the biomedical research domain. It discloses technical,
implementation, and knowledge gaps with a focus on modeling and metadata

11
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frameworks for (sensitive) scientific biomedical data and provides a roadmap for a
tailor-made provenance software-framework-lifecycle (Provenance-SFL) with many
additional results (see Figure 632).

12
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3 PUBLICATIONS

3.1 Publication 1: The Status of Data Management Practices across German Medical
Data Integration: Mixed-Method Study

This section delves into the status of data management practices across German
Medical Data integration centers, as originally published in the Journal of Medical
Internet Research (JMIR), an international, peer-reviewed, and open access journal.
The original publication and appendices are available at JMIR
(https://doi.org/10.2196/48809).
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Abstract

Background: In the context of the Medical Informatics Initiative, medical data integration centers (DICs) have implemented
complex data flows to transfer routine health care data into research data repositories for secondary use. Data management
practices are of importance throughout these processes, and special attention should be given to provenance aspects. Insufficient
knowledge can lead to validity risks and reduce the confidence and quality of the processed data. The need to implement
maintainable data management practices is undisputed, but there is a great lack of clarity on the status.

Objective: Our study examines the current data management practices throughout the data life cycle within the Medical
Informatics in Research and Care in University Medicine (MIRACUM) consortium. We present a framework for the maturity
status of data management practices and present recommendations to enable a trustful dissemination and reuse of routine health
care data.

Methods: In this mixed methods study, we conducted semistructured interviews with stakeholders from 10 DICs between July
and September 2021. We used a self-designed questionnaire that we tailored to the MIRACUM DICs, to collect qualitative and
quantitative data. Our study method is compliant with the Good Reporting of a Mixed Methods Study (GRAMMS) checklist.
Results: Our study provides insights into the data management practices at the MIRACUM DICs. We identify several traceability
issues that can be partially explained with a lack of contextual information within nonharmonized workflow steps, unclear
responsibilities, missing or incomplete data elements, and incomplete information about the computational environment information.
Based on the identified shortcomings, we suggest a data management maturity framework to reach more clarity and to help define
enhanced data management strategies.

Conclusions: The data management maturity framework supports the production and dissemination of accurate and
provenance-enriched data for secondary use. Our work serves as a catalyst for the derivation of an overarching data management
strategy, abiding data integrity and provenance characteristics as key factors. We envision that this work will lead to the generation
of fairer and maintained health research data of high quality.

(7 Med Internet Res 2023;25:¢48809) doi: 10.2196/48809
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fntroduction

Drata antegration centers { DICs) wathin the German Medical
Informatics Initiative (MU have evolved mpdly in the past
vears [1-4]. DICs process and provide digital medical data for
the secondary use in research. The foundation of data sharing
(D5 and interoperability within the MII is an agreed-upon
commen cofe data set (CDE), The basic modules are generic
and include data ieme encoding laboratory results, diagnosis,
procedures, of medication data. The extension modules contain
domain-specific data such as oncology or mucrobiclogy data
[5]. The CD& data items are processed wang a standardized
extract-tramsform-load ( ETL) development process that follows

the data life eycle (Figure 1), Specific testing measures
throasghout the data processing chain are implemented to ensure
securacy and high quality. The architechure of every Medical
Informatics in Rescarch and Care in University Medicine
(MIBACUM) DIC {see also Figure 1) 1s built upon the medical
informatics reusable ecosystem of open source linkable and
imeroperable software tools [6], Data requests by researchers
are firmited to and bosed on genenic imsautional policies and a
defined legal framework. The concrete status of the D1Cs wath
respect to enabling the findable, accessible, interoperable,
reusable (FAIR) principles stll needs to be determined [7].
However, several imitiatives have already outhined the
importance of applying the FAIR principles for both input and
ot data [8-10].

Figure 1. Data life opcle and data mmagement processes. An overview of core processes mnd artifacts from data management practice in @ Medical
Informatics in Research and Care in University Medicine data imegration center, FHIR - fast health care interopernble resources.

The data life cycle describes the journey of biomedical data
from data collection to final analvsis and publication (Figure
1k, Particulagly when working with (sensitive) patient data, the
understancling of the data’s ongin and the relationship between
am element and s predecessors, also called troceabality (ses
Textbox 1), is highly relevant for legal requirements and a
fimclamental prerecuisate of data quality. “Black box™ processing
and reporting of findings based on routine data should no longer
be acceptable [11] sance i mey lead o loss of data and
comtextual knowledge about the data [12]. This is a reason why
the DICs faces an increasing pressure 1o implement thorough

Hips thwww e ong TO2 A e S00

data management concepts, in particular provenance. An opion
is the adoption of generic provenance concapts from the World
Wide Web Consortium (W3C) [13]. However, the application
of these concepis requares insights and understanding of the
data maragement tasks in the given comtext,

Insutficient information about data formation processes and
metadata (see Textbox 1) pose validity risks and can impedz
the quality assessment of extracted clinieal data and related
provesses. Duta with unknown provenanee and lack of
trsceability endire from a conbdence deficiency and therefore
murmze the seoeptance for secondary use.
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Textbox 1. Related terminologies.

Provenance (World Wide Web Consortium [W3C] working definition): “Provenance of'a resource is arecord that describes entities and processes
involved in producing and delivering or otherwise influencing that resource. Provenance provides a critical foundation for assessing authenticity,
enabling trust, and allowing reproducibility. Provenance assertions are a form of contextual metadata and can themselves become important
records with their own provenance™ [13].

‘W3C provenance: is a family of specifications for provenance with a generic concept to express specific meta-information (or metadata) about
data and its related artifacts. Provenance records contain the agents (eg, people and institutions), entities (eg, data sources and data elements),
and activities (eg, extract, load, and transform), involved in producing, influencing, or delivering a piece of data or a thing. The granularity of
the W3C provenance concepts influences the level of traceable data management activities [13]. Provenance can be distinguished as data and
workflow provenance [14].

Meta-information (or metadata): machine understandable information for the web [15]. Metadata contain substantial characteristics to express
(provenance) information for any kind of artifacts during data managing and play a crueial role in the implementation of the findable, accessible,
interoperable, reusable (FAIR) principles [7].

Traceability: ability to retain the identity of the product and its origin [11]. Traceability is essential to ensure data integrity and trust in the data
[16]. In our study traceability is the ability to trace (identify and measure) all the steps that led to a particular point in a data transformation

process. Traceability assumes enrichment of data with proper meta-information.

In this work, we seek clarification about the data management
processes in German DICs. We aim to facilitate a comprehensive
understanding and transparency of these processes to boost data
rehability and integrity. We therefore ran a mixed method study
across all MIRACUM DICs to get a picture of current
traceability and verifiability of patient data and metadata
processed from heterogeneous clinical data sources. We expect
that DICs would benefit from an increased focus on governance
of data management practices rather than random or only partly
managed data processing. To support the change, we offer a
maturity framework which can be implemented in DICs for
self-evaluation. We hypothesize that the framework will foster
the implementation of improved data management processes,
transparency, traceability, and better provenance tracing,

Methods
Study Design

This study uses a mixed methods design [17] and associated
best practices [18]. A mixed methods design leads to more
plausible and comprehensible quantitative outcomes if combined
with qualitative statements. The design involved the collection
of qualitative and quantitative data in a single interview and
subsequent analysis to strengthen the study’s conclusions. The
collection of quantitative and qualitative data was performed
concurrently on the same survey and with the same priority.
The study has been reported according to the Good Reporting
of a Mixed Methods Study (GRAMMS) checklist [19]
(Multimedia Appendix 1). Based on the survey results and
discussions among the authors, a maturity framework was
developed, following the capability maturity model (CMM)
[20].

Study Settings and Participants

The study was performed as a semistructured interview. The
interview questions cover clinical data processing and
provenance practices within the DICs. The results from a
MIRACUM workshop on FAIR data management and
discussions with data experts from different DICs contributed
to the design of the questionnaires. In addition, we build the
questions upon insights from a survey on the research field of
provenance [14].

hitps://www. jmir.org/2023/1/e48809

For this work, we distinguished data management operations
that concern the data integration (DI) phase (blue items in Figure
1) from operations concerning the DS phase (orange items in
Figure 1). Thus, the interview questions were split into 2
separate questionnaires, containing 16 questions (DI) and 38
questions (DS), respectively. The DI questions covered data
management activities during the extraction, transformation,
and loading of electronic health records. DS questions comprised
available documentation of resources, activities for DS
processes, and organizational information. The interview does
not cover the management of patients’ consent since it is a
precondition for data processing and release from the DICs [3].

The questions were numbered and grouped by subject. A
mixture of open and closed questions was chosen to get a more
comprehensive insight into the respective fields. The
questionnaires were created in German language and pilot-tested
internally with data experts.

Stakeholders from each MIRACUM site participated in the
interview. We provided the questionnaires in advance with the
option to delegate the task to accountable staff members. This
kept both the interviewer and the participant in line, avoided
distractions, and encouraged an open communication.
Participants consent was obtained in written form ahead of the
actual interview.

Sample

A total of 10 DICs (all MIRACUM sites) were invited to
participate. We subsequently collected data from all sites with
22 participants, thereof 4 women and 18 men contributors. Due
to the COVID-19 pandemic, all interviews were conducted
virtually. The interviewing person shared the screen with the
questionnaire displayed on it while the interview was conducted.
Qualitative and quantitative data were collected in German
language based on the participant’s answers during the interview
phase. All data were concurrently entered into a database
(Research Electronic Data Capture [REDCap; Vanderbilt
University]) by the interviewing person during the interview
[21]. The data collection took between 1.5 hours and 4 hours
per DIC. Overall, the data collection period lasted over 3
months. Due to the interview technique no missing data
occurred.

T Med Intemet Res 2023 | vol. 25 | e48809 | p. 3
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Data Collection

The data collection method relied on asking questions within
the predetermined thematic framework. Even for closed
questions, there was always the option to ask additional
questions and to store the answers.

The data collection included quantitative and qualitative data
with equal emphasis (Multimedia Appendix 2). The qualitative
data were collected in free-text fields and during the interviews
with stakeholder professionals (Multimedia Appendix 2). The
data collection took between 1.5 hours and 4 hours per DIC.
Before starting the data analysis, all collected data were
translated into English and covalidated.

Data Analysis

After performing the semistructured interview, we conducted
a thematic analysis. We converted or transformed qualitative
data into quantitative scores or constructs by “coding” the
qualitative responses into different groups. We identified
common topics or patterns and ensured that these patterns
appropriately represent the participants’ responses using the
4-eyes-principle.

The analyses were conducted anonymously without identifying
the respective DIC. The tables and figures outline the individual
characteristics and frequency counts were calculated. The
categorical variables are described using counts and percentages,
if applicable. The data were described using median and range
for the continuous variables, if applicable. The figures were
created with R (version 4.2.0; The R Foundation) [22].
Qualitative, free-text data were read, analyzed, and coded, if
necessary. The narratives representing the coded themes were
produced from the data material. The data analysis was reviewed
by all authors.

Integration

Qualitative data were combined with quantitative data whenever
possible. Thus, the qualitative results were integrated with the

Gierend et al

corresponding  quantitative results and then presented
numerically. The outcome was reported as descriptive statistical
results. Whenever integration was not possible, we reported
qualitative results instead. After analysis of the qualitative and
quantitative data, the preliminary findings were presented and
discussed among the authors.

Ethical Considerations

The ethics approval was waived by the University of Heidelberg
or Mannheim University Medicine Ethics Committee II.
Informed consent was obtained from all subjects (the
stakeholders) to participate in the interview about the status of
their data processing pipelines. All study data are deidentified.
The participants did not receive any compensation.

Resuits

QOverview

In our study, we seek clarification about the data management
processes in German DICs. We aim to facilitate a comprehensive
understanding and transparency of the prevailing practices for
data extractions, data transformations, data storage, and data
provision to boost data reliability and integrity. We first present
the main survey outcomes, and then we introduce a maturity
framework.

Results Overview

All 10 DICs of the MIRACUM consortium participated in the
survey between July and October 2021. All 22 participants,
either the head of a DIC or a member of the technical staff,
responded to a total of 66 questions, thereof 16 questions about
the DI phase and 12 questions about the locally used data
elements and catalogs from the MII CDS. A total of 9 DICs
answered the 38 DS specific question (Table 1), data from the
Core Unit Data Integration Center at the University Medicine
Greifswald is missing.

Table 1. The number of data integration center participants (Medical Informatics in Research and Care in University Medicine) in the 3 survey sections.

Questions of dataintegration Questions of status Medical Informatics Initiative Questions of data sharing

(n=16), n data elements and catalogs (n1=12), n (n=38), 1
University Medicine Dresden 1 1 1
University Medicine Erlangen 3 3 3
Goethe University Frankfurt 2 2 2
University Hospital Freiburg 1 1 1
University Hospital Giessen 2 2 2
University Medicine Greifswald 4 4 -
University Medicine Magdeburg 2 2 2
University Medicine Mannheim 3 3 3
University Medical Center Mainz 1 1 1
Philipps-University Marburg 3 3 3

hitps://www. jmir.org/2023/1/e48809
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General and Organizational Matters

Expectation Regarding Provenunce

The interview revealed considerable expectations regarding the
collection and use of provenance and metadata information,
also beyond the W3C provenance definition (Table 23
Interestingly, the most commen expectations were associated

with the assessment of data quality (n=7), with traceability and
information capability (n=7), and with the transparency mn

Gierend et al

processing steps, workflows, or data sets (n=2). Other frequently
narmed expectations were linked to technical reasons (=4} such
as debugging or performance evaluation. Less frequent terms
ncluded compliance with regulations (n=2), reproducibility,
support of scientific usage process, or increased confidence in
data. Expectations like clear regulation of responsible parties,
interoperability, and increased acceptance were menticned onee
(n=1). Inthis, 1DIC stated nousage of provenance information
at all

Tahle 2. Expectation regarding provenance, a sumnimary of all reported expectations by 10 data integration centers.

Frequency of expectations regarding provenance, 1

Traceahility and informati on capability
Data gquality assessment

Technical reasons

Transparency of processing steps
Support of scientific process
Feproducibility of data flow

Proof of compliance

Increased confidence

Interop erability

Intermal evaluation about changes in data elements
Increased acceptance

Clear regulation responsibilities

Concurently no use

7
7
4

B2 B B2 B2

1
1

Self-Assessment of Provenance Expericnce

When analyzing the data in Figure 2, we observed a low
provenance experience. Morethan half of the DICs ranked their

provenance experience as a starter level with a score 0-3 (h=5).
The 3 sites reported an advanced level with a score 4-7. Just 1
site rated their experience with a score of & (corresponding to
expert level)

Figure 2. Self-assessment of provenance experience level. All reported self-assessments by the 10 participating data integration centers. DIC: data

integration center.

Provenance experience level

3 o

Loc.1

Level
® @ Advanced
® @ Experienced

Starter

Loc.2 Loc.3 Locd Loc5 Loc6 Loc.?7 Loc.8 Loc9 Loc.10

DIC locations (random no.)
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Organizational Structure

Consistent with the W3C provenance model [ 13] and Herschel
et al [14], the organizational component of a DIC represents a
core unit at many German medical faculties. When asked for
the organizational prerequisites, all DICs reported that
specifications of the manufacturer systems and standard
operating procedures (SOPs) were available. However, the
degree of maturity varies across DICs.

At the time of the interview, all DICs (n=10, 100%) were in a
continuous development process with drafted SOPs at different
levels. However, some DICs (n=3) already reported gaps in
their SOPs, preventing the full coverage of process flows for
DI and DS. Nearly half of the sites (n=4, 40%) used already
approved SOPs. Roles and responsibilities, as central parts of
the SOP, had been defined in most DICs (n=8, 80%). Only a
few DICs (n=3, 30%) had a dedicated role concept (Figure S1
in Multimedia Appendix 3).

Availability of Metadata and Related Tool Usage

No consequent and targeted practice for provenance capture
could be determined. We hypothesize that it might be difficult
to develop a standardized, structured, and machine-readable
metadata schema across all German university hospitals. Similar
results regarding insufficient availability of (semantic) metadata
for provenance were observed [23]. Detailed results for the
individual questions are given in Figure S2 in Multimedia
Appendix 3.

Metadata Exploitation During Data Management

Overview

The development of metadata schemata is an important factor
for high traceability [16]. Hence, we were interested in learning
how organizational and document resources might help to
generate metadata and to embed metadata within the digital
object itself. This analysis section targeted the annotation status
such as labeling of data elements, data sets, or tagging of files.
Detailed results are available in Figures S3-S5 in Multimedia
Appendix 3.

Documentation Matters

Allinterviewees declared that data management activities were
not subjected to specific data management planning or tools.
Any planning or preparational documentation was collectively
performed using tools such as JIRA (Atlassian) [24] or
Confluence (Atlassian) [25]. During the DS phase, most DICs
(n=8) follow mnternal SOPs for the documentation of methods,
or data management plans, respectively. All other DICs reported
that internal, project-specific tools were applied. Processes were
partially under construction.

Documentation Artifacts From Data Elements and
Coding in Data Integration Phase

Appreciably all sites (n=10) reported about their level of
documentation for accessing the source systems, for the
maintenance of the data elements, for code development and
execution, as well as the content of log files as part of their
ETL-process as described below.

hitps://www. jmir.org/2023/1/e48809
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Annotation of Data Elements

As expected, and in line with the literature [26], preliminary
attempts for data annotation exist. However, these attempts do
not yet cover the whole processing pipeline n all DICs. The
applied annotation approaches vary, too. It is noteworthy that
the best, and partially automatic annotation was yielded on the
Joint segment Fast Healthcare Interoperability Resources (FHIR)
to the research data repository (RDR; n=10), since this pipeline
is part of the MIRACUM standard ETL process [3]. Detailed
results are available in Figure S3 in Multimedia Appendix 3.

Log Files for Improved Traceability

Log files are text-based files, which include timestamps, store
events, processes, and transactions. Thus, log files provide
valuable provenance information. However, a direct access to
log files was not possible during this study due to the risk of
disclosing critical or sensitive information.

Most DICs (n=9) already established log files to trace
environment and execution information, particularly during DI
Inmost cases, the log files contain configurable parameters and
elements, mostly generated within the respective infrastructure
framework. Some frameworks comprised self-defined
information and messages for error, warning, and execution
statistics. Depending on the actual process, short- or long-term
retention could be observed. Long-term retention was applied
for data transfer logs and short-term for application logs, for
example, throughout the ETL life cycle. Half of the DICs (n=5)
reported that the access to source systems is automatically
logged with user information and time stamps, but without
relationship to the particular data elements. In general, access
to the source-application itself is not possible. More than
two-thirds of the centers (n=4) have manual logging features
in place. Only 1 DIC does not perform any logging (n=1).

Only sparse information was provided about the computational
environment and execution workflows during runtime of scripts
in productive operation (Figure S4 in Multimedia Appendix 3).
A small number of sites (n=2) reported that automated and
collaboratively accessible information were created. The 3
centers (n=3) said that no such information was generated. All
other survey participants (up to n=7) asserted that the logging
protocols were either compiled manually or generated
automatically. Based on the survey data no systematic approach
was deducible.

However, half of the DICs reported that scripts which are
executed during the data requesting phase often do not produce
log files. If log files were produced by the scripts, they contained
information about execution and error history (n=4). Many DICs
emphasized their capability of access-logging to data pools,
computational environments, and execution history. The
recorded information includes details about Docker containers
such as the software status of the environment. However, some
data seems to be missing in the logs, including the date of
execution or the user account. Logs from the RDR Informatics
for Integrating Biology and the Bedside indicated access logins
(who and when) and querying of data elements. Extraction
protocols were produced for some source systems.

T Med Intemet Res 2023 | vol. 25 | e48809 | p. 6
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Versianing Information Stcics

Version information, an important element for reproducible
research, creates a history for each file. Based on the annotation
of the source code and artifacts for example, the used
programminglanguage, provenance data can create relatonships
between individual elements or documents Figure 55 in
Multimedia Appendiz 3 illustrates that the generated code was
in general subjected to textual documentation, and code was
tnostly versioned in a DI pipeline (n=10). GitHub is manly
used as version control tool. Importantly, the DI segment FHIR
to the RDR provided full versioning capability in &l DICs
(n=10). Thereasonizthat MIRACUM developed and delivered
a centralized component for this workfl ow step [3]. Also, code
for the ETL segment for data processing from staging servers
to a FHIE repostory iz highly wersion controlled. Lower
coverage was observed on the imitial stretch source system to
staging (n=T7). In this 1 interviewee explaned tha this
circumstance was due the code being in the responsihility of
the manufacturer. Another expert said that code was managed
marualy (n=1). In 1 case, no version control was implemented
at all. The situation is simnilar when datais queried by scripts
for rezearch purposes since code vers oning was tool-quided by
the most DICs (n=7). Cwverall, the results suggest that wersion
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information is avalable, but needs to beprep aredin more detail
to be useful for provenance processing.

Dacumentation Artifacts of Testing Procedures and
Script Vadidation
A considersbly high number of DICs confirmed the

implementation of test procedures (p=8) and data gquality
meamres (=9, Figure 3).

Motably, di ferent test documentation strategies were reported
by the stakeholders (Figure 56 in Multimedia Appendix 3).
Most sites (n=4) mentioned the prowision ofan automated testing
documentabon which was collaborahvely accessible for the
authorized staff dunng the dataintegnty measurements pip eline.

Data quality is manly assessed using the Data Quality
Assessment reporting tool, which has been developed within
MIRACUM {n=a) [27]. & total of 2 DICs used self-devel oped
assessment and documentation of data quality.

All DICs wvalidate their data querying scripts. Evidence for
validation 15 provided by manualy documenting the queries in
a structured and permanently accessible way on GitLab (GitLab
Inc) [28] or JIRA [24] (n=5). Unstructured evidence such as
the four-eyes principle was practiced in 4 DICs.

Figure 3. Testing or validation procedures. & summary of all reported types of testing procedures during the scrpting phase. Data integ ration centers
e porting about their testing procedures. DI data integration phase; DS: data sharing phase; DO: data guerying phase.

—

Frequency
O = PW R 3~ 000D

DI DQ
Type of testing procedure

Documentation Arfifacts From Final Review and Facts
Abaut Research Result Objects

All previous processes and individua outcomes contribute to
the history ofthe so-called result object. We anticipate that the
result abject should contain all provenance-related metadata
As shown in Figure 57 in Multimedia Appendiz 3, most
participants (n=>5) examine all the documentation and artifacts
for traceability. Applied examination methods included the
4-eyes-principle, random sample checks, or ETL checklists with
defined examination criteria Approximately one-third of the
respondents  (n=3) indicated that the traceability of
documentation and related artifacts was not checked. Only 1
DIC has plans to check traceability systematically and

bittp chdemanr fnir org 20231 45309

Testing procedure performed

Manually documented
structured)

. anually documented
(unstructured)

No
. Yes

DS

automated. Remarleably, examination of the result ohject
regarding adherence to FAIR prnciples and provenance
assesstnent was not performed in any DIC, These findings
indicate alack of awareness for FAIR data tanagement, ashas
also been obsetved in a recent survey within the German
Metwork Untversity Medicine [29].

Derivation of a Maturity Framework

On the basis of our study results, we derived a dataintegration
center toward matunty framework (DIC2MF), which
incorporates the specific needs and metad ata items of German
[ICs (Figure 4). The DICZMF indicates a DIC’s readiness
status for provenance tracking (“provenance power™) and can
beuzed az a benchmarlang tool.

T e d Irdernet Fes 2023 [wol. 25 |e48509 [p. 7
(e Mo B 1t o cTtation puaposes)

20



PUBLICATIONS

JOURMAL OF MEDICAL INTERMNET RESEARCH

Gierend et al

Figwre 4, Dimerssons and their relationships within the framewerk for provenmnce tracking.

(F) IT-cperational

(E) Dtz sharing

Dimensions and Categories of the Framework

The DIC2MF concept is based on the CMM, Unlike the already
published maturity model for provenance management, which
was established in the hydre- and geoscientists” figld [10], cur
approach comprises 6 dimensions and related categones (Figure
Ay which together constitifle provenance charsclenstics that a
DIC requires to be effective in delivening traceable and reliable
patient data for secondary use. The dimensions and categories
were influenced by the grouping of key interview findings from
(1) related organizational, legal, and technical conditions, (2)
the metadata exploitation based on data annotation and

Hips thwww e ong TO2 A e S00

#

xﬁ“‘xﬁnﬂnmmmw# ,f”fé
and accuracy

documentation degree and associated operations, and (3)
including the measures 1o ensure quality during the diferent
opembions Textbox 2 elucidates the proposed Famework and
the assoctated charactenstics.

Esch dirmension is represented by a specific ability level. Figuse
5 depicts the different gradations of the 5 ability levels
“umianaged,” “incipient,” “controlled™ “operationmal,” and
“optimazed” Each level descnbes a degres of traceabality
ful Blkment and 15 an incheator for the provenance power in the
DIC. The completeness and quality of traceability goes hand in
hand with the levels of mamnty: An instantiation of the
framsework 1s shows in Figure 6.
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Textbox 2. Components of the framework for provenance tracking {(data integration center toward maturity framework).

Data management dimensions and categories

(A) Implement “Data governance” which explores the availability of important legislation, guidelines, or rules that directly relate to the
scope of a data integration center

Build multiple data management dimensions (B up to E) for data processing and data analysis

Roles and responsibilities (staff, roles, and training)
Standard operating procedures (quality management)
Regulations (eg, general data protection regulation and patient consent)

Risk management (controlling risks)

(B) Addresses the practices to “Annotation and Documentation” of data and the related processes

+  Considers metadata about the management of the (automated) documentation and annotation steps of the individual data and
process elements, including the provenance of any processed element

e Access
s Input sources
«  Output sets
s  Dataelements
e Scripts
e  Execution
«  Versioning
+  Considers information from log files created during data conversion, for example, to cover the facets of provenance according to
the World Wide Web Consortium provenance recommendation (see Textbox 1)
(C) Enforces the transformation and processing of data into interoperable formats to enable translational research with patient data
+ Includes metadata about the usage of standard data models and catalogs
e« Common data model

« Domain specific catalogs

(D) Examines the implementation of quality standards to ensure “Data Integrity and Accuracy” of the processed patient data
«  Comprises metadata about all methods for examining and maintaining the data quality

s Testing procedures

e Validation approach

(E) Data sharing

+ Includes metadata about the service of organization and reporting of the data request and analysis result as well ag taking care of
long-term archiving aspects

e  Organization and reporting

s  Long-term archiving

(F) IT-operational
«  Comprises metadata about
«  Data security of patient data
e Data accessibility of patient data

s Infrastructure and computation environment

«  Tools and software

hitps://www. jmir.org/2023/1/e48809 T Med Intemet Res 2023 | vol. 25 | e48809 | p. 9
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s«  Relationship
« It shewld be mentioned that relaticmships exist between the dimensions, for exemple, data processing must adbere to given data governance
niles

Figure 5 The 3 maturity levels in the frmnevwork (datn integmtion center tosvard maturity framework i md defmed degrees of irmceability.
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managerment dimensions for provenance racking (following
the specifieation in Figure 4). Each disvesion contaiss miultiple
categories  and  each category  reflects  the  substantial
characteristics for the expression of provenance. The quality of
provenance expression can be derived from the ability scale
(between O and 4) which defines how relisbhy and maintainably
theimplemented practices within a DIC can produce the required
outeomes. The higher the bar the more provenance information
i# available, Thus, the height of the bar is an indicator for the
need o improve data memagement practices given on the
description of the ability level. For example, progress from 1
maturity level to the next one may be reached by adding
fine-granular metadata in compliance with the WaC provenance
components agent, activaly, and entity in a second sep. The
presented conceps are a first step toward identifying the
requiremnents for traceability within a DIC.
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We successfully performed a mied method stsdy and gained
deep insight imo the staius of data management processes in
the German medical DICs. Onr work facil#@ates understanding
and traceabrility and will potentially boost the reliability and
mtegrity of data for secondary use. We dermved a maturity
framework and applicd it as a benchmark to measure the degree
of traceability and deriving from this the provenance power of
individual data elements in MIRACUM German DICs, The
proposed maturity framework for provenance readiness helps
DICs to identify their conceptual bottlenecks m provenance
tracking and increases trustful dissemination of clinical data.

We hvpethesize that owr work could serve as a catalvst for an
owverarching data management strategy for DICs. The beneficial
approach presented here could be implemented widely = a
commen assessment tool, within the MIT structure and in the
medical research feld tself
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Evaluation

Framework Applicability

The framework can be used for critical systematic
self-evaluation. It can guide the identification of relevant
components for provenance tracking and thus facilitate
traceability of patient’s data processing. The information
obtained from the framework dimensions A to F help to develop
the necessary metadata, and consequently enhance traceability
on process and element level.

Establishing Traceability and Best Practices

Establishing traceability is one of the biggest challenges
associated with any data conversion. A combination of several
aspects may lead to the condition that traceability has not been
implemented effectively at the DICs. Predominantly, a lack of
awareness and provenance expertise could be a key finding
from the self-assessment of provenance experience (Figure 2)
and indicates a subordinate role of provenance to date. A lack
of technological framework may furthermore hinder the uptake
of provenance in the data processing pipelines. Here, the
traceability issue can be linked to a lack of granularity including
details about workflow steps and about the processed data
elements themselves. ETL pipelines are mostly implemented
individually by the DICs. Practices in the highly ranked centers
for provenance expertise revealed that these include annotation
and metadata documentation, even if it is not always
machine-readable and automatically recorded.

A tentative explanation 1s that there is no systematic approach
for gathering provenance data of individual data items (Table
2). The procedure of tracking data set or data items is neither
formalized nor sufficiently standardized. Consequently, no
targeted provenance collection and metadata concept has been
established as of now. In addition, sparsely developed
traceability decreases the reliability and thus the quality of single
data elements for secondary use (Figure 3). Even if general
testing procedures are available in the DI pipelines, there is a
lack in quality traceability.

The following examples showcase how DICs may increase their
maturity level by using the proposed framework dimensions
and categories while connecting metadata to the associated
artifact: (1) dimension A foresees (a) guidance on data managing
activities, like define operations by SOPs, introduce data
management plans, and consider legal restrictions and (b) regular
data management training for the responsible staff. Connect
both topics at least on data and process level (2) The challenge
of dimension B could be passed step by step (a) while gaining
and deriving targeted annotation from log files for building and
filling the maturity framework on a data element level, log files
are configurable and enable the traceable storage of events so
that these can be analyzed and optimized. In this way, log files
thus help to track data and their processes, and to reconstruct
transactions. Elements of log files could be selected as in the
proposed framework, for example, source and target system,
information about type of event or logged action, version or
actor; (b) by having appropriate, clear, and complete
documentation for all measured data in place, if possible, in
machine-actionable way and connect this information to the

hitps://www. jmir.org/2023/1/e48809
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data; (c¢) by making metadata accessible and adding richer
prospective and retrospective provenance metadata. These
actions will allow for fine-grained versioning workflows linking
to outputs produced during the distinct executions of ETL
pipelines. The metadata approach should consider information
derived from the W3C components agents (such as developer
and data owner), activities (such as different programming
scripts), entities (such as data sources or data elements). (3)
Convert the extracted data into common and interoperable health
care standards as defined in dimension C and connect the
associated metadata information to your processed data as
described in dimension B. (4) Testing and validation (dimension
D) approaches add quality information to the processed data
itself. Collect available metadata on applied activities to ensure
data quality as given in dimension B. (5) Dimension E, dedicated
to the DS phase enriches a data element with information from
the data requesting, reporting, and archiving phase. (6)
Dimension F intends to collect meta-information about the
operational environment in which the data were collected and
processed.

Related Work

Provenance tracking and granularity issues were addressed in
different papers [31,32]. Gierend etal [33] performed a scoping
review on provenance in biomedical research and offered
comprehensive results concerning the practical application of
provenance and the associated challenges, including aspects
like completeness and validation and provenance granularity
issues. Curcin et al [34] reported that both data and processes
need provenance, gathered in consistent, interoperable manner
to make research results verifiable and reproducible. These
works directed our study approach to examine the traceability
aspect. Johns et al [35] tried to figure out knowledge on
provenance methods in a more general way. Regarding the term
provenance, Herschel et al [14] pointed to the definition of
provenance, which leaves room for many different
interpretations of and approaches to provenance and investigated
the question why capturing provenance is useful. This led us to
clearly define the goal of our study and give clear expectations
regarding provenance accomplishment. Furthermore, this might
give clear expectations regarding provenance accomplishment
and provide the framework for the scope and the extent of
implementation measures. In the same way, the outcome of our
study can be used by the recently launched community-driven
project which aims to define a “Mlnimal Requirements for
Automated Provenance Information Enrichment” guideline
[36]. The projects’ goal is to build a general data model and
semantics for provenance in the biomedical community.

Training issues were addressed as a challenge of poor data
management practice [26]. Better health informatics training
and permanent data manager and software architect positions
are demanded in health research groups. This indicates that our
maturity framework needs an iterative and interdisciplinary
approach to implement traceability in data processing pipelines.

Lessons Learnt

During the conduction of the semistructured interview and the
implementation of our framework, we leamnt that the extent of
the complex processing steps requires interdisciplinary team
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work to come to a proper level of provenance granularity. We
are convinced that the community will benefit from a consequent
exchange with stakeholders from different areas of expertise,
like medical experts, data owners, and computer scientist. In
addition, we encountered a major increase of transparency and
traceability since we started with a consequent application of
the maturity framework approach in our DIC. Moreover, having
data governance in place, would facilitate the FAIR oriented
data management planning and as such boost the data asset to
be more reliable and trustful for or in the research field. Another
recommendation is to spend more time on training in this field.

Ongoing Processes

Changing conditions in clinical routine, in granularity of
requirements (decision-making, identifier management, and
legal matters) demand continuous adaptation of the framework.
We foresee extensions for provenance representation and
storage, provenance retrieval, and usability along discussion
for risk and benefit.

There are recent advancements to transform the dimension and
categories into the W3C provenance concepts. We introduce a
first provenance implementation in our DIC in Mannheim
(University Medicine Mannheim DIC) in a proof-of-concept
study in peer review phase.

Limitations

Our investigation 1s limited to the MIRACUM DICs, to their
current service profiles and development stages as well as to
the experience of the involved staff. Since provenance data are
sporadically available, we were not able to consider

Gierend et al

maintainability aspects of provenance. Derivation of qualitative
and quantitative results to the framework levels was performed
by means of an evaluative description of metadata availability
and the ability of traceable data. Integration of pseudonymization
and consent management are external processes and not in
primary scope for this study.

Conclusions

Implementing traceable data life cycles and transparent data
management processes are sophisticated and challenging tasks,
not only for the MIRACUM DICs. Notwithstanding, sufficient
traceability would enable data to be a trusted asset in the medical
DIC. Our paper provides insights on how institutions (attempt
to) implement data management principles to provide clinical
routine data for secondary use. However, to implement
traceability, explainability of the relationships and the order
between the data and process elements are required. We
discussed the extensive transformations, curations, and linked
artifacts of collected data elements and workflows during the
entire data life cycle. The obtained insights led us to identify
possible improvements and actions. One such action is the
introduction of a maturity framework which visualizes the
specific traceability challenges on a technical and organizational
level observed at each DIC. In future, we seek to derive a
generic provenance model and common data provenance
strategy based on the traceability findings. To this end, we will
investigate how complete provenance, as part of a FAIR data
management strategy, can be delivered and what the limitations
are in this regard. We envision that this work will lead to FATR
and maintained health and research data of high quality.
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3.2 Publication 2: Traceable Research Data Sharing in a German Medical Data
Integration Center with FAIR geared provenance implementation: Proof-of-
Concept Study

This section provides a feasibility study for the implementation of medical provenance
traces, as originally published in the Journal of Medical Internet Research (JMIR)
Formative Research, an international, peer-reviewed, and open access journal.

The original publication is available at JMIR Formative Research
(https://doi.org/10.2196/50027).
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Abstract

Background: Secondary investigations into digital health records, including electronic patient data from German medical data
integration centers (DICs), pave the way for enhanced future patient care. However, only limited information is captured regarding
the integrity, traceability, and quality of the (sensitive) data elements. This lack of detail diminishes trust in the validity of the
collected data. From a technical standpoint, adhering to the widely accepted FAIR (Findability, Accessibility, Interoperability,
and Reusability) principles for data stewardship necessitates enriching data with provenance-related metadata. Provenance offers
insights into the readiness for the reuse of a data element and serves as a supplier of data governance.

Objective: The primary goal of this study 1s to augment the reusability of clinical routine data within a medical DIC for secondary
utilization in clinical research. Our aim is to establish provenance traces that underpin the status of data integrity, reliability, and
consequently, trust in electronic health records, thereby enhancing the accountability of the medical DIC. We present the
implementation of a proof-of-concept provenance library integrating international standards as an initial step.

Methods: We adhered to a customized road map for a provenance framework, and examined the data integration steps across
the ETL (extract, transform, and load) phases. Following a maturity model, we derived requirements for a provenance library.
Using this research approach, we formulated a provenance model with associated metadata and implemented a proof-of-concept
provenance class. Furthermore, we seamlessly incorporated the internationally recognized Word Wide Web Consortium (W3C)
provenance standard, aligned the resultant provenance records with the interoperable health care standard Fast Healthcare
Interoperability Resources, and presented them in various representation formats. Ultimately, we conducted a thorough assessment
of provenance trace measurements.

Results: This study marks the inaugural implementation of integrated provenance traces at the data element level within a
German medical DIC. We devised and executed a practical method that synergizes the robustness of quality- and health
standard-guided (meta)data management practices. Our measurements indicate commendable pipeline execution times, attaining
notable levels of accuracy and reliability in processing clinical routine data, thereby ensuring accountability in the medical DIC.
These findings should inspire the development of additional tools aimed at providing evidence-based and reliable electronic
health record services for secondary use.

Conclusions: The research method outlined for the proof-of-concept provenance class has been crafted to promote effective

and reliable core data management practices. It aims to enhance biomedical data by imbuing it with meaningful provenance,
thereby bolstering the benefits for both research and society. Additionally, it facilitates the streamlined reuse of biomedical data.
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As aresult, the system mitigates risks, as data analysis without knowledge of the origin and quality of all data elements 1s rendered
futile. While the approach was initially developed for the medical DIC use case, these principles can be universally applied

throughout the scientific domain.

(JMIR Form Res 2023;7:e50027) doi: 10.2196/50027
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Introduction

Provenance—a piece of metadata—is considered information
that 1s fundamental in the data life cycle because it expresses
the traceability of the processed data and facilitates the
reproducibility of the results [1,2]. The availability of
provenance throughout the data life cycle is deemed a crucial
factor for maintaining trust in the data at all stages [3]. The data
life cycle encompasses data generation, processing, validation,
analysis, reporting, and application for decision-making in any
context, culminating in storage within a specified retention
period [4]. Medical data integration centers (DICs), particularly

Textbox 1. Accountability in a German medical data integration center.

those established within the German Medical Informatics
Initiative, must enhance accountability for their activities. This
is particularly crucial for the methods used in extracting,
transforming, and loading sensitive patient data from
heterogeneous clinical routine systems into (standardized)
research data repositories for subsequent secondary use [5]. In
this given context, it is necessary to understand the limitations
of the provided data [6]. Collecting comprehensive and pertinent
contextual provenance information along these processing
pipelines is one approach to enhance the accountability of the
medical DIC (Textbox 1). Provenance and integrity must be
systematically evaluated and documented in routinely collected
data sets to facilitate their reuse in clinical trials [ 7].

Accountability means accepting responsibility for activities and in this context entails all procedures and processes for data managing pipelines [8].
This includes keeping the movement of data elements transparent and traceable. Provenance traces enable documentation of this movement and hence
generate trust in the data integrity and reliability of the provided data for secondary use.

To achieve reproducibility [9] and integrity when exchanging
data between academia and industry, researchers must adhere
to essential research principles, particularly following good
practice guidelines (eg, good clinical practice, good
research/scientific practice, commonly referred to as GxP) [10].
Ensuring and evaluating data integrity and data provenance are
anticipated to be prerequisites for clinical trial data [11]. For
instance, the clinical research data quality standard ALCOA+
(Attributable, Legible, Contemporaneous, Original, and
Accuratet) articulates enhanced data integrity properties and
fundamentally contributes to provenance information [12].
These  properties pertain  to  attributable, legible,
contemporaneous, original, accurate, complete, consistent,
enduring, and available data characteristics [10].

In addition to adhering to good scientific practice [13],
heightened legal requirements such as compliance with the
General Data Protection Regulation (GDPR) in the European
Union, or contractual obligations, mandate evidence-based data
processing for both deidentification and reidentification of data,
encompassing the life cycle of the patient’s consent [14].

A crucial factor in advancing these objectives is the metadata
acquired from the data transformation and integration process
throughout the data life cycle. The field of biological research
has already acknowledged the significance of metadata, as
outlined inISO norms such as ISO/CD 20961 [15] and ISO/TC
276/WGS5 on data processing and integration [16]. ISO 20961,
for example, specifies requirements for the consistent formatting
and documentation of data and metadata.

Furthermore, the FAIR  (Findability,  Accessibility,
Interoperability, and Reusability) guiding principles for data

https://formative.jmir.org/2023/1/e50027

management and data stewardship emphasize the overall
relevance of metadata for the data itself, including those used
in infrastructures and services [17]. Aspects of the FAIR
recommendations explicitly address provenance capture. As
such, the “R1.2” FAIR principle demands machine-accessible
and readable metadata, which include provenance information
about the data creation or generation. Related metadata
accumulate not only during the data transformation itself but
also within the software used [18]. The principle “R1.3” expects
metadata to be adhering to domain-relevant community
standards such as the HL7 Fast Healthcare Interoperability
Resources (FHIR) or Dublin core [1]. FHIR is an internationally
recognized standard that supports the exchange of data between
different software systems within the health care sector [19]. In
this vein, the FHIR resource “provenance” records entities and
processes involved in creating a specific resource. From a
technical point of view, the FHIR Provenance resource is
founded on the framework of the open W3C standard
PROV-Data Model definition and ontology [20], the successor
to the Open Provenance Model [21]. Here, the concepts of linked
entities, activities, and agent resources enable the establishment
of a provenance model. Such resources can be described with
the W3C Resource Description Framework (RDF) method [22].
RDF is a data model, which is commonly stored in formats such
as RDF/XML (.rd) or JSON-LD ( json). All formats represent
a knowledge graph.

As of now, the capture of provenance in health care is not
adequately or uniformly implemented in German medical DICs,
as revealed in a recent study on their data management status
[23]. The results demonstrated that provenance is indeed a factor
strongly influenced by the maturity level of data management

TMIR Form Res 2023 | vol. 7 | e50027 | p. 2
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practices. Following complex transformations in the data
integration process, the provenance of data elements is often
lost, making it difficult to impossible to assess the
(measurement) quality of a data element. This reduction in
traceability diminishes trust in the validity of the collected data.

The primary objective of this study is to improve the reusability
of clinical routine data within a medical DIC for its secondary
application in clinical research. Our goal is to enhance processed
clinical routine data by incorporating appropriate semantic
metadata, a key requirement guided by the FAIR principles
[17]. Furthermore, our intention is to bolster the accountability
of our DIC by mitigating the risks associated with the reuse of
compromised data in clinical research.

Textbox 2. Exemplary dummy text-based data element definition.

Gierend et al

To our knowledge, this is the first demonstration of provenance
integration within a medical DIC.

Methods

Materials

‘We used test data to develop and test our provenance class. Test
data elements were chosen to reflect the composition of a typical
data integration repository. We created exemplary dummy data
element definitions with comprehensive annotation (Textbox
2). We defined 7 data element types and generated 100,000 data
elements for each data element type to generate a total of
700,000 provenance records using a Python (Python Foundation)
script.

id="syst blood_pressure’,
name="syst_blood_pressure’,
description="Systolic Blood Pressure’,
source="stg_sap_vitalis’,
source_variable="SysBP’,
destination="dwh_vitalis’,
destination_variable="SBP”,
description of transformation="copy’,
description_of_ qualitycheck="range check 80-160",
status log="passed date 12.May2022°,
sop_name="SOP p’
sop_version="v1.5’,
sop_status="approved’,

steward name="no name given’)

Proof-of-Concept Solution

Following the tailor-made provenance framework [3], we
developed a proof-of-concept provenance solution. This
framework complements a standard software engineering cycle
(requirements, design, coding, testing, and implementation)

https://formative.jmir.org/2023/1/e50027

with insights from a comprehensive literature search and uses
established works as a guide to the users of the framework. The
expanded requirements analysis is substantiated by the topics
identified through the literature search. Details are described in
Figure 1.
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Figure 1. Overview of the road map steps.

Gierend et al
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Requirements Analysis

Overview

An interdisciplinary team of internal stakeholders in the
University Medicine Mannheim-DIC (lead, medical experts,
computer scientists, technical staff, and process owner of the
ETL [extract, transform, and load] process) performed the
requirements analysis for the research approach. Initially, we
engaged in discussions, documented feedback, and obtained
approval for our own data pipeline processes, based on the WH
questions (what, when, where, who, why, how, which, whose).
This was done to ensure accurate and risk-managed data
processing pipelines. Our focus centered on questions related
to data governance, annotation, documentation, interoperability,
data integrity and accuracy, data sharing, and information
technology operations. This emphasis aligns with a prior
investigation on data management practices in German DICs
[23], where these questions were identified as integral to tracing
patient data through the DICs.

Building on the previous steps, we initiated the process by
visualizing the scope definition (system border and context) of
the planned provenance tracking systems. Using notation
according to DeMarco [24], we generated a data flow diagram.
Following this, we documented the resultant requirements,

httpsi/formative jmir org/2023/1/e50027

representing them in free text and as a unified modeling
language (UML) class diagram to address various requirements
perspectives [25].

System Border and Context

The context view (Figure 2) is used to delineate the scope of
our system, establishing the boundary between functionalities
that are considered in and out of scope. The system to be
modeled, known as the Provenance Information System Traces
(PISA), is depicted as a circle in the center (outlined by the
dotted red line in Figure 2). At the conceptual level, we
established the system border to encompass all aspects within
the object scope. We delineated the system context (depicted
in green as a freechand drawing) with aspects (A to H) that
impact the planned provenance tracking system in our medical
DIC. The processes that were modeled had been previously
defined by local stakeholders and were influenced by the
processes of the medical informatics initiative community [S].
The core process, the ETL process (D), includes valid documents
(G) (eg, statutes, standard operating procedures, European
Union-GDPR) and the involvement of stakeholders within and
beyond the organizational unit (H), representing the primary
focus of our development efforts. Existing software and
hardware systems (A—C), as well as the processes of secondary
usage for data request (E) and long-term archiving (F), are
outside the scope of this study.

JMIE Form Res 2023 [ vol. 71 e50027 | p. 4
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Given the multitude of processes wathin a DIC, we confined
our focus to the requirements related to the data integration
process (Figure 2, ETL, letter D)), We scrutinized the data flow
wl derived a data flow diagram, illustrating the fmctional
requiremnents perspective {Figure 3. As part of the Medical
Informatics Inifiative, all DICs in Germany modeled a
comparable, genenc data flow. This data flow delineates the

reposttory], and imvolved actors (staff in DIC, researcher, and
trusted third party). Processes encapsulate functions responsible
for transforming processing data. These [rocesses comsinme
input data from diverse systems, manage these data, and comvey
the results to an output. Storage ensures data persistence,
allowing provesses o access the storage inread o write modes.
Actors actively engage ininformation exchange wath the system.
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Reguirements Description

Inia previous publicaion, we conductad mterviews with vanous
Gemman medical DICs [23]. Through these interviews, we
identified the most crucial requirements, emphasizing
assessments of data quality, traceability, and information
capability.  Additionally, transparency in processing sleps,
workflows, and data sets emenzed as a sigmficant consideration.
Otheer icdentified requirements encompassed aspects such as
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debugging or performance evahwation. Additonally, there was
a foeus on compliance with regulations, reproducibility, support
of the scientific utihzation process, increasad confidence in
data, and clear regulation of responsible parties [23].

In alignment with this study, we established preconditions and
requirements along the data flow for implementing the
provenanee tracking system. We identi fied the intended features
for the implementation of the PISA and denved the svstem's
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requirements (Table 1). In general, PISA should have the
capability to trace the complete production history of a data

element while incorporating domain-specific characteristics of

Table 1. Requirements for the proof of concept for PISA?.

Gierend et al

the data element. These provenance traces for an individual data
element must be captured along the presented data flow.

Number Requirements (functional and nonfunctional) Explanation

1 PISA musthave the capability to track the complete processing history It includes all the information (metadata) required for producing
of'a data element, and the provenance information must be stored in  a specific data set or a data element while preserving its data in-
a database. This encompasses all derivation steps performed ondata  tegrity status. This encompasses details such as data source, data
elements during their processing steps. destination, method, tools, software, and versions used. The

benchmark should align with the “entities™ and “activities”
components of the W3C model.

2 PISA must possess the capability to trace organizational responsibili- It includes information (inetadata) about all the involved agents
ties and the means used. in producing a data set or data elements, such as staff, standard

operating procedures, and guidance. The benchmark should align
with the “agent” components of the W3C model.

3 PISA must be analyzable by an authorized user and capable of pro-  Detailed provenance traces are accessible and exportable to sup-
dueing diverse representations and export formats for the provenance port evaluation by users, including formats such as log files,
traces. FHIR® provenance, W3C® RDFY/XML, and RDF/JSON-LD

provenance.

4 PISA must be able to track the quality status and assessment of data The provenance information for a data element is expanded to
elements. include the quality status of the processed data element.

3 PISA must be able to track the status of the script execution. At aminimum, the provenance information should encompass

the verification status and time stamp of the processed seripts.

7 PISA must provide a high level of ease of use for ETL® programmers PISA should facilitate easy integratiqn into ETL Eipe]ines Y"ith
and should be usable without requiring in-depth knowledge of transfer interfaces, allowing seamless integration with established
provenance terms and concepts. technolog@s. Mf_)reover, it must be. easy to install, for example,

by supporting widely used and easily set up databases.

8 PISA must be time-efficient and capable of ensuring acceptable per- Time measurements per data element must take place and be
formance. evaluated to verify the feasibility of the proof-of-concept ap-

proach.

9 Verification by unit tests/code coverage =80% Passed testing results.

?PISA: Provenance Information System Traces.
PFHIR: Fast Healthcare Interoperability Resources.
“W3C: Word Wide Web Consortium.

9RDF: Resource Description Framework.

®ETL: extract, transform, and load.

Design and Architecture of the Provenance Class

Development of the Logical Data Model

Based on the aforementioned requirements (Table 1) and the
DIC maturity model [23], we constructed the logical data model

https://formative.jmir.org/2023/1/e50027

as a UML class diagram, identifying classes and their
associations (Figure 4).
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extracied ihe periinent provenance metadata and aligned this
provenance profile with the W3C components entity, agent, and
activity. Simultaneously, we diligently enforced documentation
cfforts and annotation, guided by good documentation practices
such as the ALCOA{+) principles for the identified components
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Table 2. Levels of contextual and technical metadata and their related FHIR® mapping: a mapping example of our metadata to the FHIR Provenance

resource. The FHIR Provenance elements are aligned with the W3CP PROV model elements.

Level® Descripﬁond Possible mapping® Exemplified outputI
Data Governance® Name and version of the standard operating pro-  .policy “poliey™ : [“http:/fexample.org/policy/
cedures or regulation (eg, “DIC_ETL-ST.pdf, v1, .agent.type 12347,
approved™) “Jocation” {
“reference™ “DIC”
i
Data Owner Name of the (hospital) department and the respon-  .authorization “authorization™ {
sible person owning the patient data (eg, physician agent “coding™ [
or stakeholder name)
.agent.type {
.agent.role “gystem™ “http://terminolo-
agent.who gy hl7.org/CodeSystem/v3-ActReason”,
.agent.onBehalfOf “code™ “TRANSRCH”
¥
]
b
Data Steward Name of the responsible data steward (eg, person .location “agent™ {
who takes care of data management) agent “who™ {
.agent.type “display”: “Hr. Koch”
.agent.role }
.agent.who ¥
.agent.onBehalfOf
Data Store Used input or created output data file as part of  _entity “entity”™ {
the processing pipeline (eg, name original source entityrole “what™ {
gystem and name target system) i ) .
.entity. what “Gdentifier™ [
target (as mapping from entity) {
“gystem™ “urn:ietfirfe:39867,
“value™ “243¢773b-8936-407e-9¢23-
270d0ead9¢c4”,
“display”™
}
]
}
}
Data Script Scripts or programs developed to process the data  .activity “activity”: {
with a description of script version and name and  paced0n “coding™ [
creator (eg, etl st.py v1 MZ)
- .agent.type {

“gystem™ “http:/terminolo-
gy hl7 org/CodeSystem/iso-21089-lifecy-
cle”,

“code™ “averaging”,
“display”: “Transform”

}

I

}

“bagedOn” [

{

“reference”: “ServiceRequest”
}

I
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Level® Description® Possible mapping® Exemplified output’
Data Element Individual characteristics per data element during  .entitiy Schema as in Data Store Level
aprocessing step such as ID, name, description, entityrole
source and destination information from Data .
.entity. what

Store Level, description of the transformation ap-

proach, description of quality check (testing and .entity.agent

validation approach), privacy and security status,
and information from Script Level

Data Provenance  References to all other mentioned levels and testi-

id
mony for quality (eg, “25,3, 5, go0d, 2023-02-03 . . edDateTime

G4 4d”

"occuredDateTime*: “timestamp*,

06:01:347 _recorded “recorded*; “timestamp*
_patient
.encounter
target
Data Infrastruc- Used hardware and software conditions during ~ y/ah N/A
ture® data processing

*FHIR: Fast Healthcare Interoperability Resources.

bW3C: Word Wide Web Consortium.

Level corresponds to the maturity level of the data integration center.
YDescription of the possible content or annotation.

“Possible mapping to the Health Level 7 FHIR resource “Provenance ”

fone possible exemplified output extract as a serialization in FHIR JSON.

&Not yet or only partly implemented.
bN/A: not applicable.

Examples of expanded metadata elements are more detailed
descriptions of the transformation, the quality check, and the
status of the data element in scope, or the results of the used
log files. The metadata gathering for provenance comprises both
manual annotation and an automated collection process,
representing a hybrid form of provenance [26].

Ontology

We organized, annotated, and represented information using
WebProtégé 4.0.2 (Protege Team n the Biomedical Informatics
Research Group at Stanford University), a tool designed for

collaboratively creating complex ontologies [27]. The W3C
PROV ontology and the fundamental relationships between
entities, activities, and agents served as a framework for
representing the provenance graph [20]. More specifically, we
mapped processes onto activities, actors onto agents, and
input/output data onto entities. The attributes of the provenance
data model were aligned with the attributes of the data set. An
instantiation of the provenance model, reflecting the W3C
PROV vocabulary and layout convention, 1s illustrated in Figure
5. Additionally, the W3C PROV supports interoperable
interchange of provenance in heterogeneous environments.

https://formative.jmir.org/2023/1/e50027
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Tmplementation and Verification Approach

Finally, building on the preceding steps. we developed an
open-gource Pythod class “Data Provenaee™ with associated
methods, and validated our approach in an exemplified data
integration papeline [28]. Provenance iraces were mapped
exemplanly onfo the W3C RDFXML and HLT FHIR resource
“Provenance™ in its current matunty level {version R 5). We
utilized peewee (version 3.15.4), a Python Ohbject-Relational
Magping library that supports the binding of objects 1o relational
dastabases such sz SQLite, MySOQL, or PostgreSOL [29]. To
visualize the provenance traces, we used the Memmad plotting
framework [30].

The venfication and validation approach for the developed
provenance class involved an independent code review and unat
teste to ensure that the code meetz the requirements of the

bt M Formmaters yoir orgf D02 M2

design. We assessed efficiency (storage space in kilobytes and
computing time} and ensured the maintanatality of the program
{oode structure, modulanty, comments in code, curmency, and
comprehensibility of documentation).

While creating provenance records, we conducted a muntime
expenment fo mersure the performance of our developed class,
W recorded the tme that the progrm took to nm for proper
execution. The mntime emdronment comprsed the operating
system Ubuntu 22.04.2 LTS (Canomical Lid ), 32 GB memory,
and an B-core Intel Xeon Platimum 8276 CPU @ 2.20-GHz
cofpuier.

A @ rontime environment, we used @ virtual machang running
on top of the maching, The runtime period was defined as the
duration when the program was actively mnning.
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We conducted measurements per data element and per
provenance record on 9 virtual machines, each utilizing different
data element block sizes (starting with 1, 10, 100, 1000, 10,000,
and 100,000 up to 9, 90, 900, 9000, 90,000, and 900,000 data
elements). For the analysis of runtime measurements, we used
R version 4.2.0 (2022, R Foundation for Statistical Computing),
and figures were generated using the ggplot? package [31].

The code is available in a git repository under the Massachusetts
Institute of Technology (MIT) license [32].
Ethical Considerations

Given the nature of the proof-of-concept study relying on
dummy test data, ethics approval, informed consent, and
deidentification were not applicable.

Results

Provenance Traces Representation

All  the gathered provenance information is in a
machine-readable format. Additionally, FHIR health care
standards were used [33].

We developed an FHIR profile based on the “provenance”
resource, resulting in a record that delineates the entities and
processes involved in producing, delivening, or otherwise

Gierend et al

influencing that resource. This was accomplished by mapping
the contextual and technical metadata to the corresponding
resource provenance elements (Table 2).

Through the integration of all metadata levels, we facilitated
the traceability of each data element. We illustrated the
traceability using a data flow diagram and presented it in a
human-readable text form. Additionally, the provenance
information was exported into various formats such as
FHIR-JSON, W3C-RDF/XML, W3C-RDF/JSON-LD, or a
text-based log file. This approach aligns with data obtained in
other studies [34].

Measurement of Provenance Traces

As anticipated, the specified provenance class successfully
generated the database and the metadata tables according to the
UML class diagram (illustrated in Table 2). Provenance records
were automatically appended to the provenance table throughout
the execution of the exemplified data integration pipeline. We
recorded runtime measurements of the algorithm, displayed
separately for the storage duration of a data element and for a
record, as well as the corresponding increase in the database
(Figure 6). As evident, the runtime complexity of the algorithm
per data element indicates a nearly linear relationship with the
size of the input data.

Figure 6. Provenance-Runtime-Experiment presenting storage duration per element and per record.
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We observed an acceptable runtime duration ranging from
0.0039 to 0.02601 seconds per data element. However, when
measuring the runtime for a provenance record, we encountered
anincreasing duration, ranging from 0.0271 to 0.1882 seconds.
Given that our approach incorporates novel aspects, we were
unable to find comparable studies for this measurement.
Nevertheless, the data obtained here suggest that using this

httpsi/formative jmir org/2023/1/e50027

Duration per record (seconds)

approach to establish provenance traces can yield accurate and
timely information.

Verification and Validation

The validation status for our proof-of-concept provenance class
is outlined in Table 3. We anticipate that our results can be
readily adopted for additional metadata components and
seamlessly transferred to decision-making applications.
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Table 3. Validation status of requirements.

Gierend et al

Requirement nmumber Validation result

1 Introduction of metadata for data elements and their processing collected automatically during ETL? job running
in data flow. Relevant tables (DataProvenance, DataElement, and associated tables) in the provenance database
were created and continuously updated during processing.

2 Organizational topics (DataGovernance, DataSteward, and DataOwner) were recorded in the provenance database
and continuously updated during processing.

3 Provenance traces were created in different formats. Detailed provenance traces are accessible and exportable to
support evaluation by users (eg, FHIR® provenance, W3C*® RDFYXML RDF/ISON-LD provenance).

4 The quality status of a processed data elementis tracked and currently presented with a placeholder value in the
DataProvenance table (see the “Future Work™ section).

5 The verification status of used scripts and time stamps were recorded in the table DataElement.
More specific content-related provenance information needs to be added in the second step. This compromises
detailed ammotation about the performed transactions and can be used for handling inconsistencies and rules for
conflict resolution (see the “Future Work™ section)

7 Easy integration into the ETL pipeline setup: only 3 lines of code, set up per data element: 1 line (see the “Future
Work”™ section).

8 Time measurements confirmed satisfymg results.

9 We achieved a code coverage of =90%, confirming that the code is comprehensively verified (quality aspect for

software). We successfully verified the provenance with unit tests and validated all results against the defined

requirements.

3ETL: extract, transform, and load.
YFHIR: Fast Healthcare Interoperability Resources.
SW3C: Word Wide Web Consortium.

9RDF: Resource Description Framework.

Discussion

Principal Findings

Our study introduces the first ready-to-use library designed to
record provenance information from clinical data processing
pipelines in a German medical DIC. This current research
extends previous work in provenance by using an approach that
systematically combines detailed insights from medical, data
management, and information technology operational experts.
This method aims to facilitate the reuse of enriched patient data
with precision and rigor. We demonstrated that our research
approach successfully facilitates the implementation of
traceability in the processing of data elements. This, in turn,
contributes to the promotion of good data management and
documentation practices, ultimately ensuring sufficient
provenance quality. Furthermore, these good practices pave the
way for the (automated) generation of annotations [23] and
prevent poor data integrity, thereby enhancing data quality [35].
Through this, we hypothesize that our work could contribute to
the reliability and safety of quality-assured patient data for
secondary use. Simultaneously, we mitigate the risks associated
with the reuse of weak data in clinical research.

We fulfilled the requirement for FAIR (Findability,
Accessibility, Interoperability, and Reusability) provenance
information by adhering to standards for syntactic and semantic
interoperability, including JSON, W3C PROV, and FHIR
mapping, Compared with the FHIR resource Provenance, we
noted that our metadata recording offers significantly more
detailed contextual information for each data element. We

https://formative.jmir.org/2023/1/e50027

suggest that improvements to the FHIR Provenance resource,
particularly for data within medical DICs, be deliberated and
harmonized with existing FHIR resources such as “AuditEvent”
or the “FiveWs Pattern™ [19].

The strengths of this study are (1) the provision of provenance
information for data elements with export options to interchange
standard formats such as FHIR-TSON or W3C RDF/XML; (2)
the simplicity of integrating this provenance class into ETL and
other data pipelines, and (3) the extensibility of metadata
components along with acceptable runtime measurements.

Related Work

In general, research on provenance and related management has
progressed significantly in recent years. Numerous studies have
been conducted, both domain specific and domain independent,
focusing on provenance. Recently submitted scoping review
results on provenance tracking have yielded valuable insights
and provided an extensive summary of current approaches and
criteria  [3]. The scoping review revealed technical,
implementation, and knowledge gaps, with a specific emphasis
onmodeling and metadata frameworks for (sensitive) scientific
biomedical data. Moreover, the primary focus of the research
was centered on workflow provenance. This involved the
utilization of models such as the Open Provenance Model or
the W3C PROV data model across various semantic levels and
tools in scientific workflows or experiments, as demonstrated
in frameworks such as BioWorkbench or the OpenPREDICT
use case [36,37]. Additionally, other work has delved nto
different yet more general approaches for metadata usage and
harvesting [38,39]. A systematic literature analysis on functional

TMIR Form Res 2023 | vol. 7 | €50027 | p. 12
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requirements for medical data integration outlined general
requirements for data traceability and metadata management
[40].

While these prior efforts are crucial, they still lack the specific
requirements and considerations tailored for a DIC use case.
By contrast, our approach is finely tuned to the unique needs
of aDIC, providing a comprehensive exploration of provenance
that imparts medical meaning and understanding to the data
elements, thereby enhancing their reusability.

Lessons Learned

We discovered that interdisciplinary competence profiles;
fostering communication between medical experts, data
stewards, and information technology developers, and
establishing a common language were pivotal factors leading
to significant progress in our specific DIC use case.
Implementing proper data governance and comprehensive data
management documentation, such as data management plans,
would be instrumental in mitigating the risk of incorrect use of
the data.

The lessons learned from our description could serve as
motivation for other researchers aiming to establish
FAIR-oriented provenance. This would not only advance the
reuse of their research data and results but also underscore the
importance of maintaining overall responsibility for the data,
even after project funding concludes.

Future Work

Future work should also prioritize the development of a strategy
for assessing data privacy, data integrity, and related quality of
a data element. Integrating this information into the framework
would enhance the expressiveness of the provenance information
and enable the derivation of quality dimensions. For this reason,
data elements may need to be accompanied by additional
properties (refer to Table 2) that are significant for
interpretability, helping determine limitations or detect
duplications for use in similar research studies. Addressing the
adequacy and relevance of the data element for upcoming
research questions aids in supporting interpretation and,
consequently, the reuse of a data element, as already highlighted
in a draft Food and Drug Administration guidance [41]. To
facilitate easy integration with other programming languages,
we will provide an application programming interface.

Future studies should also explore ways to enhance the script
for generating the provenance class in alignment with the FATR
for Research Software Principles [42]. Determining appropriate
software metadata that accurately describe the specific
characteristics of the software is an essential aspect to be
addressed [18].

Before the future implementation and integration of the
provenance class into real-world data integration processes, it
1s advisable to seek recommendations for risk measures. Factors
such as the confidentiality level and security of provenance
information, storage considerations, performance issues, and
scalability should be carefully considered. In addition, it is
crucial to consider experiences gained from maintaining
metadata management and interoperable technologies, especially

Gierend et al

from professional data stewards. Ongoing exchanges with
stakeholders and conducting usability evaluations are essential
aspects that should be taken into account.

This work also contributes to a broader community project that
seeks to establish the “Minimal Requirements for Automated
Provenance Information Enrichment” (MIRAPIE) project [43].

Limitations

Asthe library has only been tested with simulated data, the next
step—testing in a real environment—is currently in preparation.
Despite the straightforward ETL integration approach, we will
carefully assess the complexity and associated costs of
implementation within the medical DIC. We recognize the need
to bolster the overall qualification and validation concept. We
believe it i1s crucial to expand the current provenance class to
one that is inspection- or audit-ready, although accreditation
demands additional measures and efforts. Additionally, further
scalability analysis should be incorporated into the research
approach.

Trust involves more than just the provenance of data elements;
it also implies correctness and security against malicious users.
This challenge can only be addressed through technical access
limitations and organizational Nevertheless,
automated provenance traces can contribute to building trust in
the transformation and movement of data within the DIC.
Moreover, it empowers us to confidently assess the quality and
validity of the original data points even after undergoing
complex transformations within a data warehouse.

measures.

Conclusions

We have designed, developed, and implemented provenance
traces at the data element level for a German medical DIC, with
the potential for extension at the national level. The described
research method for the proof-of-concept provenance class has
been crafted to promote effective and reliable core data
management practices, enriching biomedical data with
meaningful provenance. This, in tumn, strengthens the benefits
for research and society while simplifying the reuse of
biomedical data. While the approach was initially developed
for the medical DIC use case, these principles can be applied
universally  throughout the scientific domain. The
implementation and analysis of provenance traces play a crucial
role in mimmizing risks associated with undetected or
unintended data integrity breaches. Hence, provenance traces
significantly contribute to building trust in routine clinical data
and enhancing the accountability of a medical DIC. We are
confident that by adhering to this advanced practice, the existing
gaps between industry (pharmaceutical companies), service
providers, and academia can be mitigated. Consequently, this
can lead to an increase in the secondary use of (sensitive) patient
data in clinical investigations.

The outcomes of our research prompt additional questions,
particularly regarding how in-depth exploration of further
provenance analysis can predict the quality of data using
machine learning methods. The limitations identified in our
study indicate the need for further investigations into provenance
theory, standards, and practices in the clinical field.

https://formative.jmir.org/2023/1/e50027
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3.3 Publication 3: Approaches and Criteria for Provenance in Biomedical Data Sets
and Workflows: Protocol for a Scoping Review

This section contains the scoping review protocol, as originally published in the Journal
of Medical Internet Research (JMIR) Research Protocol, an international, peer-
reviewed, and open access journal.

The original publication and appendices are available at JMIR
(https://doi.org/10.2196/31750).
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Abstract

Background: Provenance supports the understanding of data genesis, and it is a key factor to ensure the trustworthiness of
digital objects containing (sensitive) scientific data. Provenance information contributes to a better understanding of scientific
results and fosters collaboration on existing data as well as data sharing. This encompasses defining comprehensive concepts and
standards for transparency and traceability, reproducibility, validity, and quality assurance during clinical and scientific data
workflows and research.

Objective: The aim of this scoping review is to investigate existing evidence regarding approaches and criteria for provenance
tracking as well as disclosing current knowledge gaps in the biomedical domain. This review covers modeling aspects as well as
metadata frameworks for meaningful and usable provenance information during creation, collection, and processing of (sensitive)
scientific biomedical data. This review also covers the examination of quality aspects of provenance criteria.

Methods: This scoping review will follow the methodological framework by Arksey and O'Malley. Relevant publications will
be obtained by querying PubMed and Web of Science. All papers in English language will be included, published between January
1, 2006 and March 23, 2021. Data retrieval will be accompanied by manual search for grey literature. Potential publications will
then be exported into a reference management software, and duplicates will be removed. Afterwards, the obtained set of papers
will be transferred into a systematic review management tool. All publications will be screened, extracted, and analyzed: title
and abstract screening will be carried out by 4 independent reviewers. Majority vote is required for consent to eligibility of papers
based on the defined inclusion and exclusion criteria. Full-text reading will be performed independently by 2 reviewers and in
the last step, key information will be extracted on a pretested template. If agreement cannot be reached, the conflict will be
resolved by a domain expert. Charted data will be analyzed by categorizing and summarizing the individual data items based on
the research questions. Tabular or graphical overviews will be given, if applicable.

Results: The reporting follows the extension of the Preferred Reporting Items for Systematic reviews and Meta-Analyses
statements for Scoping Reviews. Electronic database searches in PubMed and Web of Science resulted in 469 matches after
deduplication. As of September 2021, the scoping review is in the full-text screening stage. The data extraction using the pretested
charting template will follow the full-text screening stage. We expect the scoping review report to be completed by February
2022.

Conclusions: Information about the origin of healthcare data has a major impact on the quality and the reusability of scientific
results as well as follow-up activities. This protocol outlines plans for a scoping review that will provide information about current
approaches, challenges, or knowledge gaps with provenance tracking in biomedical sciences.
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Introduction

The (re-)use of electronic medical and patient-related data offers
enormous potential for further investigations in clinical research
[1,2]. Different national initiatives such as the French Health
Data Hub initiative or the German Medical Informatics
Initiatives are committed to better knowledge discovery and
data sharing in the health care domain [3]. Resulting outcomes
enable patients and physicians a safe and rapid access to
therapies or treatment options. Subsequently, treatment costs
can be reduced. In this context, the access to quality-assured,
traceable, and hence, credible shared data is essential. Providing
information about the origin of data demands concepts for
traceability to gain understanding for the relationships between
results and source data. There is an increasing interest and need
to ensure traceability throughout scientific practice.
Consequently, a systematic knowledge compilation regarding
provenance and potential gaps is needed.

Provenance describes the origin of data. A basic understanding
of the term “provenance” is given with the description “what
happened” to the data [4]. Several different models exist to
formally express provenance information, for instance, the
World Wide Web Consortium PROV standard or CWLProv
[5,6]. Advantages and opportunities of providing data
provenance have been demonstrated, for instance, from the
experiences in the EU-Horizon 2020 TRANSFoRm project [4].
Moreover, the importance of provenance and the relation to
provenance within electronic health records is pointed out in
the study of Johnson et al [7]. A previously published systematic
review of provenance systems already investigated tools and
systems [8]. However, our own work aims to understand current
approaches and criteria as well as knowledge gaps for
provenance in biomedical as well as domain-independent
research.

The fields of research data management and FAIR
(findable-accessible-interoperable-reusable) data principles
consider provenance as one of the research pillars [9]. As such,
a provenance-oriented approach requires thorough planning,
execution, and evaluation of data management processes in the
respective application domain [1]. While capturing provenance
information in the research, adherence to criteria such as
consistency, interoperability, and confidentiality are required
across all software tools [2]. Furthermore, data privacy issues
have to be respected during modeling to keep compliance with
national and international requirements such as the European
General Data Protection Regulation [10,11].

Process quality with the associated workflow quality can be
achieved by monitoring and troubleshooting in applications or
in data integration scenarios such as Extract-Transform-Load

hitps://www.researchprotocol s.org/2021/11/e31750

jobs. This implies workflow requirements to be established on
a fine- or coarse-grained provenance level for troubleshooting
[12]. Addressing data quality issues should support in reaching
completeness, accuracy, and timeliness of the data and creates
trust in it. However, heterogeneous data sources, dynamic
infrastructures, data exchange across boundaries, and lack of
standards for quality measures characterize the current state of
electronic health record data sets [13]. Contrarily, provenance
information strengthens the credibility of the data and proves
that data have not been intentionally or unintentionally changed
i its life cycle [14]. The concept and implementation of
provenance is essential in most scientific domains such as
environmental fields (geoprocessing workflows or climate
assessments), in fusion engineering, or material sciences [15,16].
Since the use of machine learning techniques within the scope
of decision support is becoming increasingly popular for medical
researchers, they are under the obligation to prove their
reproducibility [17]. Therefore, systematic knowledge about
the “what happened” and about reproducibility metrics such as
data sets and code accessibility 1s indispensable and 1s in need
of further investigation to provide provenance [18].

The aim of this scoping review is to investigate existing
evidence regarding approaches and criteria for provenance
tracking as well as disclosing current knowledge gaps in the
biomedical domain. This comprises modeling aspects as well
as metadata frameworks for meaningful and usable provenance
information during creation, collection, and processing of
(sensitive) scientific biomedical data. The review also covers
the examination of quality aspects of provenance criteria.

Methods
Design

The individual elements from the framework of Arksey and
O’Malley [19] will be used as a roadmap for this scoping review.
Essential methodological steps will cover the stages (1)
identification of the research questions, (2) identification of
relevant studies, (3) study selection, (4) data extraction and
charting, and (5) collating, summarizing, and reporting the
results. Any subsequent deviations of the final report from the
scoping review protocol will be clearly highlighted and
explained in the scoping review report.

Ethics

Ethical approval was not required because only literature will
be evaluated without processing sensitive patient data.

Stage 1: Identification of the Research Questions

At first, an informal prescreening of relevant literature in
PubMed and Web of Science as well as grey literature from
conferences or organizations was carried out to determine the
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keywords in scope. Relevant literature was 1dentified with the
support of a librarian. PubMed was searched using the keywords
“provenance” and “tracking” The reviewer team explored,
studied, and scrutinized additional literature based on search
combinations of terms linked to the topic “provenance.” Ten
publications were selected and reviewed by the team in an
iterative process to guide the implementation of the research
questions. During this step, keywords from titles and abstracts
were gathered and analyzed by implementing the search strategy
based on them. The following research questions were generated
to meet the objective of this scoping review before study
conduction: to investigate existing evidence regarding
approaches and criteria for provenance tracking as well as
disclosing current knowledge gaps in the biomedical domain.
This review covers modeling aspects as well as metadata
frameworks for meaningful and usable provenance information
during creation, collection, and processing of (sensitive)
scientific biomedical data. This review also covers the
examination of quality aspects of provenance criteria.

Research question 1: Which potential (methodological)
approaches exist for the classification and tracking of
provenance criteria and methods in a biomedical or
domain-independent context?

Research question 2: How can the potential value of provenance
information be harnessed and by whom? How can usability be
provided?

Table 1. Concepts and matching keywords (eligibility criteria).

Gierend et al

Research question 3: What are the challenges and potential
problems or bottlenecks for the accomplishment of provenance?

Research question 4: Which guidelines or demands for the
consideration of provenance criteria in a biomedical or
domain-independent context have to be followed?

Research question 5: How completely can provenance be
mapped in the data lifecycle or during data management?

Stage 2: Identification of Relevant Studies

Relevant publications will be retrieved using concepts together
with their associated keywords as selected from “Stage 1:
Identification of the research questions.” Concepts are
categorized into 4 groups: target domain, provenance,
provenance properties, and objective. Target domain refers to
the context of the research topic and includes studies with a
biomedical, health care, clinical, or scientific background.
Scientific background is limited to domain-independent studies
and excludes all other domain-specific studies. The concept
“provenance” concerns the information about the genesis of a
given object while the concept “provenance properties” covers
specific requirements tied to the term “provenance” or describes
selected characteristics in this context. The concept “objective”
embraces the range of purpose or the intention of provenance.
Table 1 provides an overview of the eligibility criteria derived
from the categorization of the concepts together with the defined
terms and their matching keywords.

Concepts Matching keywords (inclusion criteria)

Target domain

biomed*?, EHR, electronic health record, healtheare, clinical, scientific®

interop*, (data NEAR/2 [flow, quality, transformation]), metadata, workflow, semantic, framework, annotat*, ontolog*,

Provenance provenatnce, prov, lineage
Provenance properties

management, document*, (model NEAR/2 provenance)
Objective

track*®, implement*

audit*, decision support, ETL, Extract-Transform-Load, FHIR, record linking, machine learning, reproducib®, transparen®,

*The * symbol (wildcard character) replaces or represents one or more characters.

Wil be used in a domain-independent context only.

A comprehensive search strategy for identifying the relevant
literature, based on the given table, was implemented in PubMed
and Web of Science. Medical subject headings were applied in
PubMed. Additionally, the Boolean operators AND OR were
used within the search strategy for combining the individual
concepts and their associated keywords.

The inclusion criteria comprised all papers in the English
language and published between January 1, 2006 and March
23, 2021. The concepts and their related keywords, as shown
in Table 1, are considered during the selection of the papers
within the biomedical or domain-independent area. The start
date for inclusion of literature was chosen owing to the initiation
of the Open Provenance Model in 2006 as a result of the
Provenance Challenge series [20]. Grey literature from relevant
project reports and proceedings were searched and reviewed
for eligibility. All search results were exported to a reference
management tool to eliminate duplications. Unique results were

hitps://www.researchprotocol s.org/2021/11/e31750

exported to the web-based screening tool Rayyan (Qatar
Computing Research Institute) [21]. The PRISMA-ScR
(Preferred Reporting Items for Systematic reviews and
Meta-analyses extension for Scoping Reviews) will be used for
reporting of this scoping review [22].

Stage 3: Study Selection

During the scoping review process, decisions to select or
eliminate studies are tracked using Rayyan. That way,
independent screening by the reviewers is enabled. Rayyan
allows citation sharing and blinded comparison of decisions for
inclusion and exclusion of selected studies. All imported
publications will be screened by reading the title and abstract
by all 4 reviewers. Title-abstract screening is the process of
reviewing the references for inclusion based solely upon their
title and abstract. Reviewers will screen out irrelevant references
whereby the inclusion and exclusion criteria serve as the basis
for their eligibility decision. Conflicts will be resolved since at
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least 3 unified classifications are necessary for mclusion or
exclusion of a publication in an unblinded modus. The included
(=eligible) publications will be examined in a full-text screening
phase to determine the extent to which they can answer the
research questions. Each publication must be read by 2
researchers to determine the relevance to the research questions.
If there is no joint agreement, an independent researcher will
be consulted. A description and a PRISMA flow chart of the
selection process with frequencies for references considered in
the different databases will be provided as well as counting in
the subsequent title-abstract screening process based on the

Gierend et al

Stage 4: Data Extraction and Charting

The data collection process will be documented by the reviewers
while using the collectively developed template as provided in
Table 2. The approach to data extraction needs to be consistent
with the research question and purpose. This charting form will
be pretested and will be used after closed alignment between
the reviewers. “Pretested” means that 2 reviewers will
independently complete the template for 5 studies ahead of the
main study. They will compare the result with regard to a
consistent approach and agree on necessary updates in the
template, if necessary. Reviewers will diligently extract and

eligibility criteria.

update the study data from the identified papers in scope during
their full-text review in an iterative process.

Table 2. Data charting template for key information from eligible papers.

Metadata publication Characteristic extraction and specification

Title? Title

Citation details® Author (Ist), journal, DOI

Year of publication® For example, YYYY

Publication type® Journal or website or conference, etc

Study type? Use case or development or evaluation

Continent of study For example, Australia

Institute® Contributing institute (corresponding author or—if not provided—I1st author)

Correspornding author’s discipline
Funding source

Objective®

Methods

Summary results®

Conclusion

Target domain®
Keywords
Metadata to key findings related to research questions

Research question 1: Approaches for classification and
tracking of provenance criteria and methods in
biomedical or domain-independent context

Research question 2: Potential value of provenance in-
formation

Research question 3: Potential problems or bottlenecks
for the accomplishment of provenance

Research question 4: Guidelines or demands for the
consideration of provenance to be adhered to

Research question 5: Completeness of provenance infor-
mation during data management process or data life
cycle

For example, data architect
Public or industry or notie or missing

Aim of'the publication

Strategies, processes, or techniques utilized in the collection or analyzing of data, how is
the validity of the study judged

Short description of results

Short description of conclusion

Name specific domain or domain independent

List keywords from abstract
Characteristic extraction and specification

Provide description in the domain for data suitability or data availability and other require-
ments or factors on data or systems regarding the trace of the data history (eg, role of
provenance in terms of domain standards, ie, interoperability standards, FAIR [findable-ac-
cessible-interoperable-reusable] data, relation to metadata and model use, representation
formalisms, ete), check definition of provenance

Provide possible use case description and types of data sources included, usability including
effect on target domain and by whom it can be used and who will be the stakeholders;

problems, if provenance is not available

Describe any challenges (eg, legal, organizational, or technical conditions) or problems that
occurred during implementation phase of provenance

Describe any valid domain standard requirement, for example, legal, guidelines, rules

Describe any measuremetit or outcome available for completeness of provenarce information

2Obligatory input.
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Stage 5: Collating, Summarizing, and Reporting the
Results

The charting results from stage 4 will be presented in the
following steps [19]. Analysis will be given by a qualitative
evaluation and by summary statistics, charts, or equivalent
appraisal. The reporting of the results and outcome will be
aligned to the research questions. The meaning of the findings
and their relation to the overall objectives will be discussed.
Implications for future research, practice, and policy will be
outlined. The reporting of the results will be aligned with the
PRISMA-ScR reporting guidelines [22].

Resuits

Schedule

The scoping review started with a tentative search of the
databases in PubMed and Web of Science in early 2021 (see
stages 1-3) and resulted in 469 matches. These papers will be
subjected to title-abstract screening in an interactive selection
process for eligibility, followed by a full-text screening stage.
These papers will be examined within an iterative selection
process for inclusion into data charting (see stage 4). Data
extraction will be finalized during the 4th quarter of 2021. The
scoping review will be completed by summarizing and
synthesizing the results by February 2022 (see stage 5).

Anticipated Outcomes

The scoping review will identify potentially relevant initiatives
on provenance, and it will provide an overview of the evidence,
gaps, and limitations for provenance criteria. All the evidence
will be elaborated on the basis of the research questions. As

Gierend et al

such, the review can serve as preparatory work for achieving a
comprehensive usable result on approaches and criteria for
provenance. Based on the review results, the quality of the
provenance criteria will be examined for a potential demarcation
regarding minimum requirements for structuredness and
completeness of provenance. We believe that this investigation
supports provenance research with respect to the implementation
of provenance in secondary use projects such as the German
Medical Informatics Initiative. Within the Medical Informatics
in Research and Care in University Medicine consortium, as
part of the Medical Informatics Initiative, provenance has an
important meaning to bioinformaticians and researchers [23].

Discussion

Implications for future work will be derived from the current
status of research activities and their underlying concepts. We
anticipate that implications will encompass conceptual and
modeling approaches up to the generation of provenance-aware
data as well as gaps in the current practices within the health
care domain. We believe that our results will support the further
development of guidelines, thereby overcoming the identified
challenges and disclosing new opportunities for the classification
and tracking of provenance criteria. Evidence will assist in
recognizing and defining the preconditions for data sharing, It
will further characterize data suitability and categories (eg, data
governance, relevance, quality) at a fitness for purpose level in
the health domain, considering the interests of different
stakeholders. Finally, the scoping review will provide insights
into whether a further assessment of the results is useful within
a full systematic review.
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3.4 Publication 4: Capturing provenance information for biomedical data and
workflows: A scoping review (pre-print)

This section contains the scoping review, available as pre-print at research square.
The manuscript is in peer-review at the Journal of Medical Internet Research (JMIR).

(https://doi.org/10.21203/rs.3.rs-2408394/v1)
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Abstract
Background:

Pravenance enriched scientific results ensure their reproducibility and trustworthiness, particularly when
containing sensitive data. Provenance information leads to higher interpretability of scientific results and
enables reliable collaboration and data sharing. However, the lack of comprehensive evidence on
provenance approaches hinders the uptake of good scientific practice in clinical research. Qur scoping
review identifies evidence regarding approaches and criteria for provenance tracking in the biomedical
domain. We investigate the state-of-the-art frameworks, associated artifacts, and methodologies for
provenance tracking.

Methods:

This scoping review followed the methodological framework by Arksey and 0'Malley. PubMed and Web
of Science databases were searched for English-language articles published from January 1, 2006, to
March 23, 2021, Title and abstract screening were carried out by four independent reviewers using the
Rayyan screening tool. A majority vote was required for consent on the eligibility of papers based on the
defined inclusion and exclusion criteria. Full-text reading and screening were performed independently by
two reviewers, and information was extracted into a pre-tested template for the five research questions.
Disagreements were resolved by a domain expert. The study protocol has previously been published.

Results:

The search resulted in a total of 564 papers. Of 469 identified, de-duplicated papers, 54 studies fulfilled
the inclusion criteria and were subjected to five research questions. The review identified the
heterogenecus tracking approaches, their artifacts, and vanying degrees of fulfillment of the research
questions. Based on this, we developed a roadmap for a tailer-made provenance framework considering
the software life cycle.

Conclusions:

In this paper we investigate the state-of-the-art framewaorks, associated artifacts, and methodologies for
provenance tracking including reallife applications. We observe that most authors imply ideal conditions
for provenance tracking. However, our analysis discloses several gaps for which we illustrate future steps
toward a systematic provenance strategy. We believe the recommendations enforce quality and guide the
implementation of auditable and measurable provenance approaches as well as solutions in the daily
routine of biomedical scientists.
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Background

The (re-Juse of electronic medical and patient-related data offers enormous potential for clinical research
[1, 2]. Mational programs such as the German Medical Informatics Initiatives (MIl) support knowledge
discovery and data sharing using adequate computational infrastructure and secure processes [3]. In this
context, provenance capture offers access to quality-assured, traceable, and credible shared data.

Advantages and opportunities of data provenance have been demonstrated, for instance, in the EU-
Horizon 2020 TRANSFoRm project [4]. Researchers not considering the origin of data run into the hazard
of systematically incomplete or wrong data [5).

Notably the concepts of sustainable research data management and FAIR (findable, accessible,
interoperable, reusable) guiding principles for data stewardship [6] explicitly mention provenance [7, 8], A
provenance-oriented approach requires thorough planning, execution, and evaluation of data
management processes in the respective application domain [2]. In the scientific context, adherence to
criteria such as consistency, interoperability, and confidentiality are required across all software tools [1,
9,10].

A basic understanding of the term provenance is given with a description of what happened to the data
[4]. Several models formally define provenance, for instance, the World Wide Web Consortium (W3C)
PROV standard or the common-workflow-language CWLProv [11, 12]. The concept and implementation of
provenance are essential for most scientific domains, such as environmental fields (geoprocessing
workflows or climate assessments), in fusion engineering, or material sciences [13, 14]. In particular, the
biomedical domains demand comprehensive investigation and information about their data
management scenarios, including Extract-Transform-Load (ETL) jobs for data transfer and integration.
Reliable data and data pipelines both require provenance data to be embedded in concepts for
traceability to understand the relationships between results and source data.

This scoping review aims to investigate existing evidence regarding approaches and criteria for
provenance tracking and disclosing current knowledge gaps in the biomedical domain. This comprises
maodeling aspects and metadata frameworks for meaningful and usable provenance information during
the creation, collection, and processing of (sensitive) scientific biomedical data. The review also covers
the examination of quality aspects relating to provenance.

Methods
Overview

We followed Arksey and O'Malley's scoping methodological framework [15] for conducting a scoping
review with the following stages (1) Stage 1: Identification of the Research Questions, (2) Stage 2:
Identification of Relevant Studies, (3) Stage 3: Study Selection, (4) Stage 4: Data Extraction and Charting,
(5) Stage 5: Collating, Summarizing, and Reporting the Results, The protocel of this scoping review has
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been published in JMIR Research Protocols [16]. Themnatic analysis methods [17] were applied to analyze
the extracted data by organizing themes according to the research questions. In line with Arksey and
O'Malley’s framework, the review does not attempt to assess the quality of studies, the risk of bias or the
generalizability of the results.

Stage 1: Identifying Research Questions

The main objective of this review was to investigate existing evidence regarding approaches and criteria
for provenance tracking and disclosing current knowledge gaps in the biomedical domain. The objective
led to the following research questions (RQ):

RQ 1: Which potential (methodological) approaches exist for the classification and tracking of
provenance criteria and methods in a biomedical or domain-independent context?

RQ 2: How can the potential value of provenance information be hamessed and by whom? How can
usability be provided?

RO 3: What are the challenges and potential problems or bottlenecks for the accomplishment of
provenance?

RO 4: Which guidelines or demands for the consideration of provenance criteria in a biomedical or
domain-independent context have to be followed?

RO 5: How completely can provenance be mapped in the data lifecycle or during data management?

Stage 2: Identifying Relevant Studies

Concepts were categorized into four groups: Target domain refers to the context of the research topic and
includes studies with a biomedical, health care, clinical, or scientific background. In this work, scientific
background is limited to domain-independent studies and excludes all other domain-specific studies,
Provenance concerns the information about the genesis of a given object. Provenance properties cover
specific requirements tied to the term provenance or describe selected characteristics in this context.
Objective includes the range of purposes or the intention of provenance. In order to retrieve relevant
studies, we linked together the individual concepts via a database query using the logical AND - operator.
Synonyms within each concept were connected with the logical OR - operator.

The comprehensive search strategy is recorded in the study protocol [16].

Stage 3: Study Selection

The PRISMA flow chart in Fig. 1 depicts the selection process. First, we identified all relevant studies in
PubMed and Web of Science based on our search strategy. After deduplication, we launched a
transparent screening process by importing all relevant studies into Rayyan [18], a systematic review
supporting solution. The studies were then reviewed by two independent researchers. In the case of vote
agreement, the study was either included in the next review phase or excluded from the review. A third
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independent reviewer was consulted to solve the conflict if no consensus could be reached. The study
screening phase started with a title and abstract evaluation for eligibility. Included studies from this
procedure were submitted to a full-text screening, a deep-dive into the study report. Reviewers voted for
inclusion or exclusion considering the inclusion and exclusion criteria. Finally, the residing set of qualified
studies was moved into the data extraction pipeline. A description of the study selection is provided in the
protocol [16],

Stage 4: Charting the data

We followed a collaborative and iterative process to define a charting table for data extraction. Individual
reviewers (KG, FK, FH, SG, AZ/DW) then scrutinized all studies and extracted central textual occurrences
into the data extraction sheet. The variables in the data extraction sheet correspond with the research
questions. As such general characteristics of the studies, approaches for classification and tracking of
provenance, their related challenges along with the significance and completeness of provenance
information in the given contaxt were part of the investigational charting. The reviewers independently
charted the data in a structured and consistent way, discussed the results and continuously updated the
data-charting form in an iterative process.

Stage 5: Collating, Summarizing, and Reporting the Results

The extracted data were analyzed using summary statistics by calculating the total number and
percentages of all studies per category, if applicable. Charts were presented for the distribution of the
individual data elements where applicable. Further analysis was performed using qualitative evaluation.
The reporting of the results and outcome was structured according to the research questions. Based on
the analysis of the review results, we have developed a roadmap for a customized provenance framework
that takes into account the life cycle of the software framework (Provenance-SFL). The meaning of the
findings and their relation to the overall objectives was discussed. Implications for future research,
practice, and policy were outlined. Our reporting adheres to the PRISMA-ScR reporting guidelines [19]. The
data analysis was partially supported with scripts in Python 3.10.0 [20]. Plots were generated with R
version 4.0.4 (R Core Team) [21] and version 1.3.0 of the tidyverse package [22].

Results
Literature Search

The search in PubMed and Web of Science resulted in 564 hits and was last performed on March 23,
2020. Afterwards, 95 duplicates were removed. The remaining 469 papers were subjected to title-abstract
screening in an interactive selection process, leaving 97 eligible papers for the full-text review. The full-
text papers were further screened to identify papers eligible for the subsequent step of data charting.
During this step, additional 43 papers were excluded (see stage 4). These papers either did neither meet
the study design context (n = 26) nor the domain concept (n = 13). Three papers reported the same study,
and one was not a full paper. A total of 54 articles were included in the data extraction phase and
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presented in an additional file [see Additional File 1]. The paper selection followed the Preferred Reporting
ltemns for Systematic Reviews and Meata-Analyses (PRISMA) [23] approach shown in Fig. 1.

PRISMA flow diagram [23] of paper selection process displaying the number of studies in identification
and screening phase and all included studies in the scoping review

Characteristics of the included studies (n = 54)

All docurments were published betweean 2006 and 2020 (Table 1). More than half of the studies appeared
in the literature five years before the start of the review. Predominantly, studies originated from the
biomedical or healthcare domain (n = 36), followed by the domain-independent studies (n = 18).

All studies in this review were screened with respect to the five research questions described in the
Methods section. The following subsections describe our findings for research question one to five, They
also provide detailed characteristics about the respective provenance approaches,

Table
Document characteristics of the study corpus
Document Count  Citation
characteristics
Year of
publication
2006-2008 5 [24], [25], [26], [27], [28]
2009-20M 6 [100, [29], [30], [31), [32], [33]
2012-2014 13 [1], [2], [34], [35], [36], [37], [38], [39], [40], [41], [42], [43], [44]
20015-20M7 9 [4], [45], [46], [47], [48], [49], [50], [51]. [52]
2018-2020 21 gk][jlé %]lsfg]ﬁllsiglﬂlsfgiaﬁg]q][%hﬁ%][Eg] (80, [61], [62], [63],
Target
dﬁain
(Bio-) medical 36 (4], [9 28], [29], [31], [34], [36], [37 [Fﬂ]i
or healthcare [ H ] [ ]][l I][[ ]]:[I-'Iﬁ]] ’l-i?]]:[[-tﬂl], 49]}15111.1;:3]], 58],
domain 64, |65], [66], [69], |70
Domain 18 24], 125], [2& , |2',-‘], [30]. |:-12], [33], [25], [41], [45], [50]. [52],
independent 68], [71

Docurnent characteristics of the study corpus containing presentation of studies between 2006 and 2020
and allocation to the target domain.
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Research Question 1: Approaches for classification and
tracking of provenance criteria in biomedical workflows and
data

R1.1: Characteristics framework types (n = 54)

The reviewed literature presented heterogeneous approaches for classifying and tracking provenance
criteria. Therefore, we subdivided the approaches by their focus. Table 2 lists the frameworks and their
related subcategory and citations. Most arlicles (46/54) focus explicitly on practical provenance
management approaches, Theoretical frameworks (8/54) referred to recommendations or reviews and
can be classified into the following subcategories:

1. Semantics & models, ontologies & metadata: provenance tracking approaches on different
granularity, ontology and model abstraction levels. The semantic PaCE approach [29] was developed
to track provenance in RDF-based Semantic Web applications. An example of an annotation
mechanism was introduced with COMAD [24]. The Provenance Metadata Model (ProvCaRe $3), built
to support better Scientific Reproducibility, was represented with the OWL2 Web ontology language
and provenance triples served as a basis for the provenance graph [53]. APIs for visualization [54] or
querying purposes [34] were observed or a webservice for user access to provenance data [2).

2. Scientific workflows and workflow executions: mainly Open Provenance Model [72] (OPM)-oriented
workflows on different semantic levels, like in the BioWorkbench [S5], OpenPREDICT [56] or in OWL
projects. Provenance data was stored in relational databases, like in OPMProv [35] or in graph
databases [45]. Querying possibilities were offered via WebService or with specific guerying
languages at the graph level [35).

3. Privacy: Decentralized management and General Data Protection Regulation (GDPR) requirements
led to the use of blockchain technologies [57] in combination with the PROV model standard,
Another scenario incorporated blockchain in a proof-of-concept study [58] to enable an audit trail
mechanism for a trusted Al model.

4. Visualization: The complexity of representing provenance information at different levels of
aggregation was examined in the AVOCADO project [46]. The NeuroProv project [59] shows how
visualization support clinicians in information tracking and reproducibility analysis.
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Table 2
Studies and their respective assignment to a framework type.
Category  Subcategory Count  Citation
Framework type — Practical Provenance? 46
Semantics & models, 23 2], [9], [10], [24], [2611. [29[]. [30], [31[]. [32], [33].
ontologies & metadata 34], [37], [38], 3'5"]. 40}, [47], [501, [511. [53],
54), [62], [66], [68
Scientific workflows and 15 Ii 1]. [25] 27]. [EBI. IEE], [36 ,[41], [42], [43],
workflow execution 45|, |52], |55), [56), [60], [63
Privacy aspect 5 [48], [57], [58], [61], [70]
Visualization aspect 3 [46], [49], [59]
Framework type— Theoretical Provenance? 8
Different reviews, 8 [11. [4]. [44], [64]. [65]. [67]. [69]. [71]
recommendations, or
approaches from initiatives
fComprised development of a given provenance related solution with focus on given constraints
bincluded ideas or principles on which a provenance frame is based (rather than with practice and
axperiment)

Studies and their respective assignment to a framewaork type, including categories and characteristics of
provenance. “Framework — practical provenance management” comprises practical efforts for
development and implermentation of a provenance approach. “Framework = theoretical provenance
management” approach includes ideas and generic principles for provenance consideration.

R1.2: Model characteristics (n = 48)

The dominant provenance models refer to the PROV [12] specification (n = 18), established by the W3C as
the de-facto standard for provenance modeling, and the frequently used Open Provenance Model (OPM)
[72] (n=17), see also Table 3. Other models either cite specific solutions (n = 9), are concerned with
metadata provision (n = 4), or do not provide any information on the provenance model (n = 6).

OPM is the result of three provenance challenges (2011 until today). OPM v1.1 is exchangeable across
systemns and supports a process- and a dataflow-oriented view. It is based on the notion of the annotated
causality graph with nodes as artifacts, processes, and agents. OPM was further developed into a
provenance data model (PROV-DM). PROV [12] comprises a family of specifications for provenance,
designed to promote the publication of provenance information on the Web. It offers interoperability
across systems and is quite generic. The W3C PROV models have been used since 2013 in our review.
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Category
W3C PROV®

opmb

Model related to
specific solutions®

Citation

[70]
[38], [51]). [52], [53]. [63]
B” [47]. [571, [59]. [64], [65]. [69],

Table 3
Included articles and their related model,
Subcategory Count
18
EHIR 1
W3C PROV extension 5
W3C PROV-> 8
W3C PROV-* and other 3

W3C, Dublin Core, Research 1
Object

17
OFM 13
OPM extension 2
OPM and other 2

9
ADES model 1
BERT 1
CDISC ODM 1
COMAD 1
CRIM 1
Mathematical model 1

-t

Provenance data model for
an Al/ML model

aConceptual data model from W3C
bModel transforming process
Different models applied for specific requirements

dBuilding a semantic model based on metadata

*Placeholder for different PROV model extensions

[34], [56], [62]
[39]

ao) 2ok ok 3 s feeh
(32]. [35]
(1], [54]

[60]
[40]
[9]

[24]
[4]

[50]
(58]
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Category Subcategory Count  Citation

RDBM model 2 [31]. [64]
Metadata® 4

fneétnaé::!l-:l; model using 4 [25], [27), [28], [44]

IConceptual data model from W3C
EModel tran sforming process
EDifferent models applied for specific requirements

YBuilding a semantic model based on metadata

*Placeholder for different PROV model extensions

Included articles grouped by their refated model respectively by using similar approaches. Countings for
categories and subcategories are given per model group and/or approach.

Figure 2 displays the temporal evolution of the characterized frameworks in dependency of the applied
madels. We observed an increased number of papers relating to implementation frameworks between
2016 and 2020. The reason was justified by the extension of the OPM and W3C PROV standards. The
onset of the FAIR principles [58] and the FHIR framework [60] furthermore set new requirements for
modeling and implementation projects.

R1.3: Validation status (n = 43)

Maost of the studies [n = 43) report a successful validation of their provenance solution. Mainly, domain-
specific use cases have been applied in the past. For example, functionality and effectiveness were
praven within a usage scenario for the AVOCADO [46] project. Other validation approaches included
classical semantic evaluation schemes which demonstrated feasibility by responding to competency
questions. Examples are the provenance challenges or proof-of-concept frameworks [10], [25], [56], [58],
[61]. To pass the provenance challenges, participants needed 1o solve predefined provenance queries [24],
[26], [35]. Ozgu Can et al, evaluated their domain-independent model with an infectious disease use case
and implementing the Healthcare Provenance Information System [61]. Curcin et al. [47] emphasized that
the set-up of provenance data needs to be modeled and verified separately from the software
implementation. Precise validation methods for provenance services focus on usability, performance,
scalability, fault tolerance and functionality [368]. Moreover, they demanded more formal engineering
techniques to foster provenance implementation across a broad range of software tools in the
biomedical domain and beyond [1]. In that sense, formal validation as part of the software engineering
process contributes to increased software quality, and formal validation requires testing efforts and
testing evidence. However, accurate alignment of testing procedures against predefined requirements in
the software lifecycle could not be identified.
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R1.4: Provenance characteristics (n = 54)

The term “provenance” is subjected to an evolutionary and technical process with multifaceted meanings
and roles. There is agreement that provenance is a piece of history. However, the focus of provenance
work ranges from abstract workflow descriptions to summaries of workflow executions to maore general
knowledge about data sourees and result dependencies [2), [25], [35], [37], [62). For example, provenance
as semantic metadata was specified in several works between 2007 and 2019, Monnin et al. [62] required
the encoding of provenance of pharmacogenomics knowledge units, Other works refer to data
provenance as knowledge about data sources [48] or as a piece of analytic software [49].

Sahoo et al. [53] state, that PROV-DM together with the PROV ontology (PROV-0) define the minimal
categories of provenance metadata terms. Other studies discussed the combined provenance of data and
workflows and intraduce the terms prospective, retrospective and domain provenance [1], [38], [63]). While
prospective provenance expresses future abstract workflow information, retrospective provenance
gathers past workflow execution and data derivation information. Domain-specific provenance can be
defined as an extension to the PROV-Ontology. Workflow provenance has repeatedly been mentioned in
the context of workflow execution [27], [50], [55].

R1.5: Requirements for provenance frameworks (n = 34)

Qut of 54 reviewed papers, 34 papers mentioned one or more functional and non-functional requirements
for the referenced framework type. 20 papers did not identify any specific requirements. For those studies
that did, we identified eight different word fields, matched them, and explained the citations in an
additional file [see Additional File 2). Figure 3 displays the reported provenance requirements axes. We
conclude that the most popular requirements refer to the word fields integrity (n = 13) and reproducibility
(n=12), followed by organizational topics (n = 8). Others were related to the word fields interoperability,
security, and traceability (each n=6). Only a few studies reported on performance (n=5) and trust (n = 4),

R1.6: Domain specific conditions including guidelines (n =
17)

We grasp the availability of relevant domain specific standards which are relevant for provenance
tracking approaches. In this context, beyond the W3C standards, we identified the Open Archival
Inforrmation System (QAIS) [39] Functional Model as a basis for the development of a research object
concept. Another example is provided by the Internal Standard Organization 150 15489-1 [37] which
defines the term metadata. The Mational Institute of Health (NIH) guideline "Rigor and Reproducibility’ [51]
addresses topics impeding the study replicability.

Research Question 2: Potential value of provenance
information

R2.1: Impact of provenance information (n =47)
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The availability of provenance data impacts the scientific and biomedical communities. It has
implications on the work of researchers, scientists, academia, investigators, and clinicians (n = 47). The
majority of papers reported about guidance benefits (n = 16) and reproducibility-related effects (n=10).
Considerably less (n = 4) papers observed validity and confidence effects. Other studies reported impacts
on openness to sharing and knowledge reuse. Interestingly, only four studies discussed implications on
quality topics [25], [33], [40], [51]. Also, other involved team or staff members (n = 17) like developers, data
managers or domain experts were affected by the availability of provenance information. The majority
recognizes benefits in validity (n = 5) [51], [59], [60], [64], [65] and managing benefits (n = 5) [30], [42], [54],
[55], [61], followed by guidance benefits (n = 4) [30], [41], [45]. [64]. Also, reproducibility impacts (n = 2) [64],
[65] were mentioned.

Only low impact on patients (n = 7) was described, mostly referring to the consent of their own data [48],
[57], [58], [61], [65] to an improved measurable patient outcome, and trust in evidence for clinical
recommendations [47].

Exceedingly few effects on other third parties (n = 5) like data privacy officers, authorities, government, or
industry were reported. Related implications concerned mainly the evidence for data validity or sensitive
data processing solutions [48], [57], 58], [61], [65].

In our review, a total of 47 papers reported diverse lasting impacts (n = 76) on different stakeholders, as
displayed in Fig. 4.

R2.2: Data sources (n=31)

The reported studies processed different types of data sources to generate provenance information.
These kept information about data source, for example neurological data [1], [34], EHR data [55], study
data [46], omics data [40], (bio-)medical data [36), computational data [25], and data from hybrid methods
[58].

Research Question 3: Potential challenges, problems, and
bottlenecks during accomplishment of provenance (n = 39)
39 papers reported 65 distinct challenges impeding the implementation of provenance. We categonized

these challenges into organizational and technical groups in an additional file [see Additional File 4],
Figure 5 shows the categorization of reported challenges per year (2006-2020).

In summary, issues relate to data annotation, metadata, and modeling of provenance, as well as
performance-related challenges. However, the need for more detailed provenance information, the
consideration of security-related conditions along with quality and reusability principles (exchange,
discovery, interoperability), appeared later in the courge.

Furthermore, usability and scalability questions emerged very early in context with provenance
consumption.
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More than three quarters of the reported challenges are technical challenges (n = 55/65). Thereof, nearly
one third is associated with provenance granularity issues (n = 15/55). Curcin et al. [1] points out that a
granular tracking of relevant human interactions, automated processes or logging is needed, and
emphasizes the difficulty of choosing a proper level of granularity of provenance and associated with
this, the right semantic complexity [4], [47]. Beyond that, a balanced trade-off between fast execution and
provenance granularity must be found [63]. In fact, a fine-granular provenance level impacts the
computing and storage resources [11], [47]. Furthermore, managing sensitive data restriction requires the
integration of adequate security level granularity into the provenance model [61].

A quarter of the reported challenges (n = 14/55) mention the insufficient availability of metadata, which
subsequently leads to incomplete provenance models. An improved availability of provenance metadata
and FAIR enrichment of the data was demanded [53], [56]. Furthermore, stakeholders should be involved
in the semantic enrichment of provenance data [4], [37]. However, during this metadata annotation phase
a lack of semi-automated procedures for ontology selection, semantic modeling or mapping technigues
was reported [2], [37], [56]. Even though the use of existing models is encouraged [38], as it improves
semantic interoperability [56], reusing existing vocabularies to represent provenance was reported as an
extensive task [56]. In addition, Cheng et al. [31] note that it was necessary to properly integrate domain-
specific demands into the provenance model.

One-tenth of the studies (n = 12/54) reported performance problems during the acquisition of provenance
data, such as workflow overhead [35], [43] and scalability [10] issues (n = 12/55). One proposal with
respect to the cost-intensive visualization of data provenance was to reduce the size of large provenance
graphs [49). Other reported challenges, related to quality [40), [42], [56], [65], [66] and usability [31], [35],
[36], [43] [58]. According to the literature, data quality and reuse are lacking due to the deficit in
provenance deployment, particularly for observational and administrative studies [65]. Furthermore, the
lack of information about experimental origins in genomics data and their related systematic quality
control assessment reduce the quality of provenance and the level of creditability [40]. In particular, the
low uptake of high-guality semantic models [6] and the unavailability of provenance in general [66] cause
information loss and data quality issues. A minor concern is the usability of provenance since it is
recognized to be still in infancy [35]. The challenge of applying more software engineering techniques (n
= 4) [1], [39], [41], [63] was reported to facilitate provenance implementation across a broad range of
software tools in the biomedical domain and beyond [1).

Significantly fewer organizational challenges (n=10/65) [1], [4], [11], [35]. [36], [47]. [53], [58], [61]) were
reported, partly attributable to a basic unawareness of provenance benefits and less exchange between
stakeholders. Khan et al. [11] stress that provenance capture must be established as a standard practice,
not as an afterthought. McClatchey et al. [36] also recommend working toward gaining the stakeholder's
acceptance and confidence in the infrastructure. In the same vein, it is recommended to integrate
developers already in the design phase [1]. However, financial challenges were reported due to the
necessary investments in provenance-enabled tooling and capabilities [4]. The upcoming relevance of
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patient-mediated data handling raised new challenges and requirements, especially with respect to policy
and govemnance topics [58].

Research Question 4;: Demands for the consideration of
provenance (n=15)

Because of the extensive information obtained from RQ1, we extended the research guestions 1o gain
mare insights about the provenance tracing and classification requirements identified in RQ1.

Interestingly, most of the 15 papers referred to claims relating to quality aspects.

For example, a more robust assessment of data quality is required [66], clearer and more consistent
policies and policy ontologies are requested to prevent disclosure of sensitive data [61] and more trained
staff is required [44), including data managers, software-architects or semantic web specialists. User-
friendly interfaces should help scientists in the provenance querying process [43]. Developers should
recognize not only technologies but also principles during the design phase [1). Performance of
pravenance reasoning needs to be improved [32] and approaches for extending ontologies be automated
[4], [51]. The term "intelligible machines” rather than “intelligent machines”™ was suggested to better
respect the specific aspects of Big Data technologies in medical research [47]. Integrating the Healthcare
Enterprise (IHE) standards, healthcare legacy protocols, interoperability and legacy issues are furthermore
mentioned [57], and mappings between entities of various provenance models should be completed [62].
Future integration into a recognized IS0 standard similar to BioCompute was proposed [64].

Research Question 5: Completeness of provenance
information during data management process or data life
cycle (n=18)

The literature predominantly reports on a qualitative evaluation of completeness during the data
management processes. However, we found one study describing a data management process dealing
with metadata for traceability in clinical studies which delivered complete provenance in this respect [9].
Curcin et al. [4] see an application of provenance in the validation against standards in the context of the
Food and drug administration (FDA) regulation 271 Code of Federal Regulations (CFR) Part 11.

One study applied data from six clinical research studies and more than 100 variables to evaluate the
coverage of the provenance ontology in the semantic annotation of the study descriptions [51]. Two other
documents invoked the need for minimal information elements to ensure sufficient process specification
[24] and the existence of rich provenance information for reconstructing and rerunning pipelines [56].

Avisualization of provenance data in neuroimaging took a semi-qualitative approach for measuring the
coverage. They mapped the metrics to use-cases for the traceability of results and concluded that there is
no absclute measure possible to verify the visualization approach [59]. The authors tested 15% of their
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workflows for verifiability of results, comparability of workflows, progression of the data for the analysis
and origin of results, and evolution to see how data products evelved during an experiment,

Furthermore, Sahoo et al. [53] examined the proportion of provenance metadata information across
research articles using a qualitative hypothesis method. The method alseo provides a provenance ranking
algorithm for the computation of a reproducibility rank for each article.

Mo numerical indication of completeness was not achieved in any of the other papers. However, the
papers pointed out the advantages of provenance capture, for example, related to the longevity and
accessibility of data after years [60].

Roadmap for a tailor-made provenance framework

Based on the insights obtained from the literature review, we developed a roadmap for the
implementation of a tailor-made provenance framework based on the software-framewaork-lifecycle
(Provenance-SFL). The heterogeneous tracking approaches, their artifacts, and varying degrees of
fulfillment of the research questions are depicted in Fig. & and determine our main discussion points.

Discussion

This scoping review investigates evidence regarding approaches and criteria for provenance tracking. It
discloses knowledge gaps in the biomedical domain with a focus on modeling and metadata frameworks
for (sensitive) scientific biomedical data. Following the previously published scoping review pratocol led
us to include 54 full-text papers from initially 564 fetched papers found in PubMed and WoS databases.
Using a structured and pre-tested data extraction sheet, contextual, but detailed enough, results were
extracted to answer the outlined five research questions in the protocol.

Following the data extraction and analysis, the findings led us to define a Provenance-SLF roadmap
elements. We essentially distinguished between the framework types and model characteristics, the
validation status, and the requirement and provenance characteristics (see Fig. &),

The provenance challenges, dealing with the need for provenance standardization, started in 2006 and
gave rise to tailormade models and metadata frameworks for the representation of provenance. These
were later superseded by general-purpose standardized provenance models, which have more recently
been combined with domain and application specific models or extensions such as the Provenance,
Authoring and Versioning (PAV) ontology [38] or the ProvCaRe model [53). The predominantly used
madels reported in this review referred to the W3C PROV and OPM standards. As shown in Fig. 2, an
increased number of papers were related to the implementation frameworks that appeared between 2016
and 2020. One reason for the increase in implementations might be the substantiation to extend W3C
PROV and OPM [11].
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As of now, heterogeneous data sources, dynamic infrastructures, data exchange across boundaries, and
a lack of standards for quality measures characterize the state of electronic health record data sets [57].
Additionally, various aspects of the term provenance [27], [37], [46]. [53], [65] hamper the unigue
understanding and harmonization and engineering efforts for modeling, implementation, and validation
interventions until now.

A provenance framework for today’s demands must acknowledge the (semantic) complexity of the
domain and its relevant facets and requirements [11] (see also Fig. 2). In addition to requirements
analysis, a thorough strategy is necessary to plan the typical data management steps such as collecting,
managing, and analyzing data (Firmentel et al. [67]). According to Curcin et al. [4], validation readiness
can be achieved by separating modeling and verification of provenance data from the software
implementation.

We agree that precise requirements analysis, as part of the softwarelife cycle, and the subsequent
individual life-cycle steps, like testing and maintenance procedures, support the consequent termporal
evolution and hence improve the quality of provenance frameworks and applications.

When incorporated in an official inspection, provenance information must be sufficient for a content-
related validation against applicable and accepted standards [4]. Therefore precise validation methods
for provenance services regarding usability and performance, scalability, fault tolerance, and functionality
are needed [36]. We saw that validation approaches are linked to the evolution of provenance medeling
and subsequent implementation attempts. Curcin et al. [1] argue that it was necessary to launch more
formal software engineering techniques to foster provenance implementation across a broad range of
software tools in the biomedical domain and beyond [1]. In that sense, formal validation as part of the
software engineering process contributes to increased software and data quality. Formal validation
requires testing efforts and testing evidence, Accurate alignment of testing procedures against predefined
requirements in the softwarelifecycle could not be identified in the included papers.

Pravenance information is of high value for the scientific and biomedical community (eg. researchers),
support staff (eg. developers), patients and other 3rd parties (eg. data privacy officer, authority) (see

Fig. 4). It is interesting to see that despite the high impact of provenance [see Additional File 3] only some
stakeholders provide sufficient provenance information. Rather, it appears that responsibility for overall
pravenance management is being shifted to the support staff [Gierend et al. {unpublished observations)].
We argue that available technology, IT knowledge and data management skills need to be paired with
both domain-specific knowledge and combined with constraints of legal nature or guidance [4], [44]. This
complexity indeed results in a very time-consuming business. However, automation and metadata
collection can support this process [4], [73]. As a matter of fact, good provenance information strengthens
the credibility of the data and proves that data have not been intentionally or unintentionally changed
throughout the data life cycle [74].

Our review collects and summarizes the existing challenges during the accomplishment of provenance
(Fig. 5). Challenges expressed in terms of missing, lacking, or hinderance on organizational and technical
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capabilities so far were triangulated into more specific subcategories such as organizational (e.g.,
Investment and training, Administrative) and technical (e.qg., granularity, performance and modeling and
metadata annotation, delimitation reproducibility and replicability) challenges.

First of all, we observed that increasing legal and scientific demands require research projects to be
implemented more transparently. However, the granularity of provenance [48], [61], [63] could not yet be
resolved and so-called knowledge bottlenecks [44), [62] persist,

In parallel appropriate provenance modeling [58] and provenance management technique [61] are
required to protect sensitive provenance data, like from the patient consent. Curcin et al. [4] stipulated
overcoming the gap between the provenance metadata collected and the reporting requirements.

Secondly, it remains unclear how to scale provenance systems for high amounts of data [2], [11], eg. how
to store and represent provenance information in an aggregated and efficient manner or how to assist
users in sophisticated provenance queries [10]. Without doubt, automated and scalable solutions become
impelling due to new challenges arising from the disposal and usage of permanently increasing
computing power [60]. Growing focus is on the useability of the interface, particularly when provenance
systerns are implemented in the broad medical community including patients, doctors, and researchers

[35].

Third, this scoping review extracted data about the (in)completeness of provenance information during
data management processes. Surprisingly, only one implementation paper [9] demonstrated complete
traceability from data collection to the analysis datasets.

The lack of mandatory specifications or guidelines for provenance capture might be the reason why other
papers only mention partial completeness. We strongly recommend doing more research on
completeness checks as part of provenance tracing. The level of completeness and accuracy of
provenance information (of core data elements), especially in real-world data, could reveal data integrity
issues and thus, affect the averall validity of the study results. Furthermore, reproducibility significantly
depends on the accuracy of provenance information. For example, Mondelli et al. [55] delivered a tool for
better scientific and longitudinal data management, which supports users, reproducibility by provenance,
and reproduction through docker containers,

Interestingly, the concept of “guality of provenance” is not clearly defined in any of the papers included
far this review. We believe that data quality issues need to be addressed to reach completeness, accuracy,
and timeliness of the data, and to create trust in it.

The IS0 8000-2:2022 [75] defines the term data quality and clearly recommends defining degrees of
requirements. This definition should be considered for use in provenance systems.

Finally, upcoming trends can be observed regarding the scalability of software. Concurrently, while

following the increasing capacity and functionalities based on users’ demand, scalable software needs to

remain stable while adapting to changes. Another trend reveals the importance of good and systematic
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data management practices [37] and the coordination with relevant stakeholders through the data life
cycle.

Strengths

The present work applied a rigorous scoping review methadology using Arksey and O'Malley's framework
[15]. Al screening stages were carried out by at least two independent reviews of four members. A
previously published protocol [168] guided our review. The fact that the scoping review includes
comprehensive results for the five related research questions and roadmap for a tailor-made Provenance-
SLF framework with many additional results as supplements can be considered a strength of this review.

Conclusions

In this paper we highlighted several essential provenance tracking frameworks and their associated
artifacts, and we developed a roadmap for a tailor-made Provenance-SLF framework.

Provenance capture benefits all stakeholders involved in data processing (see Fig. 4), but it is associated
with manifold and individual challenges (see Fig. 5) during design, implementation, and the active usage
scenario phase,

Proper documentation, metadata expression and automation along the (sensitive) data processing
pipelines needs to be scrutinized and implemented throughout the data life eycle and in adherence to the
underlying infrastructure condition. Additionally, the role and responsibilities of a data stewardship
escorting the data should be expressed in this context [76] and intensive training and education measures
should be put in place. Guidance and recommendations are requested to provide the systematic
measurement of provenance and calls for defining a minimal or gold standard. Governance for data
management and scale-up of data management capabilities matter in this respect.

All mentioned artifacts, especially related to quality aspects, can be marked as a transition point derived
from incomplete pre-work. Therefore, harmonized engineering efforts are now necessary to overcoming
the existing hurdles, Awareness of these challenges can facilitate an easier qualified and accurate
provenance construction and auditable [1] consumption while enforcing FAIR principles [56] and
interoperability standards for data sharing [34]. The effect of provenance for data quality monitoring and
the impact of expressive metadata on provenance quality can be considered as open research questions
for future work.
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Preferred Reporting lterns for Systermatic Reviews and Meta-&nalyses (PRISMA) flow diagram
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Reported provenance management frameworks per year,

The gize of the ring comesponds with the number of articles per year that discuss a specific model (color-
coded) in the context of the respective framework,
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Reported provenance requirements/factors by word fields,

The line thickness in the first level proportionally reflects the respective characteristics count, The second

level displays all occurred requirement classes.
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Figure 4

Reported impacts of provenance information.

Level one presents the stakeholder groups, level two the impacts on the stakeholders. The line thickness

inthe second level propartionally reflects the respective counts of the characteristics. An additional file
provides details about the structure and relationship between the individual stakeholder groups and the
reported impacts [see Additional File 3],
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Figure 5

Challenges per year of publication.

The size of and the numbers in the circles represent the number of articles that reveal a challenge (color-
coded). Note that numbers are omitted for single articles per category.
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Figure 6
Roadrmap for a tailor-made provenance framewark (Provenance-SFL)

The roadmap for the tailor-made provenance framework (Provenance-SFL) shows the four major
processing phases in the inner circle segments: starting with the requirements definition, set-up of the
design based on the requirements, followed by coding and testing phase related to the given
requirements and the implementation after successful testing. The outer and innermost circle present the
mapped sections from our research questions approach to the Provenance-SFL.

Supplementary Files

This is a list of supplementary files associated with this preprint. Click to download.

» AdditionalFilel.decx
= AdditionalFile2.docx
= AdditionalFile3.docx
= AdditionalFiled.docx
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3.5 Publication 5: TAPP: Defining standard provenance information for clinical
research data and workflows - Obstacles and opportunities

This section contains a conference (WWW ’23 Companion: Companion Proceedings
of the ACM Web Conference 2023) contribution, as originally published in the
Association for Computing Machinery Digital Library (ACM DL), an international, peer-
reviewed, and open access publication.

The original publication is available at ACM Digital Library
(https://doi.org/10.1145/3543873.3587562).
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ABSTRACT

Data provenance has raised much attention across disciplines lately,
as it has been shown that enrichment of data with provenance
information leads to better eredibility, renders data more FAIR fos-
tering data rense. Also, the biomedical domain has recognised the
potential of provenance capture. However, several obstacles pre-
vent efficient, automated, and machine-interpretable enrichment
of biomedical data with provenance information, such as data het-
erogeneity, complexity, and sensitivity. Here, we explain how in
Germany clinical data are transferred from hospital information
systems into a data integration centre to enable secondary use of
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patient data and how it can be reused as research data. Consid-
ering the complex data infrastructures in hospitals, we indicate
obstacles and opportunities when collecting provenance informa-
tion along heterog us data pr ing pipelines. To express
provenance data, we indicate the usage of the Fast Healtheare In-
teraperability Resource (FHIR) provenance resource for healthoare
data. In addition, we consider already existing approaches from
other research fields and standard communities. As a solution to-
wards high-quality standardised clinical research data, we propose
to develop a "Mnimal Requirernents for Automated Provenance
Information Enrichment” (MIRAPIE) guideline. As a community
project, MIRAPIE should generalise provenance information con-
cepts to allow its world-wide applicability, possibly beyond the
health care sector.

CCS CONCEPTS

» Information systems — Extraction, transformation and
loading; - Applied computing — Health care information
systems.
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1 INTRODUCTION

The Medical Informatics Initiative (MII) Germany pushes digiti-
sation and interoperability of clinical routine data in Germamy.
Towards this ambitious goal, university clinics set up data integra-
tion centers (DIZ) to provide data management and data-related
services [19]. A DIZ is responsible for 1) data collection from clini-
cal information systems, ii) establishing data warehouses for har-
monised data storage, and iii) controlled release of data based ona
MiIl-standardised Broad Consent, which is managed together with
identities and psendanyms by the DIZ-independent local Trsted
Third Party (TTP). To achiewe interoperability at the syntax level,
the MIL uses standardised HL.7 FHIR resources [4]. Data comparabil-
ity is warranted for the MII Core Data Set (CDS) [6], & minimmim set
of data items each DIZ should cover. Today, DIZ data is a valuable
data pool for cross-site clinical research in Germany [ 10]. Consid-
erable data processing is, however, necessary to transfer data from
clinical source systems to the DIZ and subsequently, after success-
ful application for data usage, to Transfer Office and researchers
(Figure 1). Despite being provided in standardised HL7 FHIR for-
mat, data items of the same type may have undergone differing
processing steps respective of the DIZ they were handled in. This
results in traceability and reproducibility issues due to a lack of
contextual information within non-harmonized workflow steps,
unelear responsibilities, missing or incomplete data elements (DEs),
and incomplete information on the computational environment. In
this setting, data provenance information promotes transparency
throughout data processing [7]. Domain-specific concepts for data
quality assessment and assurance aim to improve the situation [13].
As an intermediate step towards standardisation of clinical source
systems and data processing pipelines, we propose a community
project to define a "MInimal Requirements for Automated Prove-
nance Information Enrichment” (MIBAPIE) guideline. This guide-
line could help rendering heterogeneously processed biomedical
data more credible, better interpretable, and comparable.

2 REQUIREMENTS FOR PROVENANCE
CAPTURE IN A DIZ

Provenance information tracks and documents the origin, owner-

ship, processing, and custody of data throughout their life oyele. It

renders data more FAIR and trustworthy by providing measures

for comparison after multiple, often divergent processing steps.

A syntax for provenance expression is the HL7 FHIR Provenance
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resource [3]. To define provenance requirements, profound knowl-
edge on the underlying data management processes and the DEs is
needed to prevent loss of context. As clinical DEs undergo multiple
transformation processes from data generation to authorised data
release in a DIZ, it is essential to enrich these data with provenance
information during the different process phases. Especially when
working with pseudomymised patient data, where a loss of context
possibly renders the entire data item not reusable, provenance en-
richment is essential. A recently published study outlined the role
and possible dimensions of the associated metadata [7]. Here we fo-

.00

®

Figure 1: Three phases of provenance enrichment from cap-
ture in heterogeneous clinical source systems (1) via extract,
transform, load (ETL) processing for storage and internal ac-
cess in a data integration centre (DIZ) (2) to research data pro-
vision (3), exemplified for DIZes of University Medicine Greif-
swald (UMG-DIZ)} and of University Medicine Mannheim
(UMM.-DIZ).

cus on the storage and the processing structures implemented at the
DIZ of the University Medicine Greifswald (UMG-DIZ) and of the
University Medicine Mannheim (UMM -DIZ). The structures require
provenance annotation during three processing phases (Figure 1):

(1) Data capturing in clinical source systems. Heteroge-
neous source systems in clinical laboratories (from biclogical
samples to digital testing results), Health electronic Case Re-
port Form (eCRF; e.g., anamnesis, mostly structured), diagno-
sis, therapy, image generation processes, billing information
ete. lead to different provenance granularity and availability.

(2) Data storage and processing. Transfer from hospital IT
infrastructure into rescarch data infrastructure wia extract,
transform, load (ETL) processes. Medical data generated by
data sources are repeatedly rearranged during successive
ETL steps. If necessary, DEs must be corverted (data type
compatibility), aggregated {calculated values) or split (semi-
struchured data). All DE processing should be described and
made available by provenance data.

(3) Data transfer. Upon request and after permission by a use
and access committee, data is transferred to the researcher.
Further provenance data is generated, such as project appli-
cation, timestamp of data provision, version of data release,
data contained in the data package, etc. Provenance infor-
mation in phase 3 can be captured inside the DIZ, without
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connecting to the diverse clinical information systems inside
the hospital IT infrastructure.

To enrich the clinical data with provenance information in all
three phases of data handling, it is important to also consider the
already known differentiation and properties of the term metadata -
descriptive metadata, administrative metadata and structural meta-
data. Descriptive metadata provide details for a DE ar a DE group
in more detail, for example data type, identifier, short and long
description, ete. They can exist independently of data that has al-
ready been measured. In contrast, administrative metadata can only
relate to data that has already been measured, supplementing it and
accompanying it. An example of this is data about the background
or context information of the data collection. Structural metadata
describe how DEs are linked to each other and in which cardinality.
According to Ulrich et al. [21], administrative metadata is part of
the provenance information. We agree with this interpretation, but
would go further, claiming that rich provenance information should
contain metadata of all three types.

3 LESSONS LEARNT FROM OTHER
RESEARCH DOMAINS

Provenance information is already covered in many data-driven
domains and for research methods such as simulations, laboratory
experiments, data analysis tools or geoscience data processing. Even
though clinical data has to meet specific requirements, the following
domain-specific sohitions show that adaptation to a hospital setting
is feasible.

Laboratory experiments are often documented using Electronic
Laboratory Notebooks (ELNs). The textual documentation contains
detailed provenance information, but it is usually unstructured
and hardly machine-interpretable. Salutions for propagating prove-
nance information from data creation to experiment description
range from customised laboratory documentation systems [9] to
methods that process the content of existing solutions: The EXACT
2 ontology [20], for instance, provides a vocabulary to describe
information specific to wet lab experiments. A semi-automated
approach [18] employs structure in the tectual description and
creates a bundle of provenance model of the ELN protocol plus
corresponding research data.

Provenance Templates [15] are a practical approach to facilitate
the generation of provenance information. This approach is espe-
cially efficient for staring large numbers of provenance models with
identical structure. In clinical context, work flows are often highly
standardised so that such approaches can reveal their full potential
Template-based approaches exist in diagnostic decision systems [2],
employing particularly tailored provenance fragments to overcome
data complexity and heterogeneons data sources, or in clinical de-
cision support systems [5]. To support provenance capturing in the
data analysis phase, extensions to common analysis software tools,
such as Jupyter notebooks or packages for R scripts were proposed.
The ProvBook extension [16] to Jupy ter notebooks captures starting
times, input source, output results, and execution order of cells, with
a description based on the REPRODUCE-ME Ontology [17]. The R
package RDataTracker [11] also collects provenance information
beyond static computing ervironment information. Other concepts
distinguish between prospective and retrospective provenance or
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combines both as a hybrid form of provenance [12]. Extensions
of the world wide web consortium provenance model for data
(W3C PROV) include scientific workflow-level information (e.g.
ProvONE and similar approaches) [1]. Fine-grained provenance
on procedures and intermediate data give an insight to a script’s
design and help in both creation and comprehension of the code.

4 DISCUSSION AND CONCLUSIONS

One major challenge the MII DIZes face is the heterogenity in data
processing pipelines in different hospitals. In HL7 FHIR format
standardised DEs are interoperable and can be easily exchanged,
but might still be incomparable due to insufficient annotation and
weak metadata. In other countries, comparable digitisation efforts
are ongoing, for example, the French Data Hub [14], MI equivalent
in France. Consequently, dealing with heterogeneity of process-
ing pipelines when aiming to provide high-quality, standardised,
and comparable clinical data for reuse in research is 8 world-wide
challenge. Especially, as efficient reuse of biomedical data is highly
desirable based on difficulties in data collection due to legal regula-
tions and often due to inconveniences for patients during collection
of biomaterials and related data.

Even though quality improvement in the source systems would
be ideal (according to the "Garbage in, Garbage out" paradigm), we
believe enrichment with provenance information ta be an approach
that could be implemented mmich faster than changing the source
systems and would be applicable in international context. In Ger-
many, providing a prototy pe provenance implementation for the
standardised HL.7 FHIR stores is a likely successful strategy. Other
formats might require other or additional specifications, but the
general concept for enrichment of clinical data with provenance
information along the three defined phases should be applicable
broadly. Indeed, the encoding of provenance information in stan-
dards is syntactically straight forward, and FHIR resources divectly
support provenance expression, tailored to the W3C specification.
Therefore, we propose to define a MIRAPIE guideline in a com-
munity praject that assures r meaningful provenance information
enrichment for heterogeneously treated DEs.

A scoping review on approaches and criteria for provenance [8]
revealed that the proper provenance granularity is a core challenge;
different sources provide different levels of granularity creating
challenges when it comes to integration of provenance. To max-
imise knowledge gain from clinical data in research, we furthermore
require standardised metadata that will allow quality assessment
and automated meta-analyses, Relevant metadata can be expressed
using the W3C PROV ontology!. Technically, different serialisa-
tions, such as the resource description framewark (RDF), a marlap
langnage used for modeling metadata for resources on the Inter-
net, or the JavaScript Object Notation (JSON), an casy to read data
exchange format, are possible. Also, the tailor-made roadmap for
a provenance framework could help to overcome the hurdles and
support the establishment of MIRAPIE to benefit from the oppor-
tumnities of provenance capture. However, most hospitals do not
provide the necessary infrastructure and methods for sufficient
tracing of data processing between hospital information system,

Ut s fwroror:wv 3. org/ TR prov-of
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DIZ, researcher, and TTP. The same applies to p:
tation or visualisation.

Regardless of the output format, usability and quality criteria
need to be considered as well. Since provenance data may include
sensitive data, collection, storage, and access must adhere to legal
restrictions. Here, enrichment and exchange of provenance data
across systems are regulated by the European General Data Protec-
tion Regulation (EU-GDPR).

In summary, we propose a community-driven international defi-
nition of a MIRAPIE guideline for antomated provenance informa-
tion enrichment of biomedical data which respects legal questions
and solves existing hmrdles in a constructive and practical manner.
To this end, apart from considering different data handling phases
and the provenance enrichment itself, precise instructions for the
rense of provenance information are needed. Currently, the lack
of data stewards generating metadata and of provenance-aware
data scientists hinders data enrichment with meaningful metadata.
The effort required for proper annotating provenance information
is consequently another criteria MIRAPIE should keep track of.
Finally, the question which part of the provenance data is most
essential for data quality and data reuse.

presen-
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4 DISCUSSION

The multilevel concept introduced in this cumulative dissertation marks the inaugural
implementation of a solution for FAIR geared provenance tracking in a German
medical DIC.

This dissertation extends previous provenance research from other research domains
and applies it to the use case of clinical data integration in the German medical
informatics community. To achieve this goal the dissertation integrated granular
stakeholder knowledge from medical, data management and IT operational experts to
facilitate reuse of contextual enriched patient data. The created provenance
information on a data element level comprehensively increments value and limitations
on secondary use of patient data disseminated through the DIC. Leveraging
provenance consolidates data acceptance, the DIC position on an organizational level
and strengthens its compelling accountability.

Using provenance will ultimately benefit researcher, patient’s data safety and the DIC.

The studies reported here foresee a contribution to advances in sharing and reuse of
biomedical and healthcare data for clinical research on an (inter-) national level in the
forthcoming years. Particularly the envisioned EHDS, part of the European health data
infrastructure, will benefit from provenance enriched real-world-data (RWD). Notably
the challenges in healthcare, for example due to the increasing globalization, climate
change and the SARS-CoV-2 pandemic, point out the high relevance in terms of health
science and health policy for the establishment of high quality research databases
incorporating provenance enriched data3832. Careful data preparation and managing
are essential for the success for the digitalization, sharing and access to quality health
data in Europe4.

A key finding from the underlying publications is that most provenance issues are
related to the less governed data management practices in the DIC and to a lack of
multistakeholder knowledge exchange. The studies showed that provenance capture
in healthcare has not yet been implemented adequately nor homogeneously.

The mixed-method study (see publication 1), contributed significantly to the
understanding and traceability of the processed datal4. This study observed that a high
degree on “black-box” processing hinders the proper uptake of provenance traces for
the multiple transformed medical data elements. Furthermore, this study triggered
both, the establishment, and the prototypic implementation of a maturity framework. It
is conceivable that the launch of a maturity framework for data managing tailored to a
DIC could be one pillar for provenance as it demonstrates that a supportive, striking,
and effective approach is necessary to significantly improve steering of traceable
processed data. This maturity framework indicates the provenance readiness and
marks the importance of metadata management and possible bottlenecks in
provenance tracking. Metadata are crucial to preserve access to the understanding
and traceability of data. The generated data provenance itself displays the strong
dependencies on properties of metadata, transparency, traceability, and trust and thus
their data protection-compliant extraction for secondary use. Without disposing
appropriate metadata, properties, and relationship on involved (1) agents, like data
owner, responsible staff acting on behalf of organizations , software, (2) entities, like a
data input sources or data output, (3) activities, like programs or scripts in a research
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process, transparency remains hidden, traceability is obscure and building trust in
unreliable data and results is very difficult. For example, especially during essential
semantic mappings of data, information about who mapped when what data and how
is elementary to prove the correctness of the data. In addition, measuring points must
be set up in the scripts and output needs evaluation to mark potential errors.

Overall, this study aims at catalyzing an overarching (meta-) data management
strategy. On the one hand, an iterative approach is necessary to overcome poor data
managing practices. Measures include the deployment of appropriate personnel like
data stewards or increased training sections?!. System’s shortcoming could be
properly identified and fixed by adequate data managing planning?2. Beyond that,
further major efforts are required to implement these developments on a broad scale
like in the provenance workshop series “MInimal Requirements for Automated
Provenance Information Enrichment” (MIRAPIE). First community-driven results to
standardize provenance information enrichment for biomedical data and possibly
beyond are disseminated (see publication 543).

The second pillar towards a tailored data provenance implementation was built upon
the proof-of-concept study. Here, the methodological and technical development led
to a first ready-to-use python library (PISA), which enabled easy and fast automated
establishment of provenance traces in the DIC (see publication 239). The created
provenance traces, stored in a relational database, mirror a benchmark for the
suitability and readiness of clinical routine data as research data. In this context, data
provenance helps to explain the traceability of individually processed data elements
and improves its reusability. However, it must be considered that the collection of
clinical routine data in the CIS is not primarily designed for medical research. Adapted
CIS and enabling requirements for extended documentation specifications will be
indispensable for data standardization and facilitating data comparability for the future
use.

The PISA system displays extensible information about their source, destination, type
of transformation, status of quality validation, and related ownership, valid governance
documents and data stewardship. The possibility of extension offers the advantage
that this provenance tracking solution can be further developed regarding an audit trail
for provision in decision-supported systems. The generated provenance traces are
format-neutral, so that any conversions, e.g. to FHIR, RDF, can be carried out at any
time.

Both original works together, presented in this dissertation, provide a framework
towards warranting a better data provenance integration and augmenting information
quality on data elements, their transformation and movement. Moreover, patient’s data
safety benefits from this accomplishment4.

The data issued to researchers show increased properties regarding reliability and
integrity, reveal possible limitations, minimize risk for wrong use and ensure their
trustful dissemination.

The aspects listed have various possible implications since trust entails more than
provenance of data elements. Trust implies privacy preserving and security from
malign users and measure not to corrupt or change provenance information
unjustifiably. Since provenance information, probably scattered in repositories, may
contain confidential information, provision, availability, and potential access require a
granular concept. Compliance can only be solved by technical access limitations and
organizational measure. Moreover, balance must be found to represent provenance
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information in a suitable way. Furthermore, scalability analysis should also be part of
the research approach. Impact beyond the scope of this thesis is given in the context
of artificial intelligence (Al) based systems in which transparent data provenance
traces support decision-making purposesZ 44,

Ongoing work determines appropriate methods and tools for provenance information
management to achieve sustainability of the generated provenance and to uphold the
provenance information properties. Further investigations into the structure of
provenance information are relevant, for example why is certain kind of provenance
information not available, was this information lost and when. Furthermore, the
established concept and outcome will be transferred, integrated, and drive forward the
MIRAPIE project.

Provenance traces used in clinical research, which is subjected to specific compliance
requirements, e.g. from FDA side, need much more documentation effort during
development and implementation for provenance traces. The approach and results of
this dissertation take up the pivotal measures to adhere to new released technical
specification ISO/TS 23494-1 for a provenance information model for biological
material and data series#2. Thus, it is important to extend the current provenance
approach toward an inspection- or audit ready one. However, accreditation will require
more measures and efforts.

Conclusion

With rising legal and scientific demands, there is an urgent need for greater
transparency by implementing provenance systems in research projects.

This work identified the mandatory steps and synthesized underlying approaches and
outcomes to implement fully automated provenance traces on medical data elements
in German medical Data Integration Centers. The described provenance system PISA
has been designed to minimize validity data risks and to produce a traceable pattern
of data processing pipelines from their source. PISA thereby enriches biomedical data
and pipelines with adequate FAIR maintained metadata on an (inter-) national level.
The overall results pave the way for a reliable and trustful dissemination of FAIR and
traceable data items for secondary use. Additionally, the crucial role and responsibility
of a data steward escorting these data is highlighted.

Future research will investigate on how provenance traces impact data quality and how
far this pushes the reproducibility of digital objects. Secondly, guidance and
recommendations are requested to provide the systematic measurement of
provenance and calls for defining a minimal or gold standard.
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5 ABSTRACT

Summary

Provenance enriched scientific results contribute significantly to their trustworthiness,
reliability, and possible reproducibility. Provenance information leads to a higher
interpretability of scientific data and enables reliable collaboration and data sharing.
As no standard system exists, provenance is often not tracked properly, leading to
issues with data trust and data quality, ultimately blocking research on biomedical, and
particularly clinical data. This is significant as it directly impacts the development of
new treatments and tools for patient care. Moreover, the use of responsible Al in
clinical settings demands a detailed reporting and transparency of data capture,
transformations, and analysis.

In the context of the Medical Informatics Initiative funded by the German government,
medical data integration centers have implemented complex data flows to load routine
health care data into research data repositories for secondary use. Data management
practices to sensitive data elements are of key importance throughout these
processes, but no scientific work has so far been undertaken to examine the data
provenance aspects. Insufficient knowledge about these data and processes can lead
to validity risks and weaken the quality of the extracted data. The need to collect
provenance data during the data life cycle is undisputed, but there is a great lack of
clarity on the status.

This cumulative dissertation presents the combination of a two-stage methodological
approach to facilitate extensive provenance information enrichment in the data
integration pipelines. A MIRACUM wide mixed-method study investigated both, the
data management maturity status and provenance readiness and presented
recommendations. The subsequent proof-of-concept study took up this outcome to
model and implement an algorithm gathering continuously relevant provenance
information during data integration pipelines.

The results of this dissertation demonstrate how to enable automated provenance
gathering on a medical data element level in a data integration center by combining
the strength of quality- and health standard guided (meta-) data management
practices. The study analysis disclosed several gaps for which efficient steps were
illustrated toward a systematic provenance strategy. The subsequent implementation
of a novel provenance algorithm achieved satisfying pipeline execution times. Overall,
this indicates a high degree of traceability, accuracy, and reliability of the transformed
data, with which a data integration center can meet any accountability obligations. In
addition, this dissertation serves as a catalyst for the derivation of an overarching data
management strategy, abiding data integrity and provenance characteristics as a key
factor for quality and FAIR sustained health and research data.

The dissertation anticipates recommendations enforce quality of patient data
dissemination and guide the implementation of auditable and measurable provenance
approaches. This development has a potentially broad application since it contributes
to the envisioned European Health Data Space.
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Zusammenfassung

Mit Provenienz angereicherte wissenschaftliche Ergebnisse tragen wesentlich zur
eigenen Vertrauenswurdigkeit, Zuverlassigkeit und moglichen Reproduzierbarkeit bei.
Provenienz  Informationen flhren zu einer besseren Interpretierbarkeit
wissenschaftlicher Daten und ermdoglichen eine zuverlassige Zusammenarbeit und
gemeinsame Nutzung von Daten. Da es kein Standardsystem gibt, wird die Provenienz
oft nicht ordnungsgemalf verfolgt, was zu Problemen mit dem Vertrauen in die Daten
und der Datenqualitat fihrt und letztlich die Forschung an biomedizinischen und
insbesondere klinischen Daten blockieren kann. Dies ist von gro3er Bedeutung, da es
sich direkt auf die Entwicklung neuer Behandlungen und Instrumente fur die
Patientenversorgung  auswirkt.  DarlUber hinaus erfordert der Einsatz
verantwortungsvoller Kl im klinischen Umfeld eine detaillierte Berichterstattung und
Transparenz der Datenerfassung, -umwandlung und -analyse.

Im Rahmen der von der deutschen Regierung geforderten Medizininformatik-Initiative
haben medizinische Datenintegrationszentren komplexe Datenfllisse implementiert,
um Routinedaten aus der Gesundheitsversorgung fur die Sekundarnutzung in
Forschungsdatenrepositorien zu laden. Dabei ist das Datenmanagement zur
Verarbeitung und Verwaltung der sensiblen Datenelemente von zentraler Bedeutung.
Unzureichendes Wissen Uber diese Daten und Prozesse kann zu Validitatsrisiken
fuhren und die Qualitat der extrahierten Daten beeintrachtigen. Die Notwendigkeit der
Erfassung von Provenienz Daten wahrend ihres Datenlebenszyklus ist unbestritten,
aber es besteht ein groRer Mangel an Klarheit Gber den Status.

Diese kumulative Dissertation stellt die Kombination eines zweistufigen methodischen
Ansatzes vor, um eine umfassende Anreicherung von Provenienz Informationen in den
medizinischen Datenintegrationspipelines zu ermdglichen. Eine MIRACUM-weite
,Mixed-Methods“ — Studie, eine Kombination aus qualitativer und quantitativer
Forschungsmethode, untersuchte sowohl den Reifegrad des Datenmanagements als
auch die Provenienz Bereitschaft und legte Empfehlungen vor. Die anschlieliende
Machbarkeitsstudie griff diese Ergebnisse auf mit dem Ziel der Modellierung und
Implementierung eines Provenienz Algorithmus.

Die Ergebnisse dieser Dissertation legen dar, wie in einem medizinischen
Datenintegrationszentrum  durch  die  Kombination von qualitdts- und
gesundheitsstandardgeleiteten (Meta-)Datenmanagement-Praktiken erstmalig gezielt
automatisch Provenienz Informationen auf Datenelementebene erfasst, gespeichert
und ausgeleitet werden kénnen. Die Studienanalyse deckte mehrere Licken auf, fir
die effiziente Schritte hin zu einer systematischen Provenienz Strategie aufgezeigt
wurden. Die anschlieRende Implementierung eines neuartigen Provenienz
Algorithmus fuhrte zu zufriedenstellenden Ausfuhrungszeiten wahrend der
Datenintegrationspipelines. Damit konnte ein hohes Maly an Ruckverfolgbarkeit,
Genauigkeit und Zuverlassigkeit der transformierten Daten erreicht werden mit
welcher ein Datenintegrationszentrum einer moglichen Rechenschaftspflicht
nachkommen kann.

Daruber hinaus dient diese Dissertation als Katalysator fur die Ableitung einer
Ubergreifenden Datenmanagementstrategie, die Datenintegritat und Provenienz
Merkmale als Schlusselfaktor flr qualitdts- und FAIR-gerechte Gesundheits- und
Forschungsdaten beachtet.
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Die Dissertation nimmt Empfehlungen vorweg, die die Qualitat der Dissemination von
Patientendaten verbessern und die Umsetzung von auditierbaren und messbaren
Provenienz-Ansatzen anleiten sollen, und leistet damit einen Beitrag zum
angestrebten Europaischen Gesundheitsdatenraum.
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