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Abstract

This thesis focuses on studying small-scale dark matter structures. On the one hand, we study
very small dark matter structures within the solar system formed by two primary candidates, axions
and WIMPs. Exploring how these particles may cluster and produce signals, we test their detectabil-
ity in light of current and future ground-based experiments. On the other hand, we also study the
density profiles of small darkmatter halos to address the core-cusp problem, placing these darkmatter
structures in the broader context of dark matter’s distribution on cosmic scales.

For axions, we study the detection of axion miniclusters via haloscope measurements to deter-
mine their gravitational potential and density. Our method allows us to measure the axion-photon
coupling and the dark matter density separately from a single experiment. We also examine quan-
tum states of axion dark matter, focusing on axion-nucleus interactions and the origin of relevant
oscillation frequencies, in particular, on how the quantum state of axions influences observables in
experiments. We focus on spin interactions using a Jaynes-Cummings approach and discuss suitable
observables for experiments like CASPEr. Nonetheless, the insights gained in our approach can be
extrapolated to other experimental setups, such as haloscope cavities.

For WIMPs, we analyze the time-structure signatures of small-scale dark matter clumps, com-
paring spectral densities of homogeneous versus clumpy distributions. This helps characterize po-
tential time-dependent signals of clumps and estimate detectability in light of future experiments like
XENONnT, DARWIN, and future extensions. Finally, looking into small-scale structures, yet larger
than the local scale, we explore how exothermic processes in warm dark matter, specifically self-
annihilations of SIMPs and ELDERs, impact density profiles of dark matter halos in dwarf galaxies,
particularly focusing on how 2→ 2 and 3→ 2 reactions flatten these profiles, offering insights into
dark matter’s role on slightly larger scales.

This work provides new insights into the detection and characterization of axion andWIMP dark
matter, contributing to understanding their role in the cosmic structure and local distribution.
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Zusammenfassung

Diese Dissertation konzentriert sich auf die Untersuchung kleinräumiger Strukturen der Dun-
klen Materie. Einerseits analysieren wir sehr kleine Dunkle-Materie-Strukturen im Sonnensystem,
die durch zwei primäre Kandidaten, Axionen und WIMPs, gebildet werden. Wir untersuchen, wie
sich diese Teilchen klumpen und Signale erzeugen können, und testen ihre Nachweisbarkeit im Kon-
text aktueller und zukünftiger bodengebundener Experimente. Andererseits untersuchen wir die
Dichteprofile kleiner Dunkle-Materie-Halos, um das Kern-Krater-Problem zu adressieren, und set-
zen diese Strukturen in den größeren Zusammenhang der VerteilungDunklerMaterie auf kosmischen
Skalen.

Für Axionen untersuchen wir den Nachweis von Axionen-Minikluster mittels HaloskopMessun-
gen, um ihr Gravitationspotential und ihre Dichte zu bestimmen. Unsere Methode ermöglicht es, die
Axion-Photon-Kopplung und die Dichte der Dunklen Materie separat in einem einzigen Experiment
zu messen. Wir analysieren auch die Quantenzustände von Axionen-Dunkler-Materie mit Fokus auf
Axion-Kern-Wechselwirkungen und die Herkunft relevanter Oszillationsfrequenzen. Insbesondere
konzentrieren wir uns darauf, wie der Quantenzustand von Axionen experimentelle Beobachtun-
gen beeinflusst. Dabei analysieren wir Spin-Wechselwirkungen mittels eines Jaynes-Cummings-
Ansatzes und diskutieren geeignete Observable für Experimente wie CASPEr. Die gewonnenen
Erkenntnisse können jedoch auch auf andere experimentelle Aufbauten, wie Haloskop-Kavitäten,
extrapoliert werden.

Für WIMPs analysieren wir die zeitabhängigen Signaturen kleinräumiger Dunkle Materien
Klumpen, indem wir spektrale Dichten homogener und klumpiger Verteilungen vergleichen. Dies
hilft, potenzielle zeitabhängige Signale von Klumpen zu charakterisieren und die Nachweisbarkeit
im Hinblick auf zukünftige Experimente wie XENONnT, DARWIN und derenWeiterentwicklungen
abzuschätzen. Schließlich betrachten wir größere Strukturen im kleinräumigen Maßstab und unter-
suchen, wie exotherme Prozesse in warmer Dunkler Materie, insbesondere Selbstvernichtungen von
SIMPs und ELDERs, die Dichteprofile von Dunkle Materie Halos in Zwerggalaxien beeinflussen.
Wir konzentrieren uns dabei auf 2→ 2- und 3→ 2 Reaktionen, die diese Profile abflachen und neue
Einblicke in die Rolle Dunkler Materie auf etwas größeren Skalen liefern.

DieseArbeit bietet neue Erkenntnisse über denNachweis und die Charakterisierung vonAxionen-
und WIMP-Dunkler-Materie und trägt zum Verständnis ihrer Rolle in der kosmischen Struktur und
ihrer lokalen Verteilung bei.
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Chapter 1

Introduction

One of the biggest challenges in modern cosmology is understanding the nature of dark matter (DM).
The puzzle behind DM is characterized by questions about its composition, the type of interactions
DM may have, and how it is distributed on both large and small scales [3]. The DM discussion
emerged in 1933 when Fritz Zwicky conducted a study on the Coma cluster, in which he discovered
a very high-velocity dispersion within the cluster. This observation led him to conclude that, in order
to maintain the stability of the system, the average mass density in the cluster had to be higher than
the observed matter [4]. Subsequent investigations of rotation curves highlighted discrepancies in
expected versus observed mass distributions, hinting at an unseen gravitational influencer - dark mat-
ter [5]. Concisely, spiral galaxies exhibit consistent speeds of stars and gas beyond specific distances
from the galactic core. While rotation curves typically follow an anticipated rise and plateau pattern,
some deviate with unexpected steep rises, indicating an imperceptible gravitational influence. From
this point onwards, extensive measurements of galactic masses have been made to confirm that most
of the mass holding a galaxy is invisible [6–8].

In the late 20th century, a model including ordinary matter (baryons), a cosmological constant Λ
accounting for accelerating expansion, and a cold dark matter (CDM) component was proposed [9–
11]. This model is known as the ΛCDM standard cosmological model and has been widely accepted
for its ability to explain fundamental observations of the Universe. Notable achievements of the
model include the existence and structure of the cosmic microwave background (CMB) [12], the
accelerating expansion of the universe [13–15], as well as the observed abundances of hydrogen, he-
lium, lithium, and deuterium, which were formed during the Big Bang Nucleosynthesis (BBN) [16].
In particular, the model successfully explains the large-scale distribution of galaxies [17], attributing
it to a cold dark matter (CDM) component that constitutes about 30% of the Universe [18]. CDM
is characterized by its low temperature, resulting in negligible particle velocities before galaxy for-
mation, a feature that designated it ”cold”, distinguishing it from faster-moving candidates such as
neutrinos. This characteristic makes CDM the most robust candidate to date, especially because of
its compatibility with the observed ages of galaxies and the hierarchical formation of small galactic
structures [19–24].

While the model performs well in predicting various observational and theoretical aspects of the
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Universe, as we previously mentioned, it still faces important limitations in capturing and explaining
others [25]. Specifically, there are many challenges regarding the medium and small scales for cold
dark matter, mainly because better alignment between predictions derived from numerical simula-
tions and observational data remains a challenge [26, 27], due to limited observational data avail-
ability [25–30]. One of the main discrepancies is that simulations produce cusped internal density
profiles for halos, whereas low-mass galaxies have shallow or flat density cores. An interesting way
to reconcile these discrepancies involves exploring scenarios where the power spectrum asymptoti-
cally approaches specific slopes, affecting cluster collapses across mass ranges [31, 32]. The power
spectrum slope is sensitive to the formation and evolution of cosmic structures like galaxies, clus-
ters, and voids: a shallower slope favors larger structures, while a steeper slope favors smaller ones.
One other way to solve this is Fuzzy Dark Matter (FDM). FDM consists of extremely light scalars
that, in dwarf galaxy halos, for example, manifest a wavelike behavior that would avoid cusps due
to the Heisenberg uncertainty principle and that at large scales recovers the CDM behavior [33–35].
A further avenue of exploration that is of particular interest for one part of this thesis, is to con-
sider the possibility that DM is not entirely collisionless. This hypothesis suggests that interactions
or deviations from purely collisionless behavior could explain the observed discrepancies between
simulations and galactic observations. In this direction, the possibility of explaining the problem
by self-heating-dark-matter (mainly by 2 → 2 processes ) has been studied extensively [36–38].
Aligned to this idea, we explore candidates such as Elastically Decoupling Dark Matter (ELDERs)
that are also self-heating candidates that may undergo 3→ 2 processes, the so-called cannibalization
process [39, 40].This mechanism, which takes place in the inner, denser regions of dwarf galaxies,
injects kinetic energy and heats the particle medium. This results in a redistribution of the energy
density, which can explain the absence of the cusp.

Another issue concerning small scales arises from the discrepancy between simulations and ob-
servations, where models predict more dwarf galaxies than the observed. This phenomenon, known
as the missing dwarf problem [41], raises the question of why substructures should be disrupted in
galactic halos and how dark matter is distributed in such scales. In addition, there are unresolved
issues at even smaller scales, such as the scale of the Solar System, where the properties and distri-
bution of dark matter remain poorly understood.

Dark matter is generally believed to be sparsely distributed and diffuse across the Universe,
which means that structures like dark matter subhalos or minihalos are difficult to detect due to their
low density. Their faint gravitational effects and minimal interaction with ordinary matter make them
challenging to observe. Furthermore, detecting and characterizing such structures requires extremely
high precision and sensitivity. These, along with the background noise from various astrophysical
sources, such as stars, galactic dust, and other celestial objects, make distinguishing faint signals
from dark matter structures a significant challenge.

These challenges motivate us to explore the nature of such small DM structures, and we do so by
studying viable dark matter candidates such as weakly interacting massive particles (WIMPs) [42]
and Axions [43], that can also naturally account for very small structures. These two dark matter
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candidates we have mentioned, WIMPs and Axions, have remained very relevant in the field and
are the focus of our study. For this reason, we have studied specific characteristics of detectable
signals for these candidates in some experiments. In this way, our goal is to understand, based on
the imprints that these candidates are likely to leave in ground-based experiments, the distribution of
dark matter in our locality. This study is particularly important because some experimental efforts
are underway to detect these dark matter candidates, and we aim to test whether they can provide
additional insights. Moreover, we emphasize that these experiments have the potential to detect small
clumps of dark matter in the neighborhood of our Solar System. While we explore this possibility
in this thesis, it is worth clarifying that the detection of structures like axion miniclusters has already
been studied by others [44–47].

This work gains significance as ongoing experimental efforts aim to detect these candidates.
Specifically, WIMPs have long been considered one of the most promising ones. This is partly due
to their weak interactions with the Standard Model (SM) and the potential for detection via elastic
scatterings on Earth. Some popular versions of WIMPs include a fourth-generation neutrino [48,49],
Super-symmetric WIMPs like the neutralino [50, 51], and simple extensions to the standard model
such as odd scalar singlets underZ2 symmetry [52], among others. Although these models have been
the subject of extensive studies, their status in current research remains inconclusive; nonetheless,
the research for WIMPS continues. The latest and most significant experimental effort planned to
expand and cover the range of parameter space of WIMPs is known as DARWIN [53]. This ex-
periment stands out as another search that has the potential to observe sub-structures by detecting
DM through weak/feeble interactions with the Standard Model (SM). While it offers excellent sen-
sitivity to the WIMP-nucleon cross-section, its ability to detect small-scale structures is ultimately
limited by irreducible neutrino backgrounds. Despite these, DARWIN’s high sensitivity makes it a
potential tool for detecting substructures, though future extensions of this capability will likely be
needed to probe the small-scale dark matter distribution. One of the goals of this thesis is to study
very small dark matter structures in the solar system neighborhood, focusing on WIMPs. We ex-
amine particle-like DM interactions within ground-based detectors, we test the detectability of such
structures. Comparing this analysis with recent direct detection projections, we aim to determine the
minimum detection time required for identifying these very small dark matter structures.

As mentioned above, a second type of DM candidate in which we are interested are axions.
These were initially proposed to solve the strong charge-parity (CP) problem but have emerged as a
promising dark matter candidate. They are electrically neutral cold bosons, exhibiting slow-motion
characteristics that make them suitable for this role. In addition, axions offer increased opportunities
for detection in a wide range of experiments [43]. In the context of axion dark matter searches,
experiments such as ADMX [54] offer a promising approach to take advantage of the high spectral
sensitivity of axion-photon conversion power spectrum measurements. These measurements enable
the exploration of parameters associated with the axion and facilitate the refinement of local astro-
nomical measurements. For example, some studies have demonstrated that substructures observed
in simulations of Milky Way-like halos exhibit distinct features in the resolved axion power spec-
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trum [55]. In this thesis, we measure the coupling of dark matter axions using a single haloscope
experiment, such as ADMX, focusing on detecting axion miniclusters to determine the coupling
parameter gaγγ . Since measurements typically yield a combination of the coupling gaγγ , and the
minicluster density ρ, disentangling these two quantities provides valuable insights into both the
coupling strength and the contribution of axions to the overall dark matter density in the galaxy.

Continuing on axion detection, nuclear resonance experiments can offer further understanding
of the dynamics of the axion field, exploring its interaction with nucleons [56,57]. Approaching fun-
damental aspects of the axion, in our case, by exploring the coupling with nucleons, could provide
valuable insights into the quantum behavior of these particles. This exploration has the potential to
gain insights into how axions distribute among different energy levels and gives some understanding
of how these dynamics could impact measurements in DM detection experiments. Beyond this fun-
damental view, exploring concepts like coherent states, energy eigenstates, and occupation numbers
in the study of axions serves as a first step toward understanding the formation of structures. These
structures could potentially serve as constituents of DM, such as axion stars and axion miniclus-
ters. Concretely, we explore how the quantum mechanical nature of axions, specifically in scenarios
where Earth’s gravitational field binds them, impacts experiments aimed at detecting these particles,
such as the Cosmic Axion Spin Precession Experiment (CASPEr). [56]. This scenario is challenging
since detecting axions bound to Earth’s gravity is extremely difficult due to their subtle interactions.
While most axions are not expected to be bound to Earth, exploring the scenario of bound axion
states can still provide insights that may apply to more general cases. So, studying the time evolu-
tion of signals in axion dark matter experiments from a quantum perspective is an initial step into
comprehending axion dynamics and anticipates potential signals arising from interactions.

This thesis is organized as follows. In Chapter 2, we review the DM candidates to be studied and
some direct detection experiments that can be adapted for the direct search of small structures. In
Chapter 3, we review the axion as a DM candidate. Specifically, we consider how the direct detection
of an axion mini cluster can provide insights on the dark matter fractions inferred from its gravita-
tional potential (and density). Similarly, we study the quantum nature of the oscillation frequencies
present in some Nuclear Magnetic Resonance (NMR)-like experimental setups when considering
axions occupying the ground state of the Earth’s potential. Chapter 4 studies the detectability of
small dark matter structures for WIMPs using sensitivity projection curves from experiments such
as DARWIN. Chapter 5 briefly examines the density profile of dark matter halos, reviewing the cusp
problem by proposing DM overlying 3 to 2 processes. Finally, in Chapter 6, we summarize and
conclude the work done throughout this thesis.



Chapter 2

Dark Matter Preliminaries

In chapter 1, we have discussed that there is a non-baryonic matter component in the Universe [3–8,
58–61]. A further understanding of the density distribution of DM and its measurement is a challeng-
ing task, mainly because of the lack of observational data. Several relevant studies have investigated
the energy density in small and large-scale DM structures, such as Refs [62–69]. These studies
explore a wide range of factors contributing to the dark matter energy density. They range from
valuable contributions to the study of techniques to detect smaller dark matter structures like subha-
los and clumps in the MilkyWay and galaxy clusters, to the cosmological implications of identifying
dark matter clumps, strings, and domain walls. These, and multiple other works we will mention in
this thesis, motivate us to continue in this line of study.

In the following, we review the dark matter candidates of interest to us, Axions and WIMPs,
to study in the following chapters (Chapter 3 and Chapter. 4, 5, respectively) the contribution to the
local dark matter density energy based on the potential of these candidates to explain small structures.
We also review in the following some specific direct detection configurations to which our study can
be applied. The brief review we give below is in the framework of standard cosmology.

2.1 Dark Matter Candidates

When describing a DM candidate, one has to consider characteristics coming from macroscopic
features inferred from astrophysical evidence. In general, DM should have either suppressed or
absent electromagnetic interaction since there is no evidence of photons scatterings [70–72]. Another
characteristic is that we have not seen collision products from these particles, so in principle, DM is
assumed to be collisionless. However, the possibility that dark matter has self-interactions or some
fraction of the total darkmatter has them, is not entirely ruled out and can still be explored [36,73–75].
Another characteristic is that DM is considered cold, i.e., non-relativistic. This assumption aligns
with the structure formation hierarchy [76–78]. More specifically, a cold DM candidate enables
density perturbations in the early Universe to grow linearly towards the matter domination period,
providing early potential wells that launch the growth of baryonic matter density perturbations [79].

Another essential matter concerns the vast range of masses allowed for the candidates to have.
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6 Dark Matter Candidates

This can be taken as an advantage since it allows for exploring many options and amplifies the
experimental research opportunities. From this perspective, one can explore two major approaches
regarding treating dark matter: considering it either as a particle or as a wave, depending on its mass.
When considering low mass particles with masses, for example, with masses around 30 eV [80] or
lighter, their de Broglie wavelength becomes larger than the average distance between particles at
a given location. As a result, in this specific location, these particles can be effectively treated as
classical waves. This is, for example, the case of axions. Axions are quantum field bosons, which
allows for large excitations in specific field modes, that is, large occupation numbers. Each mode
corresponds to a distinct momentum or energy state of the axion. The collective behavior arising
from the combination of these modes gives rise to the overall wave-like characteristics observed in
axions.

In contrast, if we consider a description of individual particles that are more massive than the pre-
vious case, dark matter is described in the particle-like framework [81]. What makes it particle-like
is that these particles are localized with well-defined positions and momenta, allowing them to be-
have as individual entities. In this case, DM can interact with other particles through various forces1,
such as the weak nuclear force in the case of the traditional WIMP; they are also nonrelativistic, and
on cosmological scales, particle-like DM is often assumed to behave as a collisionless fluid2. This
distinction leads to different interpretations and theoretical frameworks for understanding the nature
of dark matter. We explore in this thesis both sides, acknowledging WIMPs for particle regime,
Sec. 2.1.1, and axions for the wave description, Sec. 2.1.3.

In what follows, we discuss in detail how to produce WIMPs and how to detect WIMPs and
Axions (we return to the axions and its detection also in Chapter 3). We focus especially on the
experimental setups relevant to this thesis and make a special mention of the experiments that can
be used to detect very small DM structures in our vicinity.

2.1.1 WIMPs and other particle-like candidates

WIMPs consist of a dominant fraction of cold, stable, massive, non-relativistic DM expected to
interact only weakly with the SM. For our discussion, any DM particle-like candidate detectable by
the elastic scatter of a DM particle off a nucleus, or simply by a single register of clicks on a detector,
is considered a WIMPs, as we study in Chapter 4. These candidates encompass weakly and feebly
interacting particles, self-interacting particles, and cold thermal relics, usually known as elastically
decoupling relics (ELDERs)3, [39, 42, 74, 83].

One of the most popular mechanisms to produce such particles is the so-called freeze-out, which
operates as a thermal production mechanism and provides a predictive framework for understanding

1Axions, of course, also have interactions that we will discuss in detail in Sec. 2.1.3
2Notably, the collisionless fluid approach can also apply to wave-like dark matter if the mass is not too low, allowing

such fields to retain coherence while acting similarly to collisionless particle ensembles on large scales
3ELDERs are cold thermal relics whose abundance is set by their elastic scattering cross-section with Standard Model

particles. Their decoupling occurs when the scattering rate drops below the Hubble expansion rate, with their final density
determined by the efficiency of this process rather than annihilation [82]
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the relic abundance of particles in the universe. In this scenario, DM is initially assumed to be in
thermal equilibrium with the visible sector during the early stages of the universe. However, as
the universe expands and the interaction rate decreases, the chemical equilibrium can no longer be
maintained, leading to the decoupling of DM from the plasma. In the following, we will explain in
more detail the freeze-out mechanism, alongside a brief mention of an alternative mechanism called
freeze-in.

Freeze-out

The freeze-out process applies to thermal relics, which are particles that share the same energy spec-
trum as the surrounding plasma in thermal equilibrium until they decouple. As the universe expands
and cools, the interaction rates among particles gradually decrease and become comparable to the
Hubble expansion rate, Γann ∼ H [9,84]. This causes the particles to decouple from the thermal bath
because the interactions become inefficient at this moment, and particles are no longer in chemical
equilibrium with the surrounding medium. This allows the relic particles to freeze out and retain
their abundance, preserving it as the universe continues to expand and cool.

To study the dynamics of the freeze-out process, we study the Boltzmann equations for radiation
and DM particles. These equations provide a framework for understanding the interplay between the
expansion of the universe, the annihilation rate of DM particles, and the thermal equilibrium between
radiation and dark matter during the freeze-out phase [9],

dρR
dt

= −4HρR + ⟨σannv⟩⟨E⟩(η2DM − η2DM,eq), (2.1)

dηDM
dt

= −3HηDM − ⟨σannv⟩(η2DM − η2DM,eq), (2.2)

where ρR is the radiation energy density, ⟨E⟩ is the averaged energy of DM particles annihilating
and η is the number density of DM particles. From here we can obtain an approximate formula for
today’s DM abundance,

ΩDMh
2 ≃ ρDM

ρc
h2, (2.3)

where ρc ≈ 8 × 10−47h2G6 is the critical density. Given the annihilation rate Γanh = ηDM⟨σannv⟩,
one can express the abundance as, see [9],

ΩDMh
2 ≃ mDMηDM(T0)

ρc
h2 =

T 3
0

ρc

xf
Mp

h2

⟨σannv⟩f
, (2.4)

where the entropy density goes as s ∼ T 3 , T0 ≈ 2.3×10−13GeV is the temperature of the Universe
today, xf = mDM/T at freeze out. The velocity considered in the thermal average represents the
relative velocities between the two particles in the center of mass frame.

Now, the popularity of WIMPs comes from the following reasoning. Assume that in the moment
of freeze-out the number density of particles corresponds to the non-relativistic number density [86]
and that the range of masses to considered is between 100GeV− 10TeV, which is a scale of masses
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Figure 2.1. Evolution of DM abundance in the early universe inspired by [85]. Here are the freeze-
out (solid lines) and freeze-in (dotted lines) are represented as a function of x = m/T , for several
rates for mχ = 100 GeV and the solid gray line represents the equilibrium distribution. The cor-
responding rates for each case, WIMPs(solid lines) and FIMPs (dashed lines), are indicated above
each line.

accessible experimentally [42]. One can roughly estimate xf ≈ 30, by considering that the number
density of DM particles is equal to the non-relativistic equilibrium number density around freeze-
out, ηDM ∼ ηDM,eq ∼ g(mDMT/2π)

3/2 exp (−mDM/T ), where g is the degrees of freedom. Then
taking (2.4) for ΩDMh

2 ≈ 0.12 one gets,

x
3/2
f e−xf ≈ 10−8

mDM
. (2.5)

This value gives [42, 87, 88],

⟨σannv⟩f ≈ 3× 10−26cm3/s, (2.6)

which remarkably coincides with the electroweak scale. In Figure 2.1 we present an illustrative
example, showing the behavior of WIMPs (solid lines) before and after decoupling and the freeze-
out of relic densities for different annihilation rates. As the annihilation rate is closely related to the
interaction coupling with SM particles λ, the behavior of the solid lines in Fig 2.1 points to the fact
that the relic density will increase for a smaller λ. Such behavior is not sustainable because the relic
density should go to zero rather than infinity as the coupling goes to zero. This is because dark matter
should interact with other particles to be thermally produced in the early Universe. Therefore, other
well-motivated alternative frameworks for the WIMP paradigm can be proposed.

One alternative to explain the relic abundance of DM for the same mass range is through Fee-
bly Interacting Massive Particles (FIMPs). Unlike WIMPs, FIMPs do not reach thermal equilibrium
with the rest of the particles in the universe. Instead, they are produced through collisions or de-
cays of other particles within the thermal plasma. The production process becomes inefficient as the
interaction rate decreases, leading to a freeze-in mechanism [89]. The distinction between Feebly



Dark Matter Candidates 9

Interacting Massive Particles (FIMPs) and Weakly Interacting Massive Particles (WIMPs) is signif-
icant. FIMPs are never in thermal equilibrium with the existing plasma, and they freeze in with a
yield that increases as their interaction strength with the thermal bath becomes stronger, as depicted
by the dashed lines in Figure 2.1. In contrast, WIMPs freeze out with a yield that decreases as their
interaction strength increases. This difference is related to the coupling (λ) with the SM: WIMPs
have a coupling of around λ ∼ 10−4 to annihilate, while FIMPs have a coupling of approximately
λ ∼ 10−11 for decay or collision processes [83]. Although both scenarios are valid, thermal relics
like WIMPs are typically more experimentally accessible since they have larger couplings with the
SM.

Existing strategies for detectingDMencompass awide range of approaches, from direct detection
(DD) experiments conducted in laboratories to the search for indirect signals arising from dark matter
annihilation or decay. These strategies rely on the assumption that DM consists of a gas composed
of freely moving particles with a sufficiently high number density. This high density facilitates the
detection of rare DM events by generating a significant flux of DM, thus also giving us insight into
the DM distribution. In the following subsection, we will focus specifically on DD experiments for
particle-like DM candidates.

2.1.2 WIMP Detection

To detect DM and measure its properties, such as mass, coupling, and interaction cross-section with
the SM, several approaches can be taken. One method, known as indirect detection (ID), involves
detecting the decay/annihilation products of DM in regions with high DM density, such as the galac-
tic center [90–92]. Furthermore, an exciting option that is very relevant for this thesis is direct
detection, where ultra-sensitive experiments aim to detect individual DM-WIMP nucleus scattering
processes [93–95]. The concept of direct detection was first proposed by Goodman and Witten [96],
who suggested that DM can elastically scatter off atomic nuclei, leading to detectable nuclear recoils.
In the following, we will briefly discuss the principles of DD.

DD focuses on searching for scatterings between DM and nuclei in a detector. Since DMparticles
move at non-relativistic speeds in the halo, the recoil energy of the nucleons can be estimated as,

ER =
1

2
mDMv

2 4mDMmN

(mDM +mN )2
1 + cos θ

2
, (2.7)

where mN is the mass of the target. The maximal energy is then achieve when mDM = mN in a
frontal collision, so ER max = (mDMv

2)/2. The number of events expected after and observation
time t, can be understood as the product of the DM flux times the number os targets NT times the
scattering cross-section, N = ϕNtσt. The energy spectrum can be obtain by making explicit the
energy dependence as,

dN

dER
=

ρ0M

mDMmN

∫ vesc

vmin

dv⃗f(v⃗)v
dσ

dER
, (2.8)
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whereM is the target mass of the detector and f(v⃗) is the velocity distribution function for the par-
ticles . All the velocities are well defined, and there is an extended study of this velocity distribution
in Refs [97–100].

We are particularly interested in studying the strength of the interaction because the amplitude
of the recoil spectrum depends on it. More specifically, when a WIMP interacts with a nucleus in
a detector, it imparts momentum to the nucleus, causing a recoil. If the WIMP’s scattering cross-
section is large enough, it can interact coherently with several nucleons simultaneously, provided the
WIMP’s de Broglie wavelength is comparable to or larger than the size of the nucleus. This coherent
interaction leads to constructive interference of the scattered signals from the individual nucleons.
The amplitude and shape of the recoil spectrum observed in detectors depend on the distribution of
momentum transferred during the interaction. The study and analysis of such momentum transfer is
important in discriminating between background events and potential dark matter signals [101,102].
It is important to point out that the interaction of interest is unknown, so to be general, the cross-
section must include spin-dependent (e.g axial-vector) and independent (e.g. scalar) coupling [103],

dσ

dER
∝ (σSDF

2
SD(ER) + σSIF

2
SI(ER)). (2.9)

The factors FSD and FSI account for the loss of coherence that can occur in the interaction
with heavy targets. The loss of coherence is caused when the de Broglie wavelength of the WIMP
gets reduced by large momentum transfers, λ = 1/q, so only part of the nucleus participates in the
interaction. In the spin-independent case, for example, one has,

σSI = σn
µ2

µ2n
A2, (2.10)

where σn is the WIMP-nucleon cross section, µ is the reduced mass, µn is the reduced mass of the
WIMP-nucleon system and A is the atomic number of the nucleus. This expression assumes that
the coupling strength of neutrons and protons is equal. From Eq. (2.10), we see that the heavier
the target nuclei, the higher the event rate [104]. The minimum detectable interaction cross-section
between dark matter and nucleons in the target material typically characterizes the sensitivity of
a direct detection experiment [93, 105, 106]. Different mass ranges can have distinct effects on the
sensitivity of direct detection experiments. Heavier particles can transfer more energy to the detector
upon interaction, resulting in more significant detectable signals. This is the case for DM particles
with masses in the range of GeV to TeV.

The sensitivity of direct detection experiments can be challenging for DM with masses in the
range of MeV to GeV; see Fig. 2.3. The sensitivity typically exhibits a characteristic shape reflecting
the detector’s response to different dark matter masses and interaction cross-sections. At lower dark
matter masses, the sensitivity curve often appears relatively flat. This is because lighter particles
result in lower energy depositions, making the detector less responsive to interactions. However, the
number density of dark matter particles compensates for this, allowing for some sensitivity in this
region. As the dark matter mass increases, the sensitivity curve rises sharply until the sensitivity
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peaks at a particular dark matter mass. The detector is most efficient at detecting DM interactions
at this optimal mass range. Beyond the peak sensitivity point, the sensitivity starts to decline. This
decrease is due to the reduced interaction rates and energy depositions of heavier darkmatter particles
into the detector.

Independent of this, to generate a signal, one must account for the energy loss during the inter-
action, as a significant portion of the recoil energy is transferred to the target material in different
forms. A part of this recoil energy is lost to heat, specifically due to nuclear interactions, where
the energy is transferred to the nucleus, causing atomic motion. This is referred to as nuclear loss.
Additionally, some of the recoil energy is transferred to electrons, ionizing the target atoms, which
is referred to as electronic loss. The total energy loss is then the sum of these two components,
i.e., dEtot = dEelec + dEnucl. Detectors based on the noble liquid Xenon, exploit different targets
and model both heat losses, e.g., cryogenic detectors [107], and ionization, e.g., Noble Liquid De-
tectors [108]. In what follows, we will focus on experimental setups such as the one for XENON
nT [109] and DARWIN [53], because these experiments represent state-of-the-art technologies in
the search for direct dark matter interactions. These detectors are also capable of minimizing back-
grounds through various shielding and signal identification techniques, enhancing their ability to
detect rare interactions and providing a good chance to test very small DM structures as we study in
Chap. 4.

Noble Liquid Detectors

Detectors detect mechanical movement or recoil of the material itself, which results from themomen-
tum imparted to the target during the interaction. This recoil can be detected through various means,
such as thermal signals in cryogenic detectors. The combination of light and ionization signals pro-
vides a way to identify the type and energy of the interaction, while the mechanical recoil helps to
quantify the momentum transfer. The interaction products, such as excited states of atoms or ion-
ized atoms, can also contribute to these signals, but the primary focus is on detecting the momentum
transfer and subsequent material movement.

Noble gases are known for their stability and inertness because they possess a full valence shell of
electrons. However, under certain conditions, noble gases can be easily ionized. Some cases in which
ionization can occur are through electron impact, photon absorption, or thermal ionization [110,111].
In particular, Argon and Xenon are good DM targets when liquefied. The idea of such a detector is
to detect photons coming from the de-excitation of the products of the interaction. More specifically,
when an interaction occurs within the target material, it can create excited states X∗ and ionized
atomsX+. These excited states have the potential to combine with neutral atoms within the material,
forming diatomic molecules in excited states, X∗

2 . These excited diatomic molecules subsequently
decay to lower energy states, emitting ultraviolet photons. The detection of these emitted photons
serves as a signal for the original interaction within the detector [108, 112],

X∗ +X−→ X∗
2 → 2X + hv. (2.11)
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Figure 2.2. Dual-phase TPC Detector using the liquid noble gases argon or xenon as WIMP target.
Illustration taken from [112].

Now, the ionsX+ can also combine with neutral atoms and form ionized moleculesX+
2 . Using

a strong electric field one can remove the ionized electrons to avoid the formation of excited states
that will decay as indicated above,

X+ + e−
+2X−−−→ X+

2 +X
+e−−−−→ 2X +X∗ + heat→ 4X + hv. (2.12)

Dual-phase time projection chambers (TPC), see Fig. 2.2, by detecting both scintillation light
and ionization produced by particles, can provide complementary information that enhances the pre-
cision and resolution of energy measurements, like distinguishing different types of particles and
interactions, for the purpose of background rejection, improving the overall performance of the de-
tector. Such detectors observe the scintillation signal S1, by placing arrays of photo-multiplier tubes
(PMTs) above and below the target tank. An electric field is created on the liquid part of the target to
remove the ionization electrons and deviate them to the top of the detector where the gas is. An addi-
tional field is required to drive electrons into the gas phase, where a secondary scintillation signal S2
can be detected. This signal is proportional to the number of electrons and measured with the PMTs.
The study of the ratio S2/S1 and ionization density leads to the ability to distinguish electronic from
nuclear recoils [113].

The XENON collaboration currently operates liquid Xenon at the Gran Sasso Underground
Laboratory (LNGS). Starting from liquid dual-phase time projection chambers (TPC) such as the
XENON10 [114] and XENON100 [115, 116], the collaboration is now operating with a ton-scale
target that is until now, the most sensitive DM detector. Since 2020, the update phase of such experi-
ment has been operating with 3x times larger target mass able to reach a lower background [117,118].
DARWIN, a future update, projects for an exposure of 200t× y (ton-years), that a spin-independent
WIMP sensitivity of 2.5× 10−49cm2 can be reached at a WIMP massmχ = 40GeV/c2. The DAR-
WIN experiment aims to achieve very high time resolution capabilities of the order of milliseconds to
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microseconds4 [118]. The new sensitivity projected in this experiment could differentiate between
individual particles and small clusters of particles. In the context of this thesis, this means that it
would be possible to test the presence of tiny structures within the dark matter distribution.
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Figure 2.3. Projections for DARWIN experiment(solid line), together with upper limits on the
spin-independentWIMP-nucleon cross section for XENON1T (black dashed line), XENONnT (gray
dashed line) and LUX (purple solid line), adapted from [53, 112, 119], respectively. The black dots
represent benchmark points with masses and couplings not yet excluded for which, in a very simpli-
fied way, we have estimated the number of usable events that would be obtained at an exposure of
200t×y (ton-years) and fixed cross section 2×10−48cm2. The corresponding number of events are
16, 21, and 6 for WIMP masses of 20GeV/c2, 100GeV/c2 , 500GeV/c2.

Building on the idea of potentially testing very small dark matter structure, we take a look into
the corresponding number of detectable events expected for DARWIN. In the case WIMP masses of
20GeV/c2, 100GeV/c2, 500GeV/c2 the number or events are 154, 224, and 60, respectively. They
used a fixed cross-section of 2× 10−47cm2 and exposure of 200t× y (ton-years) for estimating the
number of usable events we mentioned above. Such a cross-section is close to the sensitivity limit
of XENON1, as shown in Fig. 2.3. We return to this data later to estimate the detection time of
small clumps; see Table 4.3. In order to project later (see, Chapter 5) on possible detections of small
clumps, we can roughly estimate the number of events for a cross-section close to the XENONnT
limit 2 × 10−48cm2, assuming the same exposure as before is 16, 21, and 6 for WIMP masses of
20GeV/c2, 100GeV/c2, 500GeV/c2, respectively. Increasing the exposure to 500t × y improves
this sensitivity to ∼ 1.5 × 10−49 cm2. DARWIN project [53] is a proposal to explore the entire
parameter space available for WIMPs, thus providing a great opportunity to test this candidate, as
well as providing a chance to detect small structures due to its sensitivity and projected detection
time. Another important alternative, with a lot of power to detect low recoil energies, is the LZ
project [120]. AS a concrete example, we study the DARWIN case in Chapter 5, where we estimate
and show in Table 4.3 projection of observation times for small structure detection, using the above
mentioned sensitivities.

4The exact achievable time resolution may vary based on specific detector configurations and experimental conditions
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2.1.3 The QCD Axion and other wave-like candidates

The QCD axion and other Axion-like-particles (ALPs) are good DM candidates. One statement
that can help us guide our discussion is the fact that for every particle, there is a wave and vice
versa, and in the axion case, the wavelength of matter waves can be large λ = 1/mv. This allows
multiple axions to occupy the same quantum state. As the occupation number of these axions grows
to macroscopic levels, meaning the number of axions in the same state becomes large enough that
quantum mechanical effects average out, they can be effectively described by a classical field rather
than a quantum field theory. This classical description emerges because, at macroscopic occupation
numbers, the quantum mechanical wavefunction becomes sharply peaked, i.e highly localized in
phase-space. In this limit, the quantum fluctuations become negligible, and the axion field behaves
as a classical field described by a continuous wave. Therefore, axions are an excellent example of a
DM wave-like candidate on which we will focus a large part of this thesis.

Axion DM consists of energy stored in both the spatial and temporal gradients of the axion field,
which, along with its mass energy, contributes to the total energy density of dark matter in the Uni-
verse. The spatial gradients of the field are typically much smaller in comparison to the mass energy,
but they still play a role in defining the dynamics and distribution of axions. The cosmological evo-
lution of the axion, a crucial aspect for our analysis of small structures, will be the focus of an entire
section 3.1. This section will underscore the significance of understanding the axion’s cosmological
evolution in the broader context of dark matter research. In the following, we will give some details
about the QCD axion, which is of particular interest to us.

TheAxionwas originally proposed as a dynamic solution to the strongCP problem [121]. Briefly,
the problem arises when considering the Lagrangian of QCD. After imposing gauge symmetries,
local symmetries, the particle content, and including all renormalizable hermitian operators, the θ-
term is allowed [122],

LQCD = θQCD
g2

32π2
Tr[FµνF̃µν ], (2.13)

where F is the strength tensor, F̃µν = ϵαβµνFαβ its dual and the trace is running over the group
generators. The θ-term is a topological term since it is a total derivative and does not affect the
classical equations of motion. Quantum mechanically it has implications, for example, it allows CP-
violating interactions such as the neutron electric dipole moment (EDM), dn. From theory, dn ∼
×10−16θQCD ecm, where e is the electron charge [123], and the experimental constrained is |dn| <
2.9 × 10−26, suggesting θ ≤ 10−10 [124–127]. The smallness of the θQCD parameter in the QCD
Lagrangian is considered fine-tuned because its natural value is expected to be of order unity, as there
is no intrinsic mechanism in the theory to suppress it. The smallness of θQCD is then the cornerstone
of the matter, see App A.1.1.

Recently there has been some discussion as to whether the CP problem really exists, and some
alternative explanations have been given [128–131]. In this thesis we follow the standard assump-
tions, and to do so we consider the most popular solution that was proposed by Peccei-Quinn in
1977, and it is obtained by minimally extending the SM with a new global symmetry that is classi-
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cally conserved, U(1)PQ under which some quarks are charged, inducing a chiral symmetry that is
anomalous [121,132–134]. To break the symmetry a complex scalar field is included, ϕPC = |ϕ|ea/fa

with a potential, Fig 2.5a,

V (ϕPQ) = µ

(
|ϕ|2 − f2a

2

)2

, (2.14)

where fa represents the scale for the spontaneous symmetry breaking of U(1)PC, and a becomes the
Nambu-Goldstone boson of the broken symmetry, known as the axion. As a consequence the axion
has then a shift symmetry, Fig 2.5b, so that,

a→ a+ ⟨α⟩fa, (2.15)

where ⟨α⟩ is dimensionless parameter with the range 0 ≤ ⟨α⟩ ≤ 2π [133, 134]. This means that
its value can be shifted by a constant without affecting the physics of the system. It ensures that
the axion potential is periodic and allows the axion to have a naturally light mass. Now the U(1)

chiral current is not conserved and therefore the axion field acquires anomalous coupling to gluons
as shown in Fig 2.4. The Lagrangian becomes,

L ∝ 1

2
∂µa∂

µa+ Lint[∂µa/fa,Ψ] + (θ + ξ
a

fa
)
g2

32π2
Fµν
a F̃ a

µν , (2.16)

with Ψ are quarks fields. From here, one can see that the potential of the axion has a minimum at
−θfa/ξ. Therefore, 〈

∂Veff
∂a

〉
= − ξ

fa

g2

32π2
⟨Fµν

a F̃ a
µν⟩⟨a⟩=− fa

ξ
θ
= 0. (2.17)

Figure 2.4. Axion-gluon- gluon coupling diagram.

At this point, where the effective potential derivative is zero, the CP-violating term in the QCD
Lagrangian arising from FF̃ is zero, and therefore solves the strong CP problem, see App A.2.

In what follows, we will briefly summarize the interactions of the axion with the standard model
relevant to the experimental searches and the approaches to describing dark matter as an axion per-
tinent to this thesis.
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V

(a) Potential of the PQ field.

V

(b) Broken Axion shift symmetry.

Figure 2.5. In the left panel an illustration of the potential of PQ field after symmetry breaking is
shown. The right panel illustrates that after symmetry breaking, when the QCD effects take place,
the potential shifts or deforms, leading to a non-zero minimum at ⟨a⟩ = −θfa/ξ. The right panel,

exaggerates the shift for illustrative purposes.

Axion interactions with SM

A general interaction Lagrangian at low energies [135–137],

Lint = −
gϕγγ
4
ϕFµνF̃µν + i

∑
f=n,p,e

gϕf
2mf

(∂µϕ)Ψfγ
µγ5Ψf − i

∑
f=p,n

gϕfγ
2mf

ϕFµνΨfσµνγ5Ψf ,

where gϕf are dimensionless under this convention, gϕγγ has mass-dimension−1 and gϕfγ has mass-
dimension −2 [138]. All the couplings are proportional to 1/fϕ, one can introduce dimensions-less
couplings to see explicitly,

gϕγγ ≡
α

2π

Cϕγγ

fϕ
, gϕf ≡

Cαfmf

fϕ
, gϕfγ ≡

Cαfγ

fϕ
. (2.18)

Estimations of the values for the coupling constants mentioned above can be performed for KSVZ
and DFSZ models throughout some QCD calculations (see Ref [139]).

Of particular interest are the observational implications of the interactions of the axion with the
SM. In the following, we briefly outline the interactions and some experiments of interest.

Axion-Photon coupling

The axion to photon coupling, gϕγγ , describes, in principle, a decay of one axion into two photons
ϕ → 2γ, with frequency per photon of ω = ma/2. For the axion DM case, the breaking scale is
sufficiently large so that the lifetime of the axion is longer than the age of the universe. Nonetheless,
this coupling also describes the axion mixing to a photon in the presence of strong electromagnetic
fields. This process is known as the Primakoff effect. One of the experimental techniques to access
this channel, consists of a laser directed through a strong magnetic field toward a wall. The photons
in the magnetic field can convert into axions, and very weakly interacting axions can penetrate the



Dark Matter Candidates 17

Figure 2.6. Axion decay into photons. Left) Decay in vacuum. Right) Inverse Primakoff effect in a
static magnetic field (B0).

wall. If a strong magnetic field behind the wall is applied, the axions can convert them back into
detectable photons; such experiments are called light shining through a wall (LSW) [140–143].

For DM axions, one can use the inverse Primakoff effect Fig. 2.6, by using a microwave cavity
with a strongmagnetic field as a haloscope, assuming that axions permeate the Earth constantly [144].
The idea is to induce a resonant mixing with photons to produce a microwave signal; later in this
chapter we go into more detail on this topic. ADMX [145, 146], has been the leading contributor to
the search for axion cold dark matter. It consists of a large superconducting solenoid, with the field of
∼ 7.6Tesla. Asmentioned above, when the axion field interacts with this strongmagnetic field inside
the cavity, it can convert into a photon. This conversion process is governed by the Primakoff effect
to convert dark matter axions into low-energy photons. A cylindrical microwave cavity is used to
resonate the decay signal, coupled to an antenna, to maximize such signal. Some limits on the axion-
photon coupling in a parameter range were reported [54, 147, 148]. In Section 2.1.4, we discuss in
more detail the haloscope experimental setup, which is very relevant for studying objects like axion
miniclusters. This setup not only provides a detection opportunity but also offers valuable insights
into these structures. The experiment enables precise measurement of the energy spectrum, allowing
us to potentially determine the depth of the gravitational well during encounters with gravitationally
bound objects. In Section 3.3, we use this method to reconstruct the axion coupling and further
explore its implications.

Axion-Nucleon coupling

The axion coupling to nucleons provides some interesting new concepts that could be tested. Mainly,
it can be probed indirectly in astrophysics through the effects on the cooling of neutron stars and
from the analysis of the observed neutrino signal in supernovae [149–155]. In this case, the crucial
process is nucleon-Bremsstrahlung n+ n→ n+ n+ a. Some limits on the coupling can be found
in Ref. [156].

For the purposes of this thesis the crucial feature is that DM direct is also possible considering
the interaction of the DM axion background field with the spin of the nucleon. An experiment of
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particular interest devoted to this direct search is CASPEr [157]. CASPEr, uses an NMR technique
to search for axion dark matter, see Sec 2.1.4, based on dark-matter-driven spin precession. The
interaction here is treated considering first a magnetic field B as a driving field. Then, a sample
of polarized nuclear spins with an initial magnetization oriented by a leading field, B0, is taken. If
the Larmor frequency, ωL = γIB0, where γI is the gyromagnetic ratio of the nucleus, is equal to
the frequency of the driving field B, the nuclear spins will perform precession into the transverse
plane. The resulting precessing magnetization generates a magnetic field that a suitable detector can
measure. We use this approach in Section 3.4.1 to explicitly check and discuss how the signals and
the different relevant time scales expected from the standard classical calculation arise in a quantum
mechanical picture for this type of axion experiment.

In what follows, we will detail some direct detection experiments that are of interest to this thesis.

2.1.4 Axion Direct Detection

The search for axions can be extended to their different interactions with the SM. As we have pre-
viously announced in Sec. 2.1.3, it is of interest to delve a little into the DD of axions by exploring
axion-to-photon coupling [144] and axion-to-nucleon coupling [155, 157], since the studies devel-
oped throughout this thesis specifically employ these couplings and the specific setups we are about
to describe. For this reason, and in a simple and simplified way, we will gather basic information
about the setups for which the study described in Chapter 3 can be performed.

Axion-to-photon coupling: Strategies for axion searches mostly rely on the axion-to-photon
coupling [144]. In this case, the principle consists of a strong magnetic field that generates virtual
photons that can interact with axions and, as a result, be converted into real photons, see Fig. 2.6.
Haloscopes have provided the most sensitive axion searches by constraining DM halo signals using
microwave resonators. Specifically, we are referring to experimental configurations that resemble the
ones employed by the ADMX collaboration [158,159]. Other relevant setups include ORGAN [160],
QUAX [161], and CAPP [162].

One can aim to detect very weak conversions of an axion to microwave photons when a strong
magnetic field is present using a resonant microwave cavity. In general, in the presence of the axion
field, one has [163,164] 5,

∇×E = −∂B
∂t

, (2.19)

∇×B =
∂E

∂t
− gaγγB

∂a

∂t
. (2.20)

If an external magnetic field Bo permeates the cavity, the axion photon coupling gaγγ will induce an
external electric field that can be measured as,

(∂2t −∇2)Eind(x, t) = gaγγB0(x)∂
2
t a(x, t). (2.21)

5We assume that no charge or electromagnetic current are present in the resonant cavity.
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The axion field a(x, t) entering in a cavity will interact with the static magnetic field B(x) set
inside it. This interaction will produce an electric field E(x, t) that we could detect afterwards. To
reconstruct the axion field in terms of the photon signal, one can expand the axion field in Fourier
modes,

a(x, t) =

∫
d3k

(2π)3

(
a(k)e−ik.xeiω(k)t + c.c.

)
, (2.22)

with ω(k) ≈ k2/(2m) +m.
Likewise, the photon field can be written as a superposition of the cavity modes Ei(x),

E(x, t) =
∑
i

αi(t)Ei(x), (2.23)

where
∫
V d

3xEi(x).E
∗
i (x) = 1 [1]. The projection of each cavity mode results from integrating

Eq (2.21),

(∂2t + ω2
i )αi(t) =

∫
d3k

(2π)3

(
a(k)ω2(k)Gi(k)eiω(k)t + c.c.

)
, (2.24)

with

Gi(k) = g

∫
V
d3xE∗

i (x) ·B(x)e−ikx, (2.25)

as the geometric factor. The solution of this equation can be written as [165,166],

αi(t) =

∫
d3k

(2π)3

(
a(k)ω2(k)

Gi(k)
(ω2

i − ω(k)2)
eiω(k)t + c.c.

)
, (2.26)

where photons oscillate back and forth within the cavity with a specific frequency that corresponds
to the axion mass, such resonant behavior can be seen through the denominator (ω2

i − ω(k)2) that
manifests as delta-like peak in the signal and that, overall, will enhance the resolution as we are about
to explain in the following (in Appendix B.1, we calculate the extraction of the axion field from some
cavity shape.).

This formalism can be applied to setups such as ADMX, Fig. 2.7a, and others testing the axion-
to-photon coupling. In particular, our interest is focused on their potential to test and study structures
such as miniclusters (see Sec. 3.2.3) due to the good spectral resolution they usually have. This is
because the Fourier analysis provides a spectrum representing the frequency distribution, allowing
for precise identification and measurement of individual frequency components [167]. Frequency
resolution also plays a crucial role. This appears as a narrow peak in the output spectrum of the
detector. Axions within the galactic halo exhibit non-relativistic behavior, meaning that the energy
of an individual axion with massma and velocity v is,

E = mac
2 +

1

2
mav

2, (2.27)

where c is the speed of light. The axion-to-photon conversion process upholds energy conservation,
meaning that an axion with energy Ea transforms into a photon with a frequency ν = Ea/h. If the
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frequency ν falls within the bandwidth of a cavity mode, the conversion process experiences resonant
enhancement. Consequently, the signal manifests as a peak in the spectrum detected [168].

Having established the physics of the experiment, let us take amore detailed look at one particular
the setup of the experiment to get a general idea of how it works6. It consists of a right circular
cylinder with 30 cm of diameter and around a meter tall. The cylinder is copper-coated and acts as
a microwave cavity inside an 8 Tesla superconducting magnet [169]. Two copper and dialectic rods
are moved from the edge to the cavity center, allowing the photon conversion in the resonant modes
of the cavity. When photons are captured by an antenna positioned at the top of the cavity (exhibiting
wave-like behaviour), they are transported to microwave amplifiers for further processing.

(a) Design of ADMX experiment (b) Target of ADMX experiment

Figure 2.7. ADMX experiment. On the left side we present and illustrative Design of ADMX
experiment. Taken from [169]. On the right hand side, the target of ADMX experiment. The green
regions are target to be explored in the upcoming years meanwhile the blue region represents the
already excluded parameter. Taken from [169].

ADMX can probe a range for the parameter space of mass and coupling, which includes DM
axions regardless of the fraction of energy density that is represented by such candidate. The target
range this experiment is aiming to probe can be seen in Fig. 2.7b.

Axion-to-nucleon coupling : the axion search can also be driven by exploring the axion-nucleon
interaction. In principle, the axion is an oscillating field, a(t) = a cos (ωat), seen by a detector on
the Earth. To detect it, one can consider [56, 139, 170],

LEDM ≈ −
i

2
gda(r⃗, t)Ψnσµνγ5ΨnF

µν , (2.28)

where F is the electromagnetic field strength tensor, gd parameterizes the axion-gluon coupling that
generates nuclear EDMs andΨn is nucleon wave function. The interaction LEDM describes an oscil-
lating nuclear electric dipole moment generated by the axion field along the direction of the nuclear
spin,

d⃗n(t) = gda0 cosωatˆ⃗σn, (2.29)

6There are several setups to attain axion detection. We focus on one particular experiment that can be used to implement
the studies proposed in this thesis.
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that interacts with an external electric field. The non-relativistic Hamiltonian describing this inter-
action is,

HEDM = d⃗n(t) · E⃗, (2.30)

with the corresponding spin torque τ⃗EDM = d⃗n(t) × E⃗. Considering that the average influence on
the nuclear spins is zero due to the oscillation of the dipole moment, one needs to include a magnetic
field B orthogonal to the electric field to rotate the spins such that the effect of the torque always
adds up and a measurable signal can be obtained.

(a) Design of CASPEr-e. (b) Spin-projection-noise limits.

Figure 2.8. In the left hand side and illustrative design of CASPEr-e is shown, taken from [171].
In the left hand side the spin-projection-noise limits for magnetic resonance-based searches are
shown. The green regions are already excluded by analysis of cooling in supernova SN1987A. Taken
from [172].

The CASPEr setup consists of a large number of nuclear spins that are pre-polarized and placed
in an external magnetic field B⃗ext with an electric field E⃗ applied perpendicular to B⃗ext. When there
is a nucleon EDM, the nuclear spins precess around the electric field in a reference frame rotating
with the Larmor frequency of the spins, simplifying the analysis of their dynamics. As a result, the
spins become magnetized at an angle to the magnetic field and start to rotate around this field at
a specific rate (Larmor frequency) in the lab frame. This rotation yields a detectable oscillation of
the transverse magnetization caused by the magnetic moment of the spins in resonance; that is, the
Larmor frequency of the nuclear spins must be equal to the axion frequency, very similar to NMR set
ups [56, 173], see Fig. 2.8. We make use of relation between the axions and NMR-like experiments
like CASPEr-e to gain an understanding of oscillation frequencies in a quantum mechanical picture,
as well as insights on suitable possible measurements to feature an oscillation with the axion mass,
see Sec 3.4.1.





Chapter 3

Exploring Axions as Dark Matter:
Detection, Miniclusters, and Quantum
Dynamics

Among the many extensions of the SM predicting dark matter candidates, axions are very well-
motivated. The axion is a spin-zero, parity odd field resulting from the spontaneous breaking of
the PQ symmetry as a pseudo-Goldstone boson. As we reviewed in Sec 2.1.3, they were initially
proposed as a solution to the strong CP problem for quantum chromodynamics (QCD), but they can
also address the dark matter puzzle [43,121,133,134,174–176]. Throughout this chapter, we review
the axion cosmology, establish the conceptual and theoretical basis for our study of axion as DM, and
we present our study of its phenomenology (below, we establish the structure of the chapter in more
detail). To this end, in the following, we set the stage in the early universe that we are interested in
as a starting point for describing the axion cosmology.

Observations of the CMB suggest that the early Universe was flat and uniform [177, 178]. Ad-
ditionally, the isotropy of the CMB yields crucial insights into the dense state of the early Universe,
implying that specific events like inflation [179] could have established the necessary initial con-
ditions for the hot Big Bang epoch, characterized by a maximum temperature Thot and time thot.
Now, the axion field emerges from the spontaneous breaking of the Peccei-Quinn (PQ) symmetry,
as detailed in Section 2.1.3. Generally, axion fields resulting from PQ symmetry breaking perform
later oscillations, making them a compelling candidate for dark matter. However, axions contribut-
ing to dark matter can be studied based on when the PQ phase transition occurs relative to a specific
temperature scale. As we will discuss in Section 3.1, PQ symmetry breaking creates causally discon-
nected patches, each with a different value of θPQ. While not all patches produce topological defects,
those that do can influence the formation and evolution of large, medium, and small structures in the
early Universe through their gravitational effects. If the PQ phase transition occurs before a partic-
ular temperature scale TPQ > Thot, meaning it takes place during the inflationary period, the rapid
expansion during inflation leads to the dilution of relics associated with the phase transition. As a
result, the patches of different θPQ values get stretched, resulting in a uniform value of θPQ through-

23
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out the Hubble volume at the end of inflation [180–182]. Such initial value of θPQ has a random
value selected from a uniform distribution, meaning the axion can be described as a random field.
Such a field provides the required dark matter energy density since it comprises a large population
of non-relativistic axions that are effectively collisionless [165,176,183].

On the other hand, if the PQ phase transition occurs after the temperature scale (TPQ < Thot),
that is, after inflation, the axion field is not homogenized, such that the present-day Universe is made
up of many patches that had different initial values of θPQ. This diversity in the initial values of
θPQ has important implications for the cosmological and astrophysical phenomena associated with
abundance, distribution, and potential observational signatures. Interesting darkmatter objects called
axion miniclusters can be described in this scenario, accounting for small dark matter structures [184,
185]. We explore the phenomenology of this case using haloscopes as a guiding example, which
allows us to study the characteristics of typical axion miniclusters and get insights into the density
distribution of dark matter. We additionally explore NMR-like experimental arrangements to study
the quantum mechanical states for axions and how they might affect the observables. To this aim,
we focused on axions occupying the ground state of the potential of the Earth as our contribution
towards comprehending the detection characteristics and fingerprint of the axions in the case of an
encounter.

In this chapter, we study the DM axion by exploring the axion-photon and axion-nucleon cou-
pling, and we seek to learn details about DM from such couplings in DD experiments. To set the
scene we first, in Sec 3.1, review non-thermal production mechanisms in the early Universe for DM
axions. In Sec 3.2, we present basic concepts for studying axion miniclusters and extend the halo-
scope formalism (already introduced in Sec 2.1.4)for the particular case we are studying. Moreover,
we explore in Sec 3.3 the size of the axion-photon coupling by studying the spectral information
available in haloscopes. Such information provides the gravitational potential within the minicluster
and, therefore, an opportunity to measure density and coupling separately, providing a good oppor-
tunity to measure the density of dark matter and the fraction it represents. Finally, in Sec 3.4.1, we
study the time evolution of signals of a spin precession experiment such as CASPEr from a quantum
perspective.

3.1 Axion Cosmology

DM axions can, in theory, constitute a substantial fraction of the energy density of the Universe.
Small axion masses imply large occupation numbers, so the action can be described by solving the
classical field equations, as wemention in Sec.2.1.3. After symmetry breaking, the action of an axion
can be described as a minimally coupled scalar field [9, 165, 186],

Sa =

∫
d4x
√
−g
[
1

2
(∂a)2 − V (a)

]
. (3.1)

Taking the variation of the action w.r.t a one gets the equation of motion,

□a− ∂V

∂a
= 0. (3.2)
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where□ = 1/
√
−g∂µ(

√
−ggµν∂ν). For a FRWmetric and a potential of the formm2

aa
2/2, Eq. (3.2)

provides the equation of motion for a spatially uniform axion field. To show this, let us first rewrite
the d’Alembertian operator in terms of the Hubble rate,H(t) = Ṙ(t)/R(t),

□ = − 1

R(t)3
∂

∂t

(
R(t)3

∂

∂t

)
+∇2,

hereR(t) represents the scale factor. Sincewe are considering a homogeneous and isotropic universe,
the Laplacian term acts on the spatial part of the field, which should be zero for a homogeneous field.
Then Eq. (3.2) becomes,

−
(

1

R(t)3
∂

∂t

(
R(t)3

∂

∂t

))
a−m2

aa = 0, (3.3)

ä+ 3Hȧ+m2
aa = 0. (3.4)

When the Universe is dominated by matter or radiation, Eq. (3.4) has an exact solution depending
on the set initial conditions, leading to different production regimes. In the following section, we
briefly discuss a suitable production mechanism for axion DM.

3.1.1 Axion Production Mechanisms

In the early universe, it is possible to produce axions thermally and non-thermally. Typically, when
axions are produced thermally, they have relativistic velocities, making them less likely to form the
observed dark matter structures [43,184,185]. Additionally in this case when considering that axion
and DM relic abundances are comparable [43], the axion must have a mass of ∼ eV; otherwise, the
contribution to the energy density will be insufficient, and for smaller masses or couplings, the ther-
mal fraction becomes too small. For this reason, we focus on describing the non-thermal production
mechanism for the QCD axion in the following section.

3.1.2 Non-Thermal production of axions

Non-thermal production is the basis for a relevant cosmological contribution of axions and ALPs to
the relic DM density. One mechanism to produce axions consists of considering that initially, at a
particular scale, the axion field will be single-valued over a fraction or entire Universe, depending
on the scenario we are studying, as we will mention in further detail in the next sections. Non-
perturbative QCD effects, will cause a potential for the axion field, and when such effects become
significant, the axion field begins to oscillate around the minimum of the potential and generate axion
particles, see Sec. 2.1.3. These oscillations do not decay and contribute to the local energy density.
This is the so-called vacuum realignment mechanism1 [165, 176, 186, 190]. This production case
allows two physical analyses depending on the moment the phase transition occurs, before or after
inflation. In the following, we review these pre- and post-inflationary production cases as a preamble
to our study.

1Additionally, PQ symmetry breaking can lead to the formation of topological defects, such as domain walls and strings,
which emit axions during their evolution and further enhance the dark matter density [187–189].
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Pre-Inflation Scenario

From Eq.(3.4), one can identify that the field starts to oscillate with a frequency, ω = ma as soon as
H(T ) ≲ ma(T ), hence an ansatz for solving the equation [9, 165, 186],

θ(t) = A(t)eiΦ(t),

where A(t) and Φ(t) are real. The equation of motion becomes,

Ä

A
− Φ̇2 + 3H

Ȧ

A
+m2

a = 0, (3.5)

where we define H from now on as H = Ṙ/R.
For the WKB approximation we have that Ä/A,HȦ/A ≤ Φ̇2,m2

a, meaning that A(t) varies
slow w.r.t t. From such assumption we find,

Φ̇2 = m2
a ⇒ Φ(t) =

∫
dt

′
ma(t

′
) + C, (3.6)

and,

Ȧ+A

(
3

2
H +

ṁa

2ma

)
= 0 ⇒ A(t) =

C

R3/2
√
ma(t)

. (3.7)

Substituting these solutions into Eq. (3.5) one gets,

θ(t) =
C

R3/2
√
ma(t)

cos
(∫

t0

dt
′
ma(t

′
)

)
, (3.8)

where the constant C depends on the initial conditions, and can be determined analysing the be-
haviour of the energy density before and after the field starts to oscillate. This implies,

for H > ma ρa(t) =
1

2
f2am

2
a(t)θ

2
I ,

for H < ma ⟨ρa(t)⟩ =
C2

2ma(t)

f2am
2
a(t)

R3
,

where we have taken the mean value for the fast oscillation performed by Eq. (3.8). The above
energy densities should be equal at t = tosc or, T = Tosc. Setting 3H(Tosc) = ma(Tosc) one gets,

C2 = ma(Tosc)R
3(Tosc)θ

2
I , (3.9)

ρa(T ) ≃
1

2
f2ama(Tosc)ma(T )

(
R(Tosc)

R(T )

)3

θ2I , T < Tosc. (3.10)

The above results show that the energy stored in the axion field is sensitive to the specific time at
which the field begins to oscillate; such a feature allows some fine-tuning to obtain the right density
for DM.

Post-Inflation Scenario

In this scenario, the Peccei-Quinn symmetry breaks after inflation has ended. The axion field in-
dependently acquires random values between (−π, π] for each causally disconnected region [165].



Axion Miniclusters 27

However, as the observable universe encompasses numerous causally disconnected regions, the en-
ergy density of axions in the present-day universe can be computed by taking an average across these
regions, as in Eq. (3.10),

ρa =
1

V

∫
d3xρa(x⃗),

the total sum will obey,

ρa ⋍ 1

2
f2ama(Tosc)ma(T )

(
R(Tosc)

R(T )

)3

θ
2
I , (3.11)

where ρa, and θI represent the mean energy density and the sum over all the random draws θI ,
respectively. For a rough estimation, let us consider that when the oscillations begin, the axion field
comprises numerous distinct patches with varying values of θI . In this scenario, the energy density of
each patch is contingent on its startingmisalignment angle θI , but should otherwise follow Eq. (3.10),
so that the mean depends on the sum over all patches θI . An estimate of θI can be made by assuming
it follows a flat probability distribution F(θ), so that,

θ
2
I =

∫
dθF(θ)θ2 = π2

3
, (3.12)

in the interval (−π, π].
Here, the energy density is independent of any value of θI and unlike the pre-inflationary case, the

density is fixed by fa andma, which makes this scenario more predictable.There may be additional
exciting phenomena linked to this scenario since there may also be significant local DMoverdensities
and, thus, a highly non-linear evolution. Topological defects, cosmic strings and axion miniclusters
are examples of such interesting phenomena [191–193]. In the following, we will devote particular
importance to the phenomenology of axion miniclusters since they are the cornerstone for our study
of small DM structures in the locality of the Solar System.

3.2 Axion Miniclusters

As mentioned, the post-inflationary scenario gives inhomogeneous initial conditions to the axion
field that cause large isocurvature fluctuations in the energy density. These fluctuations, while po-
tentially significant, do not pose a problem for axion dark matter because, after inflation, the axion
field undergoes a slow-roll phase where these inhomogeneities smooth out over time2. Additionally,
large overdensities can decouple from the Hubble expansion at high redshifts and collapse into gravi-
tationally bound objects, such as axion miniclusters [184,185,197]. If a significant fraction of DM is
in miniclusters, this could impact DD experiments targeting the high mass regime3 suggested by the

2Such fluctuations can have other interesting phenomenological consequences for axion DM. Cosmic strings are in-
teresting phenomenological consequences worth mentioning, nonetheless they are not the main topic of our work. In the
following references some more information about them can be found [194–196]

3Since experiment subsets are optimized to detect DM within specific mass ranges, as discussed in Chapter 2, the high
mass regime in this context refers axions with masses up to a few MeV.
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relic density from defect decay. Impacts between axion miniclusters and Earth have been estimated
to be rare. However, such events open a new window for diverse searches that can be carried out by
experiments such as axion DM direct detection in haloscopes, as we will discuss later.

A complete and consistent description of the axion minicluster enables us to test its footprint in
detection and aids in extracting valuable information about the dark matter itself, which is one of the
main goals of the work presented in this chapter. Once dark matter detection is successful, the subse-
quent challenge becomes evenmore significant: understanding the nature of the signal and extracting
information about the specific fraction of dark matter to which the detection pertains. Multiple de-
tections by one or several experiments are necessary to analyze this. To this aim, one has to consider
that each experiment is influenced by different powers of the coupling strength times the dark matter
density, gnρDM . This variation in sensitivity introduces challenges in accurately determining the
coupling strength, as the extraction process is often affected by inherent degeneracies between the
coupling and the dark matter density.. To address this problem, we propose an optimistic approach
that takes advantage of the internal structure of axion miniclusters. The idea is to use a single DD
experiment to reconstruct the axion-photon coupling. Haloscope searches achieve high spectral res-
olution, see Sec. 2.1.4, which facilitates the study of the internal structure of the minicluster, in the
case of encountering one, and therefore it is possible to gain insights into the properties of the axion
field and potentially obtain valuable information about the coupling strength [1].

We will now give a general description of an axion minicluster, where we explore the typical
sizes and masses of these objects.

The following subsections are based on Ref. [1]. This work was done by Virgile Dandoy, Joerg
Jaeckel, and Valentina Montoya. I was involved in the discussion and the analytical description of
miniclusters, in Sec. 3.2.3, together with Virgile Dandoy. I contributed to the discussion of the

general method for reconstructing the axion-photon coupling and performed the estimation of the
rate of encountering suitable axion miniclusters, Sec. 3.2.3. The complete work was included with
additional explanations since it is essential to understand the context properly. All the results

presented in this thesis are used with permission from all researchers involved.

3.2.1 Axion Minicluster general overview

Based on cosmological principles of structure formation in the early Universe [9,198,199], one can
estimate the typical size and mass of an axion minicluster, assuming that it has been created from
a fluctuation that has collapsed in the matter radiation equality era [9, 184]. After that point in the
evolution, matter began to dominate the energy density of the Universe, leading to the gravitational
collapse of structures. The size of the minicluster is then related to the scale of the fluctuation that
led to its formation, providing a way to infer its characteristic size [200],

RAMC ∼
R(Teq)

R(Tosc)H(Tosc)
, (3.13)



Axion Miniclusters 29

where,

H(T ) = 1.66
√
g∗(T )

T 2

MPL
, (3.14)

where g∗ is the number of degrees of freedom at a given temperature. Using the conservation of
the entropy density, we can calculate the radii ratio as s(Tosc)R3(Tosc) = s(Teq)R

3(Teq), with
s(T ) = (4π2/45)gs∗(T )T

3 and gs∗(T ) as the weighted relativistic degrees of freedom,

RAMC ∼
(
gs∗(Tosc)

gs∗(Teq)

)1/3 MPL

ToscTeq

0.06√
g∗(Tosc)

, (3.15)

where gs∗(Tosc) is the number of relativistic degrees of freedom at a given temperature. Expressing
the oscillation temperature for Λ = 75.5MeV as [184,201],

Tosc = 1.2GeV
1

g∗(Tosc)1/8

(
1012GeV

fa

)1/6

, (3.16)

and for g∗(Tosc) = 100, gs∗(Teq) = 3 and Teq = 2.3× 10−9 GeV,

RAMC ∼ 4.5× 108km
(

fa
1012GeV

)1/6

. (3.17)

Now, we can estimate the mass from the definition of the average density in Eq. (3.11) ,

MAMC ∼
4

3
πρa(Tosc)R

3
H(Tosc), (3.18)

where RH(Tosc) = π/H(Tosc) is the corresponding size of the Hubble patch [202]. Since we are
considering the oscillations start in the radiation era, we can define ma(Tosc) = 3H(Tosc), and
ma(T ) = Λ2/fa. We therefore find that the typical mass is of aboutMAMC ∼ 10−11M⊙ for fa =

1012 GeV. Therefore, an axion minicluster would typically be of a mass similar to transneptunian
objects like 120347 Salacia (minor planet) with a size comparable to that of the Sun. The mass and
the radius of the minicluster in what follows will be taken as free parameters for simplicity.

One question that arises now is how to make a late time description of the miniclusters in a self-
consistent way. To target this question, we can consider the clusters as not-too-dense self-gravitating
objects in the nonrelativistic and low-density regime, which, as we will explain momentarily, is
typically well described by the Schroedinger equation [203–205],

∂

∂t
Ψ(x, t) =

[
− h̄2

2m

∂2

∂x2
+ V (x, t)

]
Ψ(x, t). (3.19)

In this context, we can consider a complex scalar field denoted as Ψ(x, t) and establish a naive
connection between the complex field ψ and the real field ϕ,which serves as our starting point for
the axion. This connection is made possible by recognizing that while the real field undergoes os-
cillations with a frequency of ω = ma, it exhibits gradual variations in its density field within the
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nonrelativistic regime. To capture this behavior, we neglect the rapid oscillations of the field, re-
sulting in the introduction of a complex field. Subsequently, we identify this complex field as the
positive frequency component of the real scalar field, with the removal of a phase factor [205–207],

ϕ(r⃗, t) =
1√
2ma

(e−imatψ(r⃗, t) + e+imatψ∗(r⃗, t)), (3.20)

in other words, ϕ = Re[e−imatψ]with the oscillating phase factor e±imat removed from the complex
field. In the limit where the time derivatives of ψ are much smaller than its mass, ψ̇ ≪ mψ, we can
write the action for the system as,

S =

∫
dt

∫
d3r

(
i

2
(ψψ̇ − ψ̇∗ψ)

)
− 1

2ma
∇ψ∗ · ∇ψ

− Veff (ψ∗ψ)−maψ
∗ψΦ− 1

8πG
∇Ψ∇ψ.

The variational equations are,

iψ̇ = − 1

2ma
∇2ψ +maΦψ + V

′
eff (ψ

∗ψ)ψ, (3.21)

∇2Φ = 4πGmaψ
∗ψ. (3.22)

The above set of equation can be identified as the Gross-Pitaevskii-Poison system for a specific
effective potential, and as expected, recovers the Schroedinger-Poisson system for Veff = 0.

One can analytically attempt to solve this equation by decomposing the wave function into energy
eigenmodes of the Schroedinger equation and averaging over the complex coefficients ai described
by the Poisson equation. Without this decomposition, solving the Poisson equation becomes chal-
lenging due to the time dependency of the interference between different modes. Therefore,(

− ∇
2

2ma
+maϕ(x)

)
ψi(x) = Eiψi(x),

∇2ϕ(x) = 4πGma⟨|ψ(x, t)|2⟩ = 4πGma

∑
i

|ai|2|ψi(x)|2.
(3.23)

The average performed is an ensemble average. In this sense, an individual minicluster will still
carry a density featuring (time-dependent) fluctuations due to the interference terms,

ρ = ma|ψ(x, t)|2 = ma

∑
i

|ai|2|ψi(x)|2 +ma

∑
i ̸=j

aia
∗
jψi(x)ψ

∗
j (x)e

−i(Ei−Ej)t, (3.24)

where the fluctuations in the AMC density profile appear in the second term on the right-hand side.
These granules have a characteristic length scale of the order of the de Broglie wavelength,

ℓgran ∼ λdB ∼ 1/(mav), (3.25)

and a characteristic time scale
Tgran. ∼ 1/(mav

2), (3.26)

where v is the typical velocity dispersion of the cluster [208–210]. In the context of our study, the
fluctuations due to this granule structure play an important roll, as they represent density variations
that limit the precision in measuring the coupling, as discussed in Section 3.3.1.
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In Appendix B.2, the general set up for the construction of the wave function of a self-gravitating
system is discussed in more detail, based on a random phase assumption [211] for the coefficients of
each mode.

3.2.2 Explicit Axion minicluster Wave Functions in the WKB Approximation

To describe axion miniclusters, we need to obtain the stationary solutions of the Schroedinger equa-
tion in the WKB approximation, Refs. [204,210] (see also [211–213]). Let us take the relevant wave
equation for non-relativistic axions,

H0ψE(r⃗) ≡
[
− 1

2ma
∇2 +maϕ(r⃗)

]
ψE(r⃗) = EψE(r⃗). (3.27)

One can assume a potential that is spherically symmetric, so it is possible to describe the potential
in terms of the spherical harmonics,

ψnlm(r⃗) = Rln(r)Ylm(θ, ϕ), (3.28)

where n, l and m are the radial , angular and magnetic quantum numbers. We can obtain the radial
wave functions Rnl by solving Eq.(3.27) as,

− h̄2

2ma

d2u

dr2
+

[
h̄2

2ma

l(l + 1)

r2
+maϕ(r)

]
u = Eu, (3.29)

where u ≡ rRnl(r). The expression inside brackets represents the effective potential for which we
will assume slow variations w.r.t the de Broglie wavelength λ. Since we are dealing with a potential
that slowly varies and the wavelength being much smaller than the characteristic length scale of the
potential , the WKB approximation is handy [214],

λ

2π
=

1√
2ma(En − Veff )

≪
En − Veff
|dVeff/dr|

∼ D, (3.30)

where D represents the he characteristic size of the system. For the effective potential, as conse-
quence of the WKB approximation [215]: l(l + 1) is approximated as→ (l + 1/2)2. Adding 1/2

in the parentheses is a correction term that helps improve the accuracy of the approximation, which
becomes l2 in the limit l≫ 1. Therefore,

Veff =
h̄2

2ma

l2

r2
+maϕ(r). (3.31)

The solution for Rnl(r) at next-to-leading order is given by,

Rnl(r) =
1√
Nnl

1

r

1

[2ma (En − Veff (r))]1/4
sin
(∫ r

dr′
√
2ma (Enl − Veff (r′)) + c

)
, (3.32)

where the normalization constantNnl and c will be determined by the the energy of the bound states
after averaging over fast oscillations.
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To construct a self-consistent wave function so that the gravitational potential is fixed, one has to
solve Eq. (3.23) and derive a general expression for the coefficients |ai|, for which the wave function
becomes [204,210],

ψ(r, θ, ϕ) =
∑
nlm

anlme
iϕnlmRnl(r)Ylm(θ, ϕ). (3.33)

The energies Enl of the modes are assumed to be independent of the quantum numberm due to
the spherical symmetry, and the l-dependence also becomes unimportant in the continuum limit of
large miniclusters. The radial part is defined following the above assumptions as,

Rnl(r) =
1√
Nnl

1

r

1

[2ma (En − Vl(r))]1/4
sin
(∫ r

dr′
√
2ma (En − Vl(r′)) + π/4

)
, (3.34)

where Vl(r) is the effective potential for a given angular momentum andNnl is a constant for correct
normalization. With that, the Poisson part of Eq. (3.23) yields [204,210],

anlm = 4π

√
maNnl

f(En)

gl(En)
, (3.35)

where gl(En) = 2ma , Nnl/π is the density of states for a given angular momentum l4 and f(En)

is the distribution function of the AMC. The latter is directly derived from ϕ(r) and ρ(r) [216].
It is important to make two remarks for the axion miniclusters that can be described by this

formalism. First of all, only clusters satisfying,

1≪ 1.2× 104
(

ma

50µeV

)(
M

10−5M⊙

)1/2( R

10−4pc

)1/2

, (3.36)

will be considered for now on. The reason for imposing such a condition is that we must avoid
contributions from the exponential tail of the WKB wave functions for low energy modes (clas-
sical forbidden regions) that signify the decay of the wave function into the classically forbidden
region, reflecting the probability of finding the particle in those regions due to quantum tunneling
effects [217,218]. These considerations become significant when approaching the wavelength limit
specified in equation (3.30) since, as we have mentioned already, the WKB approximation is most
reliable when the system’s size significantly exceeds the de Broglie wavelength. In this regime, the
classical behavior dominates, and the WKB approximation provides a good approximation of the
quantum behavior.

To ensure high accuracy inmeasuring the gravitational potential using the axion energy spectrum,
we need to impose stricter conditions. Specifically, we require that

√
2ma|ϕ(r)− ϕ(r −∆)|∆ >>

1, ensuring that no contributions from low-energy modes interfere up to a defined turning point
(r − ∆) and establish a substantial potential energy barrier. By estimating ϕ ∼ maGM/R as
detailed in [204] (assuming b ∼ R), withM representing the cluster mass andR its radius, we derive
the condition λ/R ≪ (∆/R)3/2. Assuming a reasonable precision of ∆/R ∼ 0.01 (which also
approximates the relative precision of the potential), we arrive at the inequality above. Consequently,

4Note that, we will actually never need to calculate the density of states since it will drop out when the continuous
approximation for the energy levels is taken (see Ref. [204]).
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we disregard the exponentially decaying segment of the WKB wave function. Furthermore, it is
important to note that the wave functions formulated within this framework cannot capture non-
equilibrium states resulting from stellar interactions. Therefore, our analysis is limited to considering
only miniclusters in virial equilibrium.

The assumption of virial equilibrium in our system allows us to draw a comparison with spher-
ically symmetric galactic systems. In both cases, we can assume that the phase-space density is
uniformly sampled, meaning that the distribution function is isotropic in both systems. This similar-
ity provides a foundation for extending the methods used in galactic dynamics to the case of axion
miniclusters. To make this connection explicit, we will first review the formalism used for astro-
physical systems that exhibit spherical symmetry and isotropy. Then, we will derive the distribution
function that describes the minicluster case.

Isotropic systems

By definition, an isotropic system has a velocity dispersion tensor isotropic everywhere. Thus, every
system with an ergodic distribution function (DF) is isotropic [219]. Let us take a closer look at that
statement.

In a steady-state potential ϕ(x), the Hamiltonian is an integral of motion, and one can aim to
describe an equilibrium system just by taking the f as a non negative function of H. This constitutes
an ergodic DF, meaning the system uniformly explores its energy surface in phase space. We can
take a look at the mean velocity of the system for a constant potential [219–221],

v(x) =
1

ν(x)

∫
d3vvf

(
1

2
v2 +Φ

)
, (3.37)

where ν(v) ≡
∫
d3vf(x, v). As we can see, the integrand is an odd function of v, and since the

integration limits include the whole velocity space, v(x) = 0 everywhere. A similar analysis can be
done to the velocity dispersion tensor of the system,

σ2(x) =
1

ν(x)

∫
dvzv

2
z

∫
dvxdvyf

(
1

2
(v2x + v2y + v2z) + Φ(x)

)
, (3.38)

=
4π

3ν(x)

∫ ∞

0
dvv4f

(
1

2
v2 +Φ

)
, (3.39)

such that σ2ij = vivj = σ2δij . Then the velocity dispersion tensor is isotropic.
In the case of a spherical system confined by a known spherical potential Φ(r), we can derive a

unique ergodic DF based on the Hamiltonian. To do so, let us look the probability density for this
particular case,

ν(r) = 4π

∫
dvv2f

(
Ψ− 1

2
v2
)
→ ν(Ψ) = 4π

∫ Ψ

0
dEf(E)

√
Ψ− E , (3.40)

where f = 0 for E ≤ 0 and Ψ = −Φ+ Φ0. Differentiating w.r.t Φ,

1√
8π

dν

dΨ
=

∫ Ψ

0
dE f(E)√

Ψ− E
. (3.41)
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The above equation has a solution of the type,

f(E) = 1√
8π

d

dE

∫ E

0

dΨ√
Ψ− E

dν

dΨ
, (3.42)

known as the Eddington’s formula [219,222]. Given a spherical density distribution, one can get an
ergodic DF that generates the required model.

This procedure is commonly used in galactic dynamics. For the axion minicluster case, we have
to make some conditions explicit so the AMC can be treated as described above. Let us consider
the AMC described by Eq. (3.33). Moreover, let us look at an average minicluster by taking the
ensemble average over the random phases ϕlmn, such that the average density can be expressed as,

ρ(r) = ma⟨|ψ(r, θ, ϕ)|2⟩ = ma

∑
nlm

|anlm|2Rnl(r)
2|Ylm(θ, ϕ)|2. (3.43)

Here, we need to also perform an average over the fast oscillations in R2
nl. Is important to note

that the whole ensemble average leads to an spherically symmetric distribution. We can rewrite the
density as,

ρ(r) =
4πm2

a

r2

∫ 0

maϕ(r)
dEf(E)

∫ lmax(E,r)

0
dl

l√
2ma(E − Veff (r))

. (3.44)

For the angular momentum at a given r and E, the allowed lmax(r,E), will be given by E =

Veff (r)|lmax , as well as the integral dE will run from the effective potential Veff (r)|lmax to 0. There-
fore the density,

ρ(r) = 4πm2
a

∫ 0

maϕ(r)
dEf(E)

√
2ma(E −maϕ(r)) (3.45)

which brings us to the case of Eq. (3.40), i.e., the astrophysical case.

3.2.3 Axion miniclusters in Haloscope Experiments

After addressing the question of how to describe the minicluster, we now face the question of how
to detect them from Earth to extract some information about their potential and density from the
spectral power of the detection. As a specific case of study, we expand the discussion in Sec. 2.1.4
on cavity haloscopes [163] for the case of axion miniclusters.

Let us recall that for cavity experiments, one can, through the interaction of the axion with the
magnetic field in the cavity, have access to the induced electric field as in Eq. (2.21).

We can expand the electric field into cavity modes (cf., e.g., [163, 223,224]),

Eind(x, t) =
∑
j

αj(t)Ej(x),

∫
V
d3x|Ej(x)|2 = Cj , (3.46)

where Ej(x) stands for the mode j and αj(t) the time dependent coefficient, we can rewrite the
equation of motion as,

(∂2t +
ωj

Q
∂t + ω2

j )αj(t) = −bj∂2t a(x, t), (3.47)
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where Q is the quality factor in the cavity and bj ∝ gaγγ
∫
V d3xE∗

j .B0. Now we can extract the
power per mode of the cavity in terms of the time averaged electric field [223],

Pj =
ωj

Q

1

2

∫
V
d3x ⟨|αj(t)|2⟩|Ej(x)|2. (3.48)

In a more realistic case, what is measured is an average over a total measurement period T .
Therefore the average power can be written as,

Pj =
ωj

2Q

∫
V
d3x

1

NT

NT−1∑
n=0

|αj(tn)Ej(x)|2,

=
ωj

2Q

1

N2
T

NT−1∑
d=0

|αj(wd)|2
∫
V
d3x |Ej(x)|2,

=
ωj

Q

1

4π

NT−1∑
d=0

∆ω
T

N2
T

|αj(wd)|2
∫
V
d3x |Ej(x)|2,

(3.49)

where we have related the time average with a sum over Fourier modes of the electric field amplitude
through the Parseval theorem. For a finite measurement time T , only discrete frequencies enter
in the sum, ∆ω = 2π/T . Here, the argument of the sum is identified as the spectral power (cf.,
e.g, [55, 225, 226]).

Now, due to the random phases the axion field is a Gaussian random field meaning that the
spectral power will be exponentially distributed (as already pointed out in Refs. [225, 226]) and
follows the probability distribution,

P (S(ωd)) =
1

S̄(ωd)
e−S(ωd)/S̄(ωd). (3.50)

For a fixed AMC mean density ρ(r) and gravitational potential ϕ(r), we can calculate the mean
value S̄(ωd) by solving the differential equation (3.47) for the electric field amplitude αj(t) and
then proceed to calculate its discrete Fourier transform for a measurement period T . Following
Refs. [225, 226] we obtain the spectral power,

S(ωd) ≈
1

T
|
∑
nlm

Cnlm

∫ T/2

−T/2
dt eiωdt

(
anlmψnlm(x)e−iωnlmt + c.c.

)
|2, (3.51)

where∆t = T/NT and we have introduced the coefficients Cnlm as

Cnlm =

√
(gaγγB0)

2 Gj V
ω2
nlm√

2ma

(
ω2
j − ω2

nlm − iωjωnlm/Q
) , (3.52)

where B0 is the magnetic field in the cavity and V is volume, Gj is the usual geometry factor of
the employed cavity mode with frequency ωj

5 [227]. We assume that the typical wavelength of the
axion field is much larger than the size of the haloscope, meaning that the field can be approximated
as constant over the cavity volume. However, it is important to note that the spectral peak of the

5Note that we are now in the laboratory frame so that the velocities will be shifted due to a boost by the cluster velocity.
We will make this explicit later in the calculation
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axion signal may be narrower than the cavity’s resonance width. In this context, spectral resolution
plays an important role in the sensitivity of the axion haloscope. Higher spectral resolution enhances
the detector’s ability to detect weak axion signals that may be buried within the noise. In Eq. (3.52),
the denominator carries the resonance that enhances the signal’s power, resulting in a peak in the
spectrum, as discussed in Chap 2.1.4. The measurement is then assumed to be taken at a location x
inside the cluster, in a frame with the origin at the center of the AMC. Finally, note that the bin width
of the spectral power is inversely proportional to the measurement time T , ∆ω = 2π/T , such that
ωd are discrete frequencies.

The time integral can be solved easily, noting that

1

T

∫ T/2

−T/2dteiωdte−iωnlmt = sinc
(
(ωnlm − ωd)

T

2

)
. (3.53)

With this, the power spectral density becomes,

S(ωd) ≈ T |
∑
nlm

Cnlmanlmψnlm(x), sinc
(
(ωnlm − ωd)

T

2

)
|2. (3.54)

The power spectral density given in Eq. (3.54) shows that the sinc function enhances the resolu-
tion of the spectrum. This enhancement arises from the fact that the sinc function’s Fourier transform
is a rectangular function, which effectively limits the range of frequencies in the signal, resulting in
a narrower frequency response. Thus, the sinc function characterizes the distribution of the signal in
frequency space by providing a windowed frequency response that increases resolution.

While the sinc function can serve as an approximation for the Dirac delta function, especially in
situations where the delta function is not well-defined, it becomes a limiting case of the sinc function
as its width approaches zero,

lim
ϵ→0

sinc(xϵ) = lim
ϵ→0

sin (xϵ)
xϵ

= δ(x). (3.55)

Thus, a long detection time leads to amore precise frequencymeasurement, translating into better
resolution in detecting axion signals. For further details, see Sec. 2.1.4.

The average value of the power spectral density is obtained by taking the average over the random
phases,

S̄(ωd) = T
∑
nlm

|Cnlmanlmψnlm(x)|2 sinc2
(
(ωnlm − ωd)

T

2

)
. (3.56)

Given the coefficients anlm as defined in Eq. (3.35), and considering a velocity shift v → v + vc,
where vc is the cluster velocity, we have,

S̄(ωd) = 4π2m2
aṽd

∫
dθ sin(θ) f(ṽ2d + v2c − 2ṽdvc cos(θ))|C(ṽ2d + v2c − 2ṽdvc cos(θ))|2

×Θ
(√
−2ϕ(r)− (ṽ2d + v2c − 2ṽdvc cos(θ))

)
Θ
(
ṽ2d + v2c − 2ṽdvc cos(θ)

)
,

(3.57)

where as further simplification we have assumed that the distribution function f(v) is constant over
the width of the sinc. Here we recall that f is the energy distribution function associated to the
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density profile. Moreover, vc is the velocity of the cluster relative to Earth and we define ṽd =√
2/ma (ωd −maϕ(r)−ma) .

From Eq. (3.57) we can see that the signal will be limited to be in the following frequency range,

ma

2
v2c +ma −ma

√
−2ϕ(r)vc ≤ ωd ≤

ma

2
v2c +ma +ma

√
−2ϕ(r)vc. (3.58)

Hence, measuring both the starting and end points of this signal leads to a direct measurement of
the potential energymaϕ(r) and the velocity vc 6. A step-by-step description of this calculation can
be found in Appendix B.3.

From the power spectral density, the overall power induced in cavity would just be the sum over
the spectral power,

P =
ωj

Q

1

4π

∑
d

∆ωS(ωd),

≈ ωj

Q

1

4π

∫
dωS(ω).

(3.59)

Again, it is important to remember that due to the statistics of the axion field, the power is ran-
domly distributed as well. From Eq. (3.57), the mean power is easily calculable and is given by,

P̄ ≈
g2aγγρ(r)

4ma
B2

0G Vmin (Q,Qa) , (3.60)

such that we recover the usual result that the power is proportional to g2aγγρ(r) [163, 228].
The variance of this distribution, σP , is directly proportional to the mean power P̄ and inversely pro-
portional to the square root of the ratio of the granule integration time Tgran to the total measurement
time T . Explicitly,

σP
P̄
∼

√
2π

T

1

maϕ(r)
,

∼
√
Tgran
T

.

(3.61)

We recall that the time scale of the granules defined in Eq. (3.24), as Tgran ∼ 1/(mav
2) ∼

1/(maϕ), where v is the velocity dispersion in the cluster at radius r, are key to to impose constraints
on the accuracy of measuring the coupling, see Sec. 3.2.1

3.3 Using Axion Miniclusters to Disentangle the Axion-photon Cou-
pling and the DM Density

As mentioned before, the spectral power, Eq. (3.57), offers a direct measurement of the axion mini-
cluster gravitational potential. A measurement of the gravitational potential gives us access to the
density of the cluster, which allows us to reconstruct the axion-photon coupling later. However,

6Of course this measurement suffers from an error resulting from the finite bin width as well as from the
noise/background signal. This will be discussed in the next section.
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specific additional considerations are necessary for this reconstruction. Specifically, we assume for
simplicity that the axion mass is no longer an unknown parameter (as referenced in [55]), and im-
portantly, we also assume that the typical signal generated by an AMC is significantly stronger than
in the case of a background axion field signal.

In the following, we construct a formalism based on the Poisson equation that enables us to
disentangle the coupling from the density as just described. We then apply this method to simulated
signals in order to delineate the region in the AMC parameter space where a reconstruction can be
successful.

3.3.1 Reconstruction of the Axion-Photon Coupling

The AMC is a self-gravitating object, its density ρ(r) and gravitational potential ϕ(r) are therefore
directly related via the Poisson equation,

∇2ϕ(r) = 4πGρ(r). (3.62)

We can access the gravitational power as a function of time, t from the spectral power. To use of
Poisson equation, we have to parameterize the radial motion of the Earth throughout the AMC,

r(t) =

√
b2 +

(
vt−

√
R2 − b2

)2
, (3.63)

where v is the velocity of the Earth (in a framewith the origin at the center of theAMC), b is the impact
parameter and R the radius7. In a more realistic scenario, the Earth would not simply pass through
the minicluster along a straight path, as we have assumed8. Various factors, including the trajectory
angle within the minicluster concerning the (b, v) plane, could be significant. This underscores the
limitations of our study’s straight-line approximation. Nonetheless, the relevant velocities in our
picture, ∼ 10−3 c, are quite large compared to the velocity of the Earth around the sun, ∼ 10−4

c [226]. This suggests that a straight-line approximation is acceptable for the time measurement we
considered.

With that, the Poisson equation can be transformed by using time as the variable,

ϕ̈(t)

ṙ(t)2
+

2ϕ̇(t)

ṙ(t)r(t)
−

¨r(t)ϕ̇(t)

ṙ(t)3
= 4πGρ(t). (3.64)

To reconstruct the axion-photon coupling, we extract ϕout(ti) and (g2aγγρ(ti))out, from the power
spectral density and power, respectively, at N different measurement times i (corresponding to N
different locations in the cluster). We also determine the velocity v of the AMC from the power
spectral density. Now, by using the Poisson equation in the form of Eq. (3.64), we define the func-
tion which returns g2aγγρ(r) when the impact parameter, the radius, and the gravitational potential
are known. Concretely, the functional F(b,R, gaγγ ; ti) models the axion field dynamics within the

7We assume here that R = r(0).
8Note, again, that a realistic description of the Earth’s motion should account for its orbit around the sun. In this more

realistic picture, the trajectory would therefore no longer be a straight line.
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gravitational potential of the axion miniclusters, accounting for the position and velocity of the AMC
at time ti.

F(b,R, gaγγ ; ti) =
g2aγγ
4πG

(
ϕ̈(ti)

ṙ(ti)2
+

2ϕ̇(ti)

ṙ(ti)r(ti)
−

¨r(ti)ϕ̇(ti)

ṙ(ti)3

)
. (3.65)

Finally, the parameters b, R and gaγγ are reconstructed by maximizing a function, that by no
means is unique and different choices may alter the reconstruction of the parameters. The one that
we have used, based on its simplicity is,

L(b,R, gaγγ) =
∑
i

log(
(g2aγγρ(ti))out

|(g2aγγρ(ti))out −F(b,R, gaγγ ; ti)|
). (3.66)

One can identify some important error sources when reconstructing the coupling. First, in the re-
construction, there are inevitable statistical fluctuations in the axion field. Indeed, the random phases
in the AMC wave function generate granule fluctuations for a specific realization of the phases, as
anticipated in Sec 3.2.1. The granules, nonetheless, do not affect the width of the power spectral den-
sity, but they translate into fluctuations in the power. Hence, using the formalism constructed in this
section, the granule structures affect the quantity (g2aγγρ)out extracted from the power measurement
and those statistical fluctuations will also impact on the reconstruction of the axion-photon coupling
via the maximization of Eq. (3.66).

The width of the power spectral density is not affected by the statistics of the axion field; in-
stead, it is inherently influenced by errors arising from the finite frequency bin size∆ω = 2π/T , as
discussed in Sec. 3.2.3. Consequently, determining the signal width, crucial for reconstructing the
potentialmaϕout, introduces an uncertainty proportional to∆ω. This uncertainty extends to the first
and second derivatives of the potential, which are essential for computing the functionF(b,R, gaγγ).
Thus, the reconstruction of the axion-photon coupling applying Eq. (3.66) suffers from a systematic
error that gets stronger as the ratio of∆ω over the signal width increases. In other words, we require
∆ω/(2mavc

√
−2ϕ(r))≪ 1. Besides the error from finite binning, noise, and background also im-

pact the determination of the signal width and, consequently, the reconstruction of the gravitational
potential. Moving forward, only the values of S(ωd) that exceed the noise/background level are con-
sidered. While this does not significantly impact potential reconstruction, it can lead to a degradation
in signal width measurement when dealing with lighter clusters.

Furthermore, the number N of time data points ti is expected to provide another source of sys-
tematic error. Indeed, in the limit of small N , the potential is only reconstructed at a few locations,
and, similarly to before, its first and second derivatives get less accurately reconstructed, leading to
the same conclusion.

3.3.2 Application to Simulated Data

To test the method described, we simulate an encounter with an axion minicluster (AMC) with a
detector on Earth. For simplicity, we assume that an AMC features an NFW profile and that the
impact parameter and the velocity of the AMC are unknown parameters.
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Figure 3.1. Averaged signal of an NFW profile axion minicluster crossing the Earth. For this ex-
ample we consider a mass M = 10−10M⊙, radius R = 10−5 pc and concentration c = 10. The
velocity of the AMC is v = 10−4c and we are crossing it with an impact parameter b = 10−6 pc. We
assume that each measurement period is T = 5 × 104 s. Left: Averaged power spectral density at
each measurement location (from blue to red as we are moving toward the cluster center). The dots
are showing the power in each frequency bin. Right: Averaged power as a function of time. Each
dot represents the power calculated from the spectral power at a different location.

We follow the probability distribution in Eq. (3.50) to simulate the spectral power, S(ω), induced
by the AMC, at each measurement location inside the cluster corresponding to measurement times
ti. Here, the bin width of the spectral power is defined by the period of the measurement T . The
induced power is calculated according to Eq. (3.59) for each simulated spectral power. The data are
at the end composed of N successive measurements of {S(ω; ti), P (ti)} for i = 0, ...N .

In Fig. 3.1, we show for a simulated cluster with mass M = 10−10M⊙, radius R = 10−5

pc and concentration c = 109, the reconstruction of the gravitational energy (maϕ(ti))out and(
g2aγγρ(ti)

)
out. As before, the impact parameter and the cluster velocity are b = 10−6 pc and

v = 10−4c. At each location, the measurements are taken during T = 2× 105s, and we collect data
at a total ofN = 40 locations. The input axion mass and coupling were taken asma = 5× 10−5eV,
and gaγγ = 10−15GeV−1. For the experiment parameters we took, B0 = 8T, V = 220l, Q = 105,
G = 0.69 (TM010 mode) and ωc = ma.
As already pointed out, the important parameter controlling the accuracy of the reconstruction is
∆ω/(maϕ). In this example, the AMC parameters have been chosen in order to have the ratio
∆ω/(maϕ) ∼ O(10−2). This choice leads to a reasonable reconstruction of the gravitational en-
ergy, but some fluctuations are already visible in g2aγγρ.
In order to illustrate the sensitivity of the construction on ∆ω/(maϕ), we show in the left panel
of Fig. 3.2 the ratio between the reconstructed coupling, gout, and the input one, gin, as a function

9The concentration parameter is a key input that defines the ratio between the halo’s virial radius and its scale radius,
Rvir/Rs. This parameter is needed when calculating the initial halo density, which we assume follows the NFW profile.
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Figure 3.2. Left: Reconstruction of the axion-photon coupling as a function of the mass for N = 40 and
N = 20 data points. The shaded region shows the dispersion of the reconstruction over 10 simulated re-
constructions, the dashed lines the average. For both curves, the radius is set to R = 10−5 pc, the AMC
velocity to v = 10−4c and the measurement time to T = 105s. Right: Sensitivity of the coupling recon-
struction as a function of the number of time data points N ≈ 2R/(vT )

√
1− (b/R)2 and the averaged ratio

∆ω/(maϕ) ≈ [TGmaM/(2π)]
−1

(log(R/b)/(R− b)). The blue shaded region shows the region where the
axion-photon coupling is reconstructed with an error less than 30%. The dashed orange lines show the rect-
angle approximations used to infer the rate of encounters in Sec. 3.3.3.

of the AMC mass. The other parameters (v,R, b, T ) are fixed to be
(
10−4c, 10−5pc, 10−6pc, 105s

)
,

respectively. We have simulated 10 signal realizations for each mass and reconstructed the coupling
for each of them. The dashed lines show the average reconstructed coupling, and the solid upper and
lower lines show the variance of the reconstruction. As the mass decreases, the ratio ∆ω/(maϕ)

diminishes, indicating that the gravitational potential’s reconstruction is increasingly affected by
larger deviations stemming from the bin width ∆ω. The reconstruction process through the Pois-
son equation becomes inefficient under these conditions. This inefficiency results in a systematic
error that grows more pronounced in the left panel of Fig. 3.2, where there is a general deviation
from gout/gin = 1 towards smaller values. This trend can be attributed to larger fluctuations in the
reconstructed gravitational potential. Since density values cannot be negative, the Poisson equation
tends to overestimate density, resulting in a systematic underestimation of the coupling to align with
the reconstructed (g2aγγρ(ti))out. Furthermore, the power experiences significant statistical fluctua-
tions, leading to an observable increase in variance as we move towards lower mass values. Finally,
the red and blue curves show how the number of location data points alters the reconstruction. In par-
ticular, the red and blue lines have been simulated forN = 15 andN = 50 points, respectively. Note
that the choice of the maximizing function in Eq.(3.66) is expected to impact how the reconstructed
coupling deviates from the input one.

Since the primary influence on the reconstruction is coming from the ratio ∆ω/(maϕ) and the
number of location data points N , we show in the right panel of Fig. 3.2, the region of those param-
eters that returns a reasonable reconstruction with precision |1 − gout/gin| ≤ 0.3. The number of
data points in this particular context we determine by the ratio of the total distance covered to the
distance covered per measurement, N = 2R

√
1− (b/R)2/(vT ), where we assume that each point
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can be taken after having measured at a location during a period T . Moreover, since the quantity
∆ω/(maϕ) depends on the location where the measurement is performed, we use in Fig. 3.2 the po-
tential averaged over the path of the Earth throughout the AMC. The resolution of the gravitational
potential will therefore be approximated as∆ω/maϕ ∼ mavT

√
GM log (R/b)

(R−b) .

3.3.3 Rate of Encountering Suitable AMCs

Here, we estimate the rate at which we may encounter an AMC with parameters that allow for a
reasonable reconstruction of the axion-photon coupling (see blue region in the right panel of Fig. 3.2).
Our approach is simplistic. We assume that all axion miniclusters are spherically symmetric, with
the same size, and have the same mass10. The rate is then given by,

Γ = nAMC(r)⟨σv⟩, (3.67)

where the axion minicluster number density is,

nAMC(r) = fAMC
ρDM(r)

M
, (3.68)

and fAMC is the fraction of the total dark matter density in AMCs andM is the AMC mass.
The local density of dark matter is modeled by an NFW profile evaluated at r = 8.33 kpc,

ρDM(r) =
ρs

(r/rs)(1 + r/rs)2
, (3.69)

with ρs = 0.014M⊙pc−3, rs = 16.1 kpc [230], so that the local dark matter density is ρDM =

0.45GeV/cm3.
Concerning the minicluster fraction, fAMC, Refs. [197, 229, 231] for example, find from numer-

ical simulations that the fraction of axions bound in AMCs is ∼ 0.75 at redshift around z ∼ 100.
However, it is quite uncertain how this evolves until today. In any case, the numerical values in our
figures show rates divided by fAMC. But to give rough and optimistic numbers we assume fAMC ∼ 1.

The geometrical cross section to encounter an AMC with impact parameter less than b and a
relative velocity between vi and vf , is given by σ(b) = πb2 and the differential rate becomes,

dΓ

db
= nAMC(r)

〈
v
dσ

db

〉
= nAMC(r)

∫ vf

vi

vf(v)
dσ

db
dv, (3.70)

where f(v) is the velocity distribution. We consider the distribution in the laboratory frame from [225]
adapting the conventional Standard Halo Model (SHM) that yields to a Maxwell-Boltzmann distri-
bution in the galactic frame,

fgal(v) = 4π
1

π
√
π

v2

v30
e−v2/v20 , (3.71)

where v0 ∼ 220 km/s is the velocity dispersion [232, 233], some papers give slightly different ve-
locities, e.g. Ref. [99] has a value of ∼ 270km/s. We have checked that this does not drastically

10A better estimate for the rate should consider a more realistic mass distribution for the AMCs. See, for instance,
Ref. [229]. In light of our relatively crude approximations for several other effects, we neglect this effect.
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Figure 3.3. Left: Detection rate as a function of the radius for two AMC masses. Right: Detection
rate as a function of the mass for two AMC radius. In both panels, the rate is normalized with the
axion fraction bound in AMCs, fAMC. The black dashed lines represent the detection rate for same
parameters for v0 = 270 km/s

alter the rate, as the dashed lines show in Fig 3.3. Note that, the velocity distribution is expected to
be additionally cut-off beyond the escape velocity vesc ∼ 544 km/s [234].

Performing the transformation to the detector rest frame [234] as v→ v− vlab(t), and averaging
over the spatial angles yields to the detector frame speed distribution [235],


2v√
πv0vlab

e−v2lab/v
2
0 sinh

(
2vlab
v20

v

)
e−v2/v20 |v+ vs| < vesc,

0 |v+ vs| > vesc,

(3.72)

where vlab ∼ 235 km/s is the laboratory velocity relative to the galactic frame [236] and vs is the
Sun’s velocity relative to the galactic frame. We can indeed use an angular averaged distribution, as
does not matter from which direction we encounter our (spherically symmetric) AMCs.

According to Fig. 3.2, we estimate that a reasonable axion-photon coupling reconstruction is
possible if

αmin ≤ mav
T

π

√
2GM

log (R/b)
(R− b)

, (3.73)

Nmin ≤
2R

vT

√
1− (b/R)2, (3.74)

withαmin ≈ 19 andNmin ≈ 17 (these values are obtained from approximating the blue shaded region
in Fig. 3.2 as a rectangle). These constraints come from imposing a sufficiently good resolution of the
gravitational potential and on enough of data points, as given by the blue region in the right panel of
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Fig. 3.211. We furthermore define κ ≡ b/R, and the maximummeasurement time as Tmax(R, b, v) =
2
√
R2 − b2/(vNmin), such that the two previous equations now become,

αminNmin ≤ 2ma/π
√
2MGR

√
−(1 + κ) log(κ). (3.75)

Solving this last equation numerically gives themaximal impact parameter - radius ratio, κmax(M,R),
as a function of the AMC mass and radius. Note that the reconstructible impact parameters do not
depend on the relative velocity. We can therefore use the full available range of velocities from 0 to
vesc. Finally, using Eq. (4.32) we obtain that the rate of AMC encounters that allows for a reasonable
reconstruction of the axion-photon coupling is given by,

Γ(M,R) = nAMC(r)πR
2κmax(M,R)2

∫ vesc

0
vf(v)dv. (3.76)

We show in Fig. 3.3 the resulting rate as a function of the radius (left panel) and the mass (right
panel). We observe that the rate typically increases as we go to larger radius. On the other hand, in-
creasing the mass decreases the rate since in that case the number density of miniclusters decreases.
Taking the full shape of the blue shaded region in Fig. 3.2 into account (and not the rectangle ap-
proximation considered above) would increase the rate compared to what we are presenting here.
An example of this case we have calculated the rate for the conservative limits illustrated in Fig 3.2,
Γ(M = 1018kg, R = 10−3pc) ∼ and Γ

′
(M = 1018kg, R = 10−3pc) ∼ for a region outside the

region.
In Fig. 3.4, we show the rate of the AMC encounters for which a reasonable reconstruction

is possible as a function of both the mass and the radius (left panel). As the mass decreases, the
reconstruction becomes less efficient. However, the number density of miniclusters increases even
faster, and the overall rate increases. We also observe that larger AMCs have the best chances of
detection, leading to a good axion-photon coupling reconstruction. Nonetheless, as shown in recent
works (see Refs. [204,237–240]), AMCsmight be strongly affected by tidal interactions with galactic
stars.12 Although the survival of the AMCs depends on their density profile shape (NFW, power law,
among others), it has been argued that their survival is directly proportional to the mean density of the
cluster. For this reason, even if encounters with larger AMCs are frequent, their survival should be
more strongly affected compared to smaller AMCs. We show on the right panel of Fig. 3.4 the AMC
encounter rate weighted by the survival probability. Note, however, that the survival probability has
been extracted from the results of Ref. [204] for a Lane-Emden profile (see, for instance, Ref. [241]).
However, it has also been argued in Ref. [204] that clusters with density profiles similar to NFW
should be more resistant to stellar interactions. It is also important to consider the disruption effects
that can be produced by the Earth and by the Sun. To get an estimate, let us consider the energy

11Note, again that his ”rectangular” approximation provides an easy-to-handle approximation of the blue shaded region
in the left panel of Fig. 3.2. This makes it simple to obtain a first estimate for the rate. Considering the exact shape of this
surface is expected to not alter the results drastically and would lead an increase of the encounter rate

12Here, we are concerned with potential destructive encounters with stars other than the Sun before the AMC is in our
vicinity.
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Figure 3.4. Left: Rate of AMC encounters (normalized by the DM fraction in AMC fAMC) that
allow for a reconstruction of the axion-photon coupling. Right: Rate accounting for the survival
probability decreasing with the mean density ∼ M/R3 (given in Ref. [204]). The gray shaded
region corresponds to the parameter space where ou formalism does not hold, see Eq.(3.36).

injection generated by an interaction with an astrophysical object, [237]

∆E ≈
(
2GMd

b2Vd

)2 M⟨R2⟩
3

, (3.77)

whereMd and Vd are the mass and the relative velocity of the disturber interacting with the miniclus-
ter with massM . b is the impact parameter and ⟨R2⟩ is the mean squared radius of the minicluster.

In practice, the energy needed to destroy the minicluster is around∆E ∼ Eb, with Eb the bind-
ing energy of the system. For the disruption caused by the Sun, we find that all of the parameter
space shown in Fig. 3.4, will suffer from tidal disruption due to the Sun. This effect should be
smaller only at higher masses and relatively small radii. As an example, for a minicluster of radius
R ∼ 3 × 10−6 pc the minimum mass to survive the Sun disruption is M ∼ 10−4M⊙. These pa-
rameters, however, correspond to Γ ∼ 10−13/yr, an exceedingly rare event. This implies the need
for numerical simulations that account for the non-trivial changes in the cluster structure due to the
interaction with the solar system. The tidal interaction caused by the Earth leaves the cluster rela-
tively intact. The quadratic dependence on the disturber mass causes this. Nevertheless, we expect
that the crossing of the Earth in the cluster will induce changes in the local structure, for example,
some turbulence around the Earth’s location. This would affect the signal, and this effect should be
studied via some numerical simulations as well.

Finally, from Eq. (3.75), we can also see that a larger axion mass allows for a higher rate because
the same value of κ can be achieved for a smaller mass of the AMC. Keeping the other parameters
fixed gives a linear increase in the rate due to the higher number density of the AMCs. However,
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this increase is constrained by the axion dark matter mass range and the range over which spectrally
resolved detection is feasible. Specifically, the axionmass range limits the effectiveness of increasing
the encounter rate because, at certain mass ranges, the interaction dynamics of axions with other
particles become less favorable for enhancing the rate. In the second case, as we have discussed in
Sec 2.1.4, spectrally resolved detection involves identifying and characterizing signals based on their
distinct spectral properties, the mass range being one of the most relevant since the spectral features
of axions or their interactions with AMCs become convoluted or challenging to differentiate from
background noise or other astrophysical signals.

3.3.4 Discussion

Axion haloscopes are only sensitive to the product of coupling and density, g2aγγρ. However, we
argue that in the case of an encounter with an AMC, the energy/frequency spectrum of the power
provides additional information on its gravitational potential. Using the precise energy spectrum
measurements in haloscope experiments, we can trace the gravitational potential of an AMC as the
Earth traverses it. Subsequently, we employ the Poisson equation to establish a link between the
derived gravitational potential and the cluster’s density. We can disentangle the axion-photon cou-
pling by combining the density information with the power extracted from the haloscope cavity
(P ∼ g2aγγρ).

To demonstrate the effectiveness of our method, we applied it to simulated haloscope signals
encountered by an AMC. This has been done assuming a self-consistent wave function for the mini-
clusters [204,210], as well as incorporating the axion field statistics [225,226]. Based on our simula-
tions, we have determined the precision of reconstructing the axion-photon coupling by considering
a number of data points and the AMC parameters. We find that denser miniclusters allow for a better
coupling reconstruction because they possess a higher concentration of axion dark matter particles,
resulting in a stronger gravitational potential within the cluster. The stronger gravitational pull en-
hances the interaction between axions and photons, making the coupling signal easier to detect and,
therefore, clearer and more distinct spectral features present in the signal, making it easier to identify
and analyze the axion-photon coupling signal accurately. Furthermore, we observe that denser AMCs
exhibit reduced relative statistical fluctuations in power, contributing to more stable measurements.

Of course, we have to ask how likely it is to encounter a suitable AMC for which we can indeed
reconstruct the axion-photon coupling. Unfortunately, the average rate to cross such an AMC is
relatively low. If the AMC and axion parameters are of a favorable size, the rate can be of the
order of one per 102 − 103 years13. However, it can be much lower. The scaling can be inferred
from Fig. 3.3 and Eq. (3.75). Finally, we stress that for our estimates, we used a rather simplistic
model of a minicluster that encountered the detector in a straight line without being perturbed by
the gravitational fields of the Earth and the Sun. In regions with sizable rates this should be a large

13Larger masses of the axions, or more generally axion-like particles, may allow for an increase in the rate beyond this
point, because the reconstruction may be possible for lower minicluster masses that can be more abundant, cf. Eq. (3.75).
That said, achieving a sufficient spectral resolution might be difficult at the correspondingly higher frequencies.
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effect [204,237]. A more careful analysis of the rate should be done, including a detailed simulation
of the changes of the minicluster due to its interaction with the solar system and the effects this has
on the signal. In light of this, our investigation should be undertaken as an indicative pilot study.

Let us finally return to whether we can tell whether axions are a dominant contribution to dark
matter. As discussed, we know the coupling after an encounter with a minicluster. Then, from the
measurement of the homogeneous (non-minicluster) dark matter signal14 we can measure this part
of the density. If this measurement yields a value similar to the expected density at our location, it is
at least suggestive that axions constitute a significant component of dark matter.

3.4 Understanding Axion Quantum States

As discussed in Chap. 2.1.3, axion states for dark matter must have extremely high occupation num-
bers [165, 242]. This, together with a small velocity spread suggest that axions behave as coherent,
macroscopic waves rather than discrete particles. This wave-like behavior arises because low-mass
axions, with their long de Broglie wavelengths and consequently high occupation numbers, fill the
universe in a way that is effectively indistinguishable from a classical field [243, 244]. For this rea-
son, axions are often treated as classical coherent waves, which approximates a coherent quantum
states as we discuss below. However, the exact nature of their quantum state and if they form a Bose-
Einstein condensate or if they exhibit other forms of collective behavior, remains unclear. Therefore,
one may wonder how axions being in different quantum states might influence observables.

As mentioned earlier, axions in a classical coherent state exhibit spatial coherence, meaning that
the phase relationship remains approximately constant over large spatial regions. This is a charac-
teristic common to a single-frequency classical wave. This coherence corresponds to a delocalized
wave-like behavior consistent with a classical field description. These states are temporally stable,
exhibiting minimal fluctuations in certain physical quantities, such as the energy density while main-
taining coherence in their phase over time [245–247]. This behavior can be compared to the idea of
a coherent state in quantum mechanics. Specifically, a quantum mechanical coherent state |α⟩ is
an eigenstate of the annihilation operator, â, satisfying â|α⟩ = α|α⟩, where α is a complex num-
ber. This is a coherent superposition of different energy eigenstates of the harmonic oscillator, which
evolve in time as simple oscillations while maintaining their overall shape with minimal spreading15.
The quantum coherent state for a single spatial mode is the closest analog to a single spatial mode
classical wave, with stable phase and amplitude coherence. Therefore, a simple example to make
this comparison is to consider a classical coherent state confined to a single spatial mode, represent-
ing a specific configuration, such as a localized overdensity (e.g., a minicluster). While a classical
oscillating state, such as one described by a harmonic potential, have no intrinsic uncertainties in its
dynamics, a quantum coherent state is subject to quantum fluctuations. This refers to the fact that

14Estimating the fraction contained in miniclusters is more complex, as we do not expect to encounter more than once
during a reasonable amount of time. Therefore, we cannot obtain a statistically significant result.

15Superpositions of coherent states, such as |α⟩+|β⟩, which can produce interference patterns depending on their relative
phases and amplitudes, are also possible. This extends the classical analogy to include coherence from overlapping states.
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it does not correspond to a fixed particle number but to a state with a well-defined average particle
number, i.e., the expectation value of the particle number operator [248–250]. This distinction is
important. A coherent state, being a superposition of energy eigenstates, involves multiple particle
number states. When the particle number is well-defined and conserved, the energy eigenstates are
associated with distinct particle number states, which are governed by the number operator N̂ = â†â.
Due to their wave-like nature, axions can exist in superpositions of these energy eigenstates, allow-
ing them to occupy multiple energy states simultaneously. The exact nature of this superposition
may have effects on observables and experimental signatures [56]. Thereby, hopefully one can get
insights into their dynamics.

As a further motivation, looking at the quantum mechanical description can provide some per-
spective on axion structures. While structures like axion miniclusters or compact axion stars are
typically studied using a classical wave description, as we did in Sec. 3.2, the formation of such
axion structures could also affect the quantum state. For example, as the structure forms, internal
energy and particle distribution reconfigure the spatial arrangement and it is also plausible that the
quantum state may be affected as well. Thus, is important to see whether the quantum mechanical
stat is relevant for experimental detection.

Building on this, we are interested in how different frequencies arising from axion-spin interac-
tions manifest in quantum observables. Furthermore, we aim to explore how the quantum state of
axions influences measurements within experimental settings, providing a clearer view of the dy-
namics of axions as a fundamental component of dark matter and their detectability in experimental
setups such as the Cosmic Axion Spin Precession Experiment (CASPEr) [56]. Approaching fun-
damental aspects of the axion, in our case, by exploring the coupling with nucleons, could provide
insights into how axions distribute among different energy levels and give some understanding of
how these dynamics could impact measurements in DM detection experiments.

In what follows, we will attempt to understand energy eigenstates and, subsequently, simple
superposition of axion states in a direct detection setups. Our goal is to study how the quantum
mechanical nature of axions, specifically in scenarios where they are bound by Earth’s gravitational
field, impacts experiments aimed at detecting these particles, such as CASPEr. We look into how
different frequencies related to axion-spin interactions manifest in quantum observables and how the
quantum state of axions influences measurements in these experiments. The goal is to improve our
understanding of axion behavior in experimental setups.

The following subsections are based on Ref. [2]. This work was done in collaboration with Cedric
Quint, Joerg Jaeckel and Valentina Montoya. I was involved in performing the model description
and inspecting the simple case of a single spin together with Cedric Quint. I also contributed to
describing and discussing suitable measurement procedures for oscillations with the axion mass.
Some sections of the complete article were excluded due to their irrelevance to this thesis. Some
additional explanations and complementary sections where included in this thesis for the sake of

clarity. All the results presented in this thesis are used with permission from all researchers
involved.
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3.4.1 A Quantum Perspective on Oscillation Frequencies in Axion Dark Matter Ex-
periments

We propose exploring the coupling with nucleons to contribute to discussing the dynamics of the
axion field from a quantum perspective. Concretely, we aim to explore how the quantum mechani-
cal nature of axions, specifically in scenarios where Earth’s gravitational field binds them, impacts
experiments aimed at detecting these particles, such as the (CASPEr). This scenario is challenging
since detecting axions bound to Earth’s gravity is extremely difficult due to their subtle interactions.
While most axions are not expected to be bound to Earth, exploring the scenario of bound axion
states can still provide insights that may apply to more general cases. So, studying the time evolu-
tion of signals in axion dark matter experiments from a quantum perspective is an initial step into
comprehending axion dynamics and anticipates potential signals arising from interactions.

In the specific scenario under consideration, where darkmatter is conventionally treated as a clas-
sical field in experiments [163,226], obtaining a better understanding from the quantum mechanical
perspective becomes also relevant, particularly in the context of the discussion above. That said,
we study how the oscillation frequencies that are the basis of resonant detection methods arise in a
quantum mechanical setting and how the experimental measurements depend on the quantum state
of the setup.

As our goal is to understand the oscillation frequencies of the axion from a quantum perspective,
frequencies that are typically treated classically, we will first review the quantum analogue of the
classical treatment of oscillatory systems through the Jaynes-Cummings model (JCM) [251]. The
interactions between axions and spins in the experiments are analogous to the interactions modeled
in the JCM. The quantum states of axions and their influence on observable frequencies and measure-
ments can be effectively described in the same way the JCM describes the dynamics of a quantum
system interacting with a quantized field, as we will detail in the following section. Our aim here is
to describe the basic framework we will apply to the case of axion detection experiments.

3.4.2 The Jaynes-Cummings model analogy

The JCM [251], introduced in 1963 by Edwin Jaynes and Fred Cummings, studies the quantum
mechanical interactions between an atom and a single-mode radiation field that is quantized, see
Fig 3.5. It is used to study the classical aspects of spontaneous emission and plays a key role in
revealing the existence of Rabi oscillations in atomic excitation probabilities for fields with defined
energy/ photon number. In this model, the atom and the radiation field exchange a quanta of energy:
the atom can either absorb a photon and transition to an excited state or emit a photon and return to
the ground.

The JCM Hamiltonian

While the physical systems of axions and the Jaynes-Cummings model are distinct, the mathemat-
ical formalism used in the JCM, such as the representation of the Hamiltonian of the system, the



50 Understanding Axion Quantum States

Figure 3.5. Representation of the Jaynes-Cummings model. Here, the atom is a two-level system
coupled to a quantized single-mode field, represented by a harmonic oscillator. The coupling between
the atom and the field is characterized by Ω, the Rabi frequency. Illustration inspired by [252].

description of state transitions, and the calculation of observable quantities, can be adapted and ap-
plied to our study of axions and their effects on observable phenomena. In both cases, the evolution
of the quantum states of the system is influenced by the interaction with the respective quantized
fields. Therefore, by making parallels between these systems, some good insights can be gained
into the quantum perspective of oscillation frequencies in axion dark matter experiments through the
well-understood dynamics of the Jaynes-Cummings model.

Since we want to describe the interaction between a two-level quantum system and a quantized
harmonic oscillator field, the interaction Hamiltonian couples the atomic transition operators to the
electromagnetic field dipole operators. Let us fist consider an atom, with levels |g⟩ (ground state) and
|e⟩ (excited state), interacting with a single-mode cavity field with an arbitrary oriented polarization
vector e,

Ê = e
(
h̄ω

ϵoV

)1/2

sin (kz)(â+ â†), (3.78)

where a and a† are annihilation and creation operators. The interaction Hamiltonian is [252],

ĤI = −ĝ · Ê = −d̂
(
h̄ω

ϵoV

)1/2

sin (kz)(â+ â†), (3.79)

where the dipole moment operator, d̂, can be expressed as the dot product of the atomic dipole oper-
ator d̂ with the polarization vector e, i.e., d̂ = d̂ · e. To obtain the dipole operator in the context of a
two-level system, we can introduce transition operators obeying Pauli spin algebra, such that,

σ̂+ = |e⟩⟨g|, σ̂− = |g⟩⟨e| = σ̂†+, σ̂3 = |e⟩⟨e| − |g⟩⟨g|,

[σ̂+, σ̂−] = σ̂3, [σ̂3, σ̂±] = 2σ̂±,

where σ̂3 represents the inversion operator. These transition operators correspond to the creation
and annihilation of excitations within the system, representing photon absorption and emission or
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transitions between quantum states. They are associated with the induced dipole moment, as quan-
tum transitions inherently involve changes in the charge distribution, generating an electric dipole
moment. From here we can rewrite the dipole operator as,

d̂ = d|g⟩⟨e|+ d∗|e⟩⟨g| = dσ̂− + d∗σ̂+ = d(σ̂+ + σ̂−),

where we have used the fact that, due to parity symmetry, ⟨e|d|e⟩ = 0 = ⟨g|d|g⟩.
The interaction Hamiltonian can be written as,

ĤI = h̄λ(σ̂+ + σ̂−)(â+ â†), (3.80)

where λ = gd/h̄.
Continuing with the construction of the total Hamiltonian of the model, let us obtain now the

free atomic Hamiltonian. Here, the zero level of the energy between |g⟩ and |e⟩, is taken halfway
between the two levels, as shown in Fig. 3.5. This midpoint choice creates a symmetric energy scale
that simplifies calculations for analyzing the system’s energy dynamics. The atomic Hamiltonian
can be written as,

ĤA =
1

2
(Ee − Eg)σ̂3 =

1

2
h̄ω0σ̂3, (3.81)

where Ee = −Eg = 1/2h̄ω0.
The free-field Hamiltonian,

ĤF = h̄ωâ†â. (3.82)

Now, we can write the full Hamiltonian of the model„

Ĥ = ĤA + ĤF + ĤI, (3.83)

=
1

2
h̄ω0σ̂3 + h̄ωâ†â+ h̄λ(σ̂+ + σ̂−)(â+ â†). (3.84)

In the free-field and the free-atomic case, the operators involved evolve in a similar way,

â(t) = â(0)e−iωt, â†(t) = â†(0)eiωt (3.85)

σ̂± = σ̂±(0)e
±ω0t. (3.86)

The dependency of the operators can be approximated as,

σ̂+â ∼ ei(ω0−ω)t,

σ̂−â
† ∼ e−i(ω0−ω)t,

σ̂+â
† ∼ ei(ω0+ω)t,

σ̂−â ∼ e−i(ω0+ω)t.

When the atomic transition frequency is close to the field frequency, ω0 ∼ ω, rapid oscillations
occur in the last two terms of the Hamiltonian. These rapid variations can lead to a complicate
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and more careful analysis. More specifically, the terms σ̂+â† and σ̂−â, do not conserve energy in
a straightforward sense. By applying the rotating wave approximation (RWA), that is, by omitting
these non-energy-conserving terms, the Hamiltonian simplifies to,

Ĥ =
1

2
h̄ω0σ̂3 + h̄ωâ†â+ h̄λ(σ̂+â+ σ̂−â

†). (3.87)

The model has the following constants of motion that are worth mentioning. First, we have the
excitation number,

N̂e = â†â+ |e⟩⟨e|, [Ĥ, N̂e] = 0, (3.88)

and second we have the electron number,

P̂e = |e⟩⟨e|+ |g⟩⟨g| = 1, [Ĥ, P̂e] = 0, (3.89)

this is valid when no other atomic states can become populated.
As we explain, for the JCM the number of electrons is unchanged16. Instead, the relevant oper-

ators would destroy the excited electron state and create a lower energy electron state. Importantly,
while the state of the electrons in the atom changes, the total number of electrons is unchanged.
Hence, the energy available for creating the photon is only the difference in the binding energies.
These are key characteristics that will allow us to make, later in Sec. 3.4.2, a straightforward analogy
between this photon emission from an excited atom case and our case of axion dark matter experi-
ment, which we make explicitly later in the next subsection.

Now, let us take a look into the stationary states of the JCM. Consider once again the Hamiltonian
in Eq. (3.87). Analyzing the possible transitions in terms of photon (field) number states, where each
state |n⟩ represents a fixed number of photons, we observe that the allowed transitions are [253],

|e⟩|n⟩ ←→ |g⟩|n+ 1⟩, |e⟩|n− 1⟩ ←→ |g⟩|n⟩. (3.90)

The whole dynamic of the system will be confined to this transition configuration. When con-
sidering the transitions between the ground and exited states, the key transitions involve changes in
the photon number by ±1 coupled with the atomic state change. By defining the product states in
Eq. (3.90), the matrix elements of the Hamiltonian in this context are calculated within a 2× 2 sub-
space. This restriction to a 2×2matrix arises from the fact that the dynamics of the system primarily
involve transitions that change the photon number by ±1,

H(n) = ωc

(
nω + 1

2 h̄ω0 h̄λ
√
n+ 1

h̄λ
√
n+ 1 (n+ 1)ω − 1

2 h̄ω0

)
. (3.91)

This matrix form applies on a basis where the two states involved are orthogonal, corresponding
to the atomic states (ground and excited) combined with photon numbers n and n + 1. The energy
eigenvalues of the Hamiltonian are,

E±(n) =

(
1

2
+ n

)
h̄ω ± h̄Ωn(∆), (3.92)

16This is already required by lepton number conservation.
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where Ωn is the Rabi frequency which quantifies how rapidly the system oscillates between energy
states, and ∆ = ω0 − ω. The eigenstates associated are,

|n,+⟩ = (cos (ϕn/2)|ψ1n⟩+ sin (ϕn/2)|ψ2n⟩), (3.93)

|n,−⟩ = (− sin (ϕn/2)|ψ1n⟩+ cos (ϕn/2)|ψ2n⟩), (3.94)

where ϕn = tan−1 (2λ
√
n+1
∆ ).

The description above of the stationary states are helpful when describing the dynamics for
rather general initial states, for example, superpositions.The study of these superpositions will be
of great help in understanding possible state superpositions in dark matter experiments, as presented
in Sec 3.4.5. For now, to have a clear idea, let us look into a concrete example where the initial state
is a superposition of states for the JCM,

|ψf (0)⟩ =
∑
n

Cn|n⟩. (3.95)

An atom prepared in a state |e⟩, then introduced into the field, so that the initial state of the system
is,

|ψaf (0)⟩ =
∑
n

Cn|n⟩|e⟩ =
∑
n

Cn|ψ1n⟩,

=
∑
n

Cn(cos (ϕn/2)|n,+⟩ − sin (ϕn/2)|n,−⟩).

For t > 0 the state vector goes as,

|ψaf (t)⟩ = exp
(
− i
h̄
Ĥt

)
|ψaf (0)⟩. (3.96)

This time evolution introduces oscillatory dynamics between the atomic and field states, where
the oscillation frequency for each component depends on n and the coupling parameter λ. These
oscillations are significant when studying transition rates in the JCM, insights that will be relevant
to our discussion of superpositions in dark matter experiments later in this Chapter.

Linking Axion Dark Matter description in Fock Space to the Jaynes-Cummings Model

We can make a straightforward analogy between the photon emission from an excited atom case and
our case of the axion dark matter experiment. We can compare the electron states to the spin states
and the photon to the axion, as shown in Fig. 3.6. In the DM experiment case, the total number of
spins is conserved, and the energy difference is only given by the binding energy in the magnetic
field, very similar to the case of the electrons in the atom. In contrast, neither axion nor photon
numbers are conserved, and their full energy is required/available in the process.

We describe the axion field using creation and annihilation operators, establishing a formalism
that mirrors the treatment of quantum systems in the JCM. Additionally, we assume that the field can
be represented in terms of energy eigenfunctions that are normalizable solutions of the Klein-Gordon
equation for the axion field17. In the JCM, the interaction between a two-level quantum system and

17We neglect self-interactions of the axion field.
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Figure 3.6. Illustration of the axion-spin system. A Single spin up state, flips it into a down state by
E ≈ ma ≈ ωL. This is compensated by the operator a “destroying” one axion of energy. And vice
versa.

a quantized field mode is characterized by energy eigenstates and operators representing transitions
between these states, similar to the eigenfunctions we consider for the axion field. We express the
field operator in the interaction picture as 18,

ϕ(t, x) =
∑
n

1√
2En

[
ϕn(x)an exp(−iEnt) + ϕn(x)a

†
n exp(+iEnt)

]
, (3.97)

where an and a†n are the annihilation and creation operators for axions and En represents the energy
eigenvalues of the eigenstates described by the wave functions ϕn(x).

Expanding on the comparison to the JCM Hamiltonian in Eq.(3.85), here, the total Hamiltonian
of the system is presented as a sum of an interaction termHint, the experimental Hamiltonian in the
absence of axions, Hexp and the term corresponding to the axion field,Hax,

H = Hax +Hint +Hexp (3.98)

=

∫
d3x

1

2

[
(ϕ̇(x))2 + (∇ϕ(x))2 +m2

aϕ
2
]
+Hint +Hexp

=
∑
n

En

(
a†nan +

1

2

)
+Hint +Hexp.

In the context of axions confined within Earth’s gravitational potential, each energy level En

includes the full relativistic energy of state n, accounting for the axion rest mass and additional
contributions from gravitational binding. Since the gravitational binding energy is much smaller
than the axion mass, we can approximate the total energy as En ≈ ma + small correction.

This description focuses on experiments like CASPEr, which target axion-nuclear spin interac-
tions. We make some simplifying assumptions to adapt the analysis to this experimental framework.
Specifically, we treat the system as a collection of stationary, non-self-interacting spin-1/2 states lo-
cated near x = 0. These spins are exposed to a magnetic field along the z-axis, resulting in an energy
splitting determined by the Larmor frequency 19. This simplified description captures the essential

18We choose the ϕn(x) to be real and normalize
∫
x
ϕnϕm = δnm.

19The Larmor frequency characterizes the precession rate of a magnetic moment around an external magnetic field,
depending on the field strength and the particle’s gyromagnetic ratio.
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two-level dynamics of the axion system and aligns with the structured energy interactions modeled
by the JCM, as described in Sec. 3.4.2.

The corresponding Hamiltonian in this case, can be written as,

Hexp = −
ωL

2

Ns∑
i=1

∑
s,s′=↑,↓

[
b†s (σz)ss′ bs′

]
i
, (3.99)

where b†s,i and bs,i represent the creation and annihilation operators for the spin state s of the i-th
nucleon, and σ⃗ = (σx, σy, σz) are the Pauli matrices.

It is important to mention another assumption wemake regarding the dissipation/relaxation terms
that are usually included, c.f., e.g. [254–256]. Here, we neglect these effects because we assume the
relevant time scales to be very large (T2 → ∞). This claim, however, should be approached with
caution. It is true that in experimental setups like CASPEr [173], the impact of dissipation and re-
laxation effects might be minimized or controlled to a great extent; good enough for our assumption
to hold, nevertheless, stating that these effects are entirely neglected is potentially misleading. We,
therefore, acknowledge that while the dissipation/relaxation terms are assumed to have minimal im-
pact in our context due to long time scales, their potential influence on the system in a more general
description should not be entirely disregarded and should be properly studied. But this is beyond the
present work.

Finally, we described the interaction with an axion-induced electric dipole operator, cf. [257],

Hint = −
∫
d3xLint =

∫
d3x

i

2
gdϕ(x)Fµνψ̄σ

µνγ5ψ. (3.100)

In our approach, the electromagnetic field is represented by a fixed external electric field E⃗ and,
as already mentioned, the matter fieldsψ as a set ofNs non-moving and non-interacting spins located
(close) to x = 0,

ψ ≈
N∑
i=1

∑
s=↑,↓

√
δ(x) exp(−iϵ0t− iϵst)usbs,i, (3.101)

where we neglect the antiparticle contributions, which corresponds to a non-relativistic situation.

The matter field operator, which embeds the creation operators for the spin-up and spin-down
states at a specific location, bs,i, interacts with specific spin energies along with a spin-independent
energy component. This characterization parallels the free atomic Hamiltonian, which establishes
the energy baseline between the |g⟩ and |e⟩ states, illustrated in Fig. 3.5. The spinors and spin-state
energies are given by

u↑ = (1, 0, 0, 0)T , ϵ↑ = −
1

2
ωL, (3.102)

u↓ = (0, 1, 0, 0)T , ϵ↓ =
1

2
ωL.

This Ansatz simplifies the interaction term as (see, e.g. [258])

i

2
Fµνψ̄σ

µνγ5ψ = 2E⃗
ˆ⃗
Sδ(x). (3.103)
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Here, ˆ⃗S is the spin operator for the full set of spins that can be expressed as [259]

ˆ⃗
S(t) =

1

2

Ns∑
i=1

∑
s,u=↑,↓

b†s,i(σ⃗)subu,i exp(i(ϵs − ϵu)t). (3.104)

Now, let us focus on the experimental situationwhere the electric field aligns with thex-direction.
In this case, the spin component along this direction can be described using the spin creation and
annihilation operators as,

Ŝx(t) =
1

2

Ns∑
i=1

σx,i(t) =
1

2

Ns∑
i=1

[
b†↑,ib↓,i exp(−iωLt) + b†↓,ib↑,i exp(+iωLt)

]
. (3.105)

Putting everything together we have,

Hint(t) = gdEx(0)
∑
n

1√
2En

ϕn(0)

Ns∑
i=1

[
anb

†
↓,ib↑,i exp(−i(En − ωL)t) (3.106)

+a†nb
†
↑,ib↓,i exp(+i(En − ωL)t)

]
.

The time dependence arises from the respective states/operators, â(t) = ane
−iEnt, â†(t) =

a†neiEnt . Here, integrating over an infinite time, we would give us a δ-function in energy. As in the
previous JCM case, we apply the so-called rotatingwave approximation (RWA) (cf., e.g., [260,261]).
So we leave aside the terms with ∼ exp(±i(En + ωL) that oscillate very fast.

This scenario can be simplified by assuming that all axions occupy the same spatial state, which
implies that there is only one energy state E with wave function φ occupied. However, this con-
figuration does not uniquely define the quantum state of the axion field, since a variable number of
axions can populate this spatial state due to the bosonic characteristics of axions. Furthermore, we
chose the magnetic field such that the Larmor frequency aligns with the energy of the single axion by
setting ωL = E ≈ ma, ensuring resonance between the Larmor frequency and the energy associated
with an individual axion. In this case the interaction simplifies to,

Hint =
gdEx(0)√

2En
φ(0)

Ns∑
i=1

[
ab†↓,ib↑,i + a†b†↑,ib↓,i

]
. (3.107)

Energy conservation in this scenario can be understood as follows. The operator b†↓,ib↑,i takes a
single spin up state and flips it into a down state. This costs an energy ωL. This is compensated by
the operator a “destroying” one axion of energyE ≈ ma ≈ ωL. Then the energy is conserved. Here
as in the two-level atom system, the energy cost associated with the spin transformation (this also
being a two level system) corresponds to the energy required for transitions between atomic levels
in the JCM.

Finally, let us now look at a state in Fock space that contains Na axions and where N↑ spins are
up and N↓ spins are down,

|Na, N↑, N↓⟩. (3.108)

The effect of the interaction Hamiltonian can be seen structurally as,

Hint|Na, N↑, N↓⟩ = A|Na − 1, N↑ − 1, N↓ + 1⟩+B|Na + 1, N↑ + 1, N↓ − 1⟩, (3.109)
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with some constants A,B.

Essentially, it is the annihilation of an axion that provides the energy for the spin flip. Conse-
quently, the full relativistic energy, including the rest mass energy, is available for this process. We
stress one final time that the energy exchange mechanism described as the annihilation of an axion
providing the energy for spin changes evidently resembles JCM energy transitions between atomic
and field states. More specifically, the annihilation of axions serves as the energy source for induc-
ing spin changes, just as photons facilitate transitions in the JCM by exchanging energy between the
atomic and field states.

3.4.3 Energy eigenstate

With the framework in place, we can study the behavior of the system by focusing on energy eigen-
states, particularly those without the dipole interaction component. The simplest initial state is an
energy eigenstate of Hax +Hexp.

This strategy allows us to consider scenarios in which external influences, such as switching
off the electric field before starting the experiment, can be taken into account, the traceability of the
analysis system. Furthermore, we can facilitate the analysis of the dynamics of the system even more
by treating the axion interaction as a small perturbation due to its weak influence on the experiment.
More specifically, we consider a situation where we start with an axion number eigenstate with Na

axions and all spins parallel to the magnetic field N↑ = Ns and N↓ = 0,

|Na, Ns, 0⟩. (3.110)

This simplified initial state presents a minimum uncertainty, simplifies the dynamics of the sys-
tem, and facilitates the study of its evolution over time. Starting from a state with these characteristics
lays the foundation for a subsequent examination of the properties and behavior of the coherent states
within the quantum system under study.

In the absence of interactions, there is a set of degenerated energy eigenstates with the above
state,

|Na −N↓, Ns −N↓, N↓⟩, N↓ = 0, . . . , Ns. (3.111)

Hence, we can narrow our analysis to this degenerate subspace by adhering to the principles of
degenerate perturbation theory in the presence of weak interactions. This targeted approach allows a
more detailed exploration of how these weak interactions influence spin dynamics, especially when
the system is initially set in superposition states that are not energy eigenstates, as we will see later
in Sec 3.4.4.

The number of degenerate states is 2Ns . Yet, the interaction Hamiltonian meets the condition
[Hint, S

2] = 0; this ensures that S2 is conserved. Consequently, we can focus on the subspace
characterized by the identical total spin as the initial state described in Equation (3.110). Thus, the
dimension of the relevant Fock-space is Ns + 1.
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Single spin case, Ns = 1

The simplest case we can analyze is Ns = 1. Here, we have only two degenerate states,

|Na, 1, 0⟩, |Na − 1, 0, 1⟩. (3.112)

In this subspace, our interaction Hamiltonian is given by,

Hint = ωc

(
0

√
Na

√
Na 0

)
. (3.113)

In this scenario, a direct connection to JCM can be established based on the interaction Hamil-
tonian. This form of the interaction Hamiltonian closely resembles the Hamiltonian in the two-level
atom approximation where the atom and field states are represented by a two-dimensional Hilbert
space, as shown in Eq. (3.91). The off-diagonal

√
Na terms in the Hamiltonian mirror the coupling

strength between the two states, in analogy to the coupling between the atom and the field in the
JCM.

Furthermore, the effective coupling frequency, ωc, as defined in Equation (3.114), leads to a
direct connection to the Rabi-frequency in the JCM. In this context, the effective coupling frequency
is expressed as,

ωc

√
Na =

gdEx(0)√
2En

φ(0)
√
Na =

gdEx(0)√
2En

√
2ρa/ma, (3.114)

where ρa is the axion energy density and accordingly ρa/ma is the number density. Here, φ2(0)

gives the probability density for an axion to be located in the vicinity of x = 0, when only a single
axion is present. This increases by the number of axions, Na, occupying the same state. Hence,
both the coupling frequency ωc and the Rabi-frequency, as discussed in [262], serve an equivalent
role in their respective contexts (recall that the Rabi frequency characterizes the coupling strength g
between the atom and the field in the JCM, ΩRabi = 2g). Some other similarities can be drawn when
comparing the energy eigenvalues of both models.

Now, we can study the time evolution in the interacting picture starting from the initial state
(1, 0)T . In this picture, the oscillation ∼ E = ωL from the non-interacting parts Hax and Hexp are
factored out. So that,

Ψ(t)I =
(
cos(

√
Naωct),−i sin(

√
Naωct)

)T
. (3.115)

We can already see that the time scale of the evolution is only fixed by the coupling frequency ωc,
which is suppressed by the small coupling gd. Here, the time evolution of the system in the interaction
picture shows oscillations that are determined only by the coupling frequency. The axion energy/mass
and the Larmor frequency do not appear explicitly. Whether these observations are artifacts of the
interaction picture is a valid question. However, in the interaction picture, the oscillations induced
by the interaction are uniform across all relevant states, resulting in a predictable and uniform effect
on the observables. Consequently, this uniform oscillation does not alter the value of the expectation
of the observables, ⟨Sz⟩, ⟨Sy⟩, since it affects all relevant states equivalently, as shown in Fig. 3.7
for an example with Na = 5.
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Figure 3.7. Time evolution of the expectation values of the spin operator for the state |5, 1, 0⟩ with
coupling frequency ωc = .01 [ma], ma = 1 [ma]. ⟨Sz⟩a denotes the analytical result for the z-
direction given by equation (3.115). The other expectation values, and further numerical results in
this note were obtained using the Qutip library [263, 264]. Everything is kept in units of the axion
mass, such that the result is invariant under rescalings. We see an oscillation only for the expectation
value ⟨Sz⟩. Also note that the oscillation frequency in this signal is given by twice the coupling
frequency

√
Naωc as the expectation value depends on cos2(

√
Naωct)− sin2(

√
Naωct).

We can explain the absence of an oscillation with the Larmor frequency easily, since we started
from an energy eigenstate, which are stationary (i.e., expectation values involving them do not depend
on time). The only real-time dependence here, arises from the fact that the interaction Hamiltonian
slightly changes the energy eigenstates and eigenvalues. The time evolution arises due to this small
frequency splitting ∼ ωc. However, one must be careful because the sensitive observable measured
in CASPEr is supposed to be the transverse magnetization rotating with the Larmor frequency; this
should correspond to ⟨Sy⟩(t). As we discuss in detail in Sec. 3.4.4, this absence is an artifact of the
special initial state we have taken and the specific quantity we have chosen tomeasure. For now, in an
energy eigenstate, the expectation value of the field operator, which, in the classical approximation,
we would want to identify with the classical field value, vanishes. The non-vanishing energy is
essentially stored in the expectation value of the square of the field value20. In this sense, no proper
classical field drives the expectation values of Sx,y.

Multiple spin case, Ns > 1

In the case of more than one spin, in the absence of interactions, we can write the interaction Hamilto-
nian in the degenerate subspace Eq. (3.111) spanned by

20The vanishing expectation value can be understood as follows. Energy eigenstates are stationary, i.e., the phases
exp(−iEt) from their time evolution drop out when calculating expectation values. Therefore, the expectation value of
the field operator is time-independent. As we do not have a situation with spontaneous symmetry breaking, the constant
value must indeed be zero.
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|Na −N↓, Ns −N↓, N↓⟩, where 0 ≤ N↓ ≤ Ns,

(Hint)ij = ⟨Na − i+ 1, Ns − i+ 1, i− 1|Hint|Na − j + 1, Ns − j + 1, j − 1⟩

= ωc(δj,i+1 + δj+1,i)
√
(min(i, j))(Ns −min(i, j)− 1)

√
Na −min(i, j)− 1.

Explicitly, the matrix representation of the interaction Hamiltonian is schematically given by

Hint = ωc


0

√
NaNs 0 . . . . . . 0

√
NaNs 0

√
2(Ns − 1)(Na − 1) 0 . . . 0

... . . . . . . . . . ...
...

 . (3.116)

The matrix structure in Eq. (3.116) can be derived from the interaction Hamiltonian, resulting
in a symmetric band matrix with non-zero entries solely on the first sub- and superdiagonals. This
structural pattern arises from the nature of the interaction Hamiltonian, which, when acting on any
energy eigentate, eases the inversion of a spin while creating or annihilating an axion. This interac-
tion mechanism adjusts the energy content of the system, by providing the necessary energy or by
absorbing the excess energy in the axion field.

To compute the elements of this matrix, we can use the normalization of the degenerate energy
eigenstates and the combinatorics arising when applying the interaction Hamiltonian. A state |Na−
N↓, Ns − N↓, N↓⟩ corresponds to the tensor product of an axion number state with a superposition
of spin product states containing the correct quantity of spin-up and spin-down states. Ensuring the
orthonormality of such states needs accounting for the number of feasible product states containing
N↓ down- andNs−N↓ up-states. This is the same as counting the subsets withN↓ elements within
a set of Ns elements. Therefore, the normalization is given by,

|Na −N↓, Ns −N↓, N↓⟩ =
(
Ns

N↓

)−1/2
(
|Na −N↓⟩ ⊗

∑
i

|S(N↓)i⟩

)
. (3.117)

Here, the states |S(N↓)i⟩ are the product states with the correct number of up- and down-spins.
When applying the interaction Hamiltonian, the number of possible flips that can occur when pro-
jecting onto another state has to be accounted. Consider the part of the interaction that projects the
state |Na− (N↓+1), Ns− (N↓+1), N↓+1⟩ onto |Na−N↓, Ns−N↓, N↓⟩. For every product state,
N↓ + 1 possible flips are to be carried out. However, since the resulting state has fewer spins in the
down position, redundancy will be present in the resulting superposition. This redundancy shows up
in the interaction as the number of product states within the initial state,

(Hint)N↓−1,N↓ =
√
Na −N↓

((
Ns

N↓

)(
Ns

N↓ + 1

))−1/2

· (N↓ + 1)

(
Ns

N↓ + 1

)
,

=
√
(Na −N↓)(N↓ + 1)(Ns −N↓). (3.118)

The first two factors besides the axion number arise from the normalization, whereas the factors
after are from the application of the interaction, as already discussed above. The elements on the
subdiagonal can be obtained in the same way.
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Figure 3.8. Expectation values ⟨Sz⟩ for the initial energy eigenstate |5, 1, 2⟩. The axion mass in this
computation was taken as ma = 1 [ma], and the coupling frequency given via ωc = 0.01 [ma]. As
a check we show a numerical result obtained via Qutip [263,264] (black, dashed), and an analytical
one (obtained with Sympy [265]) from the interaction Hamiltonian in Eq. (3.116) (blue, solid).

Using the above interaction Hamiltonian, we can compute the evolution of an original energy
eigenstate. An example is shown in Fig. 3.8. However, as before, we find that no oscillation with the
Larmor frequency appears for ⟨Sx⟩ and ⟨Sy⟩. Both keep vanishing. This can be understood from the
fact that the energy splittings in the degenerate subspace are all proportional to the small frequency
ωc. Therefore, no oscillation with the Larmor frequency appears. More technically, we can see that
the application of the spin operators in the x- or y- direction raises or lowers the spin in each state
by one unit. If we leave the axion state unchanged as in a pure spin measurement, the resulting state
is a combination of states whose energy differs from the original energy by one unit of the Larmor
frequency. These states are thus orthogonal to the original state, and the expectation value vanishes.
That said, it is clear that this can be remedied if the initial state already contains a combination of
energy eigenstates with energies differing by one unit of ωL. We go into more detail on this matter
in the following subsection.

3.4.4 The appearance of oscillations with the axion mass and suitable measurement
procedures

In the previous section, we noted that for particle number eigenstates, the expectation value of spin
does not exhibit oscillations with the Larmor frequency, contrary to what is typically expected in
experiments. A simple argument is that the axion field is unlikely to exist in a particle number
eigenstate. Instead, it is often suggested that a coherent or Glauber state [245], might be a more
suitable assumption for describing the axion field [266].

Coherent states are superpositions of Fock states and exhibit both coherence and quantum super-
position properties. In contrast to Fock states, which have a fixed particle number, coherent states
allow particle number fluctuations, making them well-suited for systems like the axion field, where
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Figure 3.9. Time evolution of the spin expectation values in the directions transverse to the magnetic
field. The chosen initial state is 1√

2
(|5⟩+ |4⟩)|3, 0⟩. The coupling frequency and axion mass/Larmor

frequency are given by ωc = .01 [ma] and ma = 1 [ma]. As expected we observe an oscillating
signal with a frequency ma. Also as expected we find good agreement between the linear order
result Eq. (3.124) and the numerical result obtained with Qutip [263,264].

particle number is not conserved. Consequently, modeling the axion field as a coherent or Glauber
state may offer a more precise and flexible representation of its quantum behavior. In such a case,
relaxation processes may bring us closer to a particle number state, particularly for axions trapped
in some potential, causing no signal to be detected. Fortunately, small modifications away from the
pure axion number state give rise to an oscillating signal with an amplitude close to the classical
expectation, as shown in the following subsection. This means that the initial state would have to be
rather close to the number eigenstate to suppress the signal by orders of magnitude, which is unlikely
since no strong processes force the system into a number eigenstate. Now, if the system is in an ex-
act number eigenstate, the experimental procedure can always be adapted so the system is modified
away from an energy eigenstate into a state where oscillations with ωL = E ≈ ma will occur. In the
following, we present explicit yet crude examples that closely relate to JCM superposition of excita-
tion number states, known as dressed states, as described in Sec. 3.4.2. While a more comprehensive
examination of measurement procedures and their practical implementations in CASPEr would be
beneficial, such an in-depth analysis falls outside the scope of our work (we make some additional
comments on the effects of measurements in Appendix C.1).

3.4.5 A simple initial state oscillating with frequency ωL = E ≈ ma

We can consider one of the simplest non-axion particle number eigenstates as,

|Ψ0⟩ =
1√
2
(|Na⟩+ |Na − 1⟩)⊗ |Ns ↑, 0 ↓⟩. (3.119)

As shown in Fig. 3.9 this already produces the desired oscillation with ωL.
A priori this is just an example of one of the most straightforward superposition states, leading

to a suitable time-dependence. In the next subsection (as well as in Appendix C.1), we discuss how
we can obtain such a state starting from an energy eigenstate.

To make sure that we are not dealing with a special feature of the state in Eq. (3.119), we an-
alyze the signal for a more general initial state denoted as |Ψ0⟩. In order to achieve this, we use a
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first-order approximation in the interacting Hamiltonian, specifically in the small frequency ωc, to
derive the linearized time evolution. This approach exploits the smallness of the effective coupling
frequency. We examine the time evolution of the proposed initial state within the interaction picture
and subsequently linearize it,

|ΨI(t)⟩ = eiH0te−iHt|Ψ0⟩ = (1− i(H −H0)t+O(t2))|Ψ0⟩. (3.120)

The time evolution of the spin operators (acting on the ith spin) in the interaction picture is given by,

1

2
eiH0tσi,xe

−iH0t =
1

2

[
eimatσ−i + e−imatσ+i

]
, (3.121)

1

2
eiH0tσi,ye

−iH0t =
1

2

[
ieimatσ−i − ie

−imatσ+i
]
,

where, we simplified our notation for the spin-flip operators to be b†i,↓bi,↑ = σ−i and b†i,↑bi,↓ = σ+i .
Putting everything together, we obtain the expectation values

⟨Sx⟩ =

Ns∑
i=1

1

2
⟨Ψ0|(1 + iHintt)(e

imatσ−i + e−imatσ+i )(1− iHintt)|Ψ0⟩ (3.122)

≈
Ns∑
i=1

⟨Ψ0|
ωc

2

[
eimat(σ−i + ia†σ+i σ

−
i t+ iaσ−i σ

−
i t)

+e−imat(σ+i + iaσ+i σ
−
i t+ ia†σ+i σ

+
i t)

]
|Ψ0⟩

⟨Sy⟩ =

Ns∑
i=1

1

2
⟨Ψ0|(1 + iHintt)i(e

imatσ−i − e
−imatσ+i )(1− iHintt)|Ψ0⟩ (3.123)

≈
Ns∑
i=1

⟨Ψ0|
iωc

2

[
eimat(σ−i + ia†σ+i σ

−it+ iaσ−i σ
−
i t)

−e−imat(σ+i + iaσ+i σ
−
i t+ ia†σ+i σ

+
i t)

]
|Ψ0⟩.

Given that there is consistently either a single spin change operator or an axion number changing op-
erator in the system, it becomes apparent that in linear order, the state |Ψ0⟩ has to be a superposition.
This necessity arises because the states must display some mismatch in their spin or axion number
for the expectation value to avoid being projected to zero.

This can be explicitly seen for the example state Eq. (3.119),

⟨Sx⟩ =

Ns∑
i=1

iωct

(
eimat

2
⟨Ψ0|a†σ+i σ

−
i |Ψ0⟩ −

e−imat

2
⟨Ψ0|σ+i σ

−
i a|Ψ0⟩

)
=

ωc

√
NaNst

2
sin(mat),

⟨Sy⟩ =

Ns∑
i=1

−ωct

(
eimat

2
⟨Ψ0|a†σ+i σ

−
i |Ψ0⟩+

e−imat

2
⟨Ψ0|σ+i σ

−
i a|Ψ0⟩

)
= −ωc

√
NaNst

2
cos(mat) . (3.124)

When calculating the expectation values at linear order in time, the only components that con-
tribute are states where the axion numbers differ by 1. Consequently, it becomes evident that even
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with a straightforward alteration of an energy eigenstate, specifically, one comprising states with
axion numbers differing by 1, we will observe oscillations of the transverse magnetization at the
Larmor frequency. Note that the amplitude of the oscillations in Eq. (3.124) exhibits the scaling
∼
√
NaNs that we expect in the classical approximation.

3.4.6 Using the experiment to change the state away from an axion number eigenstate

We have shown that even a slight deviation from the energy eigenstate enables observing an oscil-
lating spin expectation value. Now, we will explore how such a modification can be achieved by
appropriately manipulating the experimental setup.

Let us focus on the simplest case of only one spin for the calculation. We will comment on
the case with more spins later. Using the initial state |Na, 1, 0⟩, we can take the result for the time
evolved state, Eq. (3.115), explicitly writing the state vectors,

|Ψ(t)⟩ = cos
(√

Naωct
)
|Na⟩ ⊗ | ↑⟩+ i sin

(√
Naωct

)
|Na − 1⟩ ⊗ | ↓⟩ . (3.125)

Now, we can switch off the experiment after some time tstop. For example, we could do this by
disconnecting the electric field, but we will discuss more efficient ways.

After switching off the experiment the state would continue to evolve with the “free” Hamilto-
nian. If we wait longer, spin relaxation plays a role (not included in our simple Hamiltonian). In
particular, if we wait longer than the spin relaxation time, the spins return to their position aligned
with the magnetic field. However, the axion field, being much more weakly coupled, is not affected
by this,

|Ψ(t)⟩ = cos
(√

Naωctstop

)
exp(iδ↑)|Na⟩ ⊗ | ↑⟩+ sin

(√
Naωctstop

)
exp(iδ↓)|Na − 1⟩ ⊗ | ↑⟩

=
[
cos
(√

Naωctstop

)
exp(iδ↑)|Na⟩+ sin

(√
Naωctstop

)
exp(iδ↓)|Na − 1⟩

]
⊗ | ↑⟩.

Here, the phases δ↑, δ↓ between the two different eigenstates depends on the relaxation process.
Nevertheless, Eq. (3.126) combines states with different energy, similar to Eq. (3.119). Therefore,

if we switch the experiment on again, we will typically find an oscillating spin transverse to the
magnetic field.

In Fig. 3.10, we show the transverse spin expectation values for states of the form, Eq. (3.126)
after switching on the interaction again. For illustration, we do not show the time during which the
relaxation takes place but continue directly after tstop. An explicit formula for the expectation value
of Sy is given by,

⟨Sy⟩ =
1√
2
sin
(
2
√
Naωctstop

)
sin
(√

Naωct
)
cos
(√

Na − 1ωct
)
cos (δ↑ − δ↓ −mat) .

(3.126)
As we can see, the maximum amplitude of subsequent oscillations in the spin expectation value

is determined by the contribution amplitude of the |Na − 1⟩ axion state. To achieve an amplitude of
about∼ 1, waiting for a time approximately of the order of 1/(

√
Naωc) is necessary for a significant

spin flip in the initial phase. In a more realistic scenario with a large number of spins Ns, flipping
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Figure 3.10. Evolution of the spin expectation value in the y-direction before and after stopping the
experiment to allow for spin relaxation or flushing of the spins (the time during the interruption of the
measurement is not shown). The blue line corresponds to tstop = 10 [ma]

−1 and the orange one to
tstop = 70 [ma]

−1 with phase δ = δ↑−δ↓ = −1.5 and the green line corresponds a tstop = 10 [ma]
−1

and δ = 1.5.

just one spin suffices, reducing the initial phase requirement by roughly a factor of
√
Ns, as evident

from the general Hamiltonian Eq. (3.116).

Given the long coherence times present in experiments like CASPEr, the relaxation of the spins
may take a long time, surpassing typical measurement times, as CASPEr is specifically designed
to minimize relaxation effects. This seems more efficient. Another practical alternative involves
removing the polarized nuclei (or, more accurately, the corresponding atoms) from the system and
replacing them with a freshly polarized sample. Essentially, this action “renews” the spins and pro-
vides a notably efficient resolution.

Replacing the samples to renew the spins can be considered inefficient, particularly since it in-
volves discarding mostly unused spins. A more practical and resourceful method involves adjusting
the magnetic field to alter the Larmor frequency, thereby exploring a different axion mass. By select-
ing an appropriate time tstop, a single spin sample can be used to“prime” the axion state to encompass
a spectrum of masses. Following this priming process, the measurement can continue as usual. In
addition, this method increases efficiency by allowing a single spin sample to be used to explore a
broader range of axion masses without the need for frequent sample replacements. Also, the exper-
imental setup can maintain a consistent starting point across different measurements by priming the
axion state in advance for various masses. This can reduce variability in the initial states and improve
the reproducibility of results.

3.4.7 Discussion

Throughout this section, we have focused on classical and quantum coherent states in the context of
axions. We emphasized the characteristics of the quantum coherent state and how they can be linked
to their energy eigenstates. When the number of particles is fixed and conserved, the energy eigen-
states become associated with distinct particle number states governed by the operator N̂ . Axions, as
quantum particles with wave-like behavior, can exist in superpositions of these energy eigenstates,
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allowing them to occupy several energy states simultaneously.

By examining coherent states and their relationship with energy eigenstates, we gain insights into
the fundamental physics behind astrophysical phenomena like axion stars and miniclusters. While
understanding the formation and stability of axion stars and their potential fragmentation into mini-
clusters is an important motivation, our primary focus is not on these structures. Instead, we explored
the dynamics of axions as dark matter and their impact on experimental outcomes. This approach
provides context for understanding quantum states of axions, and their implications in various set-
tings, but the main emphasis of our study was on their role in dark matter experiments.

We have addressed a fundamental aspect from a quantum mechanical perspective: the origin of
oscillation frequencies relevant to axion dark matter experiments. By studying the quantum nature
of the axion field, we have elucidated underlying mechanisms that give rise to these frequencies.
Beginning with a setup where axions are coupled to spins as probed by CASPEr [56], we clarified
this connection by demonstrating that the initial quantum field theoretical model and the experi-
mental context can be effectively approximated using a Jaynes-Cummings type model [251]. Our
discussion also includes suitable observables, focusing on the specific case of axion experiments
without introducing new elements to the general discussion of the Jaynes-Cummings model or the
quantum/classical connection.

In experimental setups like the CASPEr experiment, three base frequencies are significant: the
axion energy E ≈ ma, the Larmor frequency ωL = gµNB, and the coupling frequency due to the
electric dipole moment. In a resonant configuration, experimental parameters are intentionally set
such that ωL = E ≈ ma. The central question of interest is how this setup leads to the magne-
tization signal oscillating with the Larmor=axion frequency. In classical field theory calculations,
this oscillation primarily arises from the axion field oscillations at this frequency resonating with
spin precession, resulting in the oscillation of magnetization withma. From a quantum mechanical
standpoint, we can consider energy/axion number eigenstates with a given spin value in the direction
of the magnetic field, such as |Na, Ns ↑, 0 ↓⟩. The interaction Hamiltonian provides the flipping
of one spin at the expense of one axion, transitioning to |Na − 1, (Ns − 1) ↑, 1 ↓⟩. This process
conserves energy as the absorption of one axion balances the energy required to flip a spin at ωL.
Axion number conservation is not preserved in this interaction, and the symmetry of the interaction
concerning axion absorption and emission is complete. The inclination towards absorption comes
from the chosen initial configuration, where all spins reside in the lower-energy state, predisposing
them to absorb an axion with energy ma = ωL. Transitions are still possible but suppressed if the
resonance condition is not met. Energy conservation remains valid, which can be understood from
|Na, Ns ↑, 0 ↓⟩ not being an energy eigenstate of the Hamiltonian, including the dipole interaction.

Starting from an energy eigenstate, we observe a spin expectation value oscillation aligned with
the magnetic field, determined by a coupling frequency around ωc. This slow oscillation arises from
the dipole interaction splitting the previously degenerate set of eigenstates |Na, (Ns −Nd) ↑, Nd ↓⟩
by amounts ∼ ωc. Once the interaction is present, an initial state like |Na, Ns ↑, 0 ↓⟩ becomes a
superposition of states with different energies of the full Hamiltonian, causing time evolution with
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a frequency ∼ ωc. Starting from an initial energy/axion number eigenstate does not result in an
oscillating spin expectation value perpendicular to the magnetic field. While processes that would
favor the creation of an axion number eigenstate are not currently apparent, they are not ruled out.
Therefore, it is important to investigate observables that remain valid in this scenario, as they could
serve as the desired observables for axion dark matter detection. This issue is rectified by starting
with states that are not energy eigenstates of the Hamiltonian without interactions. Even simple
superpositions lead to perpendicular spin oscillations. This deviation from the energy eigenstates
shows the possibility of detecting axion dark matter through observable phenomena such as these
spin transverse oscillations. The oscillation frequency ωL ≈ ma arises because it corresponds to
the level spacing between different energy eigenstates of the Hamiltonian without the interaction, as
categorized by axion number (level spacing set byma) and spin in the magnetic field direction (level
spacing by ωL).





Chapter 4

Detecting Very Small Dark Matter Local
Structure of Weakly Interacting
Particles

In this chapter, we explore the detection of very small local dark matter structures, i.e., in the solar
system neighborhood, through the lens of WIMPs. We specifically focus on particle-like dark matter
and in particular WIMPs as defined in Sec. 2.1.1. We will use a simple description of particles that
have lead to clicks in a ground-based detector to explore the detectability of such small structures.
Subsequently, we will compare this simplified depiction with the detection capabilities of the most
recent direct detection projections [53, 109, 114, 116–119, 267] . By using direct detection methods,
our objective is to establish a minimum detection time for detecting these tiny dark matter structures.

Inspired by the Standard HaloModel (SHM), which describes DM distribution in theMilkyWay,
we focus on small-scale structures within the DM halo, thoughmuch smaller than those considered in
SHM. The SHM, for instance, postulates the presence of sub-halos or minihalos around the Galactic
Center; these structures are hard to observe due to their diffuse nature. Our study extends this idea to
the Solar System scale, approximately ∼ O(1) light-year, where even smaller structures may exist.
While it remains unclear if such small structures should exist, our approach allows us to test for their
presence and explore their potential impact on the DM distribution, offering insights into the finer
details of halo structure.

Models and simulations are useful tools for understanding the localized distribution of dark
matter (DM), but their accuracy is often limited by the scarcity of observational data for compar-
ison [268–270]. This gap between theoretical predictions and observational evidence requires cau-
tious interpretation of simulation results and careful extrapolation to real-world scenarios. While
small structures may have a minimal impact on the overall dynamics of the DM halo, they can in-
fluence local density and velocity distributions [271–273]. In our work, we focus on very small DM
structures and test their detectability through direct detection experiments. These structures could
also play a role in indirect detection via annihilation signals, as their density enhances the likelihood
of DM particle interactions. We aim to characterize these detectable clumps in noisy environments,
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distinguishing potential DM signals from background noise [274–276]. By studying their effects,
we hope to gain insights into their role in the local DM distribution.

In this context, we search for clustering of events in the time domain as a potential indicator of
underlying structure, since this could reveal patterns or correlations. To do so, we conduct a model-
independent analysis describing particle detection from a ground-based detector using a Poisson
process (PP) description; we will detail how this process serves our purpose in sec 4.1. To simplify
for now, since we will go into detail later, we describe the smooth background as having a steady
detection rate under the Poisson process (PP), similar to a uniform process. Conversely, we describe
the substructure as the cases in which a higher number of events occur in a shorter period than the
mean detection time, always following a Poisson process. This way, we can perform the spectral
analysis of the signals in the frequency domain and perform statistical tests to spot how to distin-
guish the excess on top of the smooth background (where the excess represents the sub-structure
we want to detect). Such an approach can be studied within the context of dark matter candidates
like WIMPs [42] or FIMPs [89, 277]. We make use of the projection curves of experiments like
XENON1T [267] and DARWIN [53] to estimate the number of events and detection time to obtain
a distinction between smooth background and over-density (sub-structure).

This chapter is organized as follows. In Sec. 4.1, we present a simple statistical approach to de-
scribe a local density accounting for inhomogeneities such as particle clusters, which may contribute
to an event detection signal. In our simplistic picture, DM local density can be studied spatially, i.e.,
the velocity distribution and its evolution in time is neglected1. We also make an analytical estimate
for the sensitivity to sub-structure in our picture. In Sec. 4.1.4, we perform a numerical simulation
and analyze the spectral densities and the ability to distinguish detection excess. In Sec. 4.2, we con-
trast our simulation with real parameters and estimate detection time and event for DD experiments.
Finally, in Sec. 4.3 we discuss the results and some prospects.

4.1 Signal Modeling of DM Substructure in the Solar System: From
Homogeneous Distributions to Clumpy Scenarios

As mentioned, DM sub-structure in our Solar System, ∼ O(10−3)ly or smaller, has not been exten-
sively studied, although the understanding of such substructure (density and velocity) is essential for
terrestrial direct detection experiments [274–276].

One simple way to begin inquiring about these sub-structures in our locality is by pointing to
the fact that the event rates in DM experiments involving WIMPs are given by the phase space
distribution function (DF) of such particles in the Solar System [278]. That said, we analyze first
two opposing scenarios: one in which the local dark matter density is completely uniform and one
in which it is highly clustered. Once these extremes are established, we study an intermediate point
in which the distribution contains a mixture of homogeneous regions and clusters.

1The velocity of the clumps is not meant to change drastically in the locality, therefore the imprint of some overdensities,
if they exist, should behave similarly.
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In our initial approach, we model non-interacting particles that are homogeneously distributed
in space without assuming any preferred position. A detector is placed in this setup, which registers
events or ”clicks” when a particle reaches it. In the left panel of Fig. 4.1a, we show the signal gen-
erated by this homogeneous distribution (bottom section) as a function of time. The middle section
presents the number of particles detected per time bin, revealing minor fluctuations and some degree
of random clumping. The top section shows the initial input for the simulation, which is overall ho-
mogeneous, as depicted in the left panel. In real-world experiments, signals are likely to deviate from
perfect homogeneity due to random clumping of dark matter. This is illustrated in the right panel of
Fig. 4.1, where we observe a larger degree of clumping, which becomes more pronounced than the
fluctuations seen in the homogeneous case. By introducing this clumped distribution (top section of
right panel), we can simulate a transition between a purely homogeneous distribution and one with
increasingly frequent clump encounters. This approach allows us to model the potential presence of
localized overdensities in the dark matter distribution, providing a more realistic representation of
the system.

(a) Signal and flux of DM generated by a homoge-
neous stochastic process.

(b) Signal and flux of clumpy DM generated under
the same conditions as 4.1a.

Figure 4.1. Statistical approach to signal imprint and flux for different extreme distributions.

4.1.1 Modeling the Signal with a Filtered Poisson Process

To model the signal analitically, we adapted the filtered Poisson process described in Ref. [279].
For simplicity and mathematical tractability, we chose an exponential form to describe the overden-
sities. This exponential choice provides a simple representation of short-duration, intense particle
accumulations, which are theoretically plausible for dark matter clumping events2.

In this framework, the signal is represented as the sum ofK arrivals at the detector,

ηK(t) = ηh,k(t) + ηo,k′(t), (4.1)

2Another possible description, and perhaps more physical, that can give similar results consist on considering a clump
of rectangular size instead of spikes.
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where ηh,k(t) gives account of the homogeneous arrivals as,

ηh,k(t) =

K∑
k=1

Ak(t), (4.2)

and Ak is described by an exponential distribution,

PA(A; ⟨A⟩) =
1

⟨A⟩
e
− A

⟨A⟩ . (4.3)

Here the amplitudes A, are taken to be always positive and, ⟨A⟩ is the average over all random
variables.

The overdensities ηo,k′(t) are modeled as,

ηo,k′(t) =

K
′
(T )∑

k′=1

Bk′ψ

(
t− ik′ωot

τd

)
, (4.4)

where τd is the duration in time of the overdensity, i.e., the size measured in terms of how long it
takes for the detector to cross the clump3,Bk′ is the amplitude of the overdensity that also follows an
exponential function and whose amplitude is taken to be positive4. Finally, ψ represents the function
describing the shape of the clumps, that in our case was chosen for simplicity as an exponential func-
tion of the form, ψ(ν) = Θ(ν)e−ν , where Θ represents a Heaviside function and ν is dimensionless
variable, which in our case is

(
t−ik′ωot

τd

)
. The overdensities/clumps arrive according to a Poisson

distribution,

PK̂(K̂;T, τw) =
1

K!

(
T

τw

)K̂

e
T
τw , (4.5)

where τw is the mean value of the exponential distribution describing the arrival times. The mean
number of arrivals in this Poisson distribution is given by ⟨K⟩ = T/τk, where T is the total mea-
surement time.

To further analyze the impact of these clumps, we introduce the intermittency parameter γ =

τd/τw [280]. This parameter accounts for the varying frequency of clump encounters at the detector
over time, so it effectively accounts for the average fraction of time spent inside clumps. It compares
the time scales of two different processes: the mean waiting time between events and the character-
istic time of the clumps. For γ < 1, overdensities arrive rarely, resulting in a strongly intermittent
signal. For γ > 1, overdensities overlap, and the signal begins to resemble random and symmetric
fluctuations.

In the fig. 4.2, we have illustrated the intermittency parameter’s effect. Here, we present two
signals with different γ parameters, and we can observe that in the case where the parameter has
larger values, the peaks above the average are more prominent. So, the intermittency parameter ac-
counts for clump arrivals at the detector over time. We will review this parameter again later in the
next subsection. The figure also illustrates the exponential shape of the clumps, where it is more

3We assume the clump’s crossing time is shorter than the detection time for differentiation. If the crossing time matches
or exceeds the detection time, the spectrum resembles a homogeneous distribution making detection more challenging.

4It is also possible to produce under densities and detect them, see Appendix D.1
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evident that the particle accumulations follow a rapid rise and fall in intensity, consistent with the
transient nature of dark matter clumping events that may be expected. This behavior highlights the
short-lived, localized nature of the overdensities, with the signal peaking quickly and decaying expo-
nentially, aligning with theoretical expectations for such phenomena. This exponential form is also
advantageous in spectral analysis: it produces a characteristic frequency distribution with a distinct
decay pattern that aligns with theoretical expectations for inhomogeneous signals produced by in-
tense clumping events. Specifically, the exponential decay in theBk amplitudes leads to a broadband
spectrum with identifiable peaks corresponding to the arrival rate of overdensities. This spectral be-
havior offers an interpretable signature for detecting and distinguishing clumping structures within
a signal.

0 25 50 75 100 125 150 175 200
Time

0

1

2

3

4

5

6

7

No
rm

al
ize

d 
Am

pl
itu

de

Realizations of Filtered Poisson Process with Different Intermittency Parameters
 = 0.01
 = 1

Figure 4.2. Realization of the filter Poisson process we have adapted to describe the overdensities.
We present two examples of different intermittency parameters.

In our toy model, we use parameters that allow us to adjust the probability of finding these
clumps as we transition from a completely smooth density distribution to an extremely clumped one.
In the following subsections, we will first in Sec. 4.1.2 describe our model analytically, define the
relevant variables, and characterize the spectra. Second, in Sec. 4.1.4, we will describe our numerical
approach, and we will finally perform statistical tests in order to, in a simple way, get an idea of the
conditions necessary to distinguish overdensities in case of detection.

4.1.2 Analytical estimate for the sensitivity

The Fourier power spectrum, P (K), is a powerful tool to study density variations and, generally,
analyze cosmic mass density fields. The power spectrum provides information about signal power
distribution at different frequencies. In the context of studying overdensities, it helps to identify
dominant frequencies where the signal exhibits significant variations or peaks, indicating possible
overdensities. So, while it does not provide detailed positional analysis, it effectively reveals pat-
terns and details at smaller scales that might otherwise be obscured by large density fluctuations.
Therefore, we will employ power spectral analysis to study the density fluctuations in the signal we
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are modeling.
To determine the power spectral density (PSD) of the process described by Eq. (4.1), we analyze

each contribution separately and sum them later [279,281,282]. For ηh,k(t): we perform the Fourier
transform

FT [ηh,k(t)](ω) =
1√
T

∫ T

0
dt

K∑
k=1

Ake
−iωt, (4.6)

when multiplying by the complex conjugate and taking an average overall random variables,

⟨|FT [ηh,k(t)](ω)|2⟩ =
2⟨A⟩2

Tω2
(1− cos(ωT )), (4.7)

the second term in the equation resembles a Delta function taking the limit:

lim
T→∞

⟨|FT [ηh,k(t)](ω)|2⟩ = 2⟨A⟩2 lim
T→∞

(1− cos(ωT ))
Tω2

= 2⟨A⟩2πδ(ω). (4.8)

With normalization,
∫∞
−∞ dωδ(ω) = 1.

For ηo,k′(t): we rewrite the contribution as a stochastic differential equation,

τd
d

dt
ηo,k′(t) = −ηo,k′(t) +

K∑
k=1

Akδ

(
t− tk
τd

)
, (4.9)

defining the linear operator L[u(t)] = f(t), then,

Lηo,k′(t) = fk(t),

with a Fourier transform for solution of Eq.(4.9):

FT [ηo,k′(t)](ω) =

∫ ∞

−∞
ds′Θ(s′)e−i 2π

To
s′+s′e−iωs′ 1√

T

∫ T

0
du′fk′(u

′)e−iωu′
,

such that the contribution to the PSD is,

Sηo(ω) = 2γ
′⟨B⟩2 τd

1 + τ2d (ω − ω0)2
, (4.10)

where the intermittency parameter can be then identified has the overall clump rate multiplied by
the observation time γ′

= ΓcT, so that γ
′ will account for the total number of clumps and ⟨B⟩ will

account for the total number of events within a single clump. The detailed calculation of the power
spectra is found in Appendix D.1. Then, the PSD of the process of the process described by Eq. (4.1)
is,

SηTot(ω) = 2π⟨A′⟩2δ(ω) + 2(ΓcT )⟨B⟩2
τd

1 + τ2d (ω − ω0)2
. (4.11)

Eq. (4.11) breaks down the PSD into two main components. The first component is a Dirac
delta function at ω = 0, denoted by δ(ω). This component is associated with the average squared
amplitude A′ of the process, accounting for the homogenous contributions to the power spectrum.
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The second component is a Lorentzian function, which is characterized by a peak centered at ω = ω0

and has a specific width determined by τd, a characteristic time constant that in our case represents
the length of the overdensity in time,i.e., the size of the clump. This Lorentzian function is related
to the squared amplitude B and the number of total clumps/overdensities, ΓcT and represents the
contributions of the overdensities to the power spectrum. In practical experiments conducted over
a finite time period, the homogeneous contribution, represented by the Dirac delta function in an
ideal case, is not perfectly sharp. Instead, it is expected to exhibit a broader behavior resembling
a Lorentzian function centered around ω0 = 0, similar to a Cauchy distribution. This adjustment
accounts for the finite measurement time in realistic setups, leading to a smoothed-out behavior in
the power spectrum.

At this point, let us clarify some general vital points concerning a Lorentzian function that models
a power spectrum. Understanding such aspects will help us identify crucial parameters for signal
analysis based on the number of events, enabling us to recognize various structural scenarios we
need to consider when aiming to detect some structure.

In general, the size of the power spectrum scales with the number of events since the amplitude
of the spectrum directly depends on the number of events (or some power of the number of events).
If the number of events increases, the statistical fluctuations in the power spectrum may decrease.
This is because, with more events, the statistical noise tends to average out, leading to smoother and
more stable power spectrum estimates. The width (or Full Width at Half Maximum, FWHM) of the
Lorentzian function, which characterizes the fluctuations in the spectrum, may remain constant with
an increase in the number of events. We can easily see this by assuming that the power spectrum
estimate is subject to additive white noise, such that,

S(ω) = Strue(ω) + ϵ(ω),

where S(ω) is power spectrum estimate at frequency ω, Strue(ω) the true underlying power spectrum
and ϵ(ω) is the noise, which, in our case, is attributed to shot noise arising from statistical fluctuations
in the discrete detection of events. Note that here, we have not yet considered a specific normalization
of the noise, and this might influence the estimation accuracy and how increasing the number of
events can enhance the reliability and robustness of the estimated power spectrum; we will go into
detail about this normalization in the next subsections, for now let us set the ground on a very general
case.

The variance of the noise term can quantify the statistical fluctuations in the estimated power
spectrum, Var[ϵ(ω)]. As the number of eventsN increases, we can model the noise term as a sum of
independent noise contributions from each event, ϵ(ω) =

∑N
i ϵi(ω). By the properties of indepen-

dent random variables, the variance of the sum of independent random variables is the sum of their
variances. Therefore, the variance of the noise term in the power spectrum estimate scales with the
number of events.

Var[ϵ(ω)] = NVar[ϵi(ω)].
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Figure 4.3. Analytical PSDs for a homogeneous signal (black solid line) and a signal containing
clumps (grey solid lines). We have divided the space of frequencies into three regions, I,II, and III,
which represent the regions where we can calculate the power to tell if one can distinguish between
both signals. Region I was delimited at a frequency in which the homogeneous spectrum has decay
at a 80% and the second cutting frequency was selected just ensuring the clump contribution was
entirely contained within region II.

As N grows, the sum of these noise contributions tends to average out. Consequently, the vari-
ance of the noise in the power spectrum decreases with the number of events, leading to smoother
and more stable power spectrum estimates. However, the principles discussed about how noise vari-
ance scales with the number of events and tends to average out with more events can also be relevant
in understanding aspects of shot noise, especially in scenarios involving discrete event arrivals and
fluctuations. This is because both share randomness, flat power spectra, no temporal correlation, and
additive properties. The distinction is that shot noise is signal-dependent, while white noise is not.
More precisely, shot noise arises from discrete random events (such as the arrival) and its magnitude
scales with the signal strength. In contrast, white noise refers to any random signal with a flat spec-
tral density, typically used as a theoretical model in signal processing. Thus, taking into account the
caveat about its origin, shot noise that can be classified for our purposes as a type of white noise. We
refer to this noise as observational noise, later on.

4.1.3 Analytical signal analysis

To analyze signals effectively, particularly when identifying clusters or clumps within them, it is
important to define the minimum conditions required for this differentiation using analytical meth-
ods. We assume the existence of a small overdensity in the signal and we look for the conditions to
distinguish them from a signal that does not contain overdensities.

One simple way is to obtain the power of the signal containing clumps by integrating Eq. (4.11)



Signal Modeling of DM Substructure in the Solar System: From Homogeneous Distributions to
Clumpy Scenarios 77

and comparing it to the power of a signal without clump contributions, integrating Eq. (4.8), across
diverse frequency ranges. In Fig. 4.3, we present the Lorentzian PSDs for a homogeneous signal
(black solid line) and a signal containing clumps (gray solid line). In the figure, we have divided
the space of frequencies into three regions, I, II, and III, which represent the three integration limits
that we will take to calculate the power of each contribution and to make a comparison of the rate
between the power of each one in the intervals indicated by each region. It should be acknowledged
that the parameter selection for generating the clump-inclusive signal, so far, is arbitrary and up until
this point is used for illustration purposes, later however is not arbitrary and quite relevant. The
characteristic frequency of the clump could, depending on the observation time, fall into a different
region than the one indicated in Fig. 4.3, depending on the case.

In general, the power of the homogeneous contribution, Ph is,

Ph =

∫
∆ωR

1

π
⟨A⟩2 T

1 + T 2ω2
dω, (4.12)

where we have approximated the delta function to a Lorentzian function and ∆ωR represents the
range of frequencies depending on the region R, we are in, and T is the duration of the process, i.e.,
observation time. For the homogeneous Poisson process the average amplitude is proportional to the
total number of events, so that ⟨A⟩ = N , therefore,

Ph =
N2

t

π
tan−1(Tω)|R. (4.13)

On the other hand, following the same reasoning, the power of the signal containing clumps, Pc

can be written as,

Pc =

∫
∆ωR

1

π
⟨A′⟩2 T

1 + T 2ω2
dω +

∫
∆ωR

2γ
′⟨B⟩2 τd

1 + τ2d (ω − ω0)2
dω, (4.14)

=
N2

h

π
tan−1(Tω) +Ncn

2
o tan

−1(τd(ω − ω0))|R, (4.15)

whereNh represents the number of events classified as homogeneous contributions withing the sig-
nal, Nc is the number of clumps and no is the number of events within a single clump.

For a Poisson process, the number of events is given by the product of the rate parameter (which
represents the average number of events per unit time, typically in years) and the total observation
time. This relation is expressed as N = ΓT , where:

• Γ: Rate of events

• T : Total observation time

In our case, we define each variable as follows:

• Nh = ΓhT : Number of homogeneous events, where Γh is the rate of homogeneous events.

• Nc = ΓcT : Number of clumps, where Γc is the rate of clump events.
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• no = λcTc: Number of events in a single clump, where Tc is the fixed time duration of the
clumps, and λc represents the event rate inside clumps.

Additionally, we define an overdensity parameter, λ, as a dimensionless quantity representing
the true overdensity (excluding background contributions). It is given by,

λ =
λc
Γh
.

Therefore, we can express λc as:
λc = λ γc Tc,

where γc represents a specific rate associated with clump events5 In table 4.1 there is a summary of
the variables we used in this analysis.

Symbol Description
Nh Number of homogeneous events in the signal
Nc Number of clumps
no Number of events within a single clump
Γ Rate of events
T Total observation time
Γh Rate of homogeneous events
Γc Rate of clump events
Tc Fixed time duration of each clump
λc Event rate within clumps
λ Dimensionless overdensity parameter
γc Specific rate associated with clump events

Table 4.1. Summary of variables used in the analysis.

Now, over specific frequency ranges as shown in Fig. 4.3 we can compare the total power in each
signal, that is to calculate a ratio, RP , between the powers. This can provide a quantitative measure
of the differences between the two PSDs such that,

RP =
Pc

Ph
=
N2

h(tan
−1(Tωf )− tan−1(Tωi))

N2
t (tan−1(Tωf )− tan−1(Tωi))

+
πNcn

2
o(tan−1(τd(ωf − ω0))− tan−1(τd(ωi − ω0))

N2
t (tan−1(Tωf )− tan−1(Tωi))

∣∣∣∣
R

. (4.16)

Before interpreting the power ratios, we note that this PSD treatment assumes a consistent de-
tection time and similar observational conditions for both signals. While the exact event counts may
vary, the total detection time and sensitivity are fixed and equal, providing a basis for meaningful
PSD comparison.

5In more complex models, the expression for λc may involve additional factors, such as the impact parameter or other
characteristics of the clump traversal.
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For the analysis, we will consider, in principle, that the noise can be neglected due to a large
number of detections. When the number of events is small, the noise within the signal becomes
significant, especially in the spectral region where the signal is present; we will consider this case
later in the analysis. Therefore, unless explicitly stated, we generally assume a large number of
events for our analysis.

Region I :ωi = 0 ωf = ω1

Let us look at what is happening in this region regarding the extent of a purely homogeneous pro-
cess. Within this region, we must select our cutoff frequency based on the idea that the contribution
of the process should be almost entirely contained there. The peak generated by a purely homoge-
neous process after a some detection time should be entirely contained in this region. The spectrum,
as we already shown in Eq. (4.12), is a Lorentzian function, which is characterized by a peak at zero
frequency and a gradual decrease in amplitude as frequency increases. The cutoff frequency can be
determined by finding the frequency at which the spectrum drops to a certain percentage Pcutoff (e.g.,
half) of its peak value. For a Lorentzian function, the cutoff frequency can be found by setting the
denominator equal to the desire percentage of its peak value,

T

1 + T 2ω2
cutoff

= Pcutoff,

ωcutoff =

√
T

Pcutoff
− 1

T 2
. (4.17)

The relevant contribution in this region comes from the first term in Eq. (4.16), where the homo-
geneous contribution is. In the hypothetical case in which no clumps were present, Nh = Nt and
Nh = Nt, the ratio would be equal to unity. In the presence of clumps, the number of detections
Nh < Nt would automatically leave the ratio between the powers below unity.

In a broader view, we can also examine the second term of Eq. (4.16). Here, the inverse tangents
are affected by how close the integration frequencies are to the clump’s frequency. In our case,
both ωi and ωf are below the clump’s characteristic frequency, which negatively impacts the ratio.
This means the ratio in this range is typically around unity or less, as the first term of the equation
contributes more strongly. Analyzing this part of the spectrum alone is useful but not sufficient to
determine if the clump is distinguishable. Only in rare cases, such as a very dense clump with a
duration smaller than the observation window, might there be a noticeable feature in this region (or
if the clump’s frequency lies in this part of the spectrum, which is not the case here).

Region II: ωi = ω1 ωf = ω2

In this region, we focus on the behavior of the frequency range between ωi and ωf , which must be
close to the characteristic frequency ω0 of the cluster. Specifically, ωi is the lower cutoff frequency,
and ωf must contain the cluster almost entirely. To calculate the value for ωf , we can follow a
procedure similar to that in Eq. (4.17).

The goal here is to analyze the ratio between the contribution from the clumps and the total power
in the spectrum. The second term of Eq. (4.16) is central to this. When the frequency differences
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(ωf − ω0) and (ωi − ω0) are small, we can approximate the inverse tangents as tan−1(∆ω) ≈ ∆ω,
where∆ω is the frequency difference.

This simplification leads us to the following expression for the ratio, RP :

RP ≈
Ncn

2
oτd(ωf − ωi)

N2
t (tan−1(Tωf )− tan−1(Tωi))

. (4.18)

Here, RP depends on several factors, including Nc, the number of clumps. In the next section,
we will discuss how Nc is influenced by the probability of encountering a clump, the observation
time, and the size of the clumps in the time domain. These factors allow us to derive a condition for
a significant contribution from the clumps.

We can rearrange the expression to obtain an inequality that ensures the clump contribution is
substantial, i.e., RP ≥ 1:

πNcn
2
oτd(ωf − ωi)

N2
t (tan−1(Tωf )− tan−1(Tωi))

≥ 1,

Ncn
2
oπτd(ωf − ωi) ≥ N2

t (tan
−1(Tωf )− tan−1(Tωi)),

Ncn
2
oπ ≥

(tan−1(Tωf )− tan−1(Tωi))

(ωf − ωi)

N2
t ω0

2π
. (4.19)

We define τd = 2π/ω0, and note that since the difference between ωf and ωi is large compared to
the inverse tangents, the fraction is less than 1. Thus, we arrive at the final form,

Nc ≥ tan−1

(
T (ωf − ωi)

1 + T 2ωfωi

)
ω0

(ωf − ωi)π

Nt

n2a
. (4.20)

This inequality indicates that a ratio greater than or equal to one, RP ∼ 1, is more likely to
occur with fewer, larger clumps. Larger clumps require fewer events to distinguish them, resulting
in a more pronounced ratio. On the other hand, smaller clumps require a significant increase in the
number of clumps to achieve the same ratio. The dependence of Nc on the eigenfrequency ω0 is
important. Specifically, Eq. (4.20), shows that a lower eigenfrequency requires fewer events for a
significant contribution due to higher intensity. This relationship aligns with the behavior described
by the Poisson distribution: when the probability is fixed, the intensity of the events can be adjusted
inversely with the number of events to maintain the same probability.

Distinguishing a clump in noisy environments

Moving forward, discussing the analysis in scenarios with limited events is essential, as it aligns
more closely with realistic situations. Until now, our focus has been on scenarios with many events
where the intrinsic noise of the processes was disregarded, as previously discussed. However, this
noise factor becomes significant in realistic scenarios with fewer events.

In this scenario, we can deal with two types of additional noise terms: observational (Ωn) or
dynamical (∆n) noise. Observational noise or shot noise, as we defined in more detail in Sec. 4.1.2,
refers to noise disconnected from the overdensity contribution; that is , the number of clumps and the
amplitude of the process play no role, while the dynamical noise is added as random forcing in the
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stochastic process that accounts for the clumps. For our purposes, we will deal with observational
noise only. This noise is, therefore, simply added to the process described in Eq. (4.1),

Ωn(t) = η(t) + σN (t),

whereN (t) represents a normally distributed process with amean that vanishes to zero and a standard
deviation of one unit, and σ is essentially the standard deviation of the noise process. Here, for
simplicity of notation, the subscriptK was eliminated.

To ensure that N(t) represents a dimensionless variable we can construct it using integrated
increments of the Wiener process [279],

N (t) =
1

∆
1/2
t

∫ t+∆t

t
dW (s). (4.21)

Here,∆t denotes the sampling time, where each sampleN [n] = N(n∆t), where n = 0, 1, 2, . . .

is normally and independently distributed with zero mean and standard deviation equal to the unity.
The power spectral density can be directly obtained through the auto-correlation function (seeApp.D.2)),

RN (t) =

(
1− |t|

∆t

)
Θ(∆t − |t|), (4.22)

so that,

SN (ω) =

∫ ∞

−∞
dte−iωtRN (t) = 2

1− cos (∆tω)

∆tω2
. (4.23)

As the time resolution is important for the noise processes, we also introduce the normalized time
step t̃ = δt/T , so that

SN (ω) = 2
T

t̃

1− cos (t̃Tω)
T 2ω2

. (4.24)

For small values of t̃, we can make an expansion of the cosine around zero, and we have,

lim
t̃→0

SN (ω)

T t̃
= 1. (4.25)

In the limit where t̃→ 0,N (t) approaches white noise, that is, a flat power spectrum. This means
that the total power of N is divided among a more significant number of frequencies, reducing the
power per frequency, as we already stated in a more general framework in Sec. 4.1.2.

With this clarified, let us take a look to the signal to noise ratio (SNR) between the power of the
clump only and the noise,

SNR =
Ncn

2
aπ(tan−1(τd(ωf − ω0))− tan−1(τd(ωi − ω0))

Var[ϵ(ωi)]
, (4.26)

where we assumed that here we are assuming that the homogeneous process is negligible. The vari-
ance of the white noise, we can treat as Var[ϵ(ω)] = σ2 = Nt, where σ is the standard deviation of
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the process generating the noise; therefore,

SNR ≈
Ncn

2
aπ(tan−1(τd(ωf − ω0))− tan−1(τd(ωi − ω0))

Nt
,

≈ C(λcTc)2
Nc

Nt
, (4.27)

we have included all frequency-dependent values in C. When considering the whole process, i.e.,
with the homogeneous detections, the signal-to-noise ratio will behave exactly as in Eq. (4.27), but
the parameter will be adjusted to,

C
′
=
π(tan−1(τd(ωf − ω0))− tan−1(τd(ωi − ω0))

(tan−1(Tωf )− tan−1(Tωi)) + 1
. (4.28)

We have shown in Eq. (4.27) that the SNR depends directly on the clump parameters, implying
that the SNR value will not increase over time. It is important to note that while extending the
detection time may increase the number of detections, the scaling of the number of events within the
clump (where λc represents the number of events inside the clump per unit time) also occurs. This
scaling factor impacts the signal-to-noise ratio, potentially leading to limited improvement despite
the increase in the number of detections. This suggests that we must find another way to optimize
the information contained in the signal to maximize the signal-to-noise ratio with few events.

One strategy we propose is to focus on the cluster region and make cuts, i.e., analyze the spec-
trum in small sections in time where the noise content can be averaged and thus reduce fluctuations;
then, we average the power spectrum and perform the power ratio/ SNR. In this way, we would have
a better chance of distinguishing a clump, even if we have multiple clumps that are not very dense.
In the range of interest, we makeM cuts and analyze them in portions. In the case of white noise, the
fluctuations are similar across different cuts, and the SNR calculation considers the average power
of the signal relative to the fluctuations in the noise power across the cuts. Accounting for fluctua-
tions enhances signal detection and extraction, especially when the signal may be weak. When we
divide a noise signal into segments of equal length and then average these segments, the resulting
power spectrum of the noise signal will likely have reduced variance compared to the original power
spectrum of the noise signal.

To calculate the SNR using the fluctuations of the white noise signal, we can define it as the ratio
of the average power of the signal to the fluctuations of the noise,

SNR =
1
M

∑M
1 Pavg,sig√

1
M

∑M
i Pavg,noise

=

∑M
1 Pavg,sig

Nt

√
M. (4.29)

As seen from Eq. (4.29), the signal-to-noise ratio can grow proportionally to the square root of the
number of cuts in the region where the clumps are located. Thus giving us more chance of detection
even when the signal is weak.

Now, let us explore the parameter space determined by the fraction of dark matter contained in
clumps, Ω, and the clump radius, Rc. The fraction of dark matter is defined as, Ω = NcMc/Mt,
where Nc is the number of clumps, Mc is the mass of a single clump, and Mt is the total mass of
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dark matter. This analysis aims to determine the region of the parameter space (Ω, Rc) in which it
would be possible to detect a clump after a certain observation time. Specifically, we aim to identify
the conditions under which a clump can be detected with 2000 events and a SNR of ≥ 3, based on
our simplified model.

In Sec.4.2, we will elaborate on how this parameter space is explored in more detail. The relevant
region of the parameter space (Ω, Rc) for clump detection is illustrated in Fig. 4.4, which shows the
conditions for detecting a clump under these observational constraints.

In this example, we illustrate the case of an overdensity of λc = 50 and an observation time,
T0b = 2yrs. In Fig. 4.4 , we show a blue region for clump detection with the reliability of SNR ≥ 3,
delimitated by a blue line that represents SNR in the absence of homogeneous contributions, that
is, the SNR presented in Eq. (4.27). Moreover, we compute the SNR by adding the homogeneous
contribution, as in Eq. (4.28), represented by the dashed blue line. Here, the contribution of the
homogeneous distribution significantly reduces the detectable region, which is expected since the
power spectrum of such contribution is a flat, Eq. (4.11), just white noise, Eq. (4.24). The gray
shaded region represents the part of the analysis that corresponds to environments with noise or few
events. Here, we have established, in theory, how our simplified model gains significance only by
making signal cuts and averaging, as shown in Eq. (4.29). We have taken M=10, and as shown in
Fig. 4.4, the analysis, indeed, expands the parameter space for detection.

It is important to clarify that to ensure that the analysis of the slices really gives more information
about the signal, it is necessary to impose that at least in each of the slices, a clump is totally or
partially contained. We will get back to this result (Fig. 4.4) in Sec. 4.2. Finally, Fig. 4.4 shows
three limits; the first one is the limit imposed by the observation time, presented as a gray vertical
shaded region. This limit indicates that for a given observation time (which translates into a certain
distance traveled by the detector), a maximum clump size can be detected and can not exceed the
distance traveled by the detector. This means that if the clump is larger than the distance traveled
by the detector, we will always be inside the clump and unable to discern if we are inside it. The
second limit we impose regards the minimum number of events inside a clump that must be detected.
We have set such a limit as two events and represented it as a vertical black dashed line. Finally, an
additional limit is represented by a tilted black dashed line. This limit represents a minimum of one
clump detection as we can see, in this particular case, such line lays outside the confidence region,
meaning that we have more than one clump detection over the SNR ∼ 3. This may not be true for
all the cases, so it is important to check in every case just as a consistency check.

Region III : ωi = ω2 ωf = ωlim

Defining the value of our limiting frequency in this region is important. This frequency limit
should not be excessively high, as discriminating a cluster at higher frequencies demands an excellent
resolution. To determine the highest frequency that can be resolved based on the measurement time
(represented by τ ), one can use the FWHM as the measure of resolution. A Lorentzian function’s
Full Width at Half Maximum (FWHM) is 2τ , which indicates the range of frequencies where the
peak’s contribution reduces to half of its maximum value. Thus, the highest frequency that can be
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Figure 4.4. Region of the parameter space (Ω, Rc) in which with 2000 total events it would be
possible to detect a clump with a reliability of SNR ≥ 3. In this example we illustrate the case of an
overdensity of λ = 16 on average. The gray shaded region represents the SNR analysis by making
cuts in the signal, in this caseM = 10.

resolved based on the measurement time in the spectrum is determined by it. Both parts of Eq. (4.16)
hold significance in this frequency spectrum segment. The first term, representing the homogeneous
contributions, will stay consistent. Meanwhile, the frequency ωf will be significantly higher than
the characteristic frequency of the clumps so that,

RP ≈
N2

h

N2
t

+
N2

c (tan−1(τdωf )− tan−1(τd(ωi − ω0)))

N2
t (tan−1(ωf )− tan−1(ωi))

∣∣∣∣
III

. (4.30)

For sufficiently large frequencies, the inverse tangent function approaches a constant value π/2,
so that,

RP ≈
N2

h

N2
t

+
N2

c tan−1(τd(ωi − ω0))

N2
t tan−1(ωi)

∣∣∣∣
III

, (4.31)

unless τd is significant, Eq. (4.31) will stabilize closely to unity in the large frequency range limit. It
is important to note that analyzing just this frequency region does not provide definitive confirmation
of a clump’s presence. The behavior of the power ratio in this range helps us understand how the
clump might manifest in the spectrum, but a comprehensive analysis of the entire spectrum is needed
to conclusively detect the clump.

In conclusion, this analytical approach simplifies the problem, offering a useful framework for a
first approach to the study. However, it only partially accounts for the effects of fluctuations arising
from a finite number of events, leaving some complexities unresolved. These aspects would require
further exploration in a more realistic and comprehensive scenario. From our analysis of the different
regions, we can draw several conclusions. First, the contribution from the homogeneous process will
be significant unless it is well-understood and can be effectively removed from the spectrum. In most
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cases, the signal is dominated by homogeneous events, where the power ratio stays close to unity.
While high fluxes of weak clumps could contribute to the signal, we emphasize that this is an unlikely
scenario and not the focus of this analysis. Second, assuming the power ratio exceeds a value of 2,
we can predict a minimum probability, based on the total number of detections, that a clump may be
present in the signal. Finally, this analysis can also be applied in reverse, to assess the likelihood of
detecting a clump under specific conditions.

Finally, all these analyses were done under the condition that clump detections were available. It
is important to have a clearer idea of the possible encounter rate in order to make the whole analysis
possible. Since the particle representation studied in this chapter is compatible with direct detection
experiments, let us stop for a moment to get insights into the encounter rates. Here, we will consider
the fraction of dark matter Ω that we will explore in more detail in Sec. 4.2, for different clump radii
and masses to check, as a first attempt, the parameters that make it possible to have at least one
encounter per year. To do so, we have used same assumptions about the velocity distribution stated
in Chap 3.3.3, eqs. (3.71), (3.72). Therefore

dΓe

dR
= nclump

〈
v
dσ

dR

〉
,

= nclump

∫ vf

vi

vf(v)
dσ

dR
dv, (4.32)

where we have assumed hard sphere approximation for the cross section.
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(a) Encounter rate for fixed density ratio Ω = 0.3.
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(b) Encounter rate for fixed density ratio Ω = 0.1.

Figure 4.5. Encounter rates for fixed density ratio. Here, we have considered a range of input masses
based on the results of Sec 4.1.4. We have considered a velocity distribution in the detector frame of
reference.

In Figure 4.5b, we have estimated the encountering rate for Ω = (0.3, 0.1). Very naively one
possible clump characteristic that is potentially detectable areM ∼ 1015kg andR = 10−4.5pc for an
overdensity of λ = 16. For such values, Γe ∼ 1yr−1 which represents a very optimistic possibility
of encountering in relatively short time scales. The plot shows that, in principle, less massive clumps
result in higher detection rates. This is because smaller clumps, while less dense individually, tend
to appear more frequently due to their abundance in the dark matter distribution. As clump mass
decreases, the frequency of potential encounters or interactions with the detector increases, leading
to an elevated event rate. Consequently, more massive clumps are less likely and contribute fewer
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events despite their higher individual density.

4.1.4 Numerical approach

This section details how we simulate the signal and obtain the power spectrum of the random process
discussed in 4.1.2. Implementing a numerical approach, we gain several advantages. For instance,
the simulation allows us to model clumps flexibly, adjusting parameters like clump size, density, and
frequency to test different scenarios. Additionally, the simulation provides a more comprehensive
treatment of finite event number fluctuations, which is one of the key aspects of this study. It can
also account for complex features in the signal, such as overlapping clumps, that are challenging to
address analytically. Finally, the numerical power spectrum analysis offers a practical means to test
and validate analytical approximations.

We begin by looking into the representation of the baseline or smooth background through a
Poisson process. A Poisson Process (PP) is a sequence of events where the number of arrivals N in
a time interval (a, b) follows a Poisson distribution with shape parameter Λ,

Pr(N = k) =
(Λ)k

k!
e−Λ, (4.33)

where T = b−a andΛ = λT [283,284]. Here, λ represents the arrival rate, assumed constant for our
purposes. In our approach, we model the signal arrivals as a Poisson process, where the frequency
of arrivals within any given time frame follows a Poisson distribution. To simulate overdensities, we
extend this to a non-homogeneous Poisson process where the arrival rate/intensity varies over time
to represent clumps. This variation is achieved by introducing stochastic fluctuations in the arrival
rate, creating intervals with higher event densities to simulate these over-dense regions.

We generate these density fluctuations by defining a probability P of observing a clump within
each interval of time T . For a total signal duration To, we define a certain number of attempts as
n = int(To/Tc) , where Tc is the size of the clump in time. Now, within each interval T , we simulate a
”dice roll” (a draw from a binomial distribution) to determine whether a clump occurs. When a clump
is chosen in an interval (illustrated as green dots in Fig. 4.6), a random density spike is generated with
a rate that exceeds the average rate of the background distribution. This setup ensures that clumps are
stochastically generated with counts higher than the expected background level, simulating regions
of overdensity contrasting with the low-event background.

We defined our parameter space as the probability of encountering a clump P (to randomize the
rate), the frequency of the overdensity/clump νod ∝ 1/T , the number of total events N and the
arrival average rate of the overdensity λod.

We focus on generating overdensities and studying their statistical likelihood in the following.
All the details on how we generate the baseline can be found in Appendix D.3. We use a uniformly
spaced time grid to introduce additional event counts in the signal. Within each time bin, we drew
a sample from a binomial distribution. Based on whether the obtained value is above or below a
predefined probability (P ), we then drew a sample from either a low fixed intensity λ (representing
the smooth background) or a high-intensity λod (representing the clump). This approach ensures
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Figure 4.6. Illustration of how the over densities are introduced. T represents the period of the
clumps, and red and green indicators are determined randomly by a binomial distribution. The rate
detection of the over-density is also randomized.

that the overall process exhibits a random arrival rate/intensity, with background and clump events
contributing to the signal.

Fixed Parameters non-homogeneous case

Parameter Value

λod 20

T 3

P 10%

Table 4.2. Parameters for over densities. T represents the period on average for which the binomial dis-
tribution can randomly create higher counts, see Fig 4.6, P represents the probability of the over density to
occur/success.

We generate around ∼ 1000, number of events to see if the signal was distinguishable visually
in the power spectrum following the parameters in Table 4.2. Until this point, we do not allow the
clumps to overlap, and they all have, on average, the same size.

Just to clearly differentiate in this case the signal, we averaged segments of the simulated signals
to assign more accurate power to the correct frequencies and reduce noise-induced fluctuations in
power. As expected, the power shows an additional peak at ωo = 2.1 corresponding to the power
associated with the overdensities in this example case. We calculate the peak-to-noise ratio (signal
excess) on the region of interest as [285–287],

SE =
Power of the peak - mean power

std
. (4.34)

In addition, as the homogeneous contribution of the random Poisson process and the noise factor
appear at every frequency, we calculate the probability associated with the chance of one of those
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random contributions to actually reach the same power of the peak of interest [288]:

P (false alarm) = 1− (1− e−Sp)Nν , (4.35)

here Sp is the power of signal peak and Nν represents the number of independent frequencies of the
band of interest, for our case Nν = 2. We also established a relation between the fit parameters
and the simulation parameters for localized cases, see Appendix D.4. In Fig 4.7, two individual
runs for the same parameters were performed for one case where the localized overdensity can be
fully distinguished and another where it is more challenging to distinguish. The total number of
events in both cases was set to 1000. For each case, it can be seen in the figure that there are two
realizations marked as red and black lines; this gives an intuition of how the individual runs fluctuate.
In addition, we have a dashed gray line representing the average value of a run without clumps, i.e.,
of the background. For each case we have also included an estimate of the false alarm probability.
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Figure 4.7. Power spectrum for two different cases and two different realizations. Here we
illustrate two extreme cases where the localized overdensity can be either fully distinguished or

fully mixed with the background.

In a realistic scenario, clumps may overlap and vary in size or frequency. To incorporate this
into our simulation, we define a set of possible clump sizes. When a clump appears in an interval, its
intensity is randomly selected from this predefined list of sizes. We also impose a restriction to en-
sure that no clump exceeds the overall measurement duration. In this case, we performed a Lorentz
fit to a signal containing nonlocalized clumps, i.e., combinations of different characteristic clump
sizes/frequencies, to test both numerical and analytical setups. In Fig. 4.8, we show the numerical av-
eraged spectrum (gray dotted line) including superposition of overdensities with νod = [1.88, 2.01],
P = 0.3, N = 150, and λod = 40. For such spectrum, we make the fit this the analytical result
obtained in Eq. (4.11) (red solid line) for fitting parameters ⟨A⟩2 = 0.04, τ = 34 and γ′

= 0.08,
⟨B⟩2 = 0.02, τd = 37, ω0 = 2.1. We show the overall noise by a black dashed line that compared
differs from the analytical stimation of the noise by∼ 0.0025 . It is important to mention that for this
illustrative plot we have only shown the contribution of the white noise for frequencies higher than
zero, but in general terms white noise also contributes to the peak centered ar zero frequency. In the
subplot of Fig. 4.8 we make a cut on the frequency range to concerning only the clump contribution
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of the spectrum for both, numerical and analytical parts.
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Figure 4.8. Eq. (4.11) fit for the numerical power spectrum including superposition of overdensities
with νod = [1.88, 2.01], P = 0.3,N = 150, and λod = 40. For the complete spectrum the fit results
were ⟨A⟩2 = 0.06, τ = 34 and for the clump fitting parameters γ′

= 0.08, ⟨B⟩2 = 0.026, τd = 37,
ω0 = 2.1, plus an overall noise factor represented by the dashed black line.

Distinguishable Over-densities numerical analysis

To distinguish structure in the detection, we perform a statistical test to estimate the significance of
the numerical signal containing some clumps; we later in Sec. 4.2 apply this test to signals where the
clumps are identified as dark matter small structures under appropriate and realistic conditions. To
do so, we define the null and alternative hypotheses as,

H0: the power spectrum of the signal corresponds to white noise, i.s flat spectrum for f ̸= 0.
H1: the power spectrum is not flat.

We tested the hypothesis under the standard t-test [289, 290] and the nonparametric Mann-Whitney
U test [291, 292], see Appendix D.5. Additionally, in Appendix D.6, we have expanded about the
testing of the numerical parameters under the null hypothesis using the Mann-Whitney U test.

It is essential to establish a clear connection between the simulated parameters and the physical
phenomena they represent. This connection forms the basis for the applicability of simulation results
to practical scenarios. In the following section we bridge the gap between the simulated parameters
and their physical analogs, the simulation becomes relevant and provides knowledge that can be
extrapolated to real-world situations.

4.2 Exploring DarkMatter Clumps: Physical Characteristics and Sig-
nal Analysis

In an approximation to a realistic measure of darkmatter clumps, we assume the detector is moving as
the Earth goes through a cubic volume of 1 ly3, see Fig. 4.9, with a constant velocity of v = 220 km/s.
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Let us consider an example to clarify the concept. Suppose we detect signals over one year. In this
scenario, we have traveled through a cube with a size of x(to) = vto, where to is the detection time.
Within the trajectory of at least 2 × 10−4 pc that we can cover in a year, we can traverse the clump
partially or completely. In this case, we can detect a clump even with a non-central crossing, meaning
we do not need to pass through its full radius to identify it.

Figure 4.9. Scenario for dark matter detection. The Earth acts as a detector in a cubic volume of 1
ly3. The black dots represent dark matter particles and the red spheres represent DM clumps. We
illustrate the possibilities of traversing the clumps partially or completely.

Let us simplify our picture considering that all clumps are same size and have the same mass,

mc =
4

3
πR3

cρc, (4.36)

where ρc and Rc are the density and the radius of the clump, respectively. The density of the clump
ρc can be linked to the average DM density at our current location ρDM , along with the overdensity
λ and fraction contained in clumps f , as follows,

ρDM = ρh + fρc. (4.37)

Here, the average density will consist of the density from our uniform detection process plus a
specific portion attributed to the clump structure. The overdensity is then λc = ρc/ρh, so that,

mc =
4

3
πR3

cρDM

(
λc

1 + λcf

)
. (4.38)

Now, for a given massmc, and therefore, a given radiusRc there will always be a corresponding
fraction of dark matter,

Ω = Nc
mc

MDM
, (4.39)

whereMDM is the total DM mass andNc the number of clumps. In our case, we have taken the total
mass as the one contained in the detector’s trajectory.
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In our study, we use the physical characteristics of clumps such as the clump mass, its radius,
and the number of clumps (from the overall dark matter fraction Ω), (Mc, Rc, Nc), to determine the
specific parameters (λc, f,Nc) needed to define our numerical signal. This signal is then subjected
to the test outlined in sec. 4.1.4, providing us with the confidence to ascertain whether this clump
can be distinguished after a fixed observation time.

Our numerical analysis comprises variable clump radii and different total fractions of clumps
accounting for dark matter. As already mentioned, these physical parameters define the parameters
in our simulation. More specifically, we have generated the corresponding signal for each param-
eter space point (Ω, Rc) and applied the null hypothesis test with respect to the expected average
signal for a homogeneous distribution. In Fig. 4.10, the black crosses represent the clumps that we
can distinguish with a reliability of more than 3σ in 95% of the 100 times we generated the signal
and applied the test. Contrasting the analytical distinguish-ability analysis, we have included our
numerical result with the corresponding SNR presented in the Eq. (4.27). In Fig. 4.10, the analytical
counterpart is shown as black curves. We have also illustrated the graph as crosses and gray curves
from analyzing a few accounts. The analytical part is based on Eq. (4.29). For the numerical part, we
have proceeded analogously to that already described in the sec. 4.1.3. As seen in each case we have
tested, the numerical and analytical results are in good agreement for different number of events and
different overdensity.

Finally, we want to make an observation regarding a limitation of our method. When the over-
density is small, the number of clumps increases considerably, which allows us to describe clumps
with smaller sizes. However, in this case, the spectrum generated by the signal is more difficult to
distinguish because of its similarity to the homogeneous case. Moreover, each clump may have on
avergae very few events making it difficult to distinguish them due to the possible large fluctuations.
So, the higher the overdensity, the higher the probability of distinguishing the clump.

In the following, we are going to roughly estimate the time required for upcoming experiments
to detect the distinguishable small structure based on the minimum number of events we have found.

Estimation of Clump Detection Time for Direct Detection

Taking the statistical analysis results for the sensitivity projections we have presented earlier in
Chap. 2.1.2, specifically in Fig. 2.3 of XENONnT [267] and DARWIN [53], for different DMmasses
and spin-independent cross-sections, we can estimate the observation time required for these exper-
iments to see the curves in Fig D.4a, i.e., the time that will take to distinguish clumps with such
characteristics using the number of events we find in your analysis, see Table 4.3. Here, we have
considered that the efficiency of the detectors along the detection time is constant. We have made a
linear interpolation of the number of events each collaboration expects in a short time. In Fig 4.11
(left panel), we have represented the physical characteristics of a clump that could be detected with
the data found in the Table 4.3. As the number of events is very small, simulating a clump that can
be detected with a good level of reliability is difficult. Although we have reduced the reliability level
for the numerical estimation to 85%, we do not find with our method that a clump can be detected
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Figure 4.10. In the different panels shown the parameter space generating distinguishable clumps
with a SNR ≥ 3. For each case we have contrasted the numerical results (crosses) and the analytical
results (curves) for different observation times, number of events and overdensities, as indicated in
each panel at the top, here the background is negligible ∼ 1 event per unit time. The vertical lines
represent a minimum limit of detections within the clump of 2 and the gray shaded areas are the
upper limit imposed by the observation time.

with only 100 events. The choice of λc = 20 was convenient because we know that these are the
minimum overdensities we can detect. So, in a slightly more refined analysis, it might be possible
to improve the estimates, but in our simplistic model only the parameter space is very small.

Additionally, with the improved sensitivity projected for DARWIN, we can estimate the num-
ber of events using the same ratio of events to cross-section as in the case presented in Table 4.3.
Based on this, the expected number of events for WIMP masses of 20GeV/c2 and 100GeV/c2 at
the improved sensitivity level of 1.5× 10−49cm2 and a 500t× y exposure would be approximately:
∼ 480 events for 20GeV/c2 and ∼ 535 events for 100GeV/c2. In Fig. 4.11 (right panel), we show
the most optimistic approximation for greater exposure to demonstrate how the clump parameter
space changes. Moreover, to detect 1000 events with DARWIN and compare them with regions like
the one shown in the top left panel of Fig. 4.10, an exposure time of approximately 935 ton-years
would be required, given the improved sensitivity of 1.5× 10−49cm2 and a 500 ton-year exposure.
Alternatively, the number of events could be increased by either enhancing the detector’s sensitivity
or adjusting the WIMP mass to optimize detection within the same exposure time.
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Observation time [yrs]

Experiment Mass [GeV/c2] σSI[cm2] 50 events 100 events 200 events

XENONnT 6 3× 10−44 13.1 26.3 52.6

XENONnT 50 5× 10−47 2.8 5.6 11.3

DARWIN 20 2× 10−47 1.6 3.2 6.4

DARWIN 100 2× 10−47 1.1 2.2 4.4

Table 4.3. Observation time for experiments to distinguish small dark matter structure. The projection of
these times take into account the exposure time of each experiment, the fiducial volume and the statistical pre-
diction of events during the exposure time for different masses and cross sections given by each collaboration.
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Figure 4.11. In the left panel we show the clump dimensions projected fromTable 4.3. The numerical
estimative was obtained with 85% of confidence level. In the right panel we show the same but for
an approximate number of events at the improved sensitivity level of 1.5× 10−49cm2 and 500t× y
exposure for DARWIN. Both cases we consider a negligible background ∼ 1 event per unit time

Clump contribution to the matter power spectrum of the Universe

We aim to compare the contribution of clumps to the matter power spectrum alongside other known
density fluctuations. To do so, we start by analyzing the linear power spectrum from Eq (4.10).
By transforming this into k-space, with the relations ω = vk and τd = xd/v, we can express the
one-dimensional power spectrum P (k)1D as follows,

P (k)1D = 2(ΓcT )⟨B⟩2
xd
v

1

1 + x2d(k − k0)2
. (4.40)

Analyzing the linear power spectrum provides a baseline for understanding the contribution of
clumps to the overall matter distribution in the universe. It isolates how clumps, as density fluc-
tuations, behave, allowing for a simple way to distinguish their behavior before extrapolating the
analysis in three-dimensional space. In the left panel of Fig 4.12, we have illustrated the linear
power spectrum of two clusters over different observing times. The clusters have a characteristic
size of 1, 5×10−3pc, and 8×10−4pc as indicated above each peak. We have taken different observ-
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ing times to naively estimate the time needed to resolve the clump or observe the clump completely.
We note that the contributions of both clumps are similar and that in both cases, after a comparable
period of time, the contribution can be fully resolved. However, we would like to mention that even
if the clump is not completely resolved after a shorter time of observation ∼ 2yrs, the maximum
peak can begin to be distinguished, which in a very rough way could give us indications in a short
time of the contribution of these structures. It should be noted that we have taken examples where a
remarkable contribution is attained. We take such examples in order to understand the behavior of
the contribution to the spectrum.

Based on the linear power spectrum, we can get an insight into the possible contribution of these
clumps into the matter power spectrum of the Universe. To do this, we first assume isotropy and we
apply the radial Fourier transform to the power spectral density in Eq. (4.10),

F−1[ ˜S(ω)] = f(x⃗) =
1

(2π)3

∫ ∞

−∞
S(ω)e−iω⃗·x⃗d3ω, (4.41)

subsequently, in momentum space, we derive the contribution of the clumps as,

P (k) =

∫ ∞

−∞
f(x)ei(ωt−k⃗·x⃗)d4x. (4.42)

This approach enables us to incorporate the contribution that a representative case of the clumps
could generate into the matter power spectrum.

To get a clearer visual of the scale to which we contribute, we reproduce the primordial infla-
tionary spectrum with the present distribution in galactic scales through a Harrison-Zeldovich spec-
trum [293]. This power spectrum is represented by the gray solid line in Fig 4.12. We have taken the
example of the two clumps in the left panel of Fig 4.12, more specifically, the parameters to repro-
duce those peaks. We take these examples to evaluate the Eq. (4.42). In particular, the contribution
is observed at k ∼ 1010Mpc−1, much smaller and different scales than the scales modeled by the
Harrison-Zeldovich spectrum, that have already some testing, e.i., some observational data [294].

It is important to note that the impact on the power spectrum can vary considerably due to the
diverse nature of detectable clumps in our study. We may encounter a high flux of small clumps or
a smaller flux of denser clumps. The variability of these contributions is due to the different cluster
encounter probabilities, which can vary from medium to low, which means how probable each of
these scenarios is and the time required to identify peaks in the spectrum. As a result, the contribu-
tions to the power spectrum exhibit notable fluctuations. It is important to note that our toy model
parameters are intentionally simplified for ease of analysis. Therefore, a more detailed investigation
could refine the values we have determined here, providing a more nuanced understanding of the
contributions to the power spectrum.

4.3 Discussion

We have studied small dark matter structures on scales comparable to the size of the solar system,
focusing on their potential spectral signatures in ground-based experiments compatible with WIMP
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Figure 4.12. On the left-hand side, we show the clump linear power spectrum locally for
v = 220 km/s. On the right we show the matter power spectrum of the universe including two

example cases of clump contributions.

searches, such as XENONnT, and future extensions like DARWIN. Specifically, we analyzed the
spectral fingerprints these structures might leave if they pass through an Earth based detector.

Our simplified model assumes a smooth background representing homogeneously distributed
dark matter in our local region. We contrast this with a scenario in which dark matter is distributed
differently, specifically localized in clumps rather than spread evenly. In this clumped model, certain
areas are denser than others, even though the average dark matter density in the locality remains
unchanged. These over dense regions, or ”clumps,” are modeled as agglomerations of dark matter
particles. If encountered, such clumps would generate a significantly higher number of detection
events than expected from the background alone. We have modeled the encounters with dark matter
particles analytically and numerically to explore these distributions.

In the analytical approach, we adapted a filtered Poisson process to account for clumps, or over-
densities, within a generally homogeneous signal. For the numerical model, we simulated a homo-
geneous Poisson process to represent a smooth background and a non-homogeneous Poisson process
to simulate clumped dark matter. In both cases, we analyzed the resulting signals in the frequency
domain using Fourier analysis and found that the power spectra from both methods showed similar
trends. During this analysis, we noted that the analytical model could be further refined. For exam-
ple, replacing the current peak-shaped clump model with a rectangular-shaped clump could improve
alignment with the numerical model, even as an approximation. This refinement is left for future
work.

Continuing with the spectral analysis, we characterized the spectral density in the homogeneous
and over dense cases and compared the two spectra using statistical tests that accepted or did not
accept the null hypothesis for the numerical simulation.

In our study, we tested the null hypothesis using conventional tests like the t-test and alternative
methods like the non-parametric Mann-Whitney (MW) test. Both tests were capable of evaluating
our hypothesis. Initially, the non-parametric test appeared to detect signals with greater clarity and
efficiency. However, upon closer examination, we observed that it provided results that were overly
optimistic, surpassing the expected outcomes derived from analytical signal-to-noise ratio analysis,
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which are considered ideal. Consequently, in our analysis, we opted for the t-test since the results
were more conservative and aligned more closely with our expectations.

From our analysis, we could infer some parameters characterizing the clumps that, in principle,
we could detect, such as how dense they are and what their size is, as shown in Fig. 4.10. We
have found that for a small number of events, Nt ∼ 1000 − 2000 clumps with radius in the range
(10−6, 10−4) can be detected with a good level of confidence. In addition, we included sensitivity
projections of direct detection experiments, specifically in the context ofWIMPs. Our results indicate
that with the advent of the new generation of detectors, there is a potential to detect some small DM
structures.

Based on our simplistic analysis, a minimum exposure time of at least 1.1 years would be required
to achieve this distinction in experiments like DARWIN.We tested the potential characteristics of the
clumps that DARWIN could potentially test, Table 4.3, and found that the parameter space allowed
is slim for such a realistic case. In Fig. 4.11, we show that with 200 detections at a sensitivity level
of σSI = 2 × 10−47 cm2, and by extrapolating to improved sensitivity of σSI = 1.5 × 10−49 cm2

with an exposure of 500 t×yr, yielding approximately 535 detections, there is an 85
Finally, we made a first step to illustrate the contribution of small clumps to the universe’s matter

power spectrum. To do so, we have taken our linear approximation (Eq. (4.10)) and estimated the
full-dimensional contribution (4.42). In our example case, the contribution is observed at k ∼
1010Mpc−1. We note that the impact on the power spectrum can vary considerably due to the diverse
nature of detectable clumps in our study. We may encounter a high flux of small clumps or a smaller
flux of denser clumps. The variability of these contributions is due to the different cluster encounter
probabilities, which can vary frommedium to low, whichmeans how probable each of these scenarios
is and the time required to identify peaks in the spectrum. As a result, the contributions to the power
spectrum exhibit notable fluctuations.

It is important to note that our toy model parameters are intentionally simplified for ease of
analysis. Therefore, this work represents a first step towards understanding the delectability of very
small structures locally, and a more detailed investigation could refine the values we have determined
here, providing a more nuanced understanding of small local structures.



Chapter 5

Heating DM: core-cusp inner density
profiles for Halos

The following work is based on a joint project with Prof. Laura Covi.

ΛCDMdescribes to a good extent the large-scale structure of the Universe, i.e., at distances larger
than O(Mpc). As we have mentioned, to study smaller (medium) scales, N-body simulations have
been the main tool so far. Several DM-only simulations can be obtained to understand the structure
and abundance of CDM halos and their substructure [295,296]. However, it remains unclear whether
these predictions are confirmed in nature. In particular, there are some points already establishedwith
some clarity where CDM simulations disagree with observations [297–299], and therefore a more
detailed study including simulations with baryonic matter and additional interactions, among other
aspects are needed [300,301].

This chapter addresses the core-cusp problem, which refers to observed density profiles in small
galaxies and their discrepancy with predictions based on CDM simulations. To do so, we study a
DM candidate capable of undergoing exothermic processes. These exothermic processes heat the
medium, producing an increase in the volume, which can explain the expected cored density profile
in the central dense regions of small galaxies and, at the same time, agree with CDM predictions on
larger scales. We use the gravothermal fluid description [302,303] to study the heating effect on the
halo.

In the following, we describe the core-cusp problem and define the framework in which the
discrepancy between simulations and observations can, in principle, be resolved using dark matter
capable of carrying out exothermic processes.

The mass density profile for collisionless CDM halos increases towards the center in the simu-
lations. This can be model in the central region as ρDM ∝ r−1 [23, 61, 304], and it is well described
by a Navarro-Frenk-White (NFW) profile [305],

ρDM(r) =
ρs

(r/rs)(1 + r/rs)2
, (5.1)
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where ρs and rs are characteristic density and scale radius of the halo. Nevertheless, observations of
rotation curves of disk galaxies show a linearly rising circular velocity of stars in the inner regions,
resulting in constant “cored” density profiles modeled by ρDM ∝ r0 [61, 306]. This discrepancy
between the observed profiles and those expected based on the simulations is the so-called core-
cusp problem. The issue becomes very relevant when studying dwarf and low-surface brightness
galaxies because they are expected to have a high DM content. These galaxies have low luminosity
and surface brightness, are less influenced by baryonic processes, such as star formation, which
could potentially modify the DM distribution due to baryon-dark matter interaction processes. These
galaxies are therefore, in practice, easier to simulate because their matter content is dominated by the
dark matter component and therefore they are an appealing place to test CDM [307,308].

The discrepancies between the standard CDM prediction and the observations in small-scale
structures may indicate that DM is not completely collisionless. Self-interacting DM (SIDM) has
been a popular proposal to explain the central mass deficit in halos [309]. In this scenario, DM
particles perform elastic scatterings with each other through 2 → 2 interactions [36, 310, 311]. At
sufficiently large radii, the collision rate is negligible, and therefore, SIDM halos have the same
structure as CDM halos. This is because the scattering rate between SIDM particles is proportional
to the density of the dark matter. The local collision rate is given by [312],

Rscatt =
σ

m
vrelρDM ≈ 0.1Gyr−1

(
ρDM

0.1M⊙/pc3

)(
vrel

50km/s

)(
σ/m

1cm2/g

)
, (5.2)

where the DM density ρDM, and the value of the averaged relative velocity between particles, vrel1,
are compared with the values of a typical dwarf galaxy towards the central region [313]. The cross-
section per unit mass must be at least σ/m ∼ 1cm2/g to have one scattering per particle over
10 Gyr, as shown in eq. (5.2), and therefore have an effect on the halo. For σ/m ∼ 1cm2/g, the
mean free path of DM particles exceeds the core radius of the halo. This implies that the ratio of the
mean free path to a characteristic length scale—specifically, the core radius of the halo—becomes
larger than unity. This ratio, known as the Knudsen number, indicates that when it exceeds one, heat
conduction becomes effective in the inner halo [312]. Here, heat conduction refers to the transfer of
thermal energy from higher to lower temperature regions. For this value of σ/m, the scattering radius
Rscatt becomes insignificant during the early stages of structure formation. Therefore, for a constant
σ/m, the impact of self-interactions on the structure of halos occurs primarily at later times and
on smaller scales within the dense inner regions. Self-interactions can also dramatically affect sub-
structures through evaporation or tidal disruptions, so the cross sections for these processes become
very constrained [309].

Self-interactions transport heat. The net heat gained contributes to an increase in the velocity
dispersion of the DM particles and leads to a decrease in the mass density by expanding the volume
occupied by DM. As a result, the velocity dispersion, which indicates the temperature of the DM
particles, is not constant throughout the halo; it increases towards the center of the inner halo. Another
scale-dependent effect here is that the impact of the energy released is more pronounced at smaller

1In a typical dwarf galaxy, the velocity follows a Maxwell-Boltzmann distribution
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scales, where the injected energy self-heats the DM particles and enhances core formation in smaller
halos 2 [315, 316]. There have been studies probing that such a process in the elastic regime can
describe the core formation effect from DM self-heating and that it is indeed sharply escalated for
halos smaller than a certain mass [38, 312].

Here, we study an exothermic model in isolated halos involving processes such as 3→ 2 scatter-
ings, so unlike normal scatterings, energy is released or given off to the surroundings. We adopt the
gravothermal fluid formalism to study the density profile and its velocity dispersion, and we discuss
the possible astrophysical imprints that the process can enhance.

5.1 Describing self-heating Dark Matter

It is convenient to treat DM as an ideal gas to study the effect of the self-interactions in the halo.
In the presence of an efficient heat conduction mechanism, the dynamics of a spherical halo can
be described by the gravothermal fluid evolution [302, 303]. The formalism approximates the DM
particles as an ideal fluid that is described by their mass density ρ and fluid pressure p. We are going
to describe the gravothermal evolution of a pure SIDM as proposed in Refs [317–320], and add a
heat injection term that models the DM self-heating following Refs [36, 38, 302, 321].

In the context presented, it is assumed that the self-interaction and self-heating mechanisms of
DM become significant only after the formation of the halo [38].

Let us define the 1-D velocity dispersion ν =
√
p(r, t)/ρ(r, t), to state the equations of evolution

of the gravothermal fluid as:

∂ρν2

∂r
+
GMρ

r2
− Vr

∂Vr
∂r

= 0, (5.3)

∂M

∂r
− 4πr2ρ = 0, (5.4)

3

ν

(
∂ν

∂t

)
M

− 1

ρ

(
∂ρ

∂t

)
M

=
1

ν2
∂u

∂t
, (5.5)

whereG is the Newton constant,M represents the enclosed fluid mass within radius r and (∂t)M =

∂t+V⃗ ·∇⃗ , where V⃗ is the fluid bulk velocity. This last term describes modifications in characteristics
like temperature, pressure, density, and internal energy that arise from heating processes within the
fluid. Simultaneously, its location changes as the fluid element moves within its environment, so
(∂t)M , specifically refers to changes within the fluid element as it changes its state and location. The
set of equations describes the evolution of the mass density, where the nature of a SIDM model is
manifested by the heat conductivity term present in the first equation of thermodynamics. In Sec. 5.2,
we will describe this process in more detail.

To properly describe the process, we need the evolution of the bulk velocity as well. For that, we

2This effect can be estimated analytically and tested through N-body simulations, as shown in Ref. [314].
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use the continuity equation,

∂tρρ+ ∇⃗ · (ρV⃗ ) = 0

∂tρ+
ρ

r

(
Vr + r

∂Vr
∂r

)
+

1

r

(
ρ+ r

∂ρ

∂r

)
Vr = 0

taking the stationary solution ∂tρ = 0 we get for the bulk velocity:

∂Vr
∂r
− Vr

r

(
r

ρ

∂ρ

∂r
− 2

)
= 0. (5.6)

The bulk velocity effects in the fluid momentum conservation equation are assumed to be negligible
since we required the halo to be in quasi-static equilibrium.

On the other hand, velocity dispersion due to self heating is obtained form eq (5.5) as,

3

ν
(∂tν + V⃗ · ∇⃗ν)− 1

ρ
(∂tρ+ V⃗ · ∇⃗ρ) = 1

ν2
∂u

∂t
,

with the stationary solution,

∂ν

∂r
− r

3Vrν

δu

δt
− ν

3ρ

(
∂ρ

∂r

)
= 0. (5.7)

Taking (5.6) to rewrite (∂ρ/∂r) in terms of Vr, we can rewrite,

1

r2
∂

∂r
(r2Vr) +

3

ν

(
Vr
∂ν

∂r

)
− 1

ν2
δu

δt
= 0 (5.8)

Here again, we have considered the stationary solution. The details of the calculations are presented
in Appendix E.1.

The heat conduction is modeled by heat diffusion given by,

δu

δt
=
m

ρ
∆ · (κ∆ν2), (5.9)

where u is the specific energy per unit mass and κ is the thermal conductivity. The heat gain is
used to increase the velocity dispersion of the particles, and as the volume expands, the mass density
decreases as well.

Finally, the set of differential equations to numerically solve is:

∂(ρν2)

∂r
+
GMρ

r2
+ Vr

∂Vr
∂r

= 0, (5.10)

∂M

∂r
− 4πr2ρ = 0, (5.11)

∂Vr
∂r
− Vr

r

(
r

ρ

∂ρ

∂r
− 2

)
= 0, (5.12)

1

r2
∂

∂r
(r2Vr) +

3

ν

(
Vr
∂ν

∂r

)
− 1

ν2
δu

δt
= 0. (5.13)

Equations (5.10) to (5.13), are the final set of equations to be solved. We discuss in the following
sections,in the framework of the above equations, how the exothermic processes affect the density
profile and velocity dispersion.
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5.2 Heat Conduction

As stated earlier in eq (5.9), the heat conduction is modeled by a heat diffusion equation. In the
context of standard heat diffusion, which assumes that the distance between collisions is shorter than
the size of the system, the flux can be expressed as,

L(r, t)

4πr2
= −κm∂ν2

∂r
, (5.14)

where the luminosity L(r, t) represents the rate of energy that crosses a sphere of a radius r and it is
related to the gradient of temperature. To calculate the heat conductivity κ, one needs to parametrize
the distribution perturbations due to collisions that generate small deviation from a local equilibrium
Maxwellian space-phase distribution f . To do so, the perturbations δf can be parametrized as δf =

(f/T )g · ∆T (r, t) , where f represents the average value of the distribution, T is the temperature
and g is a vector function that represents the deviations from a local equilibrium distribution caused
by collisions in a system [322]. The conductivity is obtained as,

κ = − 1

3T

∫
d3
v2

2
v · gf. (5.15)

The calculation of κ from eq. (5.15) is highly non trivial . As an alternative, it is possible to estimate
κ in the limit where the mean free path of DM particles is either much shorter (SMFP regime) or
much longer (LMFP regime) than the size of the halo. In this case, we assume that the free streaming
length λ is shorter than the physical size of the system, H =

√
ν2/4πGρ, as we mentioned before.

One can derive the heat flux from the Boltzmann set (5.3), so that,

κSMFP =
75
√
π

64

ρλ2

amtself
, (5.16)

where tself is the self-interaction time scale and a =
√
16/π is a coefficient relevant for the hard-

sphere scattering of particles with a Maxwell-Boltzmann velocity distribution [320]. This, together
with the rate of specific heat gain for a fluid element,

∂ucond
∂t

= − 1

4πr2ρ

∂L

∂r
, (5.17)

where u is the energy per DM particle, account for the heat conduction in this picture.
For illustration, let us review the case of 2→ 2 annihilation processes. In this case, an important

effect for self heating DM (SHDM) comes with DM semi-annihilations, DM + DM → DM + χ,
where χ is a light particle, assuming a constant ⟨σsemivrel⟩. For SHDM, a small portion of the DM
particles that are enhanced in kinetic energy due to semi-annihilations are trapped within the halo
instead of escaping through DM self-interactions (assuming the escaped particles have no impact on
halo evolution). The boosted DM particle carries a high kinetic energy of ∂E = m/4, which is the
energy injection that subsequently is redistributed to the other DM particles, causing self-heating.
This self-heating can be effectively described as injecting heat into the local DM fluid element at a
given rate,
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∂usemi

∂t
= ρ
⟨σsemivrel⟩

m
ξ
∂E

m
, (5.18)

here, ξ is a dimensionless coefficient determining the efficiency of the process. References [37, 38,
323] have shown that, in general, DM undergoing 2→ 2 processes can solve the core-cusp problem
as they generate volume expansion due to heat transfer, thus preventing the nucleus from developing
a cusp. However, the core formation resulting from self-heating seems more efficient for smaller
halos [37, 38], which seems inconsistent with observations (and the bounds coming from them) and
thus casts doubt on the feasibility of SHDM. Therefore, alternatives such as the 3 → 2 exothermic
processes are an attractive option to study because the conduction dynamics are the same, so they
can generate the redistribution of the energy density under the same considerations of the 2 → 2

case, with the only difference being the process that produces the heat conduction.
In Fig 5.2, we have reproduced the results presented in [38] where the evolution of the den-

sity profile is shown for a SHDM with DM mass mχ = 0.9MeV, σsel/mχ = 0.1cm2/g and
⟨σsemivrel⟩ = 6× 10−26cm3/s. For this case, we have solved the set of equations (5.10) to (5.13)
(we explain the step by step the procedure in Sec 5.2.1 ) using the heat conduction term as indicated
in eq.(5.18), with ∂E = 1/2m, the efficiency ξ was fixed motivated by N-body simulations [38].
We detail the value of this parameter more carefully in the following subsection, see Sec 5.2.1. The
virial mass of the halo determines the density evolution. Very briefly, the virial mass is defined as a
concept to estimate the mass of a galaxy based on the dynamics of its components, like dark matter
and stars. Such virial mass comes from considering a state of dynamical equilibrium where the ki-
netic energy of its components balances the gravitational potential energy of a bound system through
the so-called virial theorem [23, 324]. In Fig 5.2, the solid lines represent the checks we have done
for the core formation for virial masses ofM = 109M⊙ andM = 1010M⊙ corresponding to typical
masses for satellite galaxies and dwarf galaxies, respectively, which turns out to be more efficient
towards smaller halos, as was already pointed out in Refs [37, 38]. Nevertheless, step-wise core
formation is expected to remain a common feature among SHDM scenarios, prompting the explo-
ration of alternative frameworks. In what follows, we will test another exothermic process that can
be adapted to the modeling of the heat injection described before.

5.2.1 Self-heating process 3→ 2

We consider a heating process for DM through self-annihilation DM DM DM → DM DM [73,
325]. In addition to possibly explaining the core-cusp profile, these annihilations can inject additional
kinetic energy into the boosted particles when altering the number density of particles, Fig. 5.1b.
Since the exothermic annihilation process generates additional energy, which raises the temperature
of the surrounding medium for both baryonic and DM components, the temperature of the neutral hy-
drogen within the subhalo increases. This leads to a higher thermal excitation of the neutral hydrogen
atoms, which enhances the intensity of the 21-cm line, for example [326].

Some DM candidates can address dark matter self-annihilation. SIMPs [37, 327, 328] serve as
viable candidates for dark matter in this case, as they are thermal relics whose current density can be
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determined by the cross-section interactions between DM and SM particles and also self-interactions.
Elastically Decoupling Relics (ELDERs) [39] are also DM candidates that behave similarly. In both
cases, it is possible to consider 3→ 2 cannibalization processes. Specifically, in the case of ELDERs,
their decoupling from the plasma takes place before their freeze-out, resulting in ongoing changes to
their number density through cannibalization processes (refer to Fig 5.1a). In contrast, for SIMPs,
the 3 → 2 process decouples prior to the 2 → 2 process, as illustrated in Fig 5.1b. This distinction
between SIMPs and ELDERs is the reason why we have chosen to focus on describing the ELDER
scenario in our description3. Further details on this topic are provided in Appendix E.2.
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(a) Dark matter yield as a function of temperature T
withmχ = 10MeV. (b) SIMPs vs ELDERs.

Figure 5.1. Cannibalization process. On the right-hand side, we illustrate DM yield as a function of
temperature T withmχ = 10MeV. The black dotted line represents the equilibrium distribution, and
the bred line represents the ELDER evolution undergoing the cannibalization process and the blue
dotted line is an illustration of the standard freeze-out process. On the left side, we contrast SIMPs
vs ELDERs. Both candidates undergo 2→ 2 and 3→ 2 processes, but in general, for ELDERs, the
cannibalization process decouples last.

As the framework stands, to effectively describe the heat injection to the local DM fluid element
as,

∂u

∂t
= Γ3→2ξ

∂E

m
, (5.19)

whereΓ = η2⟨σ3→2v
2⟩, η is the number density, ∂E is the kinetic energy of the captured boostedDM

particle so is taken as∝ m . The efficiency ξ is challenging to model, and it usually involves a more
careful treatment that is beyond the scope of this thesis. Therefore, we use a simplified assumption
in which the efficiency is uniform,

ξ = b
r

λ
, (5.20)

where b is a fudge factor (or correction coefficient) set to 3. This choice is motivated from the N-body
simulation result for the inelastic SIDM [38], and λ = 1/(ρσself/m) is the mean streaming length
of DM. The conduction term goes as [82]:

3ELDER is a Cold DarkMatter (CDM) candidate consistent with observations from CMB and structure formation [39].
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∂u

∂t
= η2⟨σ3→2v

2⟩br
λ

∂E

m
(5.21)

=
( ρ
m

)2 α3

m5

br

λ

∂E

m
, (5.22)

wherem is themass of theDMparticle, andα is the strength of the number-changing self-annihilation
process for the 3 → 2 process. Here, we have taken the parametrization of the the self-annihilation
cross-sections in the non-relativistic limit, assuming that the same annihilation cross-section that de-
termined the decoupling of ELDERs in the early universe is still applicable to exothermal processes
later,

lim
T→0

(⟨σ3→2v
2⟩) = α3

m5
χ

, (5.23)

see Section 2.1.1 and Appendix E.2, for more details. In general, for any process that converts
DM mass deficit into kinetic energy, the rate per unit mass at which the DM halo is heated will be
characterized by the self-annihilation process, the energy injection, and the number density of the
particles involved. The density of particles involved in the heating process needs to be small so that
high heating rates are avoided.

Numerical solution method

We solve numerically the set of equations (5.10) to (5.13) using the corresponding heat conduction
term for ELDERs, eq. (5.22). We show the core formation generated by the exothermal processes
in Fig. 5.2. We first assume a constant and uniform velocity dispersion ν to solve the equations. In
this way, we solve first eq. (5.12) and eq. (5.13) to have an initial solution for the density ρ and Vr.
We take those solutions to solve eq. (5.10) and eq. (5.11) to obtain a solution for ν. Finally, we solve
again eq. (5.12) and eq. (5.13) with the updated value of ν. We solve the equations iteratively until
they converge. This procedure was first followed in references [320,323].

Is important to highlight that our description, as detailed in Sec. 5.1 is stationary because we
assume that DM self-interaction and DM self-heating are unimportant during the halo formation pro-
cess. Some works include a non-stationary treatment of the gravothermal equations, as in Ref [38].
In this work, a comparison has been made between the stationary solution and the one that includes
a complete time dependence, and it has been found that they are compatible. We have compared our
results for the 2 → 2 process (see Fig. 5.2 solid lines) with those proposed in that paper and found
that the solution for the energy density agrees in both cases.

5.3 Discussion

In figure 5.2, we show the core formation for an ELDER (dotted red lines), following similar param-
eters used in the SHDM evolution (solid lines). We take the same mass for the DM as in the previous
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Figure 5.2. Density profiles for 2 → 2 (solid lines) for ⟨σv⟩ = 6 × 10−26cm3/s and the canni-
balization process (dashed lines) for α = 5 × 102. Here the evolution of the density is determined
by the virial halo mass M as indicated in the plot. For this plot we have fixed mχ = 0.9 MeV.
Here the density and the radius are compared to ρs ≈ 0.011M⊙/pc3(1010M⊙/Mhalo)

0.24 and
rs = 3.43kpc(Mhalo/10

10M⊙)
0.44, coming from the virial halo description.

case and calculate the coupling for the process to α = 5× 102 MeV and νi = 10km/s. The α value
presented in figure 5.2 resulted from numerically matching the cross sections of the 2 → 2 process
in the new framework of the 3→ 2 process. We tested the exothermal process only for small masses
of galaxies because, for such scales, the 2 → 2 becomes very restricted since the core formation
becomes very efficient. It has been shown that the self-interactions do not play an important role in
larger virial masses [36, 38] . As shown in Fig. 5.2, for a low mass galaxy,M = 109M⊙ the canni-
balization process generates a core inner profile with a more extended plateau that decreases faster
than that generated by the 2 → 2 process. The interpretation of this behavior may be related to the
exothermal process displacing the particles by modifying the density distribution due to the energy
injection. As seen in Fig. 5.2, the density profile for cannibal shows a discrepancy w.r.t the NFW
profile in the outer parts of the halo. This could be due to the redistribution of the energy density
being too efficient for the particular set of conditions we have chosen.

One way to test if this process could give better fitting results for a given final galaxy is by ex-
ploring different initial conditions set (Mi, νo), where Mi is the initial mass of the halo, and νo is
the initial constant value for the velocity dispersion; as well imposing more robust restrictions on
the cross-section so the process is more suppressed. In Fig. 4.10, we have computed the mass func-
tion and the density distribution of a galaxy with viral massM200 = 109M⊙, undergoing cannibal
processes with different coupling strength as well as different initial conditions, (Mi, νo). From the
evolution of the mass and density functions performed in the graph, one of the most relevant as-
pects is that the initial velocity dispersion is crucial in the evolution of the halo. A higher initial
velocity dispersion corresponds to a greater mass deficit. This observation aligns with expectations,
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as a higher velocity dispersion implies increased energy transfer within the medium, enhancing the
efficiency of the cannibalization process. Now, the value of the coupling found empirically by com-
parison with the case already studied in the literature of the 2→ 2 process [38], fits more optimally
the conditions to recreate the final halo, slight variations in the coupling are not drastic in the final
result. Moreover, there are notable numerical challenges that need addressing. The evolution of the
mass function highlights significant numerical limitations. In the right panels of Fig. 5.3, truncations
of the function occur beyond a certain scale due to erratic behavior. This highlight the need for a
more sophisticated numerical treatment to enhance the accuracy of model testing. This avenue for
improvement is a potential direction for future research in this topic.

However, it is notable that a mass deficit persists in both exothermal processes, disfavoring their
suitability for analyzing small galaxies. This finding marks an initial phase for further studies of
these processes. As a prospective endeavor, we suggest delving deeper into the parameter space
encompassing dark matter mass and coupling. It is also important to test the model with a broader
mass galaxy range and contrast it with observations to conclude whether this exothermal process
successfully solves the problem. Another working point to ELDERs that needs further testing is
that the numerical evolution of the density is not entirely consistent with the NFW profile in the
outer regions for all couplings, i.e., it does not provide a perfect fit due to numerical limitations.
Moreover, it is important to note that some studies have shown that the NFWprofile is perhaps not the
best profile to describe such small galaxies [329–331] and further testing with other self-consistent
profiles will be necessary to test the viability of the model.
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Figure 5.3. Density and mass functions for cannibals. We have tested two couplings α =

5 × 102 (red solid lines) and α = 1 × 103 (grey solid lines), for different sets of initial con-
ditions as is indicated on each subplot. Here the density and the radius are compared to ρs ≈
0.011M⊙/pc3(1010M⊙/Mhalo)

0.24 and rs = 3.43kpc(Mhalo/10
10M⊙)

0.44, coming from the virial
halo description. For all of the casesM200 = 109M⊙.





Chapter 6

Summary and Outlook

This thesis studies small-scale darkmatter structures, focusing on twomain aspects: the phenomenol-
ogy of very small dark matter structures at local scales (about one light-year or less) and the behavior
of small dark matter halo density profiles.

The dark matter puzzle has been a central question in cosmology for decades, and while the
λ-CDM model has successfully explained large-scale structures in the Universe, its limitations on
smaller scales motivate further investigation. In Chap. 1, we explore the origins of this puzzle and
the need to address these limitations, setting the stage for the present work. After this, we reviewed
in Chapter 2, the general properties of dark matter and focused on two primary candidates: WIMPs
and axions. For WIMPs (Secs. 2.1.1 to2.1.2), we review their potential origins and how they might
have been produced in the early Universe. We also discuss strategies for their direct detection, con-
sidering experiments like XENON1T and DARWIN. Similarly, we explore the properties of axions
in Secs 2.1.3 to 2.1.3, including their cosmological origins, interactions with the StandardModel, and
the detection methods designed for them. We also discuss experiments like ADMX and CASPEr,
where the developments presented in this thesis could play a significant role. Through this review
of both candidates, we set the preliminaries and the stage for our study, addressing the questions
surrounding dark matter and highlighting the various approaches to which this thesis can contribute.

A big part of this work, detailed in Chapter 3, explores axions as dark matter and how local di-
rect detection can provide insights into their distribution and nature. We begin by reviewing axion
cosmology and setting the stage for a detailed study of axion miniclusters, including their general
characteristics, Secs. ( 3.1 to 3.2.2). Focusing on detecting axion minicluster structures, we investi-
gate how the spectral information obtained from haloscope experiments can be used to determine the
gravitational potential and density of an axion minicluster. All from a single detection, Secs. ( 3.2.3
to 3.3.3). This approach takes advantage of the high accuracy of energy spectrum measurements
in haloscope experiments. More in detail, applying Poisson’s equation, we establish a relationship
between the extracted gravitational potential and the density of the axion minicluster as the Earth
passes through it. Finally, we combine the information on the minicluster’s density with the ex-
tracted power from the haloscope cavity, successfully disentangling the axion-photon coupling and
providing some insights into the local axion dark matter density.
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Following our study of axions, axion structures, and their detectability, we focus on the quantum
nature of axion dark matter and its relevance to dark matter experiments. We begin by reviewing
axions in the context of quantum states, distinguishing between classical and quantum descriptions
in Sec. 3.4. We then focused on the characteristics of different quantum states and its connection to
energy eigenstates, briefly exploring differences between particle number states and coherent states.
Our main contribution to the discussion of quantum states, presented from Sec. 3.4.1 to Sec. 3.4.6,
was to address an essential aspect from a quantum mechanical perspective: the origin of the oscil-
lation frequencies relevant to axion dark matter experiments. By examining the quantum nature of
the axion field, we have shed light on the underlying mechanisms that give rise to these frequencies.
To do so, we started from a scenario in which axions are coupled to spins. We show that a Jaynes-
Cummings-type model can effectively approximate the original quantum field theoretical model and
the experimental situation well. Finally, we identify the most suitable observables for probing these
frequencies in experiments.

Beyond axions, Chapter 4 considers WIMP-based dark matter structures. Specifically, we con-
sider the possibility that they are concentrated in overdense clumps on small scales. Our goal was to
test their detectability by studying the time structure of the signal and the spectral signature of these
small structures as they traverse the Earth in light of current and future ground-based experiments.
We began by modeling a smooth background representing the homogeneously distributed dark mat-
ter in our locality, contrasting it with a scenario where dark matter is redistributed into denser clumps
while maintaining the same average density. We identified these clumps as overdensities, or agglom-
erations of dark matter particles, which, in the case of detection, would generate a significantly larger
number of events than expected. We used DARWIN sensitivity projections to determine how long
it would take to detect these clumps. From our analysis, we were able to infer some parameters that
characterize the clusters that, in principle, we could detect, such as how dense they are and what their
size is. We also established a comparison illustrating the possible contribution of the clumps to the
total mass spectrum compared to known contributions.

In the final chapter, Chap. 5, we address the cusp-core density problem, which concerns the steep
density profiles predicted for dark matter halos versus the observed flat cores in some small galaxies.
Our goal was to explore potential resolutions to this discrepancy. We began by using the gravother-
mal formalism in Sec. 5.1, to describe small dark matter halos, where annihilation or cannibalization
processes could occur in the halo’s inner and denser parts. These processes are exothermic, meaning
that the energy released during annihilation dissipates into the medium, increasing the velocity of
the dark matter particles and generating a redistribution of matter in the halo; we describe the heat
conduction responsible for this phenomenon in Sec. 5.2. This redistribution could explain why the
density profiles in some small galaxies are flat in the center, in contrast to the steep cusp profile
expected according to initial predictions. Our study concluded in Sec. 5.2.1 that exothermic canni-
balization processes can generate an effective redistribution of the energy density in the dark matter
halo. Although this study represents only a first step in understanding the exothermic reactions of
dark matter in halo centers and more detailed research is required to draw more solid and feasible
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conclusions, this thesis has contributed to understanding and exploring the exothermic process held
by cannibalization processes.

In summary, this thesis has contributed to understanding small-scale dark matter structures, par-
ticularly in axions andWIMPs. Our analyses provide interpretations of the possible detection of these
structures in the context of current and future dark matter detection experiments. By examining the
theoretical and experimental aspects of small dark matter clusters, axion mini-clusters, and possible
interactions, this work has helped lay the groundwork for interpreting direct detection results.





Appendix A

Preliminaries

This appendix introduces the QCD axion, a theoretical particle proposed to resolve the strong CP
problem, a major question in particle physics regarding CP symmetry violation in Quantum Chro-
modynamics (QCD). Section A.1.1, begins with an overview of the θ-term in QCD, which leads to
the CP problem, followed by Section A.2, which presents the Peccei-Quinn solution. The appendix
includes derivations and discussions on the QCD vacuum structure, axion model formulations, and
the significance of invisible axionmodels such as DFSZ and KSVZ, which allow the axion to interact
minimally with Standard Model particles. This appendix thus establishes the basis for subsequent
discussions of axions in the main text.

A.1 QCD Axion Genesis

In the following we are gong to introduce the the QCD axion through the strong CP problem and the
Peccei-Quinn solution.

A.1.1 θ-term of QCD and the strong CP problem

Quantum chromodynamics is a SM sector defined as a SU(3) gauge theory sufficient to explain the
known interactions between quarks and gluons [332,333]. One can argue that, as in every Yang-Mills
theory, QCD generically breaks CP symmetry via the so called θ-term [334,335]. More specifically,
when imposing local gauge symmetries, global symmetries and the particle content, the sum of all
renormalizable hermitian operators that can be constructed under such frame should be included in
the Lagrangian of the theory. The θ-term in QCD,∼ θGG̃, whereG is the gluon field strength tensor,
is invariant under all the SM gauge symmetries, sinceG and G̃ transform in the adjoint representation
of SU(3). Therefore, the complete QCD Lagrangian reads as,

LQCD = −1

2
TrGµνG

µν + q(i /D −Mq)q + θ
gs

16π2
TrGµνG̃

µν , (A.1)

whereGµν = Ga
µνT

a, q are the quark fields,D is the covariant derivative,Mq are the quark masses,
gs is the strong coupling constant and G̃µν = ϵµνρσG

ρσ/2.
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The θ-term is also consistent with the vacuum structure of QCD [336,337]. The baseline lays in
the field equations in Euclidean space,

DµGµν = 0. (A.2)

To find solutions with finite action, the field strength needs to tend to zero at infinity so the gauge
fields asymptotically approach to a pure gauge. This solutions are called instantons, and have been
widely studied since the 1970’s [338–340]. The boundary condition satisfying the above requirement
is

E ∝ 1

2

∫
d4xTrGµνG̃µν ≥ 8π2|q|, (A.3)

where q is the Pontryagain index or winding number. The minimum for the energy above happens for
self-dual (or anti-self-dual) Yang-Mills configurations Gµν = G̃µν , (or Gµν = −G̃µν). Attempting
to solve this configurations in a simple way implies imposing a spherically symmetric Ansatz, [337],

Aµ =
ir2

r2 + ρ2
g−1(x)∂µg(x), (A.4)

Gµν =
4ρ2

(r2 + ρ2)2
σµν , (A.5)

where g(x) = −(i/r)xµσµ and σab = 1
4i [σa, σb]. As shown in eq. (A.5), the field strength tensor

vanishes as r → ∞, this corresponds to the BPST instanton solution that carries winding number
q = 1 (or q = −1). The instanton solution depends strongly on the choice of the matrix g(x). In
particular, if the matrix g(x) is the identity, one finds the trivial solutionAµ = 0which is the classical
vacuum carrying q = 0. In general, each vacuum can be classified by its Pontryagain index so that
the |n⟩ configuration has index q = n.

To construct a proper vacuum, a linear combination of vacua is considered,Ψ(A)1 [341,342]. For
a transformation , T1, (where Tn, denote the gauge transformations corresponding to the n homotopy
class), the observables remain invariable. In particular, it commutes with the Hamiltonian and has
an eigenvalue e−iθ, so that,

TnΨ(A) = (T1)
nΨ(A) = e−inθΨ(A), (A.6)

where T1|n⟩ = |n + 1⟩. Now, in the above formulation one can see that the transformations
T0, T1, . . . Tn do not bring Ψ(A) into another vacuum, and that such vacuum is characterized by
one eigenvalue θ of T1, therefore,

Ψ(A) =
∞∑

n=−∞
einθ+iα|n⟩. (A.7)

1When a vacuum |n⟩ is considered and a transformation T1 is applied, the vacuum changes. This is because the vacuum
is not invariant under all possible gauge transformations and therefore the vacuum is not properly defined.
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The θ vacuum is usually defined with α = 0, and its importance lays in the fact that the θ angle is
an observable parameter. To investigate its properties and the physical consequences, we can write
down the transition amplitude between θ vacua as [343],

⟨θ′ |e−Ht|θ⟩ = δ(θ
′ − θ)

∫
[dAµ] exp

(
−
∫
d4x(L+ Lθ)

)
, (A.8)

where Aµ are pure gauge fields and Lθ = iθq. In Minkowski space the effective interaction is,

Lθ = θq = θ
g2s

32π2
Ga,µνG̃a

µν . (A.9)

The above term is a total divergence, but since the contribution to the action from this term is coming
from the instanton solutions, it cannot be neglected. This also states that any physical consequence
of the θ-term are caused by non-perturbative effects. Another important remark on this term is that
GG̃ is a pseudo-tensor of rank 0 in 4- dimensional space-time, so it changes the sign for the reflection
of one coordinate. For θ ̸= 0, π it violates P and T invariance,

Ga,µνG̃a
µν ∼ E⃗ · B⃗

CP−−→ E⃗ · (−B⃗) ∼ −Ga,µνG̃a
µν . (A.10)

By the CPT theorem , it violates CP invariance. Such effect coming from eq. (A.9) are expected to
be large except for very small values of θ. To have an estimate of θ, one can take a look to the electric
dipole moment of the neutron (nEDM), dn. The upper bound of dn [125, 344–347] is currently,

|dn| < 1.8× 10−26e.cm. (A.11)

which corresponds to a θ [126, 337],

θ < 10−10. (A.12)

The estimation of the θ-term is both significant and puzzling, as all dimensionless parameters, in-
cluding θ, are expected to be of order one. In fact, up until now, all other parameters have been of
this order. This raises a naturalness problem, which leads to the so-called CP problem.

The effective interaction Lθ has been studied within the context of massless quarks. However, in
a more realistic scenario where quarks have mass, they also contribute to the θ-term. It is important
to note that the value of θ can only be constrained when all quarks are massive; otherwise, the term
remains unobservable. To explore this further, let us look into a Lagrangian that includes massive
quarks and strong interactions,

L = −1

2
TrGµνG

µν + ψ(i /D +mq)ψ. (A.13)

When performing a chiral transformation, the mass term picks up a phase, ψL → eiθq/2ψL, ψR →
e−iθq/2ψR. Moreover, the Lagrangian gets and additional topological term since the fermionic path
integral is not invariant,

L = −1

2
TrGµνG

µν + ψ(i /D +mqe
iθq)ψ − θq

g2s
16π2

TrGµνG̃
µν . (A.14)
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The Lagrangian ends up with a contribution to the GG̃ term due to the anomalous character of the
transformation performed [127]. Now, the physical relevant parameter should included not only the
irremovable phases in the quark mass matrix caused by the changing neutral currents, but the full
electroweak sector of the SM, so that,

θ = θ + ArgDetMq, (A.15)

implying that θ < 2.5× 10−10 to explain the nEDM. [124–127].

A.2 Peccei-Quinn solution

There are a catalog of different possible solutions to the CP problem, one of the simplest is just
considering vanishing quark masses, [348]. Nevertheless, in terms of the ratio between the lightest
quarks making a zero mass up quark is rather improbable.

The most accepted method so far for explaining the smallness of θ, was provided by Peccei
and Quinn in 1977 [121, 132]. Their idea was to consider a dynamical θ parameter which eventu-
ally should settle in a CP conserving state. To achieve this, they demonstrated that if an extended
QCD Lagrangian includes an axial U(1)PQ (Peccei-Quinn) symmetry, which is broken by an axial
anomaly, CP conservation can be satisfied. However, to make θ dynamical, additional fields and
degrees of freedom must be introduced beyond the Standard Model. A straightforward extension in-
volves adding a complex scalar field that spontaneously breaks the U(1)PQ symmetry by acquiring
a vacuum expectation value. The formal formulation would be to consider the new field acting as
another Higgs doublet, and so, one chooses a potential for the Higgs fields such as the Lagrangian is
symmetrical under chiral rotations of the quark fields and introduces a shift to the vacuum angle to
have a true symmetrical description, θ = θ − θq. After the breaking of both, electroweak symmetry
and Peccei-Quinn symmetry, the neutral components of the Higgs doublets acquire their vevs and
the phases become Nambu-Goldstons. The surviving combination becomes a massless field, called
the axion ϕ, which has a remaining shift symmetry, ϕ→ ϕ+2πnfϕ. For such field, the kinetic term
and the interaction,

L =
1

2
(∂µϕ)(∂

µϕ)− g2s
16π2

(
θ +

ϕ

fϕ

)
TrGµνG̃

µν . (A.16)

Is important to notice that the axion-gluon coupling is model independent. Removing the axion-
quark coupling more interactions can arise like the axion-photon term. As state before, θ eventually
should settle in a CP conserving state. The Vafa and Witten theorem states that with no more sources
of CP violation, the QCD vacuum energy is minimized at a CP symmetric state. The potential could
be written using non perturbative effects of QCD2 as,

Vinst(ϕ) = m2
πf

2
π

mumd

(m2
u +m2

d)

[
1− cos

(
ϕ

fϕ

)]
. (A.17)

2One can also derive the potential in chiral perturbation theory.
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The prediction for th axion mass is then [133,139],

m2
ϕ =

∂2V

∂ϕ2

∣∣∣∣
min

=
m2

πf
2
π

f2ϕ

mumd

(mu +md)2
(A.18)

The axion potential can also be written in terms of the topological susceptibility of QCD, leading to
,

mϕ(T ) =

√
χQCD(T )

fϕ
. (A.19)

The original Peccei-Quinn model features an fϕ of the order of the electroweak scale, resulting in
heavy axions and strong couplings to the Standard Model, which were soon ruled out. However, by
adding additional degrees of freedom to this model, it is possible to produce light axions with very
weak interactions, leading to the so-called invisible axion models. This approach is realized in the
DFSZ [349] and KSVZ models [350].

The mechanism for solving the CP problem, opens up also some experimental possibilities to
probe axions. For instance, is of our interest the coupling of axions to the neutron electric dipole
moment and the axion to photon coupling, which we will study more closely in Sec 2.1.3.





Appendix B

Experimental Axion Searches

This appendix provides a detailed derivation of the equations and formalism necessary for modeling
axion field interactions with electromagnetic cavities, specifically in the context where we have used
axion miniclusters (AMCs).

The first section B.1, derives the theoretical model for axion field interactions with cavity modes,
treating the axion field as a Gaussian random field. This section lays the groundwork for understand-
ing how axions couple to electromagnetic fields. Here, a simplified calculation of mode coefficients
and spectral power densities under the assumption of small cavity sizes is also provided, giving a
practical approach to detecting axion signals. Section B.2, introduces a random phase model for the
density fluctuations of axion miniclusters. Finally, the section B.3,calculates the spectral power re-
sulting from the interaction of axions with electromagnetic cavities, incorporating the properties of
AMCs.

B.1 Extraction Information on theAxion Field in aRectangularCavity

B.1.1 Axion Field as a Gaussian Random Field

If the axion field is a Gaussian random field, we can rewrite it in terms of a random phase,

a(k) = n(k)eiϕk . (B.1)

From the last section we can calculate the spectrum density of the TE101 mode on the resonant
frequency.
By definition,

E101 = Ey(x, z)ey,

Ey(x, z) =
π

2
√
LxLyLz

sin
(
πx

Lx

)
sin
(
πz

Lz

)
,

ω101 =

√(
π

Lx

)2

+

(
π

Lz

)2

,

(B.2)
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with Li the length of the cavity in the x, y, z direction.
With that the geometric factor is ,

G101(k) = gBy
π

2
√
LxLyLz

∫ Lx

0
dx sin

(
πx

Lx

)
e−ikxx

∫ Ly

0
dye−ikyy

∫ Lz

0
dz sin

(
πz

Lz

)
e−ikzz

G∗101(k) = gBy
π

2
√
LxLyLz

∫ Lx

0
dx sin

(
πx

Lx

)
eikxx

∫ Ly

0
dyeikyy

∫ Lz

0
dz sin

(
πz

Lz

)
eikzz (B.3)

Using that result we can calculate the coefficient of this mode as,

α101(t) =

∫
d3k

(2π)3

(
a(k)ω2(k)

G101(k)
(ω2

101 − ω(k)2)
eiω(k)t + c.c.

)
, (B.4)

Integrating this last expression over
∫
dt e−iωt to get the time Fourier transform. Only the first term

in the parenthesis will be kept. Indeed each terms will lead to a delta function, the first one to
δ(ω(k) − ω) and the second to δ(ω(k) + ω). The first delta therefore impose ω(k) = ω and the
second ω(k) = −ω. If we are looking for positive ω, the second term cancels.

α101(ω) =
ω2

(ω2
101 − ω2)

∫
d3k

(2π)3
a(k)G101(k) δ(ω(k)− ω). (B.5)

Let’s finally add the quality factor Q of the cavity

α101(ω) =
ω2

(ω2
101 − ω2 − iω101ω

Q )

∫
d3k

(2π)3
a(k)G101(k) δ(ω(k)− ω), (B.6)

such that at the frequency ω101, the signal is resonant and it leads to

α101(ω101) = iQ

∫
d3k

(2π)3
a(k)G101(k) δ(ω(k)− ω101), (B.7)

Small Cavity

Assuming that the cavity is small enough such that the axion field is constant inside it, the geometric
factor will be constant and given by,

G101 = gBy
2

π

√
LxLyLz. (B.8)

The mode coefficient at resonance will be,

α101(ω101) = gQBy
2

π

√
LxLyLz

∫
d3k

(2π)3
a(k) δ(ω(k)− ω101). (B.9)

Using the random phases encoded inside a(k), we can calculate the averaged value of the spectral
power density of the photon signal as,

S(ω101) = |α101(ω101)|2,

= g2Q2B2
y

4V

π2

∫
d3k

(2π)3
|n(k)|2 δ(ω(k)− ω101),

= g2Q2B2
y

4V

π2
|n(ω101)|2.

(B.10)

As expected, in such a case, no directional information could be extracted from the SPD S(ω101).
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B.2 General Formalism andRandomPhaseModel For axionminiclus-
ters

In the non-relativistic and low-density regime, axions are effectively described by the Schrödinger
equation. Specifically, for self-gravitating systems of moderate density, such as Axion Miniclusters
(AMCs), the dynamics are governed by a complex scalar field ψ(x, t) obeying the Schroedinger-
Poisson (SP) equations [211],

i∂tψ = − ∇
2

2ma
ψ +maϕψ,

∇2ϕ = 4πGma|ψ|2 = 4πGρ,

(B.11)

where ϕ is the gravitational potential and ma the axion mass. The density in the non-relativistic
approximation of the axion field is ρ = ma|ψ|2.

Importantly, the typical de Broglie wavelength is expected to exceed the inter-particle separation
usually by a significant margin. In other words, the typical occupation numbers are very large such
that ψ can be viewed as a classical field describing a large number of axions [80, 163].

This equation has been solved extensively with numerical simulations [351–355]. However,
analytical approximations have been developed to reduce the computational cost while still retain-
ing a good description of the system [204, 211, 212, 226, 356]. One approach [204, 211–213] is to
decompose the wave function into energy eigenmodes of the Schroedinger equation,

ψ(x, t) =
∑
i

aiψi(x)e
−iEit,(

− ∇
2

2ma
+maϕ(x)

)
ψi(x) = Eiψi(x),

(B.12)

where ψi are the modes withEi their corresponding energy. The coefficients ai are complex and can
be found by solving the Poisson equation,

∇2ϕ(x) = 4πGma|ψ(x, t)|2

= 4πGma

∑
i

|ai|2|ψi(x)|2 +ma

∑
i ̸=j

aia
∗
jψi(x)ψ

∗
j (x)e

−i(Ei−Ej)t.
(B.13)

The interference between different modes on the right hand side of Eq. (B.13) is time dependent.
This makes it difficult to solve the Poisson equation. To overcome this issue, one usually assumes
that each coefficient ai, carries a different random phase [211]. As a simplification, we can solve the
Poisson equation on average to obtain a fully time-independent system,(

− ∇
2

2ma
+maϕ(x)

)
ψi(x) = Eiψi(x),

∇2ϕ(x) = 4πGma⟨|ψ(x, t)|2⟩ = 4πGma

∑
i

|ai|2|ψi(x)|2.
(B.14)

The average performed is an ensemble average. In this sense, an individual minicluster will still
carry a density featuring (time-dependent) fluctuations due to the interference terms,

ρ = ma|ψ(x, t)|2 = ma

∑
i

|ai|2|ψi(x)|2 +ma

∑
i ̸=j

aia
∗
jψi(x)ψ

∗
j (x)e

−i(Ei−Ej)t, (B.15)
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Figure B.1. Left: Single realization of the density profile of an NFW [23] AMC with mass M =

10−13M⊙, radius R = 10−8 pc and concentration c = 10. Right: Density profile averaged over
the random phases. Note that the radial features in the left panel are numerical artifacts. Increasing
the grid as well as the number of angular momentum modes is expected to remove them but also
drastically increases the computational effort required.

where the fluctuations in the AMC density profile appear in the second term of the right hand side.
These ”granules” have a characteristic length scale of the order of the de Broglie wavelength,

ℓgran ∼ λdB ∼ 1/(mav), (B.16)

and a characteristic time scale

Tgran. ∼ 1/(mav
2), (B.17)

where v is the typical velocity dispersion of the cluster [208–210]. An example of a realization
obtained by selecting random phases is shown in Fig. B.1 and clearly shows this non-uniform nature.
Such features are also observed in numerical simulations [353,357, 358].

For our purposes the granules are important, because they correspond to fluctuations in the den-
sity that limit the precision with which the coupling can be measured, cf. Sec. 3.3.1.

B.3 Axion minicluster Power Spectral Density

In this appendix, we derive the spectral power for the axion field given in Eq. (3.33). We start by
solving the differential equation (3.47) for the electric field amplitude αj(t) and then calculate its
discrete Fourier transform for a measurement period T . We follow the same steps as in Refs. [225,
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226] to obtain the spectral power,

S(ωd) =
(∆t)2

T
|
∑
nlm

Cnlm

NT−1∑
n=0

eiωdn∆t
(
anlmψnlm(x)e−iωnlmn∆t + c.c.

)
|2,

=
1

T
|
∑
nlm

Cnlm

NT−1∑
n=0

∆t eiωdn∆t
(
anlmψnlm(x)e−iωnlmn∆t + c.c.

)
|2,

≈ 1

T
|
∑
nlm

Cnlm

∫ T/2

−T/2
dt eiωdt

(
anlmψnlm(x)e−iωnlmt + c.c.

)
|2,

(B.18)

where∆t = T/NT and we have introduced the coefficients Cnlm as

Cnlm =

√
(gaγγB0)

2 Gj V
ω2
nlm√

2ma

(
ω2
j − ω2

nlm − iωjωnlm/Q
) . (B.19)

In this last equation, Gj is the usual form factor and is of the order O(1), V is the cavity volume
and ωnlm is the mode energy. Note that the wave functions ψnlm(x) depend on the location x (in
a frame centered at the origin of the cluster) at which we are doing the measurement in the cluster.
We assumed in the main text that the cluster is moving slowly enough so that its motion is neglected
during the measurement period T .

The time integral can be solved easily by noting that

1

T

∫ T/2

−T/2
dteiωdte−iωnlmt = sinc

(
(ωnlm − ωd)

T

2

)
. (B.20)

With this, Eq. (B.26) becomes,

S(ωd) ≈ T |
∑
nlm

Cnlmanlmψnlm(x) sinc
(
(ωnlm − ωd)

T

2

)
|2. (B.21)

The average value of the power spectral density is obtained by taking the average over the random
phases, leading to,

S̄(ωd) = T ⟨|
∑
nlm

Cnlmanlmψnlm(x) sinc
(
(ωnlm − ωd)

T

2

)
|2⟩,

= T
∑
nlm

|Cnlmanlmψnlm(x)|2 sinc2
(
(ωnlm − ωd)

T

2

)
.

(B.22)

With the definition of the coefficients anlm given in Eq. (3.35), we get

S̄(ωd) = 4πmaT

∫
dE f(E)|C(E)|2

√
(2ma (E −maϕ(r))) sinc2

(
(E +ma + ωamc − ωd)

T

2

)
,

(B.23)

where with the use of the density of states g(E), we have transformed the sum into an integral such
that in the continuous limit,

C(E) =

√
(gaγγB0)

2 Gj V
(E +ma + ωamc)

2

√
2ma

(
ω2
j − (E +ma + ωamc)

2 − iωj (E +ma + ωamc) /Q
) .
(B.24)
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However, the energy distribution function obtained in Sec. 3.2.2 is valid in a frame located at the
center of the cluster. Since we are here analyzing the signal in the laboratory frame, the minicluster
velocity should be carefully subtracted when the energy is defined. Interpreting Eq. (B.23) in a
particle picture, we have that the velocities would be shifted as v → v + vc, where vc is the cluster
velocity. With this, Eq. (B.23) becomes,

S̄(ωd) = m3
aT

∫
d3ṽ f(| ṽ − vc |)|C(| ṽ − vc |)|2 sinc2

((
ma +maϕ(r) +maṽ

2/2− ωd

) T
2

)
,

= m3
aT

∫
dΩ

∫
v∈[0,
√

−2ϕ(r)]
dṽ ṽ2 f(| ṽ − vc |)|C(| ṽ − vc |)|2

× sinc2
((
ma +maϕ(r) +maṽ

2/2− ωd

) T
2

)
,

(B.25)

where we define ṽ = v + vc and express the distribution f(E) as a function of the velocity rather
than the energy, E = ma + maϕ(r) + mav

2/2, and include an appropriate transformation of the
integration measure. Finally, the integral runs only over laboratory velocities that return velocity in
the cluster frame smaller than the escape velocities vmax =

√
−2ϕ(r).

A further simplification can be made if we assume that the distribution function f(v) is constant over
the width of the sinc. In this limit,

S̄(ωd) = 4π2m2
aṽd

∫
dθ sin(θ) f(ṽ2d + v2c − 2ṽdvc cos(θ))|C(ṽ2d + v2c − 2ṽdvc cos(θ))|2

×Θ
(√
−2ϕ(r)− (ṽ2d + v2c − 2ṽdvc cos(θ))

)
Θ
(
ṽ2d + v2c − 2ṽdvc cos(θ)

)
,

(B.26)

where the velocity ṽd returns an energy ωd, ṽd =
√

2/ma (ωd −maϕ(r)−ma), θ is the angle
between ṽd and vc and the Heaviside functions ensure that no velocity exceeds the escape velocity.

While the final angular integral typically requires numerical evaluation, the key characteristics
of the spectrum can still be deduced. The presence of Heaviside functions clearly indicates that the
signal will be centered around the kinetic energy of the cluster, ωd = mav

2
c/2. Furthermore, the

signal will be contained in the frequency range,

ma

2
v2c +ma −ma

√
−2ϕ(r)vc ≤ ωd ≤

ma

2
v2c +ma +ma

√
−2ϕ(r)vc. (B.27)



Appendix C

Effects of Measurements on the
Quantum State

This appendix explores the impact of different measurement procedures on the quantum state and
its subsequent evolution, particularly in the context of systems like those studied in CASPEr ex-
periments. The goal is to complement the main discussion by collecting a couple of examples and
remarks on the influence of the measurement process on the system and its time evolution after the
measurement.

In section C.1.1, discusses the effects of a full measurement of the spin in a given direction.
This section highlights how such a measurement can disrupt the system’s state, pushing it away
from an energy eigenstate and leading to observable spin oscillations. It also examines how the
expectation value of the spin behaves after the measurement, showing that classical-like evolution
may not be immediately evident. Finally section C.1.2, introduces the concept of weak or non-
demolition measurements, which have less destructive effects on the system’s state. This section
shows how thesemeasurements still induce oscillations in the spin expectation value, albeit at smaller
amplitudes. It emphasizes the difficulty in obtaining a classical-like evolution for the system, even
under weak measurements.

C.1 Comments on effects of measurements on the state

Very generally, measuring the spin in the x- or y-direction, as done in an experiment like CASPEr,
affects the state of the system [2]. This is evident from the non-vanishing commutator

[H,Sy] = imaSx + 2ωcSz(a
† + a), (C.1)

that ensures that simultaneous eigenstates do not exist. This holds even in the absence of interactions
∼ ωc.

In particular, starting from an energy eigenstate, a measurement typically drives the system into
a state that is no longer an energy eigenstate but instead includes contributions from states with
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energy differences on the order of ∼ ma = ωL.1 This scenario already aligns with the conditions
required to produce observable spin expectation values oscillating at the frequency ωL. However,
the measurement process alone does not necessarily guarantee that the expectation value of the field
exhibits behavior akin to a “close to classical” state.

In the following, we will provide two explicit examples of the side effects of different measure-
ment procedures. Investigating what occurs in a more realistic modeling of the measurement proce-
dure, as implemented in CASPEr, would be an interesting direction for future study but is beyond
the scope of the present work.

C.1.1 Complete spin measurement

The most basic way to implement a measurement in quantum mechanics is to perform a full mea-
surement of a Hermitian operator. This process returns an eigenvalue of the operator, and after the
measurement, the system collapses into the corresponding eigenstate.

Let us now do this for the simplest case of only one spin. Using the initial state |Na, 1, 0⟩ we can
simply use the result for the time evolved state Eq. (3.115) explicitly writing the state vectors,

|Ψ(t)⟩ = cos
(√

Naωct
)
|Na⟩ ⊗ | ↑⟩+ i sin

(√
Naωct

)
|Na − 1⟩ ⊗ | ↓⟩ . (C.2)

We can rewrite this into the spin states in the y-direction (or alternatively x-direction) using,

| ↑⟩ = 1√
2
(| →⟩+ | ←⟩)

| ↓⟩ = − i√
2
(| →⟩ − | ←⟩) (C.3)

such that

|Ψ(t)⟩ = 1√
2
(cos

(√
Naωct

)
|Na⟩+ sin

(√
Naωct

)
|Na − 1⟩)⊗ | →⟩ (C.4)

+
1√
2
(cos

(√
Naωct

)
|Na⟩ − sin

(√
Naωct

)
|Na − 1⟩)⊗ | ←⟩.

At time tmeas, a measurement of the spin in the y-direction is performed. As a result, the system
collapses into an eigenstate of the spin operator in the y-direction. For instance, consider the case
where the spin is aligned along the positive y-axis. To describe the state after the measurement, we
project the system onto this eigenstate using the appropriate projection operator,

P→
y = | →⟩⟨→ |. (C.5)

This yields

P+
y |Ψ(tmeas)⟩ =

1√
2
(cos

(√
Naωctmeas

)
|Na,→⟩+

1√
2
(sin

(√
Naωctmeas

)
|Na−1,→⟩. (C.6)

A simple projection results in a state that is not yet normalized. However, this is straightforward to
address since, immediately following the measurement of a spin in the positive direction, there is a

1This remains true even in the absence of interactions, i.e., for ωc = 0.
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Figure C.1. Evolution of the expectation value in y-direction of the spin before and after the mea-
surement, for Ns = 1 and Na = 2. The blue line corresponds to tmeas = 10 [ma]

−1 and the orange
one to tmeas = 70 [ma]

−1.

100% probability of being in this state. Thus, normalization to 1 can be applied directly,

|Ψnew⟩ =
1√
1/2

P+
y |Ψ(tmeas)⟩ (C.7)

= (cos
(√

Naωctmeas

)
|Na,→⟩+ (sin

(√
Naωctmeas

)
|Na − 1,→⟩.

To determine the outcome of subsequent measurements at later times, we can perform a time evolu-
tion of the new state |Ψnew⟩. This involves returning to the original basis to evolve the state forward
in time,

|Ψnew⟩ =
1√
2
(cos

(√
Naωctmeas

)
(|Na, ↑⟩+ i|Na, ↓⟩) (C.8)

− i√
2
(sin

(√
Naωctmeas

)
(|Na − 1, ↑⟩ − i|Na − 1, ↓⟩).

At this point, it is clear that the state is not an energy eigenstate of the Hamiltonian without
the dipole interaction. Therefore, we expect the system to exhibit non-trivial evolution with the
axion/Larmor frequency, as discussed in Sec. 3.4.5. The oscillations can be seen in Fig. C.1 where
we plot the time evolution of the spin expectation value following the measurement. This is the
positive outcome.

However, as we can also see from Fig. C.1, the magnitude of the initial oscillation is independent
of the time of the measurement. This occurs because the measured spin value in the y-direction now
corresponds to the expectation value ⟨Sy⟩, which (approximately) evolves according to the classical
evolution equation. As a result, the axion effect does not immediately influence the initial amplitude
of the oscillations in the expectation value.

One might question whether this behavior is specific to the single spin system and the measure-
ment of a non-zero spin in the y-direction. However, even in systems with more than one spin, such
a measurement can have undesirable effects. For instance, in the case of an even number of spins, it
is possible to measure zero spin in the y-direction. Yet, when considering the subsequent time evolu-
tion of the expectation value ⟨Sy⟩, the axion effect is still not manifested in the classical sense. The
reason for this is that in this case, the expectation value ⟨Sz⟩ of the spin in the z-direction vanishes.
To support this argument, we found the general discussion of higher spin representations in [359] to
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Figure C.2. Time evolution of the expectation value of ⟨Sy⟩ after weak measurement (C.9) at time
tmeas = 50 [ma]

−1 for one (blue line) and two spins (orange line)

be particularly useful. Classically, it is ⟨Sz⟩ that governs the leading-order evolution of the spin into
the transverse plane.

C.1.2 Weak/Non-demolition Measurement of spin

As we have seen, in the standard approach to measurement, performing a complete measurement
of the spin in a particular direction can significantly alter the state during the measurement process.
For instance, it can destroy the initial ⟨Sz⟩, which would naively drive the classical evolution. As a
result, the evolution after such a measurement is often influenced more by the measurement outcome
itself than by the axion-induced evolution that occurred prior to the measurement [2].

An alternative is to perform a so-called non-demolition (cf., e.g., [253]) or weak measurement
(cf., e.g., [360]) of the spin,

|Ψafter measurement⟩ = e−iϵSy |Ψ⟩. (C.9)

In Fig. C.2 we plot the time evolution of the expectation value of ⟨Sy⟩ after such a weak mea-
surement for an initial energy eigenstate. As noted, a similar problem arises in the multi-spin case as
in the single-spin measurement scenario. The measurement induces an oscillation, although smaller,
which is not directly associated with the axion effect. This oscillation also appears when a measure-
ment is made immediately after starting the experiment, where the axion effect should be negligible.
Even more worryingly, the maximum amplitude of the oscillation is often related to the intensity of
the measurement itself.

This problem may be due in part to the performance of a single weak measurement and the use of
a small number of spins. However, the two examplemeasurement procedures demonstrate that, when
considering only the single expectation value of the field, it is not trivial to achieve a quasi-classical
evolution for an energy eigen-state by simply performing spin measurements on the system.



Appendix D

Particle-like Clumpy DM

This appendix explores the methodology and mathematical derivation of power spectral density
(PSD) in the context of our study of signals containing overdensities, along with its theoretical back-
ground and practical application. Here we also expand on the numerical process we implemented
to simulate the detection of single particles and clumps. Specifically, the appendix includes two
major parts. First, it presents a detailed analysis of PSD calculation based on a filtered Poisson
process. This part enables the quantification of contributions from both homogeneous and clumpy
signals, offering insight into their spectral characteristics. We also include a brief overview of the
Wiener-Khinchin theorem, a foundational result connecting the autocorrelation function of a signal
with its spectral density, which supports the PSD analysis used in this work. Second, the appendix
outlines a detailed guide to numerically generate homogeneous detections or backgrounds and how
to include localized clumps and superposition of clumps into the signal. We include some insights
about the non-parametric test that, at some point, we used to test the null hypothesis when comparing
the numerical signals. We added some extra numerical tests to the simulation to distinguish small
clumps.

The structure of the appendix is as follows: Section D.1 details the mathematical approach to
PSD for mixed-density particle detections, incorporating both homogeneous and structured over-
density contribution to the signals. Section D.2 provides a concise derivation of theWiener-Khinchin
theorem to underscore the theoretical framework behind the spectral analysis. Section D.3 describes
the baseline simulation setup for homogeneous particle detections using a Poisson process, specifying
the parameters and statistical approach used to generate representative PSD data. In Section D.4, we
describe how to include in the numerical simulation overdensities. In Section D.5 we briefly explain
how the non-parametric Mann-Whitney U test tests the null hypothesis and, finally, in Section D.6
we include some tests on the simulation when distinguishing small clumps.

D.1 Power spectral density

We adapt the procedure for filter Poisson process described Ref. [279], to describe the process in-
volving over-densities as ηK̂(t) = ηH,K(t) + ηO,K′(t), where ηH,K(t) describe the signal coming
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form particles distributed homogeneously and ηO,K′(t) describe the small structure.
Following (4.1.2), we can treat each process separately and sum up afterwards.
For ηH,K(t): We can consider the homogeneous solution as the sum over the amplitudes without

describing time,

ηH,K(t) =
K∑
k=1

Ak(t), (D.1)

whereAk(t) is also described by eq. (4.3). To have find the contribution of this process to the power
spectral density we perform the Fourier transform as follows,

FT [ηH,K(t)](ω) =
1√
T

∫ T

0
dt

K∑
k=1

Ake
−iωt, (D.2)

multiplying for its complex conjugate and averaging over all random variables,

|FT [ηH,K(t)](ω)|2 = 1

T

∫ T

0
dtl

∫ T

0
dtm

K∑
l=1

K∑
m=1

AlAme
−iω(tm−tl), (D.3)

solving the amplitude squared, we get,

|FT [ηH,K(t)](ω)|2 = 1

Tω2

K∑
l=1

K∑
m=1

AlAm

(
eiωt
)T
0

(
e−iωt′

)T
0

=
2

Tω2

K∑
l=1

K∑
m=1

AlAm(1− cos(ωT )), (D.4)

therefore,

⟨|FT [ηH,K(t)](ω)|2⟩ = 2⟨A⟩2

Tω2
(1− cos(ωT )). (D.5)

The second term in the equation above resembles a Delta function taking the limit,

lim
T→∞

⟨|FT [ηH,K(t)](ω)|2⟩ = 2⟨A⟩2 lim
T→∞

(1− cos(ωT ))
Tω2

= 2⟨A⟩2πδ(ω). (D.6)

With normalization,
∫∞
−∞ dωδ(ω) = 1.

For ηO,K′(t):

ηO,K′(t) =

K
′
(T )∑

k′=1

Bk′ψ
(
t− ik′ωot

)
, (D.7)

holding the condition τd = 1, whereBk′ is the amplitude of the over density also following an expo-
nential function and t is now random and represents the times in which each clump arrives. We hold
the structure of the homogeneous case but we need to make additional considerations. For instance,
the over densities are introduced into the process by a period that depends on a random factor so it
does not occurs always. This randomness is modeled by a binomial distribution that will measure
the arrivals of the clumps given a probability of success p and a number of attempts n = int(T/To),
defined as the total length of the signal over period of the over densities. Therefore, the intermittent
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parameter γ′
= τd/τw

′
= 1/(n(1− p)).

Even though tk′ is in this case a random variable it is described with by a Bionomial distribution,
so the process described in eq. (4.4) holds. Therefore we can write,

FT [ηO,k′(t)](ω) =

∫ ∞

−∞
ds′Θ(s′)e−i 2π

To
s′+s′e−iωs′ 1√

T

∫ T

0
du′fk′(u

′)e−iωu′
.

To get the expression:

FT [ηO,k′(t)](ω) =

(
1

1 + i(ω − ω0)

)(
1√
T

K′∑
k′=1

Bk′e
−itk′ω

)
, (D.8)

where ω0 is the fundamental frequency of the over densities.

The PSD of the process we are describing is defined as,

Sϕ′ = lim
T−→∞

⟨|FT [ηO,k′(t)](ω)|2⟩,

then we get,

Sϕ′(ω) =
1

1 + (ω − ω0)2
lim

T−→∞

〈
1

T

K′∑
m′=1

K′∑
l′=1

BmBle
−iω(tl′−tm′ )

〉
.

Now, taking the average over the random variables,

〈
1

T

K′∑
m′=1

K′∑
l′=1

BmBle
−iω(tl′−tm′ )

〉
=

∞∑
K′=0

PK′(K ′;T, τ
′
w)

1

T

K∑
m′=1

K∑
l′=1

∫ T

0
dt1g(t1) . . .

∫ T

0
dtK′g(tK′)

×
∫ ∞

0
dB1P (B1) . . .

∫ ∞

0
dBK′P (BK′)Bm′Bl′e

−iω(tl′−tm′ ),

where g(t) is the Binomial distribution describing time.

Whenm′
= l

′ ,
∞∑

K′=0

PK′(K ′;T, τ
′
w)
K ′

T
G(T )K

′ ×
∫ ∞

0
dB1P (B1) . . .

∫ ∞

0
dABK′P (BK′)B2

∞∑
K′=0

PK′(K ′;T, τ
′
w)
K ′

T
G(T )K

′⟨B2⟩ =
∞∑

K′=0

PK′(K ′;T, τ
′
w)G(T )

K′K ′

T
2⟨B⟩2,

where limT−→∞G(T ) = 1.

Whenm′ ̸= l
′ ,

∞∑
K′=0

PK′(K ′;T, τ
′
w)
K

′
(K

′ − 1)

T
G(T )K

′−2

∫ T

0
dtg(t)

∫ T

0
ds⟨B⟩2g(s)e−iω(t−s)

∞∑
K′=0

PK′(K ′;T, τ
′
w)
K

′
(K

′ − 1)

T
⟨B⟩2G(T )K′−1

∫ T

0
dtg(t)e−iωt(1−iωok),
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Figure D.1. Power spectral density. We show two cases that can be obtained form the analytical
expression in Eq. (D.12). The black line represents the case in each we obtain an overdensity and
the gray line represents the case for an underdensity. In both cases the imprint behaves similar as
expected, the overall contribution to the spectral density is the crucial factor to distinguish both cases.

the integral F (t) =
∫ T
0 dtg(t)e−iωt when T −→∞ is the Fourier transform of a Gaussian distribu-

tion which is constant with respect to t. Then we have:

∞∑
K′=0

PK′(K ′;T, τ
′
w)
K

′
(K

′ − 1)

T
⟨B⟩2e−iω̂T =

T

τ2w
G(T )k−1F (T )⟨B⟩2e−iωoK′

,

lim
T−→∞

〈
1

T

K′∑
m′=1

K′∑
l′=1

BmBle
−iω(tl′−tm′ )

〉
= 2γ

′⟨B⟩2. (D.9)

Finally,

Sϕ′(ω) =
2γ

′⟨B⟩2

1 + (ω − ω0)2
. (D.10)

Summing the above result with the contribution for the over/under densities we get,

SϕTot
(ω) = 2π⟨A⟩2δ(ω) + 2γ

′⟨B⟩2 τd
1 + τ2d (ω − ω0)2

. (D.11)

We can rewrite the power spectrum as follows to perform the fit:

SϕTot
(ω) = Â+ 2γ

′⟨B⟩2 1/τd
1/τ2d + (ω − ω0)2

(D.12)



The Wiener–Khinchin theorem 133

D.2 The Wiener–Khinchin theorem

The Wiener-Khinchin theorem [361, 362] states that the auto-correlation function of a stationary
random process has a spectral decomposition given by the power spectral density of that process.

Let us consider a signal in timex(t). In the case of a continuous-time process, the auto-correlation
function (ACF) is defined as,

G(τ) = lim
T→∞

1

T

∫ T

0
x(t)x(t+ τ)dx. (D.13)

This theorem relates the Fourier transform of the signal x(t) with its ACF. The forward Fourier
transform of x(t) is given by,

x̂(ω) =

∫ T

0
dte−iωtx(t), (D.14)

from which we can define, as we have done before, the power spectral density as,

S(ω) = lim
T→∞

1

2πT
|x̂(ω)|2. (D.15)

Now to relate G(τ) with S(ω),

S(ω) = lim
T→∞

1

2πT

∫ T

0
dte−iωtx(t)

∫ T

0
dt′e−iωt′x∗(t′) (D.16)

= {(t, t′)→ (t′, τ = (t− t′))},

S(ω) = lim
T→∞

1

2πT

(∫ T

0
dτe−iωτ

∫ T−τ

0
dt′x(t′)x∗(t+ τ)

+

∫ 0

−T
dτe−iωτ

∫ T

−τ
dt′x(t′)x∗(t+ τ)

)
S(ω) = 1

2πT

(∫ 0

−T
dτe−iωτ (TG(τ) +O(1/T )

+

∫ T

0
dτe−iωτ (TG(τ) +O(1/T )

)
,

=
1

2π
lim

T→∞

∫ T

−T
dτe−iωτG(τ). (D.17)

Since the ACF is an even function,

S(ω) = 1

2π

∫ ∞

−∞
dτe±iωτG(τ)

=
1

π

∫ ∞

0
dτG(τ) cos (ωτ) (D.18)

using δ(x) = 1/2π
∫∞
−∞ e±iωxdω, one can conclude [363],
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G(τ) =

∫ ∞

−∞
eiωτS(ω)dω. (D.19)

For the discrete case,

S =
1

2π

∞∑
k=−∞

rxx(k)e
−iωt, (D.20)

where rxx represents the discrete auto-correlation function, and ω = 2πf . For a a discrete-time
sequence, the spectral density is periodic in the frequency domain,

rxx(τ) =

∫ π

−π
S(ω)eiωτdω. (D.21)

D.3 Power spectrum baseline

To simulate the case of a detection of particles homogeneously distributed in space we perform a
random process indexed by time [364, 365]. In the following we show as an example one particular
case to illustrate how we simulate the homogeneous detections.

D.3.1 Set up

We take a Poisson process to model the number of detections of certain particles during some period
of time. We assume at first the average occurrence of those detections. See Table D.1.

Fixed Parameters homogeneous case

Parameter Value

λ 2

N 1000

Ns 1000

Table D.1. Parameters used to perform the Poisson process. Ns represent the number of times the simulation
was performed and N the number of total events.

To do so, a sequence of random variables is made up from the same Poisson distribution, given
by the probability mass function (PMF) :

Px(k) =
e−λλk

k!
, (D.22)

where λ represents the average occurrence rate per unit time and k represents the occurrences.
To know the likelihood of k particles arriving to the detector in t units of time, the Poisson process

is modeled with a rate (λt):
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Px(k) =
e−λt(λt)k

k!
. (D.23)

To model the times between consecutive events we can consider an exponential distribution, so if
X1, X2, ..Xn are random variables, then: X1 = the interval of time between the start of the process
and the first detection. X2 = the inter time between the first and the second detection, and so on
:Xk = eλ ,

The probability distribution function (PDF) and the cumulative distribution function (CDF) goes
as follows:

PX(t) = λe−λt , (D.24)

CDF = Fx(t) = P (X < +t) =

∫ t

0
λe−λt = 1− e−λt. (D.25)

To simulate the inter times, the inverse function of the CDF is constructed (Inverse CDF tech-
nique) by feeding it with different probability values from a uniform distribution uniform(0, 1).
This will give back the corresponding inter times for the respective probabilities.

F−1
x (t) = − ln(1− t)

λ
. (D.26)

Finally the arrival times, will be just linear combinations of those inter arrival times. This process
above is understood in our case like a time-domain signal representing particle detections, Fig D.2a.

To analyze the signal we consider the Fourier transform of a stochastic process even though it
does not exist, eq. (D.27).

XT (t) =

{
X(t) if |t| ≤ T/2
0 if |t| > T/2

}
= X(t)rect(t/T ).

F(XT (t)) =

∫ ∞

−∞
XT (t)e

−i2πftdf, T <∞, (D.27)

using Parseval’s theorem: ∫ T/2

−T/2
|XT (t)|2dt =

∫ ∞

−∞
|F(XT (t))|2df

1

T

∫ T/2

−T/2
X 2
T (t)dt =

1

T

∫ ∞

−∞
|F(XT (t))|2df, (D.28)

we obtain the average power over all time. In eq. (D.28) we have that the right side does not exist,
but its expectation value does, then:

E

(
1

T

∫ T/2

−T/2
X 2
T (t)dt

)
= E

(
1

T

∫ ∞

−∞
|F(XT (t))|2df

)
T −→∞

⟨E[X]2⟩ =
∫ ∞

−∞
lim

t−→∞
E
[
|F(XT (t))|2

T

]
df (D.29)



136 Characterization of localized clump peak

0 100 200 300 400 500
Time index

1

2

3

4

5

6

7

Nu
m

be
r o

f e
ve

nt
s

Homogeneous detection for = 2.0, N_events =1000

(a) Signal generated from one homogeneous Poisson process.
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Figure D.2. Homogeneous signal analysis.

In Fig D.2c, we can see that the process behaves as a form of Gaussian white noise which is
expected due to the fact that the magnitude of the signal at all frequencies, even arbitrary large ones,
is equal to its rate.

D.4 Characterization of localized clump peak

As shown in Fig 4.1b, the power spectrum shape for clumps is represented by a single peak that can
be model as a Lorentz function L(x; qi) centered at the fixed frequency for the clumps, [366, 367],
then,

L(x; qi) = q0 +
q1
π

[
q3

(x− q2)2 + q23

]
, (D.30)

where x represents the array of frequencies in which the function is evaluated and qi are all the
parameters of shape, i.e, q0 represents the base line (flat background), q1 is the amplitude, q2 is the
center position of the peak and q3 is the width. Here we neglect higher modes that might appear in
some cases.

To obtain and expression for the spectrum including the homogeneous contributions, we consider
an additional Lorentz function L(x; qi, qj) = L(x; qi)cp + L(x; qj)h, see Fig D.3a. In Fig D.3a, we
took the power spectrum generated by the simulation with poor statistics and allowed a Lorentzian fit



Characterization of localized clump peak 137

Power spectrum parameters equivalence

Shape Parameter Simulation parameter

q0 0.0

q1 C3λ
3
over + C2λ

2
over + C1(P

(2))λover + C0(P
(1))

q2 1/T

q3 B1 exp(B2Ne)

qh0 , q
h
2 0.0

Table D.2. Shape Parameters from the fit related to simulation parameters. We neglected variations on the
parameters for which STD < 0.01, i.e the simulation parameters considered here contribute considerably to
the shape of the fitting function. The constant values are presented in Table D.3

using python-numpy for the data, the fitted function recognized both peaks, nevertheless the widths
are not accurate mostly because the background is not averaged enough and interfered with the signal,
which mostly represents a latent limitation in real life experiments.

We know that in the absence of structure and for an infinite time, the power of the central peak is
determined by a delta function which amplitude depends on the average rate of the homogeneous de-
tection process. Now, when we introduce clumps, see Fig D.3b, we kept mostly the same parameters
as in Table D.2 except for clump-specific parameters, such as self-frequency of the clump, overden-
sity and encounter probability. That is, we kept the same parameters that describe the background in
the case there are also clumps involved. Nevertheless, such narrow peak is not very realistic, because
it may be the case, that we measure a convolution of peaks much less intense, so we can expect a
broader peak representing a combination of very small clumps. This case was already mentioned in
Section 4.1.4.
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tained by fitting each shape parameter to the gen-
eral Lorentz function, Table D.3.

Figure D.3. Lorentz fit for a signal with (λod = 30, P = 30%, T = 3.0)
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Fit Parameters values

Parameter Value

C3 1.5× 10−5 ± 3.38× 10−6

C2 −0.0029± 0.0005

C1(P
(1)) (−1.542± 0.333)P 2 + (1.547± 0.307)P − (0.07± 0.06)

C0(P
(2)) (2.765± 0.500)P − (0.987± 0.252)

B1 exp (−2.861± 0.159)

B2 −0.0047± 0.0004

Table D.3. Values for the constant and variable parameters for the power spectrum fit of the clump peak.

D.5 Statistic Test

The Mann-Whitney U test is a non parametric test of the null hypothesis between two independent
groups. This test checks the difference between the samples by assigning ranks and summing, and
does not required that the samples are normally distributed or follow any particular distribution curve
[292,368–371].

The general assumptions the date should meet to be analyzed by this test are:

• All the observations from both groups are independent of each other.

• The responses are ordinal or continuous.

• Under the null hypothesisH0, the distributions of both populations must be equal.

• The alternative hypothesis must consist in that the distributions are not equal.

To perform the test it is required to calculate a statistic, denoted U and is the smaller value of U1

and U2, as defined below:

U1 = n1n2 + n1
(n1 + 1)

2
–R1,

U2 = n1n2 + n2
(n2 + 1)

2
–R2, (D.31)

where n1 and n2 are the sample sizes for sample 1 and 2 respectively, and R1 and R2 are the sum
of the ranks for the samples. The smallest value between U1 and U2 is then used to consulting
significance table [372] which will reject or not the null hypothesis based on the significance value
established to perform the test.

D.6 Statistic test on numerical parameters

We have defined as free parameters λod, P , N so we have tested the null hypothesis by running
(λod, P,N) for a fixed detection time and an approximately equal number of events (of course, due



Statistic test on numerical parameters 139

to the stochastic nature of the process it is not possible to ensure that the same number of events is
always present, only events on average). We obtain the power spectrum for each case and test the
null hypothesis in order to scan the behavior of the p-value.
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Figure D.4. Parameters to obtain a 5σ signal.

In Fig D.4a, we show which values for the parameter space defined by (λob, P ) can reject the
null hypotheses. We perform the analysis for different number of events on average. Our numerical
analysis shows that it is possible to distinguish tiny DM structures with at least 100 events, here is
important to stress that physical parameters regarding clumps are not yet explored, we will do so
in the following sections. In Fig D.4a there are some regions, nonetheless, that can not be resolved
with such a small data set (see purple and red regions around P = 0.3). We can estimate how many
events would be needed to resolve the pink and purple lines in Fig D.4a. First, we fix the over-density
value to a small value, e.g., λod = 5, and we increase the signal time or, equivalently, the number
of events, as we are interested in events with the low rate with respect to the smooth background
and low probability. With these signals, we perform a two-sample Z test [373, 374] to determine if
it is possible to distinguish them from the smooth background. We found that sample size needed
distinguish small over-densities λod = 5 with P = (0.02, 0.1) lays around N ∼ 3000.





Appendix E

Core-Cusp Problem

This appendix provides a detailed derivation of the base equations and formalism necessary for mod-
eling self-interacting dark matter (SIDM) and self-heating dark matter (SHDM) in a gravothermal
fluid framework. These derivations allow us to quantify the thermal and dynamic evolution of dark
matter within halos. The first section, Gravothermal Fluid Formalism, E.1, derives the differential
equations governing heat transport, density evolution, and the gravitational influence within the halo,
enabling a rigorous description of core formation under self-healing mechanisms. This formalism is
crucial for understanding SIDM’s behavior in dense regions of dark matter halos. In the second sec-
tion, ELDERs, E.2, we explore models of dark matter that involve significant self-interactions and
elastic scattering with standard model particles, focusing on the thermal relic scenario. This short
review provides necessary insights for addressing the core-cusp problem in dark matter distribution.
The derivations in this appendix set the basis for the main analysis and offer a foundation for further
computational modeling.

E.1 Gravothermal Fluid formalism

In the following, we are going to derive in detail the set of differential equation needed to describe
SIDM and SHDM through the gravothermal formalism.

Let us define the 1-D velocity dispersion ν =
√
p(r, t)/ρ(r, t), to state the equations of evolution

of the gravothermal fluid as:

δρν2

δr
+
GMρ

r2
= 0, (E.1)

δM

δr
− 4πr2ρ = 0, (E.2)

3

ν

(
δν

δt

)
M

− 1

ρ

(
δρ

δt

)
M

=
1

ν2
δu

δt
, (E.3)

where G is the Newton constant and M represents the enclosed fluid mass within radius r. Using
the definition of the velocity dispersion we have,

δP (r, t)

δr
+
GMρ

r2
= 0, (E.4)

141
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and the equation describing the enclosed mass per unit radios. Until this point we have a descrip-
tion of evolution of the pressure and density. The last equation of the set in eq. (E.1) is the first
law of thermodynamics and represents the evolution of the self heating process. To make a proper
description of it, we need to define the Lagrangian time derivative as,

(δt)M = δt + V⃗ · ∇⃗,

where V⃗ represents the fluid bulk which is determined by the continuity equation,

δtρρ+ ∇⃗ · (ρV⃗ ) = 0

δtρ+ ρ(∇⃗V⃗ ) + (∇⃗ρ)V⃗ = 0

δtρ+ ρ
1

r

δrVr
δr

+
1

r

δ

δr
(rρ)Vr = 0

δtρ+
ρ

r

(
Vr + r

δVr
δr

)
+

1

r

(
ρ+ r

δρ

δr

)
Vr = 0,

taking the stationary solution, δtρ = 0 we get for the bulk velocity:

δVr
δr
− Vr

r

(
r

ρ

δρ

δr
− 2

)
= 0. (E.5)

The velocity dispersion due to self heating becomes,

3

ν

(
δν

δt

)
M

− 1

ρ

(
δρ

δt

)
M

=
1

ν2
δu

δt

3

ν
(δtν + V⃗ · ∇⃗ν)− 1

ρ
(δtρ+ V⃗ · ∇⃗ρ) = 1

ν2
δu

δt
,

now, taking stationary solution we get,

3

ν

[
Vr
r

(
δν

δr

)]
− 1

ρ

[
Vr
r

(
δρ

δr

)]
=

1

ν2
δu

δt

δν

δr
− r

3Vrν

δu

δt
− ν

3ρ

(
δρ

δr

)
= 0 (E.6)

where the heat conduction is modeled by a heat diffusion,

δu

δt
=
m

ρ
∆ · (κ∆ν2), (E.7)

where u is the specific energy per unit mass and κ is the thermal conductivity.
In the SHDM scenario, a small portion of the DM particles, which are enhanced through DM

semi-annihilations, are captured within the halo instead of escaping due to DM self-interactions.
This process can be effectively described as injecting heat into the local DM fluid element at a given
rate,

δu

δt
= ρ
⟨σsemivrel⟩

m
ξ
∂E

m
, (E.8)
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here ξ is the efficiency to capture a boosted DM particle and is a difficult task to model it. We adopt
the constant treatment provided in Ref. [38] as,

ξ = b
r

λ
, (E.9)

where b is the fudge factor set to 3 based on N-body simulations, and λ = 1/(ρσself/m) is the mean
streaming length of DM.

The set of differential equations to solve becomes:

δP (r, t)

δr
+
GMρ

r2
= 0, (E.10)

δM

δr
− 4πr2ρ = 0, (E.11)

δVr
δr
− Vr

r

(
r

ρ

δρ

δr
− 2

)
= 0, (E.12)

δν

δr
− r

3Vrν

δu

δt
− ν

3ρ

(
δρ

δr

)
= 0, (E.13)

taking into account the state equation of the process, then we obtain for solving the system,

ρ =
P

ν2
(E.14)

δρ

δr
=

1

ν2
δP

δr
− 2P

ν3
δν

δr

This is finally the set of equation that solved numerically can account for the evolution of SHDM
inside the halo.

E.2 ELDERs

Some models in which dark matter particles have strong number-changing self-interactions are at-
tractive and are of interest to our study the core-cusp problem. When dark matter (DM) is con-
sidered as a thermal relic, its present-day density can be determined by either the cross section of
number-changing self-interactions, as observed in the scenario of Strongly-Interacting Massive Par-
ticles (SIMP) [375], or by the cross section of elastic scattering between DM and the Standard Model
(SM) particles, as seen in the Elastically Decoupling Relic scenario (ELDER) [82]. Both scenarios
offer valuable insights for studying the nature of DM and its implications for the core-cusp problem.

In the following we briefly look into the viability of the ELDER scenario without considering a
specific model of either the dark sector or the portal connecting it to the SM. Instead, we adopt a sim-
ple parametrization for the cross sections associated with both the number-changing self-scattering
of dark matter (DM) and the elastic scattering between DM and SM particles. This approach allows
us to assess the viability of the ELDER scenario in a more general framework, encompassing a range
of possible scenarios without being limited to specific models.
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E.2.1 Brief thermal history

ELDER DM, χ, can undergo the following processes [39],

• Elastic scattering: χ+ SM ⇔ χ+ SM .

• Annihilations to SM: χ+ χ⇔ SM + SM .

• Self-Annihilations: χχχ⇔ χχ

• Elastic Self-Scattering: χχ⇔ χχ

At high temperatures, when the darkmatter particle is relativistic, it remains in thermal and chem-
ical equilibrium with the plasma and the fourth reactions above are active. As the universe cools, the
temperature eventually drops below the mass of DM leading to two significant events in its thermal
history. First the ”decoupling” occurs when the rate of elastic scattering between dark matter and
SM particles becomes insufficient to maintain thermal equilibrium. Then ”freeze-out” happens when
the rate of self-annihilation within the dark matter sector can not maintain chemical equilibrium. At
this stage, the comoving density of dark matter becomes fixed. Between decoupling and freeze-
out, chemical equilibrium within the dark matter sector is still maintained through self-annihilations.
However, the temperature of the dark matter gas T ′, is no longer equal to the temperature of the
SM sector T . In this regime, ”cannibalization” takes place, where 3 → 2 self-annihilations reduce
the number density of dark matter particles but simultaneously inject kinetic energy into the remain-
ing gas. As the dark matter gas cannot exchange entropy with the SM sector during this time, its
comoving entropy density remains constant as the universe expands,

a3s′χ = a3
mχnχ
T ′ = cte (E.15)

=⇒ (T ′)1/2e−mχ/T ′ ∝ T 3, (E.16)

where a ∝ T−1 is the FRW scale-factor. This results in T ′, decreasing slower than T , therefore the
number density during the cannibalization changes slowly, as shown in Fig. 5.1a.

The DM number density at freeze-out is given by,

nf =
ρ′f
mχ

=
s′fT

′
f

mχ
. (E.17)

To determine the temperatures at decoupling and freeze-out, one needs to parametrize the scat-
tering and the self-annihilation cross sections in the non relativistic limit. We show the latter which
is the relevant for us,

lim
T→0

(⟨σ3→2v
2⟩) = α3

m5
χ

, (E.18)
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the ELDER mechanism requires the self-annihilation process to maintain the DM gas in chemical
equilibrium until at least the decoupling temperature, conditions that translates into [39],

α ≈ 0.015mχMeV(1 + 0.16 log (mχMeV)). (E.19)

Eqs. (E.18), and (E.19) are crucial for the estimation of the heat conduction in Sec 5.2.1.

E.2.2 The Boltzmann equation

The microscopic Boltzmann equation for the phase-space density of the DM particles can be de-
scribed as,

dηχ
dt

+ 3Hηχ = −⟨σ3→2v
2⟩(η3χ − η2χηequiχ ) + . . . (E.20)

During the cannibalization stage, the yield of darkmatter evolves at a slow pace primarily because
of the gradual change in the dark matter temperature. This slow evolution leads to an interesting
outcome: the final abundance of dark matter becomes approximately independent of the specific
timing of freeze-out and, consequently, the self-annihilation cross-section.
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