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Abstract

Spectroscopic investigation of highly charged ions (HCI) in the X-ray regime enables
precise benchmarking of theoretical calculations including effects of bound-state quantum
electrodynamics and nuclear origin. It further aids in extracting properties and dynamics of
hot astrophysical plasmas by means of plasma modeling. In the framework of this cumu-
lative thesis, an electron beam ion trap has been combined with bright X-ray light sources,
such as synchrotrons and X-ray free-electron lasers (XFEL) to investigate HCIs with X-rays
of various properties.
In particular, high-precision transition energy measurements of astrophysically relevant di-
agnostic lines of light lithium-like elements and neon-like iron have been performed with
ppm precision, made possible by resolving a key issue in monochromator-based X-ray ab-
sorption spectroscopy. These improved transition energy measurements not only allow to
test theoretical predictions but also nail down the doppler velocity of astrophysical plasma
to few km/s. Furthermore, two techniques for assessing transition oscillator strengths have
been developed. A novel synchrotron-based approach using the Hanle effect in the soft X-
ray regime for measuring femto- to picosecond lifetimes of allowed transitions in helium-
like nitrogen is demonstrated. Second, a pioneering lifetime measurement of femtosecond
transitions of helium-like neon and fluorine using an all-X-ray pump-probe technique at an
XFEL is presented. Finally, an investigation of well-controlled multi-photon ionization in
neon-like krypton producing charge-states well beyond the single-photon ionization limit is
presented, which served as a basis for the lifetime measurement.
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Zusammenfassung

SpektroskopischeUntersuchungen hochgeladener Ionen (HCI) imRöntgenbereich ermöglichen
eine präzise Überprüfung theoretischer Berechnungen, einschließlich der Effekte der Quan-
tenelektrodynamik und des nuklearen Ursprungs. Darüber hinaus helfen sie, Eigenschaften
undDynamiken heißer astrophysikalischer Plasmen durch Plasmamodellierung zu extrahieren.
Im Rahmen dieser kumulativen Dissertation wurde eine Elektronenstrahlionenfalle mit leis-
tungsstarkenRöntgenlichtquellen, wie Synchrotronen und Freie-Elektronen-Lasern (XFEL),
kombiniert, um HCIs mit Röntgenstrahlen unterschiedlicher Eigenschaften zu untersuchen.
Insbesondere wurden hochpräzise Übergangsenergiemessungen astrophysikalisch relevan-
ter diagnostischer Linien leichter lithiumartiger Elemente und neonartigen Eisens mit ppm-
Genauigkeit durchgeführt. Dieswurde ermöglicht, indem ein zentrales Problem dermonochro-
matorbasierten Röntgenabsorptionsspektroskopie gelöst wurde. Diese verbesserten Über-
gangsenergiemessungen erlauben nicht nur dieÜberprüfung theoretischer Vorhersagen, son-
dern bestimmen auch die Dopplergeschwindigkeit astrophysikalischer Plasmen auf wenige
Kilometer pro Sekunde genau. Darüber hinaus wurden zwei Techniken zur Bestimmung
von Oszillatorstärken entwickelt. Ein neuartiger, synchrotronbasierter Ansatz zur Messung
von Lebensdauern im Femto- bis Pikosekundenbereich für erlaubte Übergänge in heliu-
martigem Stickstoff unter Verwendung des Hanle-Effekts im weichen Röntgenbereich wird
demonstriert. Zweitens wird eine neue Lebensdauermessung von femtosekundenkurzen
Übergängen in heliumartigem Neon und Fluor mittels einer rein Röntgen-basierten Pump-
Probe-Technik an einemXFEL vorgestellt. Schließlich wird eine Untersuchung der kontrol-
lierten Mehrphotonenionisation in neonartigem Krypton präsentiert, die Ladungszustände
weit über die Grenze der Einphotonenionisation hinaus erzeugt und die Grundlage für die
Lebensdauermessung bildete.
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Chapter 1

Introduction

All things are made of atoms, and everything living things do can be understood in
terms of the jigglings and wigglings of atoms.

Richard P. Feynman, The Feynman Lectures on Physics

Since Isaac Newton’s famous prism experiments, Fraunhofer’s discovery of the enig-
matic lines in the spectrum of the sun, since the realization that atoms emit characteristic
lines making their spectra figuratively an imprint of themselves, spectroscopy has been es-
tablished as one of the main techniques in all of science. In pursuit of higher and higher
precision and accuracy, countless discoveries have been made.
One of the most important series of discoveries started from the aforementioned spectral
observations of the sun by Fraunhofer [1]. He discovered a prominent deep yellow absorp-
tion feature marking the spectral landscape produced by the spectrum of the sun. That was
in 1814. Many lines have been mapped by Fraunhofer, but only decades later the source
of all has been identified by Kirchhoff and Bunsen. Their systematic experiments looked
into the characteristic lines produced by elements introduced into a flame [2], observing that
some elements do absorb light of the same wavelengths as observed by Fraunhofer decades
earlier. This is how the famous sodium D absorption line was identified. With the advent
of high-resolution spectrometers, it was found that the sodium D line is in fact a doublet.
Another few decades later, in 1925, Uhlenbeck and Goudsmit postulated the existence of
an electron spin, very similar to a classical top. This postulation predicted the finestructure
of the 3p1/2 and 3p3/2 levels. Similar doublet structures have been observed in all alkaline
elements although at different wavelengths. The doublet structure of the next lighter alka-
line, lithium, would then be caused by the splitting of the 2p1/2 and 2p3/2 levels. Precision
investigations of these kinds of finestructure splittings are essential as they allow for very
accurate tests of theory.
Another series of discoveries started in 1879. Astronomers used the opportunity of a solar
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Property Scaling
Atomic radius Z−1

Ionization potential Z2

Transition energy Z2

Finestructure splitting Z4

Lamb shift Z4

Oscillator strength Z0

Radiative transition probability Z4

Table 1.1. List of the scaling behavior of various atomic quantities with respect to the nu-
clear charge number Z.

eclipse to study emission of the solar corona, the outermost layer of the sun’s atmosphere.
Among others, a strong green line at 530 nm was observed. Astronomers were puzzled. At
that time, Kirchhoff’s and Bunsen’s spectral analysis had lead to the identification of most
lines in the spectrum of the sun. However, none of the known elements could reproduce the
emission of the bright green coronal line. It was therefore considered as line from a hypothet-
ical new element, coronium. It took another sixty years until Edlén and Grotian identified
that this coronal emission is produced by highly charged ions (HCI). At that time spectro-
scopic studies of multiply charged ions were limited. But it was already known that certain
atomic properties follow a power law with respect to their atomic number, when followed
along the isoelectronic sequence (see Tab. 1.1). From a compilation of existing experimen-
tal data, Edlén looked into the Z4 scaling of the finestructure splitting of the 3s23p2 doublet
(see Fig. 1.1). By extrapolating the known wavelengths of the isoelectronic sequence of
aluminum, Edlén determined that the green coronal line matches perfectly well with the
emission of the thirteen-fold ionized iron ions. It took time for experimental techniques to
catch up with Edlén’s predictions, but this marks one of the first spectroscopic observation
of highly charged ions.
This highlights how electronic transitions are by no means limited to the neutral elements
listed on the periodic table. The remarkable aspect here is that by removing electrons from
the nucleus, a new and unique atomic system emerges. There exists an entire hot periodic
table [3] whose constituents, the highly charged ions, produce unique spectral features that
are yet to be fully explored. While one might assume that highly charged ions are rare due
to their scarcity on Earth, the majority of matter in the universe is actually highly ionized.
Studying the characteristic line emission of highly charged ions across the electromagnetic
spectrum is crucial for understanding the ubiquitous sources of such emissions, including
the solar corona, accretion disks around black holes, and supernova remnants. The spectral
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from Fe13+. Data from Ref. [4].

lines of highly charged ions provide insight into the constituents of the emitting source. By
comparing the observed line positions to their rest-frame energies, measured under labo-
ratory conditions on Earth, we can determine the velocity of the emitter, while line ratios
offer valuable information about plasma density. These techniques not only enhance our
understanding of extraterrestrial light sources, but the pursuit of accuracy and precision also
deepens our comprehension of fundamental light-matter interactions.

In the following, I would like to continue with an overview of the research topics, which
have been covered within the framework of this thesis. Section 1.1 provides an overview
of precision transition energy measurements on HCIs in the (soft) X-ray range. Section 1.2
will be dedicated to lifetime measurements in HCIs. As atomic or ionic lifetimes are gen-
erally measured either in the energy domain by means of natural linewidth measurements
or lifetime measurements in the time domain, we highlight their respective strength and
weaknesses of both approaches. A different method for obtaining lifetimes exploiting the
so-called Hanle effect is then discussed in section 1.3. Finally, an introductory section on
nonlinear physics in HCIs takes place, highlighting this literally powerful technique’s abil-
ity to probe transient states, which are not accessible with conventional spectroscopy tech-
niques. Following this introductory chapter, three selected publications covering precision
spectroscopy and lifetime measurements on HCIs are presented in Chapter 2. Continuing
with a presentation of still unpublished work in Chapter 3 on two studies of HCIs using an
X-ray Free Electron Laser. This thesis closes with a discussion and outlook in Chapter 4
and a summary of the results in Chapter 5.



4 Transition energy measurements in HCIs

Figure 1.2. Schematic representation of conventional spectroscopy (left) and laser spec-
troscopy (right). [Illustration by S. Bernitt]

1.1 Transition energy measurements in HCIs

Following the isoelectronic sequence to higher and higher atomic numbers at some point
leads to an alienation of the spectrum. This well-known phenomenon is caused by to the
ways angular momenta of electrons couple to each other when exposed to Coulomb fields
of various strengths. At low atomic number Z, i.e. for light elements, so called LS-coupling
takes place, while for higher Z, heavier elements spin-orbit interaction takes over and jj cou-
pling schemes do represent the electronic levels in a more suitable way. This transition is
paralleled to how the various energy terms in the Dirac Hamiltonian scale with increasing
atomic number. The Lamb-shift, which is one way quantum electrodynamics induces their
influence to measurable quantities, is known to increase by four orders of magnitude from
hydrogen to hydrogen-like uranium. This underlines the effectiveness of spectroscopy of
HCIs for improving our understanding of bound-state quantum electrodynamics (BSQED)
[5, 6, 7, 8]. Over the past decades, electron beam ion traps (EBIT), electron-cyclotron reso-
nance ion sources (ECRIS) and storage-ring-based spectroscopy have proven to be effective
approaches to measure X-ray transitions in HCIs to high accuracy. Storage-ring-based spec-
troscopy on HCI by means of ion-atom collisions [9, 10] have been reported. For medium-Z
elements high spectroscopic accuracies of few of parts per million (ppm) have been obtained
by analyzing the emission of HCIs, produced by an ECRIS, with a crystal spectrometers
and by using the well-known line positions of helium- and hydrogen-like ions as references.
[11].

1.1.1 Reference-free X-ray spectroscopy

Another approach to obtain high-accuracy absolute transition energy measurements are so
called reference-freemeasurement techniques. Twomethods, known to provide high-accuracy,
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reference-free measurements in the X-ray regime, have been reported. In the first technique,
demonstrated by Kubiček et al. [12], applies the Bond technique [13] with laser-assisted ref-
erencing to precisely determine Bragg reflection angles, culminating in an accuracy of only
1.5 ppm at approximately 3100 eV . Another technique, reported by Amaro et al.[14], relates
the measured wavelength to the well-known lattice spacing of a silicon crystal, which is then
related to the SI definition of the meter by using helium-neon lasers. They report accuracies
in transition energy measurements ranging from 2.3 ppm to 6.4 ppm for transition energies
between 2400 eV and 3100 eV [15]. As for most crystal- or grating-based spectrometers en-
ergy dispersiveness as well as reflective properties drastically decrease below 1 keV, which
makes conventional spectroscopy of soft X-ray transitions difficult.

1.1.2 X-ray absorption spectroscopy

First demonstrated by Epp et al.[16], over the past almost two decades FEL and synchrotron
radiation based spectroscopy techniques on HCIs have been developed. By counting fluo-
rescence photons as a function of the incident photon energy, these synchrotron radiation
based measurements do not rely on the energy resolution of the detector (see Fig. 1.2), but on
the monochromatic property of the incident radiation, which can be additionally improved
by employing a monochromator in the lightpath of the undulator radiation. For absolute
transition energy measurement, one can use lines of simple HCIs for precise calibration [17,
18, 19]. Efforts to improve the resolution lead the demonstration of resolving powerE/∆E

of more than twenty thousand [20, 21]. This work revealed that at this level of precision a
systematic source of error introduced by the X-ray monochromator can affect the calibration
of the photon energy in a noticeable way [22, 23]. It was one of the main motivations for
this thesis to address this particular source of error and to reach an improved experimen-
tal precision of measured transition energies in the soft X-ray regime, to allow precision
benchmarking of state-of-the-art atomic structure predictions [24, 25, 26].

1.2 Lifetime measurements in HCIs

The previous section highlighted the importance of transition energy measurements in HCIs
and the prospects of understanding the fundamental interaction of matter and light. How-
ever, transition energies, or line positions, are not the only information one can gain from
spectra. All spectral lines come in unique intensities, which are of fundamental origin just as
their line positions. Line intensities are a direct result of transition probabilities. The higher
the line intensity, the more probable a given transition is. These probabilities are quantified
by the A coefficient, following a term coined by Einstein. Another, more intuitive, descrip-
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Figure 1.3. 2p - 3d and 2p - 3s
transition resolved by an crys-
tal spectrometer. A reduction of
the ion temperature leads to no-
ticeable narrowing of both lines.
Figure adopted from Ref. [27].

tion of the line intensity is given by the oscillator strength f . It results from the comparison
of the A coefficient to the rate of emission of a classical, single electron oscillator γcl:

f21 = −1

3
A21/γcl. (1.1)

Converting an experimentally measured intensity to the underlying A coefficient is how-
ever tedious. For that reason experiments often look into line ratios of two or more line
intensities. This is a quantity, which can be easily compared to its respective theoretically
predicted value. In cases, where line ratios do not provide the sought out information, one
has to measure the transition probability with other approaches. A concept often used is not
far away from the classical, single electron oscillator. The radiative decay process can be
described in terms of a damped oscillator. The dampening is linked to the decay rate or life-
time, which is the inverse of the Einstein A coefficient (assuming a two-level system, i.e. no
other competing decay channels). Furthermore, the damped oscillator is closely connected
to a Lorentzian line shape with a width, referred to as the natural line width.
In the following, a review of available techniques to measure lifetimes focusing on applica-
tions in the (soft) X-rays is presented. Their individual strengths and limitations are high-
lighted.

1.2.1 Linewidth measurement

The natural linewidth Γ is closely connected to the lifetime τ of a state through the well-
known Heisenberg uncertainty principle Γ · τ = h̄. The inverse relationship of the natural
linewidth and the lifetime makes linewidth measurement especially suited for fast decaying
transitions, for which τ is too small for direct observation, but Γ becomes large. A pioneer-
ing experiment in this field has been presented by Beiersdorfer et al. [27]. Neon-like Cs
ions have been produced and trapped in an EBIT. The energy of the electron beam was set
sufficiently high to allow efficient production of the target ions as well as to collisionally
populate the 3d5/2 level. Those excited ions relax mainly by an E1 transition to the 2p3/2
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Figure 1.4. Schematic view of a lifetime
measurement by means of electronic tim-
ing. The exponential decay of a quasi
instantaneously populated state is mon-
itored until the entire population has de-
cayed.

level by emission of a fluorescence photon. The experiment utilized a crystal spectrometer
to measure the line. The recorded lineshape comprises not only of the natural linewidth but
also the instrument profile (response function) and the thermal broadening. The key to the
successful measurement of the natural linewidth was therefore the application of evapora-
tive cooling by decreasing the electrostatic trapping potential of the EBIT allowing hot ions
to be passively removed from the trap. This resulted in a resolving power E/EFWHM of
approximately twenty thousand (see Fig. 1.3).
Othermethods employ spectroscopywith synchrotron radation [28, 20], which is technically
equal to what has been discussed in the previous section. Since highly monochromatized
synchrotron radiation does not only increase accuracy of centroid determination, but also
allow to resolve the natural linewidth. Effectively hitting two targets with one arrow. These
techniques work well for few femtosecond down to attosecond lifetimes. Their correspond-
ing linewidth ranges in the hundreds of meV range, which can be resolved. Limitations
of this technique appear when lifetimes surpass tens of femtoseconds. First of all, their
associated natural widths are found in the meV range, resolving power of more than one
hundred thousand become necessary. Such high resolutions have not been demonstrated so
far. Furthermore, the contribution of instrumental and thermal broadening dominates the
line profile near the centroid. To observe the Lorentzian wings, one must look farther away
from the centroid, where these broadening effects are less significant. This requires a very
high signal-to-noise ratio to clearly detect the wings, as they are subtle and can easily be
obscured by noise [20].

1.2.2 Electronic timing

Longer lived levels must be approached by other means. In the following, we will discuss
lifetime measurements performed in the time domain, i.e. recording the characteristic ex-
ponential decay of a selected excited population. A population can be selectively excited by
using a short laser pulse to transfer part of the population to an excited state (see Fig.1.4).
A recent example of selective excitation in a time-resolved lifetime measurement has been
presented by Kimura et al. [29] who measured a 3.80 (38) ns lifetime of an E1 transition at
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Figure 1.5. Schematic view of a Beam-
foil Spectroscopy set-up. A relativistic
ion bunch passes through a thin foil. A
fraction of the ions leave the foil excited.
The fluorescence emitted by the decaying
ions is recorded at a fixed position along
the beam trajectory. The decay can be
tracked by displacements of the foil.

approximately 30 eV. The authors used a few-nanosecond long optical pulse tuned to res-
onantly transfer population to the target state. Synchronously with the incoming pulse, a
photo sensitive detector (PSD), set-up behind a grating, records XUV spectra from ions
inside the EBIT in a time-resolved manner. Similar techniques have been reported in the
optical [30] as well as X-ray regime, using the electron beam itself to populate the ions of
the target charge and excited state and by employing magnetic trapping (i.e. turning off the
electron beam) during fluorescence detection [27, 31, 32, 33, 34, 35, 36]. The short-time
limit for this technique is given by the time resolution of the detection, which is typically
on the order of a few nanoseconds.

1.2.3 Beamfoil spectroscopy

Even faster transitions can be measured by means of beamfoil spectroscopy [34]. This
technique is performed exclusively in ion storage ring facilities, where ions are accelerated
to relativistic speed. These ions are sent through a thin (typically carbon) foil which alters
the ionization balance within the ion bunch and can also leave ions in excited states. As soon
as the ions leave the foil, the excited population starts their decay process. A spectrometer
placed at a fixed position, as depicted in Fig. 1.5, records fluorescence. Key to this technique
is that the decay curve is spatially mapped on top of the ion beam trajectory. Therefore,
linear displacements of the foil along the beam trajectory will lead to a exponential decrease
of the signal detected. The short-time limit hampering the electronic timing technique is
lifted by not measuring the decay curve in ”one go”, but by sampling the decay curve in
consecutive measurements. This technique is limited by the mechanical translation of the
foil. Accurate movements can be achieved down to few micrometers, which corresponds to
few picoseconds in time-of-flight [37].
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Figure 1.6. First (Hanle) curve recorded
by Wood and Ellet [42]. Percentages of
polarization are shown as a function of
fractions of a Gauss. Polarization is re-
covered at zero Gauss. Minute increases
in the external field rapidly decrease the
degree of polarization.

1.2.4 Pump-probe spectroscopy

Thus far, we have discussed various techniques that enable the measurement of atomic life-
times across a broad spectrum. However, we lack methods to measure lifetimes that fall
between those accessible by linewidth measurements (τ < fs) and beam-foil techniques
(τ > ps). This leaves a gap spanning three orders of magnitude, where, to the best of my
knowledge, no successful lifetime measurements of X-ray transitions have been performed.
One approach, known to offer the necessary time resolution to cover this range, is pump-
probe spectroscopy [38, 39]. A technique involving two light pulses, where a dynamic pro-
cess is initiated in an atomic, ionic, or molecular target by a short laser pulse. The temporal
evolution of the system after a waiting period is probed by a second laser pulse. Repeating
this process for different waiting times between the two pulses allows to fully recover the
time evolution of the system investigated. This has been up to now mostly limited by the
available laser frequencies, such that the development of high-harmonic generation allowed
to realize pump-probe experiments with attosecond resolution in the XUV range. For X-ray
transitions, there are no cavity-based lasers due to a lack of normal-incidence mirrors which
offer the right reflective and transmissive properties. In recent years, so-called X-ray free
electron lasers have been developed, which provide the right properties for their application
to pump-probe measurements for ultrafast dynamics [40, 41]. We present a first success-
ful electronic lifetime measurement by means of an all X-ray pump-probe experiment in
Chapter 4.

1.3 Hanle effect

At a similar time when Uhlenbeck and Goudsmit postulated the existence of the electron
spin, a young (PhD) student named Wilhelm Hanle was working in the laboratory of James
Frank on an experiment, which is now regarded as one of the key experiments bridging the
gap between old quantum theory and modern quantum theory. He was studying a, at the
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time, perplexing phenomenon of resonance fluorescence and their associated polarization.
Decades earlier Wood [43] discovered that light resonantly scattered from atomic mercury
vapor under an angle of ninety degrees is completely unpolarized. Interestingly, a similar
experiment conducted by Lord Rayleigh in 1922 [44] showed contradicting results, as the
scattered light kept some of their initial polarization. Wood and Ellet [42] again considered
this puzzle and discovered that the different polarization degrees did depend on the orien-
tation of the experiment with respect to the earth’s magnetic field. After compensating the
external field by means of a solenoid, the observed scattered light was almost completely
polarized as it is the case for nonresonantly scattered light (Rayleigh Scattering). Hanle ini-
tially provided a first classical explanation relating the excitation of the magnetic sublevels
to oscillations of the electron. The classical model allowed for some kind of understanding
of the effect, but could not be seamlessly brought together with old quantum theory, as in it
quantum systems could only exist in pure states. To fully explain the effect, it required the
introduction of the concept of coherent excitation, allowing for interference of the two mag-
netic sublevels if the spacing of the levels is of the order of h/τ . By varying the magnetic
field the overlap of the levels can be arbitrarily adjusted, thereby so-called Hanle-curves
are obtained (see Ref. 1.6). While the Hanle effect has primarily been considered in the
literature as a method for measuring optical transitions, the advent of high-resolution lasers
has shifted attention toward more versatile laser spectroscopy techniques. However, in the
(soft) X-ray regime, the Hanle effect has been revisited as a valuable tool in a demonstration
experiment to measure picosecond lifetimes.
Publication 3 in Chapter 3 presents this novel way of using the Hanle effect without the need
to tune the magnetic field.

1.4 Nonlinear spectroscopy

With the advent of X-ray free electron lasers, ultra-intense and ultra-short X-ray pulses have
been made available. In combination with micrometer-level focusing ability, the probability
of atoms absorbing several photons per pulse can be close to one [45]. One is not limited
to do spectroscopy on transitions involving the groundstate (or metastable states). The con-
ditions present at XFELs allow the production and interaction with transient states on very
short time scales [46, 47]. These studies enable to test atomic theory in multiply excited
states, which are essential for all kinds of precision calculations based on configuration in-
teraction methods, which are only scarcely studied experimentally due to their complexity.
By understanding and controlling these ultrafast ionization processes, one could minimize
radiation damage, which a key limitation in many XFEL based experiments as for example
in imaging of biologically relevant macromolecules [48].



Chapter 2

Selected publications

The first two publications in Sections 2.1 and 2.2 address precision transition energy mea-
surements using soft X-ray synchrotron radiation (see Chapter 1.1.2). The third publication,
presented in Section 2.3, introduces a novel method for lifetime measurements based on the
Hanle effect (see Chapter 1.3).

2.1 High-accuracymeasurements of core-excited transitions
in light Li-like ions

A general systematic uncertainty affecting monochromator based soft X-ray spectroscopy
has been characterized and corrected. This resulted in a spectroscopic accuracy for light
lithium-like ions that is comparable to current ab initio predictions. The article was pub-
lished in Physical Review A.

AUTHORS Moto Togawa, Steffen Kühn, Chintan Shah, Vladimir A. Zaytsev, Natalia S.
Oreshkina, Jens Buck, Sonja Bernitt, René Steinbrügge, Jörn Seltmann, Moritz Hoesch,
ChristophH.Keitel, Thomas Pfeifer, MauriceA. Leutenegger, José R. Crespo López-Urrutia

PUBLICATION STATUS Published 4 September 2024

JOURNAL REFERENCE Phys. Rev. A 110, L030802

DIGITAL OBJECT IDENTIFIER https://doi.org/10.1103/PhysRevA.110.L030802

AUTHOR’S CONTRIBUTIONSMT and SK prepared and organized the experiment. MT,
SK, CS, SB, RS and JRCLU took the data. JB, JS, MH operated the synchrotron radiation
beamline. MT analyzed the data. MT and JRCLU wrote the manuscript. VZ and NO per-
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formed theoretical calculations. All authors took part in the critical review of the manuscript
before and after submission.

ABSTRACT The transition energies of the two 1s-core-excited soft X-ray lines (dubbed q
and r) from 1s22s1S1/2 to the respective upper levels 1s(2S)2s2p(3P )2P3/2 and 2P1/2 of Li-
like oxygen, fluorine and neonweremeasured and calibrated using several nearby transitions
of He-like ions. The major remaining source of energy uncertainties in monochromators,
the periodic fluctuations produced by imperfect angular encoder calibration, is addressed
by a simultaneously running photoelectron spectroscopy measurement. This leads to an
improved energy determination of 5 parts per million, showing fair agreement with previous
theories as well as with our own, involving a complete treatment of the autoionizing states
studied here. Our experimental results translate to an uncertainty of only 1.6 km/s for the
oxygen line qr-blend used to determine the outflow velocities of active galactic nuclei, ten
times smaller than previously possible.
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The transition energies of the two 1s core-excited soft x-ray lines (dubbed q and r) from 1s22s 1S1/2 to the
respective upper levels 1s(2S)2s2p(3P) 2P3/2 and 2P1/2 of Li-like oxygen, fluorine, and neon were measured and
calibrated using several nearby transitions of He-like ions. The major remaining source of energy uncertainties
in monochromators, the periodic fluctuations produced by imperfect angular encoder calibration, is addressed
by a simultaneously running photoelectron spectroscopy measurement. This leads to an improved energy
determination of 5 parts per million, showing fair agreement with previous theories as well as with our own,
involving a complete treatment of the autoionizing states studied here. Our experimental results translate to an
uncertainty of only 1.6 km/s for the oxygen line qr blend used to determine the outflow velocities of active
galactic nuclei, ten times smaller than previously possible.

DOI: 10.1103/PhysRevA.110.L030802

High-resolution grating spectrometers onboard the
Earth-orbiting x-ray telescopes Chandra and XMM-Newton
have enabled the detection of inner-shell x-ray absorption
lines in ionized outflows of active galactic nuclei (AGN)
and the neutral interstellar medium (ISM) and warm-hot
intergalactic medium (WHIM) [1–4]. They reveal the physical
conditions of the ionized absorbing medium, among others
the velocities of outflows, plasma densities, and temperatures
[5–7]. The strongest 1s-2p inner-shell absorption lines of
light Li-like ions (referred to as q, r, following the notation
of Gabriel) are among the most important lines observed in
such environments. However, inaccurate transition energies
introduced systematic uncertainties, e.g., discrepancies of up
to 1.3 eV, have been seen in predictions of q and r of oxygen at
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∼560 eV. This caused a velocity uncertainty of 700 km/s, as
large as the outflow velocities in nearby active galaxies, which
hampered the understanding of multicomponent out-
flows [8,9]. Uncertain transition energies also hindered the
disentanglement of absorption from different charge states
of oxygen in the ISM [10]. Experiments at the Lawrence
Livermore National Laboratory Electron Beam Ion Trap
(LLNL EBIT) [11] reduced the uncertainty to 20–40 km/s,
but individual core-excited fine-structure levels were not
resolved. The q and r lines of Ne7+ have also been proposed
as electron-density diagnostics in flares of stellar coronae, but
suffer both from their overlap with L-shell lines from iron
and theoretical uncertainties [12]. Similar problems occur
with the x-ray lines q and r emitted following dielectronic
recombination of heliumlike ions needed for determining
electron densities and temperatures in magnetically confined
fusion plasmas [12–14]. The utility of the aforementioned
cases depends on the quality of the utilized atomic data.

Unfortunately, Li-like ions still challenge contemporary
calculations, which have uncertainties at the few-meV level
for core-excited levels [15–18], far greater than in H-like and
He-like systems [19,20]. With few exceptions [21,22], earlier
x-ray measurements could not benchmark predictions [23] of
the core-excited states [1s(2S)2s2p(3P) 2P3/2 and 2P1/2] due
to limited resolution [11,24–26]. Machado et al. [21] and
Schlesser et al. [22] used for q and r in Ar and S a crystal

2469-9926/2024/110(3)/L030802(7) L030802-1 Published by the American Physical Society
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spectrometer with a resolving power of ∼12 000, achieving
a wavelength accuracy better than 2–5 ppm, but at energies
below 1 keV available crystals and gratings offer neither
enough reflectivity nor resolving power. Other experiments
using merged beams of ions and photons [27] were lim-
ited by insufficiently accurate calibrations with molecular
x-ray absorption spectra [28,29]. Systematic uncertainties
were recently substantially reduced down to 15 ppm by using
1s-np transitions in He-like ions to independently recali-
brate molecular transitions [30,31]. State-of-the-art soft x-ray
monochromators with resolution exceeding 20 000 [32] still
suffer from calibration problems resulting from periodic er-
rors of angular encoders in use [33].

In this Letter, we present measurements at the P04 beam-
line of the PETRA-III storage ring in Hamburg, Germany [34]
resolving the q and r lines in Li-like oxygen, fluorine, and
neon, and yielding transition energies with an accuracy of
approximately 5 ppm. A more than tenfold improvement
was made possible by mitigating systematic fluctuations
of angular encoders by simultaneous high-resolution pho-
toelectron spectroscopy (XPS). Our accurate measurements
benchmark predictions accounting for electron-electron cor-
relation, QED, and nuclear size effects, as well as general
and specific relativistic mass shifts. Moreover, we provide
accompanying large-scale calculations, which exhibit theoret-
ical uncertainties on par with state-of-the-art predictions while
taking the effect of autoionization shifts into account [18]. We
thereby provide both experiment and theory to test and bench-
mark the state-of-the-art calculations of Li-like theory for a
few selected elements. We acquire absorption spectra by scan-
ning the incident photon energy while counting the number of
fluorescence photons after resonant excitation, which are de-
tected by silicon-drift detectors (SDDs). At P04 [34], a photon
beam of 1014γ /s at 0.1% bandwidth is generated by an un-
dulator, which after monochromatization and transport losses
results in an approximately 1011γ /s flux at the focus, which
is placed at center of our compact electron beam ion trap,
PolarX-EBIT [35]. The ions are produced by PolarX-EBIT,
by injecting a tenuous atomic or molecular beam containing
the element of interest. It crosses the electron beam, which is
focused by a magnetic field and set to an energy sufficient to
generate and trap the respective He-like and Li-like ions, but
below their K-shell excitation threshold. This ensures a good
signal-to-noise ratio in the silicon-drift detectors, which are
equipped with 500-nm aluminum filters for blocking most of
the low-energy stray light. Both detectors are mounted side-on
for registering soft fluorescence x rays produced by electron
impact and, crucially, upon resonant photoexcitation. This
method was demonstrated at the free-electron laser FLASH
as soft x-ray laser spectroscopy [36] and later also applied at
synchrotron-radiation facilities [30,33,37–42].

After optimizing the monochromator using the strong, nar-
row w (1s2p 1P1 to 1s2 1S0) line of oxygen [32] to achieve a
resolving power of more than 30 000, we can resolve q and r.
We then scan several times in discrete monochromator steps
of nominal energies a range containing the q and r transitions
of the Li-like ion, and calibration lines including the w line of
the He-like ion of the same element, as well as a short series
of 1s2 to 1snp transitions of the next lower element in atomic
number.

qr

θ1 θ2

w

1

2 3

5

Li-like ion He-like ion

1s22s P1/2

1s2s2p 2P1/2

1s2s2p 2P3/2

1s2 S0

1snp 1P1

Ephoton Ekin

4f7/2  
4f5/2  

4

FIG. 1. Scheme of our experiment. Passing a monochromator (1)
photons are focused onto the trapped HCI (2), with the relevant tran-
sitions and energy levels indicated. Fluorescence photons following
resonant excitation due to the incident photon beam are recorded by a
SDD (3). The outgoing beam continuously generates photoelectrons
from a gold target (4). A PES resolves the two prominent 4 f lines on
a detector (5) to monitor energy fluctuations.

Knowing the actual photon energy depends on accurate
readings of grating and mirror angles (θ1, θ2 in Fig. 1) in
the monochromator. Angular encoders measure them by the
transmission of light between several glass disks patterned
with opaque marks that overlap only at certain rotation-angle
steps. While the narrow linewidth of the recorded transitions
calls for steps of roughly 4 × 10−5 deg, the spacing between
the 36 000 reference marks of the Heidenhain RON 905 en-
coders used in the P04 monochromator delivers only 10−2-deg
dark-bright cycles. Between those marks, encoders interpolate
the angle changes 1000-fold using the quadrature signals of
several diodes measuring the light modulated by minor disk
rotations. This procedure is very sensitive to imperfections
of those analog signals, and thus empirical look-up tables
have to be regularly generated and stored in the hardware.
However, residual errors remain. Previous observations at P04
and beamlines elsewhere showed that nominal photon ener-
gies calculated from such interpolated readouts had periodic
subdivisional errors [43,44], leading to fluctuations in the
photon-energy readout. With two encoders needed to mea-
sure the diffraction angle, a double interpolation uncertainty
should affect most x-ray monochromators worldwide [43,44].
As we will discuss in the following, periodic changes with
peak-to-peak amplitudes of up to 70 meV have been found in
our case.

Since the off-axis electron gun of PolarX-EBIT lets
the photon beam exit downstream unimpeded, we perform
XPS [45] measurements for monitoring fluctuations of the
actual photon-beam energy (see Fig. 1). The hemispherical
photoelectron spectrometer (PES), ASPHERE [46], is perma-
nently installed at P04 several meters downstream of the open
port where PolarX-EBIT is mounted. After passing through
it, the photon beam illuminates a gold target mounted in
PES that is electrostatically biased, where photoelectrons are
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FIG. 2. (a) Trace of energy deviations recorded by means of XPS of Au 4 f5/2 photoelectrons. The trace covers the energy range of the
Li-like neon q and r measurement. (b)–(d) Example scans of q and r lines for neon, fluorine, and oxygen and respective calibration lines are
superimposed with their, simultaneously acquired, photoelectron trace, which monitors the deviations of the demanded photon energy from
the actual energy. Each scan contains the resolved q and r transitions of the Li-like ion, as well as various He-like calibration lines.

emitted from the Au 4 f5/2,7/2 states known for their large
cross sections [45,47,48] with a kinetic energy given by
Ekin = Eγ − E4 f + Vbias. While Vbias is scanned on par with
the nominal photon energy in order to keep Ekin nominally
constant, PES selects 4 f5/2,7/2 photoelectrons within a narrow
(≈ 15 eV) range encompassing both states, and guides them
to a microchannel-plate-amplified phosphor screen imaged on
a camera. This high selectivity together with the short-term
stability of ASPHERE allows us to monitor periodic energy
fluctuations from the nominal, linearly growing energy of
each scan.

While the 4 f5/2,7/2 photoelectron peaks should have fixed
positions at the detector, actual energy fluctuations induce
small centroid shifts of both peaks. After projection of the
detector image onto its dispersive axis, we continuously mon-
itor them with a few meV statistical uncertainty by fitting two
Voigt peaks and a linear background. Alternative fit models
did not significantly improve the fits. During photon energy
scans, the 4 f5/2,7/2 peaks’ oscillations [see Fig. 2(a)] reflect

the interpolation inaccuracies of the two angular encoders.
Two distinct oscillation periods arise from the different
distances of the mirror and grating to the undulator x-ray
source and exit slit. This recording yields the photoelectron
traces used for correction. To calibrate the kinetic-energy
range covered by these traces on the photoelectron detector
image, we scan the bias voltage at a constant photon energy,
shifting the 4 f5/2,7/2 peaks across the detector. Subsequently,
traces are locally modeled at resonances using low-degree
polynomials within narrow energy windows (see Fig. 2), and
added as corrections to the nominal, yet uncalibrated, photon
energy scale derived from the monochromator-angle read-
out. Using this modified scale, the centroids of the highly
charged ion (HCI) fluorescence resonances are determined
by fitting Voigt functions. Under the present experimen-
tal conditions, we see several sources comprising Gaussian
and Lorentzian components, respectively. We associate the
Gaussian contribution with the inherent limitations in res-
olution of the monochromator and the thermal motion of

L030802-3



MOTO TOGAWA et al. PHYSICAL REVIEW A 110, L030802 (2024)

(a) (b)

FIG. 3. Comparison of our results with theory from Refs. [15,16]. Theory-experiment energy difference of q and r (a) and their fine-
structure splitting (b). Dashed lines mark experimental 1-sigma uncertainties, excluding those of our XPS data. The area shaded in green
includes all uncertainties. Predictions and uncertainties of Refs. [15,16] as well as of our calculations are shaded in red and purple, respectively.
The bold right-side axes in (a) show the accuracy in units of km/s, corresponding to the uncertainty of the AGN-outflow velocity.

the ions. The Lorentzian width, as shown in Ref. [33],
stems from the finite lifetime of the excited levels and the
pseudo-Lorentz instrumental component due to x-ray diffrac-
tion at the beamline components [44]. For absolute calibration
of the photon energy in each scan, we assign to the measured
positions of the He-like transitions predicted energy values
from Ref. [19], and fit the corresponding dispersion curves
using linear functions, except for q and r of Li-like oxygen,
where a second-order polynomial was needed.

We found a systematic shift in the energies of q and r
depending on whether the correction was derived from the Au
4 f7/2 or the 4 f5/2 peak (blue and red data points in Fig. 3). By
taking a weighted average of these individual results, we find
this shift being largest for neon with approximately 1.8 meV,
for fluorine 1 meV, and negligible for oxygen measurements,
and take it into account with an accordingly enlarged sys-
tematic uncertainty. These uncertainty bands are depicted as
dashed lines in Fig. 3. Repeated XPS measurements also
revealed a broader distribution of 4 f7/2, 4 f5/2 centroids than
statistically expected, which we attribute to instabilities in the
voltage sources of PES. We estimate this systematic error
from the distribution widths found respectively as 5.3, 2.4,
and 2.3 meV for Ne, F, and O and add it in quadrature to
the total. See Supplemental Material [49] for details on error
estimation.

We then compare the measured energies of q and r with
high-precision calculations of both the ground state and the
excited 1s2s2p states, including contributions from electronic
correlations, quantum electrodynamics (QED), and nuclear
recoil. Since the excited states can decay via electron emis-
sion, a so-called Auger-Meitner channel (see Fig. 1), they do
not have square integrable wave functions. For this reason,
the energies of autoionizing states can exhibit a strong depen-
dence on the basis set parameters, which limits the accuracy
of the standard high-precision approaches such as the configu-
ration interaction (CI) or coupled cluster. To properly account
for the energy shift resulting from the Auger-Meitner chan-
nel [50], we have used the complex scaling method [18,51–
53] to evaluate the energies of 1s2l2l ′ levels of Li-like oxygen,
fluorine, and neon with extended configuration space.

In Table I and Fig. 3, we compare the experimental data
and our calculations with the existing predictions of Yerokhin
et al. [15] based on the basis-balancing method for the treat-
ment of the autoionization channel. For all elements, our
theoretical values for the q and r transitions show a shift of
∼5 and ∼2 meV, respectively, from those of Refs. [15,16].
Although our complex rotation method is better suited for the
complete treatment of states with autoionization channels, our
experiment shows overall better agreement with Ref. [15]. It
is interesting to note that both predictions of fine-structure
splitting, i.e., the differences between q and r, agree well
with our experiment. This suggests that the likely cause of
the discrepancy observed in the absolute energy comparison
may be due to electron correlation effects rather than the QED
corrections.

Figure 4 compares our results with predictions and mea-
surements of the unresolved oxygen qr blend of other
works. We also include earlier predictions from Vainshtein
and Safronova [54] showing one significant digit more

TABLE I. Measured energies of the 1s2s2p 2P3/2 (q) and
1s2s2p 2P1/2 (r) transitions, derived center of gravity (c.g.), and
differences from predictions. All values are given in eV.

This work Refs. [15,16]

Element Expt. Theory Theory

Z = 8 q 563.0712(30) 563.084(2) 563.079(2)
r 563.0257(34) 563.035(2) 563.033(2)

c.g. 563.0560(23) 563.064(2)
q-r 0.0456(25) 0.0492(8) 0.0463(8)

Z = 9 q 725.3720(28) 725.381(3) 725.375(3)
r 725.2945(28) 725.299(3) 725.297(3)

c.g. 725.3462(21) 725.349(3)
q-r 0.0774(25) 0.081(1) 0.079(1)

Z = 10 q 908.2019(55) 908.200(4) 908.194(4)
r 908.0796(57) 908.071(4) 908.069(4)

c.g. 908.1607(41) 908.151(4)
q-r 0.1222(53) 0.128(1) 0.125(1)
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FIG. 4. Experimental values for the center-of-gravity energy of
the blended qr line of Li-like oxygen [11,23,27,57–59,63–72]. As-
trophysical observations (magenta circles); predictions and their
uncertainties: Refs. [15,16] (red); this work (purple); Ref. [54]
(orange).

than other theoretical works [8,55,56]. Interestingly, the
center-of-gravity value of 562.9419 eV by Vainshtein and
Safronova [54] agrees better with astrophysical observations
[57–59] than other laboratory measurements. However, both
our theoretical and experimental results align more favorably
with Refs. [15,16].

By combining soft x-ray laser spectroscopy of accu-
rately ab initio predicted narrow He-like transitions with
synchronous XPS measurements, we eliminate encoder in-
terpolation errors generally affecting energy determinations

with monochromators, and solve a long-standing problem
of such devices. Thus, our soft x-ray energy measurements
below 1 keV are the most accurate to date. For the stud-
ied low-Z elements, electronic correlations are dominant.
Nonetheless, QED effects in these autoionizing systems cause
shifts carrying theoretical uncertainties as large as those
of Dirac-Coulomb-Breit terms. Understanding these enables
more robust tests of QED theory and mass-shift contribu-
tions in strong fields using heavier ions, where correlation
effects become smaller. Furthermore, our results recalibrate
earlier works, and immediately benefit XRISM [60], a recently
launched x-ray observatory furnished with a high-resolution
x-ray microcalorimeter. Additionally, our data provide accu-
rate reference lines, which allow full utilization of upcoming
x-ray observatories such as Athena [61] and Arcus [62], which
have a targeted resolving power of 1000–3500 and an un-
certainty of below 10 km/s, and call for high-accuracy rest
wavelength standards of essential soft x-ray transitions.
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High-accuracy Measurements of Core-excited Transitions in Light Li-like Ions:
Supplemental Material

Acquisition of PES trace

In this experiment we scan a wide photon energy win-
dow, much larger than what can be accepted by the pass
energy of the photoelectron spectrometer (PES), while
retaining a good resolution. To keep the lines within the
spectrometer acceptance, we utilized a bias voltage on
the gold target to change synchronous with the incident
nominal photon energy. In principle, this compensates
the increase in kinetic energy during a scan, therefore
ensuring the lines to be kept centered with the exception
of the fluctuation of ∼ 10meV due to the monochromator
encoders. However, we have observed a drift of several
eV over the course of one photon energy scan (see Fig.
1). We have identified this significant drift as a mis-
calibration of the bias voltage supply, specifically with
the Keithley 6517A model. Using a secondary calibrated
high-resolution voltage meter, we found the drift to be
linear. Fortunately, this additional linearity is accounted
for by the polynomial function we use to calibrate the
photon energy scale. Hence, we find this effect to be
not significant to the final energy determination. Fur-
thermore, the high quality of the calibration, as shown
in the bottom pane of Fig. 5, indicates the absence of
unaccounted large systematic errors.

Calibration of PES kinetic energy scale

In order to map the detector spread to corresponding
kinetic energies, the bias voltage is scanned at a fixed
photon energy. Both gold lines are consequently shifted

FIG. 1. A waterfall diagram depicting the change of gold line
position over the duration of one exemplary scan. Amplitudes
of all spectra are normalized to the height of the 4f7/2 line.
Not all recorded spectra are shown for illustrative purposes.
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FIG. 2. Kinetic energy calibration of the photoelectron spec-
trum. The bias voltage is scanned from -12V to 0, which
moves the 4f gold lines accordingly from one side to the other
on the detector surface. After a linear model is fitted to the
data points, the residuals reveal a clear nonlinearity at the
edge the detector. This nonlinearity is additionally modeled
and added to the initial linear curve.

through the detector area. By plotting the position of the
gold lines as a function of the bias voltage, a continuous
curve can be obtained, which assigns the detector posi-
tion to the respective bias voltage (Fig. 2 top). For the
kinetic energy calibration, a unit voltage is interpreted as
a unit of kinetic energy. In order to model the calibration
data, an appropriate linear curve is first subtracted from
the data, revealing a residual showing a clear indication
for a higher-order polynomial function in the energy cal-
ibration (Fig. 2 middle). A suitable polynomial model is
therefore additionally applied to the residual data, which
is then combined with the initial linear function to obtain
a smooth energy calibration function (Fig. 2 bottom).
From the reduced chi-square, we see that the statistical
uncertainty alone can not serve as a justification of the
distribution of the residual data points. We will discuss
this in more detail later.

Energy correction and calibration of the nominal
photon energy scale

The energy correction of the nominal photon energy
scale is obtained by locally modeling a narrow photon
energy window of the calibrated PES trace with a poly-
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FIG. 3. Principle of the energy correction. (A): The hemispherical spectrometer (PES) registers with high resolution Au
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the nominal photon energy keeps the photoelectron peaks centered on the MCP along the whole scan. (B): The image projection
onto the dispersive axis shows small deviations of the actual kinetic energy at each monochromator step. (C) Subtracting a
linear fit from the photoelectron energies yields for both peaks periodic deviations shown as blue and red curves in (D) from
the nominal photon energy scale due to imperfect interpolations of the grating and mirror angles in the monochromator.

nomial model for each recorded transition. This smooth
function is then used as an additional offset to the nom-
inal energy axis of the incident photon energy. After
assigning the calibration lines to their respective known
theoretical energies from reference [1], a suitable polyno-
mial function is fitted to the data (Fig. 5 top). Figure
5 displays the uncertainty band obtained from an ex-
emplary calibration of the nominal photon energy. The
quality of this photon energy calibration is greatly in-
creased by applying the energy correction as can be seen
in the middle plot of Fig. 5, which shows the residuals of
calibration without applying the energy correction. Such
measurements have been repeated several times for each
element.

Uncertainty 1: nonlinear contribution in PES
detector calibration function

Figure 4 displays the result of five measurements of
neon, which have been analyzed as described so far. The
analysis has been performed twice per measurement by
exchanging the source of the energy correction (either
from 4f7/2 or 4f5/2). In principle, no significant deviation
should be observable by the choice of the correction func-
tion. However, by evaluating a weighted average inde-
pendently, a systematic shift between both results seems
to be present (Fig. 4). This effect is most prominent
for neon, less prominent for fluorine and negligible for
oxygen. We suspect that this effect is due to a position
dependent error within the applied PES detector calibra-
tion, which has not been accounted for.We conservatively
estimate the uncertainty from the outer edges of both un-
certainty bands.

Uncertainty 2. Energy profile of incident photons

In the experiment, the energy resolution as well as the
energy profile of the incident photon beam has been op-
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FIG. 4. Visualization of error estimation. For each element
several measurements have been recorded. Each measurement
has been analyzed by utilizing the 4f7/2 as well as 4f5/2 gold
line as source of the correction function. Weighted averages
are determined for each set. Both results for Ne r are dis-
played in blue and red, respectively. The final uncertainty
is estimated from the outermost edges of both uncertainty
bands.

timized with the 1s-2p J = 1 transition of He-like oxygen
at 574eV. We have observed a slight decrease in beam
profile quality for the energetically higher lying neon and
fluorine measurements, resulting in a slightly asymmet-
ric line profile, an effect, which has been observed several
times in the past [4]. If at all, the asymmetry can be seen
for the calibration lines, however for q and r, which are
not fully resolved, the asymmetry is not clearly visible.
In order to estimate this systematic shift resulting from
the asymmetric line shape, we first determine the cen-
troid of the peak given from the applied symmetric Voigt
models and compare it by applying a skewed Voigt model
to the data. An approximate 1 meV shift can be observed
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independently of the applied skewed Voigt model. This
uncertainty will be taken into account in the final error
budget.

Uncertainty 3. Precision and accuracy of
photoelectron measurement.

In this section we discuss the XPS measurements,
which are used for energy correction. After initial set up
of the PES, the position of the gold lines on the detector
is highly sensitive to the temporal stability of the volt-
age sources and more importantly the voltage source used

to bias the gold target. Any fluctuation of the sources
will eventually translate to the energy of the q and r
lines. It is therefore important to estimate the uncer-
tainty produced by the reproducibility of a photoelec-
tron spectroscopy measurement. In figure 6, we use the
residuals obtained after modeling of the photoelectron
trace and produce a histogram showing the distribution
of residuals, each corresponding to a XPS measurement.
By comparing the one sigma width of the distribution
with the averaged statistical uncertainty of centroid de-
termination (Fig. 6, top row), we see in all three cases a
significantly larger width of the distribution. This leads
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to the conclusion that the spread of the individual mea-
surements can not be solely attributed to the statistical
uncertainty of the XPS measurement. We therefore use

the one sigma width derived from these distributions as
an estimate for the systematic photoelectron energy un-
certainty.
In figure 7 we show how the individual sources of uncer-
tainty add to the total measurement uncertainty.
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Abstract

We improve by a factor of 4–20 the energy accuracy of the strongest soft X-ray transitions of Fe XVII ions by
resonantly exciting them in an electron beam ion trap with a monochromatic beam at the P04 beamline of the
PETRA III synchrotron facility. By simultaneously tracking instantaneous photon-energy fluctuations with a high-
resolution photoelectron spectrometer, we minimize systematic uncertainties down to 10–15 meV, or velocity
equivalent±∼5 km s−1 in their rest energies, substantially improving our knowledge of this key astrophysical ion.
Our large-scale configuration-interaction computations include more than 4 million relativistic configurations and
agree with the experiment at a level without precedent for a 10-electron system. Thereby, theoretical uncertainties
for interelectronic correlations become far smaller than those of quantum electrodynamics (QED) corrections. The
present QED benchmark strengthens our trust in future calculations of many other complex atomic ions of interest
to astrophysics, plasma physics, and the development of optical clocks with highly charged ions.

Unified Astronomy Thesaurus concepts: Atomic data benchmarking (2064); Laboratory astrophysics (2004); Line
positions (2085); Atomic spectroscopy (2099); Experimental data (2371); Theoretical techniques (2093); Space
plasmas (1544)

1. Introduction

Over the past three decades, extensive research has focused
on the soft X-ray emission from Ne-like iron (Fe XVII, Fe16+),
particularly in hot astrophysical plasmas observed by Chandra
and XMM-Newton (Behar et al. 2001; Brinkman et al. 2001).
The dominant spectral transitions 3d→ 2p and 3s→ 2p of
Fe XVII within the 700–850 eV range (14.5–17.5Å) play a
crucial role in deducing the plasma parameters across various
sources. These parameters include the electron temperature,
density, elemental abundance, gas motion, and photon scatter-
ing opacity (Parkinson 1973; Smith et al. 1985; Schmelz et al.
1992; Waljeski et al. 1994; Phillips et al. 1996; Behar et al.
2001; Mauche et al. 2001; Doron & Behar 2002; Xu et al.
2002; Gu 2003; Paerels & Kahn 2003; Werner et al. 2009;
Pradhan & Nahar 2011; Beiersdorfer et al. 2018; Gu et al.
2019, 2020; Grell et al. 2021).

Despite decades of study, since early solar X-ray observa-
tions (Parkinson 1973; Smith et al. 1985; Schmelz et al. 1992;
Waljeski et al. 1994), discrepancies between observed and
theoretical intensity ratios (Brown et al. 1998) have persisted.

Early explanations invoking resonance scattering (McKenzie
et al. 1980; Schmelz et al. 1992; Saba et al. 1999) found no
confirmation in measurements with electron-beam ion traps
(EBITs) and tokamaks that also agreed with solar observations
(Brown et al. 1998, 2001a, 2001b; Beiersdorfer et al. 2002,
2004; Brown et al. 2006; Gillaspy et al. 2011; Beiersdorfer
et al. 2017; Shah et al. 2019). As optically thin laboratory
plasmas are not subject to resonance scattering, indirect line
formation mechanisms were suggested (Chen & Pradhan 2002;
Gu 2003; Beiersdorfer et al. 2008, 2014, 2015; Shah et al.
2019; Gu et al. 2020; Grilo et al. 2021). An experiment with a
free-electron laser aimed at directly determining the oscillator-
strength ratio for lines 3C and 3D without uncertainties due to
electron-impact excitation. Its unexpected results departing
even more from theory were attributed to inaccuracies in
calculated oscillator strengths (Bernitt et al. 2012), but soon
after, unforeseen transient nonequilibrium effects and popula-
tion transfer due to the ultrabrilliant peak photon flux explained
them (Oreshkina et al. 2014; Loch et al. 2015; Oreshkina et al.
2016; Wu & Gao 2019). Our later measurements (Kühn et al.
2020) with synchrotron radiation avoided this nonlinear
systematic and improved the accuracy of the oscillator-strength
ratio while still disagreeing with the theory. Finally, further
increases in resolving power and signal-to-noise ratio found the
cause of the persistent discrepancies in hitherto unresolvable
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line wings and diffraction effects and brought the oscillator-
strength ratio in line with state-of-the-art predictions (Kühn
et al. 2022).

In spite of these advances, many questions remain open for
this essential ion and many other less-studied species. For
instance, widely used wavelength references for Fe XVII from
EBIT measurements using a crystal spectrometer with a
resolving power of 500–700 have uncertainties of 1–3 mÅ
(∼40–200 meV), Doppler-equivalent to ∼15–50 km s−1, i.e.,
∼60–180 parts per million (ppm), for n= 3− 2, and double
that for high-n transitions (Beiersdorfer & Wargelin 1994;
Brown et al. 1998). This is only marginally adequate for
analysis of high-resolution diffraction grating spectra acquired
with the Chandra High Energy Transmission Grating Spectro-
meter (HETGS), which can measure velocities of bright
emission lines with ∼25 km s−1 systematic uncertainty
(Ishibashi et al. 2006; Bozzo et al. 2023). These uncertainties
in transition energies will also impair the achievement of the
science goals of other extant, upcoming, and proposed
missions, including XMM-Newton (den Herder et al. 2001;
Jansen et al. 2001), XRISM (Tashiro et al. 2018), Athena
(Barret et al. 2016; Pajot et al. 2018), Line Emission Mapper
(LEM; Kraft et al. 2022), Arcus (Heilmann et al. 2022; Smith
et al. 2022), and Lynx (Schwartz et al. 2019). Even though
some of these missions feature spectrometers with FWHM
resolution far broader than the uncertainties of published rest-
energy determinations, well-exposed spectra of bright objects
with a high signal-to-noise ratio will allow centroid determina-
tion with uncertainties comparable to or smaller than these
prior measurements. There is clearly a need for better
determinations of the Fe XVII transition energies that will
allow us to take full advantage of the resolving power of
current and future missions, as well as improved and well-
benchmarked theoretical methods that can provide energies for
transitions that have not yet been measured with sufficient
precision.

We report new measurements of the rest energies of key
Fe XVII transitions with an EBIT at the P04 beamline of the
PETRA III synchrotron with uncertainties below 15 ppm, an
improvement by a factor of 4–20 over the status quo. The
accuracy of our results translates in velocity terms to 5 km s−1

and fully unlocks the value of archived and forthcoming
observations from XMM-Newton and Chandra, as well as of
accurate velocimetry targeted by upcoming missions (Barret
et al. 2016; Pajot et al. 2018; Heilmann et al. 2022; Kraft et al.
2022; Smith et al. 2022). We also test the large-scale
configuration interaction (CI) approach and, therefore, our
combination of the CI and coupled-cluster approaches
(CI+ all-order method), which is crucial for the development
of high-precision clocks (Kozlov et al. 2018) and essential for
understanding the quantum electrodynamics (QED) effects in
many-electron systems. By applying the model potential
approach (Tupitsyn et al. 2016) using the QEDMOD
package (Shabaev et al. 2018), we incorporate QED effects
into the effective Hamiltonian, basis-set orbitals, and one-
electron matrix elements—a widely employed practice. The
quality of the QED model potential is usually assessed against
exact solutions for H-like ions since the uncertainty in the
electronic correlation in HCI with a few valence electrons is
usually larger, or at the level of QED contributions unless the
ionization degree is rather high. Until this work, there were no

estimates regarding the accuracy of the QEDMOD approach
for the majority of many-electron systems.
Motivated by our highly accurate experimental results, we

carry out new CI computations, taking the contributions from
high nl states into account, increasing the number of relativistic
configurations from 1.2 million in our previous work (Cheung
et al. 2021; Kühn et al. 2022) to over 4 million, and
investigating the convergence of the computations in both of
these parameters. The results show a remarkable degree of
numerical convergence across all energy levels and agree with
the measurements to a level of 1–33 meV (1–45 ppm) that is
unprecedented for a complex ion such as Fe XVII. For the first
time, uncertainties in the electronic correlations smaller than
QED corrections allow us to test the accuracy of the QED
contribution in a many-electron system.

2. Measurements and Data Analysis

PolarX-EBIT (Micke et al. 2018) was designed for the study
of highly charged ions interacting with X-ray photons at
synchrotrons and free-electron lasers (see Kühn et al. 2020;
Leutenegger et al. 2020; Togawa et al. 2020; Kühn et al. 2022;
Steinbrügge et al. 2022; Stierhof et al. 2022). Its off-axis
electron gun emits a nearly monoenergetic electron beam that is
compressed to a diameter of less than 100 μm by a magnetic
field of ∼870 mT generated by permanent magnets. Consider-
ing the overlap of the ion cloud and the electron beam leads to
an effective electron density of ∼1010 cm−3. Iron pentacarbo-
nyl (Fe(CO)5) molecules enter the trap region as a tenuous
beam through a two-stage differential pumping system. There,
electron-impact dissociation generates Fe atoms, and step-wise
electron-impact ionization produces highly charged ions that
remain radially trapped by the ensuing negative space-charge
potential of the electron beam, and axially by biased cylindrical
drift tubes. We chose operating conditions to ensure that
Fe XVII ions mostly populate the trap.
At the soft X-ray beamline P04, an APPLE II undulator

(Viefhaus et al. 2013) produces circularly polarized photons,
which are then sent through a monochromator equipped with
a variable line-spacing grating of 1200 lines mm−1 mean
groove density. Using an exit slit opening of 50 μm, the energy
resolution ΔE was set to a value of approximately E/ΔE
≈13,000 in the energy range of 700–1100 eV. A pair of plane-
elliptical mirrors refocus this beam onto the ion cloud. The
photon beam energy is scanned over the Fe XVII transitions of
interest and the corresponding calibration lines. Two silicon
drift detectors (SDD) mounted at the top and on the side of the
EBIT register fluorescence, with ∼100 eV FWHM resolution,
following from resonant photoexcitation as well as electron-
impact excitation.
To calibrate the monochromator photon-energy scale, we

excite K-shell transitions in H-like and He-like oxygen,
fluorine, and neon ions trapped in PolarX-EBIT. Their energies
can be calculated with uncertainties well below 1 meV. We
take values for the H-like 1s→ 2p transitions from Yerokhin &
Shabaev (2015), and from Erickson (1977) for 1s→ np up to
n= 7, and for He-like ions, we take energy values from
Yerokhin & Surzhykov (2019) for 1s→ np transitions up
to n= 7.
The monochromator disperses the spectrum of the undulator

cone on the exit slit by choice of incidence and diffraction
angles of the grating, which is accomplished by appropriate
rotations of both the grating and mirror, with the extra degree
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of freedom removed by requiring fulfillment of the constant fix-
focus condition (Follath 2001). The absolute angles of both
grating and mirror are recorded using angular encoders. To
measure electronic transitions with narrow natural line widths
< 50 meV, angular increments as small as ≈10−5 degrees have
to be resolved, equivalent to 36 mas or 175 nrad. The installed
Heidenhain RON 905 angular encoders have 36,000 reference
marks per turn, or one every 10−2 degrees (36″). Such encoders
interpolate angle changes 1000 times between each mark. An
LED source is positioned on one side of the disk, while two
photodiodes are positioned on the opposite side of the disk to
record the light intensity modulated by slight rotations of the
encoder disk.13 These intensity variations are then stored in an
empirical lookup table in the hardware. However, the process is
highly sensitive to imperfections in the analog signals, which
can lead to periodic subdivision errors (Follath & Balzer 2010;
Krempaský et al. 2011). Furthermore, within each monochro-
mator, there are two encoders—one dedicated to the grating
and the other to the focusing mirror. This doubles the
uncertainty in the interpolation, impacting the determination
of the diffraction angle. Consequently, this can cause the
nominal monochromator energy to deviate from the actual
photon beam energy. This problem was previously observed in
our studies at P04 (Kühn et al. 2022; Togawa et al. 2023) and
other beamlines (Follath & Balzer 2010; Krempaský et al.
2011), and leads to periodic fluctuations in the nominal photon-
energy scale, which in our case have peak-to-peak amplitudes
of up to ∼50 meV below 900 eV and ∼70 meV above 900 eV.

To correct for them while scanning the monochromator to
excite resonant transitions, we direct the photon beam exiting
the EBIT onto a gold target mounted on a high-resolution
hemispherical electron-energy analyzer, ASPHERE (Rossnagel
et al. 2001), as shown in Figure 1. There, 4f5/2,7/2 photoelec-
trons are emitted, and their kinetic energy is measured. The
kinetic energy of these photoelectrons is given by the
difference between the photon energy and the binding energy
of the electrons, along with any potential bias applied to the
gold target. If the bias potential applied to the target is constant,
any change in the photon energy will manifest itself as a
change in the kinetic energy of the 4f Au electrons. However, if
we change the target bias to track changes in the nominal
photon energy, the electron kinetic energy remains nominally
constant and the photoelectron peak (Au 4f7/2) can appear at a
fixed position on the electron detector, see Figure 1(a). Thus,
any deviation of the actual photon energy from the nominal
photon energy set by the monochromator would result in a
deviation of the kinetic energy of the photoelectrons. An
example of such a deviation, reflecting the interpolation
inaccuracies of the two angular encoders of the monochro-
mator, is shown in Figure 1(b). We fit Au 4f7/2 peaks (line
widths of about 700 meV FWHM) with Voigt profiles to find
their centroids and determine their kinetic energies with
uncertainties of a few meV at electron count rates of ∼104 s−1.
By cooling the gold target to liquid nitrogen temperature, we
further reduce the peak width to ∼450 meV, which further
improves centroid determination. We then use this information to
correct each step of the nominal monochromator energy scale. To
avoid any assumptions in modeling these deviations shown in
Figure 1(b), and because the addition of an arbitrary constant
term to the energy scale will be removed when calibrating against

Figure 1. A photon beam of variable energy excites an elongated ion ensemble within a portable EBIT, PolarX-EBIT (Micke et al. 2018). Emitted fluorescence X-rays
are recorded by two silicon drift detectors. Ions periodically released from the trap are mass-analyzed by their time of flight as a monitoring diagnostic of the trapped
ion content. Downstream, the photon beam passes through a wire mesh used to measure its intensity before hitting a gold target and releasing photoelectrons that enter
ASPHERE, a high-resolution hemispherical electron-energy analyzer. ASPHERE records (a) the Voigt-like kinetic energy distribution of Au 4f7/2 electrons and their
centroids (b) at each monochromator energy step. Because we apply a bias to the Au target that tracks changes in the nominal monochromator energy, ideally, (b) is
expected to exhibit constant values, but it shows small yet reproducible periodic deviations from the nominal monochromator energy scale due to interpolation errors
in the angular encoders. These deviations are corrected for in (c) prior to calibration with reference lines.

13 https://www.heidenhain.us/wp-content/uploads/2022/07/591109-24_
Angle_Encoders_with_Integral_Bearing.pdf
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known reference energies, we simply add the measured electron
kinetic energy directly to the nominal monochromator energy
scale rather than first subtracting a nominal kinetic energy offset.
On this corrected monochromator energy scale (Figure 1(c)),
we then determine the centroids of the calibration lines and
associate them with the theoretical references mentioned above.
By fitting a third-order polynomial to these data, we obtain the
dispersion curve and thus the calibrated monochromator energy
scale.

For the Fe XVII measurements, we set the EBIT to use a
∼4 mA, 3500 eV electron beam, capable of directly exciting
the lines studied here, and thus generating an undesired
background. These parameters yielded a ratio of photoexcita-
tion peak to electron-impact background between 2 and 3
throughout the experiment, indeed lower than the ratio of ≈45
achieved in our previous work (Kühn et al. 2022) by cyclically
switching the electron-beam energy between ion breeding and
probing energy after a long parameter optimization. This time,
since switching tests showed a severe loss of Fe XVII ions, we
decided to use a constant electron-beam energy of 3500 eV,
well above that of dielectronic recombination satellites. The
present signal-to-noise ratio and resolving power of 13,000
were sufficient for our reported accuracy.

The P04 monochromator was scanned over ranges covering
3s− 2p (3G and 3F), 3d− 2p (3C and 3D), 3p− 2s (3A and
3B), and 4d− 2p transitions (4C and 4D) of Fe XVII.

Fluorescence was collected in the SDDs for 10–15 s at each
monochromator step. The count rate for each transition is
directly proportional to the respective oscillator strength, and
we can see transitions with excitation rates about 4–80 times
lower than that of the 3C transition. Scans of each line were
therefore repeated as needed to obtain good statistics. This also
yielded adequate statistics at each step for the Au 4f7/2
photoelectron peak position determination needed for the
nominal monochromator photon-energy scale correction. To
construct the spectrum for a single transition, as depicted in
Figure 2, all photons detected in the SDDs within a 50 eV
region of interest centered around the expected energy are
summed as a function of the monochromator energy. A
representative scan for each of these lines is shown in Figure 2.
The transition energies of the Fe XVII lines were determined
using a maximum-likelihood fit of Voigt profiles added to the
linear background term arising from electron-impact excitation
using the cash statistic (Cash 1979; Kaastra 2017). The Voigt
function is a convolution of Lorentzian and Gaussian functions.
The Gaussian contributions to the line width arise from the
limited resolution of the monochromator and the thermal
motion of the ions (Hoesch et al. 2022). The Lorentzian width,
as shown in Kühn et al. (2022), stems from the natural line
width of the transition and a pseudo-Lorentz instrumental
component due to X-ray diffraction at beamline components
(Follath & Balzer 2010). Given the possible energy-dependent

Figure 2. (Top panels) Representative scan for each of the measured Fe XVII lines. Both the data and model are scaled to the range [0,1]. (Bottom panels) Measured
transition energies derived from a weighted average of all scans are depicted with their total uncertainty represented by the gray band. They are compared against
Large CI (blue circles), FAC MBPT (green diamonds), solar observations (cyan hexagons), and previous laboratory data (orange squares: Beiersdorfer &
Wargelin 1994; brown crosses: Brown et al. 1998).
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contributions to line widths from beamline components, we
chose to leave all parameters of the Voigt profile unconstrained
during our fitting procedure for determining the line centroids.

Table 1 presents the results for eight Fe XVII lines and their
associated uncertainties from errors in the centroid determina-
tion of calibration lines, the dispersion fit 1σ confidence band,
and the centroid determination of each Fe XVII line, which is
typically in the range of 1–3 meV. The total systematic
uncertainties of the calibration are estimated to reach levels of
10–15 meV. As mentioned before, the angular encoder
interpolation error induces oscillations of the nominal mono-
chromator photon energy scale up to±70 meV in the
650–1150 eV energy range. While accurate reference energies
and the corrections from ASPHERE to the photon-energy axis
help mitigate these oscillations, ∼10%–20% (7–14 meV)
residual variations still remain in the corrected monochromator
photon-energy scale. A potential source of these could be the
limited resolution of the Keithley 6517 voltage source biasing
the gold target. Despite using a seven-digit calibrated voltmeter
(Agilent 3458a), the voltage source operates in 5 mV steps
within the 100 V range, limiting our electron kinetic energy
measurements. Further systematics arise from the frequent
switching of the voltage range of this bias supply needed to
cover the monochromator range of 600–1150 eV, requiring
separate calibration for each voltage range. Unfortunately, we
could only calibrate the bias supply in a narrow 20 V range.
Moreover, unmeasured fluctuations in the voltages applied to
the inner and outer hemispheres of the electron spectrometer
may have introduced additional systematic uncertainties. The
dimensional stability of its electron-optics components is
affected by thermal drifts caused by varying ambient conditions
at ppm levels to which we are already sensitive. Note that we

also fit our data with skewed Voigt profiles, allowing for a
nonzero skewness, thus accounting for any line asymmetries
that may exist due to monochromator imperfections (Perry-
Sassmannshausen et al. 2021; Hoesch et al. 2022; Togawa et al.
2023). These tests resulted in changes to the line centroids of
less than ∼1 meV, which is negligible considering the total
uncertainty of our measurements. We considered whether lines
from contaminant ions of oxygen, fluorine, or neon originating
from residual calibration gases could lead to systematic errors
in any of our transition-energy determinations. Because these
lines have known transition energies, and because of the
extremely high resolving power (13,000) attained in our
experiment, we ruled out any significant effect from such
contamination. After conservatively considering all these
sources, our present uncertainties are a factor of 4–20 smaller
than those of previously reported experiments (Beiersdorfer &
Wargelin 1994; Brown et al. 1998).

3. Discussion of the Results

We compare the present results in Figure 2 and Tables 1 and
2 with earlier experimental data, observations, and predictions,
including our own. Our calculations employ the latest version
of our highly scalable parallel CI code (Cheung et al. 2021; see
Appendix). Optimization of the basis-set construction allowed
faster convergence with the principal quantum number n
than in our prior work (see supplementary material of Kühn
et al. 2022) while including higher partial waves (h, i, and k),
and a larger number of reference configurations of even and
odd parity. Table 3 shows the QED and other contributions in
cm−1 for the measured transitions. Column 17g shows the
results obtained with the 17spdfg basis set (see the Appendix);

Table 1
Experimental and Calculated Transition Energies from This Work in Comparison with Previous Experiments, Astrophysical Observations, and Other Predictions

Line Term Configuration This Work Previous Experiments Observations

Experiment Large CIa FAC-MBPTb BW94c B98d Hinodee SMMf

3G 3P1 s s p p s1 2 2 2 32
1 2
2

1 2
2

3 2
3

1 2 1[ ] 727.073(15) 727.086 727.084 727.01(4) 727.14(4) 727.14 727.14

(−0.013) (−0.011) (0.06) (−0.06) (−0.06) (−0.06)
3F 1P1 s s p p s1 2 2 2 32

1 2
2

1 2 3 2
4

1 2 1[ ] 739.067(15) 739.034 739.002 739.23(13) 738.88(9) 739.07 739.10

(0.033) (0.065) (−0.17) (0.19) (−0.01) (−0.03)
3D 3D1 s s p p d1 2 2 2 32

1 2
2

1 2
2

3 2
3

5 2 1[ ] 812.417(13) 812.418 812.363 812.21(11) 812.43(11) 812.37 812.74

(−0.001) (0.054) (0.21) (−0.01) (0.05) (−0.33)
3C 1P1 s s p p d1 2 2 2 32

1 2
2

1 2 3 2
4

3 2 1[ ] 825.870(12) 825.852 825.765 826.07(6) 825.79(6) 825.85 825.90

(0.019) (0.106) (−0.20) (0.08) (0.02) (−0.03)
3B 3P1 s s p p p1 2 2 2 32

1 2 1 2
2

3 2
6

1 2 1[ ] 892.496(10) 892.490 892.446 892.68(13) 892.49(19) 892.61 892.61

(0.007) (0.050) (−0.18) (0.01) (−0.12) (−0.12)
3A 1P1 s s p p p1 2 2 2 32

1 2 1 2
2

3 2
6

3 2 1[ ] 896.774(10) 896.770 896.752 896.81(6) 896.81(13) 896.81 896.88

(0.004) (0.022) (−0.04) (−0.04) (−0.04) (−0.10)
4D 3D1 s s p p d1 2 2 2 42

1 2
2

1 2
2

3 2
3

5 2 1[ ] 1010.983(16) L 1010.921 L 1010.80(8) 1010.96 1011.04

(0.062) (0.19) (0.02) (−0.06)
4C 1P1 s s p p d1 2 2 2 42

1 2
2

1 2 3 2
4

3 2 1[ ] 1022.639(16) L 1022.552 L 1022.63(8) 1022.62 1022.80

(0.087) (0.01) (0.02) (−0.16)

Notes. All values in eV. Values in parentheses following the measured values give total uncertainties and parentheses below the measured values indicate absolute
differences from the present measurements.
a Large CI calculations, method is from Cheung et al. (2021).
b CI + second-order MBPT of FAC, method is from Gu et al. (2006).
c EBIT measurements by Beiersdorfer & Wargelin (1994).
d EBIT measurements by Brown et al. (1998).
e Solar observations by Hinode: Del Zanna & Ishikawa (2009).
f Solar observations by SMM: Phillips et al. (1982).
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column >17g, additional contributions from highly excited
orbitals up to 24spdfgh21i17k; “Extras,” additional contribu-
tions due to the much larger number of configurations included
in CI, selected to give the large contributions. The final results
are the sum of these three columns and a QED
contribution (Tupitsyn et al. 2016). Column [ΔThis Th.] shows
differences between the current experiment and theory, and
column [ΔPrev. Th.] shows differences from previous
calculations presented in Kühn et al. (2022), demonstrating a

significant improvement. We estimate the uncertainty in
the electronic correlation computations to be approximately
29 meV (∼230 cm−1), primarily arising from the >17g
contribution (see Appendix). The difference between theory
and experiment is within the combined uncertainties for all six
levels. This allows us to estimate the uncertainty of the QED
contribution at 30–32 meV (240–260 cm−1), which is the
combined theory and experimental uncertainties added in
quadrature. We also computed the energies of the 3A and 3B

Table 2
Continuation of Table 1

Line Large CIa Exp.b NIST ASDc AtomDBd CHIANTIe CHIANTIf SPEXg W16h S15i G05j A04k

(old) CI MRMP AS MBPT MBPT MBPT MCDF

3G 726.97 727.11 727.14 725.79 727.06 727.48 727.18 726.78 L 727.12 725.38
(0.10) (−0.03) (−0.07) (1.28) (0.01) (−0.41) (−0.11) (0.29) ... (−0.05) (1.70)

3F 738.91 739.04 739.05 738.01 739.00 738.21 738.88 738.72 L 739.06 736.05
(0.16) (0.03) (0.01) (1.06) (0.07) (0.85) (0.19) (0.34) ... (0.01) (3.02)

3D 812.32 812.41 812.37 811.70 812.41 813.65 812.48 812.04 812.57 812.44 811.08
(0.10) (0.01) (0.05) (0.72) (0.01) (−1.23) (−0.06) (0.37) (−0.15) (−0.02) (1.34)

3C 825.76 825.83 825.70 825.83 825.76 827.52 826.01 825.39 825.89 825.70 825.01
(0.11) (0.04) (0.17) (0.04) (0.11) (−1.65) (−0.14) (0.48) (−0.02) (0.17) (0.86)

3B L L 892.50 894.25 892.41 895.55 892.61 892.21 L 892.40 894.25
... ... (−0.00) (−1.75) (0.08) (−3.05) (−0.12) (0.29) ... (0.10) (−1.75)

3A L L 896.90 898.54 896.67 899.85 897.14 896.46 L 896.62 898.55
... ... (−0.13) (−1.77) (0.10) (−3.08) (−0.36) (0.31) ... (0.15) (−1.77)

4D L L 1011.00 1009.79 L 1012.03 1011.29 1010.53 L L 1009.22
... ... (−0.02) (1.19) ... (−1.05) (−0.31) (0.46) ... ... (1.76)

4C L L 1022.70 1021.76 L 1023.64 1022.97 1022.17 L L 1020.90
... ... (−0.06) (0.88) L (−1.00) (−0.33) (0.47) L L (1.74)

Notes. The experimental results are compared with previous predictions, with energy units expressed in eV. Values in parentheses below the predicted values denote
the absolute differences from the current measurements.
a Large CI: Kühn et al. (2022).
b Preliminary critical analysis of Fe XVII spectral data, A. Kramida (2019, private communication).
c NIST Atomic Spectroscopy Database: Kramida et al. (2022).
d AtomDB Database: Loch et al. (2006; APED: fe_17_LV_v3_0_4_a.fits).
e Chianti Database with MRMP calculations: Del Zanna & Ishikawa (2009).
f Chianti Database with AS calculations: Liang & Badnell (2010).
g SPEX database: Gu et al. (2020).
h MBPT by Wang et al. (2016).
i MBPT by Santana et al. (2015).
j MBPT by Gu (2005).
k MCDF by Aggarwal et al. (2003).

Table 3
Contributions to the Theoretical Energies (in cm−1 above the Ground State) of Fe XVII from an Enlarged Basis Set (>17g), Additional Reference Configurations

(Extras), and QED in Comparison with Our Measurements and Their Errors in cm−1

Label This Exp. Error ΔPrev. Th.a 17g �17g Extras QED Final ΔThis Th.b ΔThis Th.b (%)

3G 5,864,241 122 841 5,862,842 541 146 814 5,864,343 −102 0.0017
3F 5,960,976 123 1274 5,958,941 558 146 1067 5,960,711 265 0.0045
3F–3G 96,736 174 434 96,099 17 0 253 96,368 368 0.3800

3D 6,552,587 103 787 6,552,044 294 104 151 6,552,594 −7 0.0001
3C 6,661,093 96 897 6,660,390 248 5 299 6,660,942 151 0.0023
3C–3D 108,506 141 110 108,346 −46 −99 148 108,348 158 0.1454

3B 7,198,469 82 ... 7,200,865 573 −28 −2993 7,198,416 53 0.0007
3A 7,232,969 82 ... 7,235,357 547 −8 −2958 7,232,938 31 0.0004
3A–3B 34,500 116 ... 34,492 −25 20 35 34,522 −22 0.0626

Notes. Note that we used the CODATA2018 (Tiesinga et al. 2021) recommended value of hc to convert experimental values from eV to cm−1. The difference between
the three pairs of lines is shown in bold.
a This column shows the difference between previous theoretical large CI computations from Kühn et al. (2022) and those of the present experiment.
b This column shows the difference between current theoretical large CI computations and those of the present experiment.
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levels for the first time. The 2s− 3p lines (3A and 3B), which
involve a 2s electron, have the largest QED contributions
(∼370 meV, or ∼3000 cm−1), while for 3s− 2p transitions 3G
and 3F as well as 3d− 2p ones (3C and 3D) they are much
smaller. From the 3A and 3B results, we thus estimate a relative
QED accuracy of 8%.

As shown in Table 1, line 3F, close to the He-like F Kα
calibration line, shows a larger absolute deviation of about
33 meV from the large CI prediction, while the remaining
measured lines remain below ∼10–20 meV. Unfortunately, line
3F was measured only once, unlike the others, which were
scanned at least four to five times. We explored several
plausible explanations for the 3F discrepancy. One possible
source of the discrepancy could be the simultaneous excitation
of high-n Rydberg lines of O VII within the scan range of line
3F, which could lead to a shift of the 3F centroid. Furthermore,
we considered lines from the lower charge states, Fe X, Fe VIII,
and Fe VII, which fall within the 3F scan range. Despite the
relatively low abundance of these charge states in our
experiment, they can potentially influence the 3F line due to
their strong oscillator strengths. Although the theoretical line
positions and oscillator strengths of these low charge states are
calculated by Gu et al. (2006), they have never been compared
experimentally, making it difficult to estimate their influence on
the 3F position. We also investigated the possibility of
magnetically induced mixing of the J= 0 and J= 1

p s2 31 2
1

1 2( )- excited states (Beiersdorfer et al. 2003), which
might shift the energy of the J= 1 state sufficiently to
introduce a systematic error in our measurement of 3F.
However, measurements by Beiersdorfer et al. (2016) show a
separation of ∼1.2 eV between these states, making strong
magnetic-field-induced mixing unlikely. We performed FAC
calculations for atoms in strong magnetic fields to verify this,
finding shifts on the order of 10 μ eV for the field strength in
PolarX-EBIT, demonstrating that this effect is not important in
our experiment. The decrease in reflectivity of the platinum-
coated diffraction grating over the 3F scan range could slightly
affect the centroid position determination at 739 eV. Based on
simulations we estimate this effect to be smaller than 0.1 meV.

We also consider the differences between the three line pairs,
as they are more sensitive to QED effects than absolute
energies. Table 3 shows that the largest uncertainty, caused by
the uncertainty in the basis-set convergence, is common to each
of the pairs. This significantly reduces the uncertainty of
electronic correlations to better than 6 meV (50 cm−1) for the
energy difference. Both (3A–3B) and (3C–3D) are in excellent
agreement with our present as well as previous predictions
(Kühn et al. 2022). For (3G–3F), the deviation is 46 meV
(about 2σ) and can be attributed to the factors discussed above
for line 3F. It is interesting to note that our measured 3F energy
is in much better agreement with solar observations (Phillips
et al. 1982; Del Zanna & Ishikawa 2009) than with our
calculations. Nevertheless, our present calculations of the
ground state transitions show an order of magnitude smaller
deviation from our experimental results compared to our prior
predictions (Kühn et al. 2022). This represents a benchmark
with our experimental data at the level of 10–20 ppm, an
unprecedented agreement for a neon-like system to the best of
our knowledge.

Besides CI, we performed calculations using a combination of
conventional CI and second-order many-body perturbation
theory (MBPT) with the Flexible Atomic Code (FAC;

Gu 2008). Details of this method are described in Gu (2005), Gu
et al. (2006), and recently in Steinbrügge et al. (2022). In these
calculations, we included frequency-dependent generalized Breit
interactions (Breit 1929) in both the CI expansion and the MBPT
corrections, as well as self-energy and vacuum polarization
calculated using the QED operator model of Shabaev et al.
(2018). These predictions demonstrate a reasonable agreement
with our experimental data, with the largest discrepancy of about
100meV observed for line 3C. We compared our results with
other CI+MBPT data available in the literature (Gu 2005;
Santana et al. 2015; Wang et al. 2016), showing maximum
deviations of up to 0.5 eV. The origin of the discrepancy between
our CI+MBPT calculations and the previously published ones is
unclear. We have also observed departures from the predictions
of multiconfiguration Dirac–Fock (MCDF) and autostructure
(AS) calculations (Aggarwal et al. 2003; Loch et al. 2005; Liang
& Badnell 2010), with deviations reaching up to 1–3 eV.
However, we note that the atomic structures used in these
calculations were necessarily small to facilitate their use in
R-matrix collision calculations, which are computationally more
demanding compared to atomic structure calculations. Other
accurate predictions for Fe XVII from multireference Møller–
Plesset (MRMP) are reported in Del Zanna & Ishikawa (2009)
and included in the CHIANTI code. They show very good
agreement with our experimental data.
We compare our results with laboratory data from

Beiersdorfer & Wargelin (1994) and Brown et al. (1998).
Both works measured electron-impact spectra of Fe XVII under
similar experimental conditions in the Lawrence Livermore
National Laboratory EBIT facility using a crystal spectrometer
employing a cesium acid phthalate crystal for the wavelength
range of the lines presently discussed. Both measurements have
carefully concatenated several spectra from different wave-
length ranges and calibrated them against reference lines of
hydrogenic and helium-like oxygen, fluorine, and neon, similar
to our work. Nevertheless, these two measurements are
themselves marginally inconsistent with each other within
their quoted uncertainties. Furthermore, we find that our
measurements are also marginally inconsistent with both these
previous measurements within uncertainties. The source of
these marginal inconsistencies is unknown.
We also compare our results with data from widely used

databases and plasma codes. The NIST Atomic Spectroscopy
Database (ASD; Kramida et al. 2022) values showed
significant deviations for lines 3C and 3A. However, when
critically evaluated n= 3− 2 data by the authors of the NIST
ASD (A. Kramida 2019, private communication) were con-
sidered, we found a much better agreement with our
experimental results (see Table 2). Comparison with AtomDB
(Foster et al. 2012), CHIANTI (Del Zanna et al. 2021), and
SPEX (Kaastra et al. 1996) databases and plasma codes
revealed discrepancies as large as 1–2 eV. SPEX numbers
showed better agreement with our results than those found in
AtomDB, since SPEX has updated Fe-L atomic data (Gu et al.
2019, 2020, 2022), which were mainly calculated using FAC.
Although the Astrophysical Plasma Emission Database
(APED) version in AtomDB shows different values in its
online webguide version (2.0.1) 14 and its pyatomdb version
(3.0.4), the theoretical source is in both cases Loch et al.
(2005), which uses the CI method, and disagrees by up to

14 http://www.atomdb.org/Webguide/webguide.php
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1–2 eV from our results, as shown in Table 2. CHIANTI
provides two sources for the energies: AS theory (Liang &
Badnell 2010), and the more accurate set of data from MRMP
theory (Del Zanna & Ishikawa 2009). Note that the theoretical
energy level data in AtomDB and Chianti are not used when
generating model spectra when more accurate experimental or
observational values exist. AtomDB replaces the most
important transition energies of Fe XVII with the Brown et al.
(1998) values, whereas CHIANTI uses the observed transition
energies from solar observation (Del Zanna & Ishikawa 2009).

Overall, most experimental and observational data agree
with our experiment within 0.1 eV on average, well within the
error bars of earlier works. However, there are substantial
discrepancies with predictions from certain theoretical models,
exceeding the margins of error associated with the experimental
results. This highlights the urgent need to update the
aforementioned databases to avoid pitfalls in astrophysical
spectrum modeling and interpretation of observational data.

4. Summary and Conclusions

We presented high-precision transition-energy measurements
of eight strong, astrophysically preeminent Fe XVII transitions
required for plasma diagnostics. Our approach combined resonant
photoexcitation of Fe XVII and narrow H-like and He-like
transitions with high-resolution photoelectron spectroscopy
(Rossnagel et al. 2001). This eliminates a very common source
of systematic errors found even in advanced monochromators,
namely quasiperiodic encoder interpolation errors (Follath &
Balzer 2010; Krempaský et al. 2011). As a result, our Fe XVII
measurements represent a significant improvement in accuracy
compared to previous experimental references, achieving an
average enhancement of almost an order of magnitude. The
uncertainties now stand at 10–15 meV, which translates to
Doppler shifts of approximately±5 km s−1. A further improve-
ment in accuracy by another order of magnitude will require
incorporating high-resolution/high-stability voltage sources and
more accurate voltmeters at ASPHERE to eliminate systematic
errors associated with knowledge of the bias voltages.

We have also improved our high-precision calculations by
an order of magnitude in comparison with previous best
calculations (Cheung et al. 2021; Kühn et al. 2022). This
improvement allowed us, for the first time, to test the accuracy
of QED corrections to the transition energies of a complicated
10-electron system. We expect that the achieved QED accuracy
is applicable to a broad range of ions of intermediate degrees of
ionization that can be treated with our large-scale CI or CI+all-
order approaches. This has significant implications for predict-
ing energy levels in systems where no experimental data are
available for a wide range of applications in astrophysics,
plasma physics, and atomic clock development (King et al.
2022). The established QED accuracy is deemed sufficient for
high-precision prediction of HCI clock transitions (Kozlov
et al. 2018). Improved accuracy of the experimental values
would allow us to further decouple the uncertainty due to basis-
set convergence from the uncertainty in the QED and improve
theory predictions.

Our improved transition-energy measurements for Fe XVII
are sufficiently accurate that the uncertainties are no longer a
significant part of the error budget for present or future planned
astrophysical instruments, such as Chandra HETGS, XMM-
Newton RGS, XRISM (Tashiro et al. 2018), Athena (Pajot
et al. 2018), LEM (Kraft et al. 2022), HUBS (Cui et al. 2020),

Arcus (Heilmann et al. 2022), HiReX (Nicastro et al. 2021),
and Lynx (Schwartz et al. 2019). Future campaigns of similar
measurements of prominent transitions in key ions (especially
Fe-L shell ions) would be of great utility and could easily be
directly included in commonly used astrophysical plasma
spectral databases.
The closeness of our large CI calculations to our measured

values, with the worst deviation at line 3F of 33 meV
amounting to a Doppler shift of only 13 km s−1, shows that
such well-converged calculations are sufficiently accurate to be
readily used in spectral databases. While there is no reason for
this in the case of the lines measured in the present work, when
accurate measurements are not available, similarly well-
converged results could be used for other transitions of Fe XVII
and many other ions. By including a very large number of
configurations, our agreement becomes significantly better than
that of other well-performing methods, such as results from
less-converged large CI, MBPT, and MRMP calculations. For
Fe XVII, our calculations are more accurate than even the best
measurements for Fe-L shell transitions in Li-like through
F-like ions (Brown et al. 2002). This suggests a near-future
research program composed of comprehensive large CI
calculations of transition energies for all ions of astrophysical
interest up to Ne-like, supplemented by targeted experiments
aimed at measuring the most important transition energies.
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Appendix
Large-scale CI Calculations

In this work, we conducted extensive high-precision
calculations of Fe XVII. We start from the solution of the
Dirac–Hartree–Fock equations in the central field approx-
imation to construct the one-particle orbitals. Calculations are
carried out using a CI method, correlating all 10 electrons. Breit
interaction is included in all calculations. QED corrections are
taken from the previous work (Kühn et al. 2022) except for the
levels with a 2s hole, which were not computed in 2022. The
same method is used in all QED calculations (Tupitsyn et al.
2016). The CI wave function is obtained as a linear
combination of all distinct states of a given angular momentum
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J and parity:

c . A1J
i

i i ( )åY = F

The low-lying energies and wave functions are determined
by solving the time-independent multielectron Schrödinger
equation

H E . A2n n n ( )F = F

Expanding the previous work (Kühn et al. 2022), we perform
several calculations optimizing the basis-set convergence,
including higher partial waves up to k orbitals, and significantly
expanding the set of reference configurations until convergence
is reached in these parameters as well.

We have shown a comparison of our theoretical results for
six transitions measured in this work with the experiment in the
main text. We note that such a larger-scale computation of the
4C and 4D levels is beyond the capabilities of available
computational resources (32 TB of memory and about 2000
CPUs on our largest available partition). Computing higher-
lying levels requires computing of all the lower-lying levels
with the same angular momentum and parity, drastically
increasing memory requirement.

To test the consistency of our approach, we compare the data
for the even and larger number of odd levels in Table 4 with
the preliminary critical analysis of Fe XVII spectral data by
A. Kramida (2019, private communication). These data
generally agree well with our experiment (except for levels
with a 2s hole), so they serve as a good general reference for
other levels. The six levels measured in this work are shown in
bold. The final values are given in cm−1 in Table 4 in the
column “Final.” The difference between the final values and
the experimental values in cm−1 and percentage are given in
the last two columns.

We will discuss a complete assessment of the main
contributions to the energies, including the basis-set construc-
tion, the inclusion of extra configurations, and QED. We find
excellent agreement with experiments for all energies, at the
level of 0.0004% for some levels. With the high level of
accuracy attained, we are able to test QED contributions in the
calculations of multielectron systems for the first time.

Computation. We consider Fe XVII as a system with 10
valence electrons and start with all possible single and double
excitations to any orbital up to 17spdfg from the 1s22s22p6 and
1s22s22p53p even-parity reference configurations, and the
1s22s22p53s, 1s22s22p53d, and 1s22s2p63p odd-parity reference
configurations. For example, a single excitation from the
reference configurations 2s22p6 can include promoting an
electron from the 2s or 2p orbitals to any orbital up to 17s, 17p,
... 17g, with 2s22p510p or 2s2p617s as example outcomes. We
designate the basis set by the highest principal quantum
number and the highest partial wave included. For example,
17g means that all orbitals up to n= 17 are included for spdfg
partial waves. Note that 1s2 is removed from all the
designations to save space.

The base calculation for the energy levels is done with a 17g
basis set and is listed in cm−1 in Table 4 in column “17g.” The
contributions to the energy levels from expanding the basis set
to 20g and 24g are in the columns “+20g” and “+24g,”
respectively. The largest difference between the 23g and 24g
calculations was 3 cm−1, so the basis set at the level of spdfg
partial waves is considered sufficiently saturated. We note that
although the 24spdfg basis was also used in Kühn et al. (2022),

we constructed a more compact basis in the present work, to
significantly improve convergences with the principal quantum
number n. The basis is constructed in the 5 a.u. cavity, while
the basis in Kühn et al. (2022) was constructed in a 20 a.u.
cavity, with additional differences in the constructions of the
higher partial-wave orbitals. A detailed comparison of the two
computations confirms much better convergence properties of
the present basis. We note very large computational resources
needed for a basis-set expansion, especially for the inclusion of
higher partial waves.
Contributions to higher partial waves are considered in the

next six columns of Table 4. We calculated the contributions of
extending the base 17g basis set to include up to 17h orbitals
and listed them in column “+17h.” Next, we successively
increase the principal quantum number and increase the basis
set up to 24h. The contributions from (18 to 20)h orbitals and
(21–24)h orbitals are given in columns “+20h” and “+24h,”
respectively. The largest difference between 23h and 24h
calculations was 9 cm−1, so the energies of including the
higher h orbitals have also converged sufficiently. We note that
a large fraction of the nh contribution comes from very high-n
orbitals, so the inclusion of the first few h orbitals does not give
correct results for this partial wave. This effect is exacerbated
for the i and k orbitals, where more of the contribution is
expected to come from n> 20 even with the present compact
basis.
The same procedure was used to obtain contributions from

the i orbitals up to 21i and k orbitals up to 17k and are listed
under columns “+21i” and “+17k,” respectively. Contributions
from including i orbitals up to the same principal quantum
number n= 17 as the base run are listed in column “+17i. Due
to the high computational demand for higher partial-wave
calculations, we did not perform calculations for odd-parity
states at the level of 21i. Instead, we set the contributions of 21i
to the odd-parity energies to be the average of the even-parity
state contributions, which was 81 cm−1. Contributions from k
orbitals were already at a level of convergence around 15 cm−1

at 21i.
We note that we have performed detailed convergence

studies computing a separate contribution for each nl for the
last few principal quantum numbers to evaluate convergence.
Based on these data, we conservatively estimate the missing
higher g orbital contribution at 5 cm−1, higher h orbital
contribution at 20 cm−1, and higher i orbital contribution at
50 cm−1. It appears that 17k is not sufficiently converged.
Table 4 shows that the contribution of all ni orbitals is about
1/2 of the nh contribution. Conservatively assuming a similar
convergence pattern for higher partial waves gives 70 cm−1 for
the k partial wave and a similar total contribution for all the
other partial waves. The total uncertainty due to the
convergence of the basis set is then on the order of
230 cm−1. However, we note that the incomplete convergence
of the basis is expected to cause a systematic shift of data for all
levels; i.e., all energy values will be larger, with some smaller
variances between the levels. It is possible that the partial-wave
convergence is faster and the overall shift is smaller; therefore,
we only use the above estimate to make an accuracy evaluation
but do not shift the theory values. We note that overall
+100 cm−1 shift of all of our values would improve the
agreement of our data with the present experiment; however,
this is the level of the experimental precision at 1σ so improved
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Table 4
Contributions to Fe XVII Energies Calculated with Increased Basis Sets and Number of Configurations

Configuration Expta Δb 17g +20g +24g +17h +20h +24h +17i +21i +17k QED Extras Final Δ Δ (%)
Present

2s22p6 1S0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2s22p53p 3S1 6,093,295 1124 6,092,365 44 20 278 58 45 64 86 8 70 107 6,093,143 152 0.002%
2s22p53p 3D2 6,121,484 988 6,120,688 38 18 252 51 40 56 77 4 56 L 6,121,280 204 0.003%
2s22p53p 3D3 6,134,539 1015 6,133,678 41 19 258 54 42 58 81 5 107 L 6,134,345 194 0.003%
2s22p53p 1P1 6,143,639 1013 6,142,785 39 18 253 52 40 56 78 4 93 L 6,143,417 222 0.004%
2s22p53s 2 5,849,216 1134 5,847,527 38 16 269 52 35 63 81 8 813 149 5,849,052 164 0.003%
2s22p53s 3P1 5,864,502 1102 5,862,842 37 15 258 50 34 60 81 7 814 146 5,864,343 158 0.003%
2s22p53s 1P1 5,960,742 1040 5,958,941 41 18 259 55 37 60 81 7 1067 146 5,960,711 31 0.001%
2s22p53d Po3

1 6,471,640 1148 6,470,765 51 24 138 65 47 22 81 −2 95 139 6,471,426 214 0.003%
2s22p53d Po3

2 6,486,183 1007 6,485,436 51 24 121 65 47 17 81 −4 109 139 6,486,086 97 0.001%
2s22p53d Fo3

4 6,486,720 920 6,486,064 51 24 90 65 47 7 81 −7 105 142 6,486,669 51 0.001%
2s22p53d Fo3

3 6,492,651 856 6,492,060 50 23 66 64 46 −2 81 −10 102 138 6,492,621 30 0.000%

2s22p53d D o1
2 6,506,537 855 6,505,941 50 23 62 64 46 −3 81 −10 107 138 6,506,500 37 0.001%

2s22p53d D o3
3 6,515,203 807 6,514,654 50 23 49 63 46 −8 81 −12 107 136 6,515,189 14 0.000%

2s22p53d Do3
1 6,552,503 703 6,552,044 51 24 49 65 47 −9 81 −12 151 104 6,552,594 91 0.001%

2s22p53d Fo3
2 6,594,309 802 6,593,569 55 26 71 69 50 0 81 −9 355 138 6,594,404 95 0.001%

2s22p53d D o3
2 6,600,998 938 6,600,124 54 26 80 69 49 2 81 −8 349 137 6,600,962 36 0.001%

2s22p53d Fo1
3 6,605,185 857 6,604,381 54 26 56 69 49 −6 81 −11 363 136 6,605,198 13 0.000%

2s22p53d Po1
1 6,660,770 574 6,660,390 54 26 11 68 49 −23 81 −17 299 5 6,660,942 172 0.003%

2s2p63p Po3
1 7,199,200 L 7,200,865 47 30 248 56 38 65 81 8 −2993 −28 7,198,416 784 0.011%

2s2p63p Po3
2 L L 7,219,595 48 31 251 57 39 66 81 8 −2944 −36 7,217,197 L

2s2p63p Po1
1 7,233,292 L 7,235,357 46 30 235 54 35 61 81 6 −2958 −8 7,232,938 354 0.005%

Notes. The results are compared with the preliminary critical analysis of Fe XVII spectral data by A. Kramida (2019, private communication). All energies are given in cm−1. The basis set is designated by the highest
principal quantum number and the highest partial wave included. For example, 17g means that all orbitals up to n = 17 are included for spdfg partial waves. The last two columns show the differences between the
present computations with A. Kramida (2019, private communication) in cm−1 and %, respectively. The measured transitions are highlighted in bold.
a A. Kramida (2019, private communication).
b Kühn et al. (2022). This column shows the difference between previous theoretical large CI computations from Kühn et al. (2022) and the preliminary critical analysis of Fe XVII spectral data by A. Kramida (2019,
private communication).
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experimental precision is needed to definitively test the basis-
set convergence.

Additionally, an extensive evaluation of the configuration
weights was done to include important configurations in the list
of basic reference configurations used to construct a final set of
configurations. The weights of configurations signify the
configuration’s contribution to the corresponding wave func-
tions and are calculated for each configuration Φi as |ci|

2 from
Equation (A1). These calculations are done by allowing single
and double excitations to a much smaller 12g basis set since the
size of the computational problem will become prohibitive
when additional reference configurations are included. The
total contributions to including these extra configurations are
given in the column ”Extras” in Table 4. Beyond the initial two
even- and three odd-parity configurations, we systematically
included an additional 12 even- and nine odd-parity reference
configurations. Note that energies were calculated only for two
even-parity levels to save computational resources and allow
for additional reference configurations. The inclusion of these
extra configurations contributes about 100 cm−1 shift to the
energies and accounts for an additional 2 million relativistic
configurations. Note also that these contributions would also be
higher if the calculations were done with a larger basis set. We
estimate an uncertainty from the convergence of the CI
configuration set at the level of 50 cm−1, which is essentially
negligible in comparison with the basis-set convergence
uncertainty. We note that missing contributions can be both
positive and negative in this case.

Analysis of contributions to the 3F–3G, 3C–3D, and 3A–3B
line differences given in the main text Table 3 shows that the
basis-set expansion contribution effectively cancels for similar
configurations; it is less than 50 cm−1 for all three cases. We
also find that QED contributions play a major role in the 3F–3G
energy difference. For 3C–3D, the contributions from the basis-
set expansion and the addition of extra configurations
essentially cancel out the QED. In the 3A–3B difference, the
basis-set and extra configuration contributions cancel, leaving a
shift from the QED. Therefore, comparing the differences in
the energy values for similar configurations provides important
additional information. It would be very useful to improve the
uncertainty of the experiment as well as carry out such
comparison in other ions with different degrees of ionization
with 7–10 electrons.
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2.3 Hanle-effect for lifetime measurements in the soft X-
ray regime

A century-old technique for measuring atomic lifetimes has now been adapted to measure
picosecond lifetimes in the X-ray regime. This article is accepted for publication at Physical
Review Letters
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femtoseconds to tens of picoseconds of the 1snp 1P1 levels, which find excellent agreement
with atomic-structure calculations. We argue that dedicated soft X-ray measurements could
yield lifetime data that is beyond current experimental reach and cannot yet be predicted
with sufficient accuracy.
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39 ranging from hundreds of femtoseconds to tens of picoseconds of the 1snp1P1 levels, which find excellent
40 agreement with atomic-structure calculations. We argue that dedicated soft x-ray measurements could yield
41 lifetime data that are beyond current experimental reach and cannot yet be predicted with sufficient
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44Diagnostics of high-temperature plasmas—whether gen-
45erated in fusion devices, with high-power lasers from the
46infrared to the x-ray range, or found in astrophysical
47observations—relies on accurate experimental and theo-
48retical data of oscillator strengths for x-ray transitions in
49highly charged ions (HCI). Generally, few-electron HCI are
50present in such plasmas. While, in principle, their simpler
51electronic structure should facilitate calculations and thus
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52 diagnostics, there are still large gaps in our experimental
53 knowledge of those systems. Accurate line positions [1],
54 oscillator strengths, and lifetimes [2] were measured for a
55 variety of HCI by exciting them with monochromatized
56 x rays within electron beam ion traps. Synchrotron radi-
57 ation facilities provide polarized x rays to resonantly excite
58 intershell-transitions in HCI, leading to fluorescence emis-
59 sion distributions that depend both on the incident polari-
60 zation and the angular momenta of the upper and lower
61 levels. For example, for the simplest case of a Ji ¼ 0 →
62 Jν ¼ 1 → Jf ¼ 0 electric dipole transition, the angular
63 distribution of photons, scattered normal to the direction
64 of the incident linearly polarized beam, exhibits the well-
65 known pattern of classical dipole radiation [3]:

WðϕÞ ¼ W0sin2ϕ: ð1Þ

6667 This simple approach suggests, in particular, no photon
68 emission parallel to the incident polarization vector, i.e., at
69 ϕ ¼ 0. However, even a weak external magnetic field can
70 affect this distribution, as discovered by Hanle in 1924 [4],
71 who showed how it results from the interference of partially
72 overlapping magnetic sublevels. From then on, the Hanle
73 effect became a key tool for optical lifetime determinations,
74 and is still in use. For HCI and also beyond the optical
75 range, however, other experimental methods were neces-
76 sary (for reviews, see, e.g., [5] on trapped ions, [6,7] on
77 beam-foil methods, or [8,9] for historical overviews). A
78 plethora of theoretical studies has covered lifetimes of
79 allowed and forbidden transitions in many different iso-
80 electronic sequences. Lifetimes of long-lived metastable
81 states (e.g., 1s2s 3S1) of He-like ions have been repeatedly
82 measured along the isoelectronic sequence with accuracy in
83 some cases better than 1% [10–15]. However, fast tran-
84 sitions in heavier elements, e.g., such as those arising from
85 the 1P1 levels, have only been accessible either by beam-
86 foil excitation [6] or high-resolution x-ray spectroscopy
87 [16]. All the above techniques are successful in measuring
88 lifetimes within a certain energy and time range. However,
89 no experiment so far has been able to test (soft) x-ray
90 transitions associated with lifetimes in the range from
91 hundreds of femtoseconds to a few picoseconds. To fill
92 this experimental gap, we performed a high-energy analog
93 of the original Hanle experiment at the soft x-ray beamline,
94 (GasPhase) of the Elettra synchrotron radiation facility in
95 Trieste, Italy [17,18]. A portable electron beam ion trap
96 (EBIT), PolarX-EBIT [19], was installed at the Gasphase
97 beamline. This compact, room-temperature EBIT sources
98 its magnetic field from stacks of neodymium magnets,
99 achieving a maximum field strength of 0.85 T in the

100 interaction zone. Its off-axis electron gun allows the photon
101 beam to enter and leave the apparatus unimpeded along its
102 longitudinal axis. For the production of the target ions, a
103 tenuous molecular nitrogen beam is injected into the
104 interaction zone of the EBIT, where highly charged

105nitrogen ions are produced by means of successive electron
106impact ionization. By tuning the electron beam energy to
107approximately 200 eV, a charge-state distribution domi-
108nated by heliumlike nitrogen ions is produced and trapped.
109This electron energy is lower than the excitation threshold
110for theK shell, reducing the background caused by electron
111impact excitation on our signal. The ions are illuminated by
112the focused, linearly polarized, monochromatic soft x-ray
113beam from the GasPhase beamline. The beamline is
114equipped with a monochromator with a variable-angle
115spherical grating with 1200 lines per mm reaching a
116resolution of up to 10 000 and an estimated flux of
1171010 ph=s. X rays emitted from the ions are then registered
118by two silicon-drift detectors (SDD) which are mounted
119side-on and parallel and perpendicular to the polarization
120vector of the incident photon beam (see Fig. 1). The
121fluorescence yield recorded by these two SDDs gives
122insight into the angular distribution of the emitted fluores-
123cence photons. Their energy resolution of approximately
12460 eV FWHM at the oxygenK edge additionally allows the
125fluorescence photons to be distinguished from the back-
126ground. As depicted in Fig. 2, fluorescence is recorded in
127discrete steps of the incident photon energy. The two
128detectors record simultaneously the fluorescence yield
129parallel (Y jj) and perpendicular (Y⊥) to the polarization
130plane. After integration, we determine the ratio Y jj=Y⊥.

1snp 1P1 

1s2 S0 

1

2

33

4

K

K  

K  

x

y

x

y

z

F1:1FIG. 1. Experimental setup. Linearly polarized undulator radi-
F1:2ation is monochromatized (1) and focused on HCIs (2), which are
F1:3generated and captured by the electron beam (not shown) that is
F1:4tightly focused by a magnetic field. X rays following the reso-
F1:5nant excitation are scattered by the ions and recorded by two
F1:6SDDs (3), one perpendicular and the other parallel to the plane of
F1:7polarization. Inset left (4): Representation of the angular dis-
F1:8tribution of the fluorescence photons in relation to the magnetic
F1:9field (black circled dot) according to Eq. (1) with the emission

F1:10angle ϕ. Inset right: Grotian diagram of the electronic levels
F1:11investigated in this work and depiction of the corresponding
F1:12magnetic sublevels mj. At low n, the natural width of several of
F1:13these states can overlap (red shaded area in inset), allowing for
F1:14their coherent excitation. At higher n, the linewidth decreases,
F1:15leading to statistical excitation process, i.e., depolarization.
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131 This is repeated for the 1s2 − 1snp1P1 series with n up to 7.
132 According to Eq. (1), the fluorescence yield Y jj should
133 always be equal to zero; finite values are a measure of
134 depolarization. For transitions at higher n, we set the
135 monochromator to the corresponding resonances after
136 finding their positions with an initial scan. We then acquire
137 signal for longer times and subtract the EBIT background
138 obtained by closing the photon shutter of the beamline (see
139 Supplemental Material [20]).
140 By plotting the yield ratios against the principal quantum
141 number n of the upper level, we observe in qualitative
142 agreement with the field-free approximation of Eq. (1) a
143 ratio close to zero for n ¼ 2 (Kα). However, for n > 2 its
144 value grows rapidly and approaches already at n ¼ 7 a
145 value of ≈1, representing full depolarization (Fig. 3). In
146 order to understand these results, we theoretically analyze
147 the resonant elastic scattering of linearly polarized light by
148 evaluating the corresponding second-order matrix element:

MMf;Mi
¼ α

X
γνJνMν

�hfjR̂†ðkf; ϵfÞjνihνjR̂ðki; ϵiÞjii
Ei − Eν þ ωi

þ hfjR̂ðki; ϵiÞjνihνjR̂†ðkf; ϵfÞjii
Ei − Eν − ωi

�
; ð2Þ

149150 with α being the fine structure constant and jii ¼ jγiJiMii,
151 jνi ¼ jγνJνMνi, and jfi ¼ jγfJfMfi the short-hand nota-
152 tions for the initial, intermediate, and final electronic states.
153 These states are specified by their total angular momentum
154 J, its projection M, and γ, which refers to all additional
155 quantum numbers needed for a unique characterization of
156 the states. For elastic photon scattering, as considered in the
157 present study, the electronic configurations and total
158 angular momentum of initial and final states are the
159 same, γi ¼ γf and Ji ¼ Jf. The operators R̂ðki; ϵiÞ and

160R̂†ðkf; ϵfÞ describe the absorption and emission of photons
161with wave vectors ki and kf and polarization vectors ϵi and
162ϵf, respectively [21,22].
163The evaluation of Eq. (2) requires a summation over the
164complete atomic spectrum jγνJνMνi. This sum can be
165truncated to a single term when the energy of the incident
166photon is close to a transition between initial and one of the
167intermediate states ωi ≈ Eν − Ei. In this resonant case, the
168scattering amplitude can be simplified to

Mres
Mf;Mi

≈ α
X
Mν

hfjR̂†ðkf; ϵfÞjνihνjR̂ðki; ϵiÞjii
Ei − Eν þ ωi þ iΓν=2

: ð3Þ

169170Here, the natural width Γν of the intermediate state was
171phenomenologically introduced to the denominator to
172avoid a divergency for the case of a zero energy detuning,
173i.e., when ωi ¼ Eν − Ei [21–23]. Using the matrix element
174(3) one can obtain the differential cross section

dσ
dΩ

ðθf;ϕfÞ ¼
1

2Ji þ 1

X
Mi;Mf;ϵf

��Mres
Mf;Mi

��2; ð4Þ

175176for the resonant scattering of a photon under the angles
177ðθf;ϕfÞ defined with respect to the direction ki and
178polarization ϵi of the incident radiation. Here, we assumed
179an unpolarized initial state of the ion and that both the
180population of the magnetic sublevels jγfJfMfi as well as
181the polarization of the scattered light remain unobserved.
182In what follows, we apply Eqs. (3) and (4) to analyze the
183angular distribution of the 1s2 1S0 → 1snp1P1 → 1s2 1S0

F2:1 FIG. 2. Exemplary measurement of two selected 1s − np lines.
F2:2 Left: Fluorescence yield recorded within the polarization plane.
F2:3 Right: Fluorescence yield perpendicular to the polarization plane.
F2:4 The ratio for Kβ is still dominated by the perpendicular
F2:5 contribution in accordance to Eq. (1). Kδ shows close to equal
F2:6 emission in both directions.

F3:1FIG. 3. Ratio of cross sections for the resonant scattering of
F3:2light parallel and perpendicular to the polarization vector of the
F3:3incident light against the principal quantum number n of the p
F3:4electron in the 1P1 state. Red diamonds represent our theoretical
F3:5predictions, connected by a dotted red curve to guide the eye. Our
F3:6calculations of a ratio close to zero for n ¼ 2 and increasing for
F3:7n > 2 agree well with the present experimental data. This data is
F3:8obtained as the ratio of the detected intensities Yk=Y⊥ which is
F3:9equal to σk=σ⊥.
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184 scattering of initially linearly polarized photons. By con-
185 sidering the experimental setup from Fig. 1, with scattered
186 photons detected normal to the propagation direction of the
187 incident radiation (θf ¼ π=2) and either within (ϕf ¼ 0) or
188 perpendicular (ϕf ¼ π=2) to its polarization axis, we find

σk ≡ dσ
dΩ

�
θf ¼ π

2
;ϕf ¼ 0

�
¼ 0; ð5aÞ

σ⊥ ≡ dσ
dΩ

�
θf ¼ π

2
;ϕf ¼

π

2

�
¼ 4R2

Γ2
ν þ 4Δω2

: ð5bÞ

189190 Here, R ¼ 2παjh1snp1P1jjâE1jj1s2 1S0ij2 is the square
191 of the reduced matrix element of the electric dipole
192 transition 1s2 1S0 → 1snp1P1 and Δω ¼ Eν − Ei − ω is
193 the detuning between the incident photon energy and the
194 transition energy. As seen from Eqs. (5a) and (5b), the
195 standard second-order perturbation approach negates pho-
196 ton scattering parallel to the polarization vector of the
197 incident light, σk ¼ 0, and hence, predicts a vanishing ratio
198 σk=σ⊥, in contradiction with our experimental findings.
199 So far, our theoretical analysis was restricted to the case
200 of resonant scattering in the absence of external electro-
201 magnetic fields. However, in our experiment the ions are
202 perturbed by the magnetic field of the EBIT. This field is
203 aligned with the propagation direction of the incident light,
204 chosen as the z axis, and leads to a Zeeman splitting of the
205 electronic levels. In a similar manner as in Ref. [24], the
206 Zeeman effect can be incorporated into the perturbative
207 approach, leading to a modified scattering amplitude:

Mres
Mf;Mi

≈ α
X
Mν

hfjR̂†ðkf; ϵfÞjνihνjR̂ðki; ϵiÞjii
Ei − ðEν þMνΔEZÞ þ ωi þ iΓν=2

; ð6Þ

208209 with ΔEZ ¼ gjμBB and the unperturbed energy of the
210 intermediate state Eν. One may note that Eq. (6) is obtained
211 under the assumption that the initial (and, hence, final) state
212 does not exhibit any Zeeman splitting since Ji ¼ Jf ¼ 0.
213 By applying Eqs. (4) and (6) for the 1s2 1S0 →
214 1snp1P1 → 1s2 1S0 scattering, we derive the cross sections

σk ¼ 16κΔE2
Z; ð7aÞ

σ⊥ ¼ 4κðΓ2
ν þ 4Δω2Þ; ð7bÞ

215216 for photons scattered parallel and perpendicular to the
217 polarization ϵi of the incident light, with the parameter
218 κ ¼ R2=

�
Γ2
ν þ 4ðΔω − EzÞ2

��
Γ2
ν þ 4ðΔωþ EzÞ2

�
. With

219 the help of Eq. (7), we obtain the ratio

σk
σ⊥

¼ 4ΔE2
Z

Γ2
ν þ 4Δω2

; ð8Þ

220221 which can deviate from zero for an ion in an external mag-
222 netic field. The effect depends on experimental parameters

223and ion properties, and will be discussed later. We just
224mention here that Eq. (8) corresponds to the low-intensity
225limit of the nonperturbative treatment of the Hanle effect
226(see Ref. [25] for further details).
227Expression (8) was derived for ideally monochromatic
228and completely polarized incident radiation as well as for
229pointlike detectors, and has to be modified for realistic
230conditions. Since the width of the incident radiation Δω ≈
2310.1 eV is larger than the Zeeman splitting of the interme-
232diate sublevels, we use an energy-averaged cross section:

σ̃⊥;k ¼
Z

σ⊥;kðωÞGðωÞdω: ð9Þ

233234Here, GðωÞ is a Gaussian distribution, and the incident
235synchrotron radiation is assumed to be incoherent. We also
236take into account the detector size by integrating the
237differential cross section (4) over a finite solid angle.
238Finally, the effect of incomplete polarization of the incident
239radiation is considered within the density-matrix approach.
240Details are given in the Supplemental Material [20].
241We now apply the perturbative approach discussed above
242to analyze our experimental findings. We start from Eq. (8)
243which predicts that the ratio σk=σ⊥ might deviate from zero
244due to a Zeeman splitting of the intermediate state, and can
245be used to explain the pronounced n dependence. Since the
246g factor, and hence the Zeeman shift, are almost constant
247for the entire series 1snp1P1 [26], this strong dependence
248must arise from the lifetime τ and, hence, the natural width
249Γν ¼ ℏ=τ of the excited states. Indeed, as seen from Table I,
250τ is very sensitive to the principal quantum number n. For
251example, the lifetime of the 1s7p1P1 state is increased by a
252factor of 40 compared to τð1s2p1P1Þ. These results were
253obtained with the configuration-interaction method imple-
254mented in the AMBiT code [27], and agree well with
255previous calculations from Refs. [28,29].
256The remarkable prolongation of the lifetime as a function
257of n, and the concomitant reduction of the natural width
258Γν ¼ ℏ=τ leads to the growth of the ratio σk=σ⊥, as we
259observe in the experiment. For a quantitative comparison
260with experimental data we make use of the energy-averaged
261cross section (9) and take into account corrections due to
262the finite size of the photon detectors. Moreover, we
263assume complete linear polarization of the incident syn-
264chrotron radiation (see Refs. [19,30,31]) and take into
265account the EBIT magnetic field of B ¼ 0.85 T. For these
266parameters, we calculate the modified cross section ratio
267σ̃k=σ̃⊥ shown by the red diamonds in Fig. 3. The good
268agreement of theory and experiment supports our explan-
269ation of the effect based on the Zeeman splitting of ionic
270levels. The clear n dependence of the ratio σk=σ⊥ manifests
271the well-known Hanle effect, now found in the soft x-ray
272domain.
273One may note, that our setup for the observation of the
274Hanle effect differs from the traditional one. Indeed for the
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275 latter, one varies the external magnetic field to change the
276 overlap of magnetic sublevels of a specific intermediate
277 state jγνJνi. This, in turn, alters the interference contribu-
278 tions of the substates jγνJνMνi to the scattering cross
279 section and, hence, leads to a modification of polarization
280 and angular distribution of outgoing photons. In contrast,
281 the external magnetic field remains constant in our experi-
282 ment. The variation of the overlap of the Zeeman sublevels
283 and, hence, of their inteference contributions is achieved by
284 addressing various 1snp1P1 states exhibiting different
285 natural widths Γν. This results in analogous modifications
286 to the angular distribution, effectively demonstrating the
287 Hanle effect through the n dependence in our setup.
288 With these insights, we can extract information about the
289 lifetimes of the intermediate 1snp1P1 states from the
290 measured ratio σk=σ⊥. To achieve this, we fit our theoretical
291 predictions of the modified cross section ratio σ̃k=σ̃⊥ to the
292 experimental data from Fig. 3. The only free parameter for
293 the fitting procedure is Γν, while all other experimental
294 parameters are taken as in the calculations above. The
295 uncertainty of the derived lifetimes τð1snp1P1Þ, being
296 about few tens of percent, is estimated by propagating
297 those of the measured cross-section ratios and the magnetic
298 field strength (see Supplemental Material [20]). The
299 derived results, displayed in Fig. 4, show good agreement
300 with the theoretical predictions.
301 In conclusion, our present method based on the Hanle
302 effect yields lifetimes of excited levels from abundant
303 species of highly charged ions in the soft x-ray regime.
304 This method is feasible for a range of hundreds of

305femtoseconds to tens of picoseconds for which resolution
306of linewidths is still beyond reach at advanced light
307sources. Our present experimental accuracy will improve
308with more statistics in future campaigns. Following this
309demonstration with theoretically well-understood He-like
310ions, we will apply our method to the Li-like and other
311isoelectronic sequences, in which transitions, broadened by
312more complex fast autoionization channels, still challenge
313theory. Experimental results for such transitions are
314urgently needed for an improved scientific harvest of x-
315ray space observatory data from Chandra, XMM-Newton,
316and the recently launched XRISM [32]. Furthermore,
317applications for magnetic field and polarization studies
318in hot plasmas are expected [33,34].
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F4:1FIG. 4. Lifetime τ ¼ ℏ=Γν of the 1snp1P1 states depending on
F4:2the principal quantum number n. Our experimental data (black
F4:3dots) is compared with theoretical predictions obtained using the
F4:4AMBiT code (red diamonds), connected by a dotted red curve to
F4:5guide the eye.

TABLE I. The excitation energies, defined with respect to the
ground 1s2 1S0 state, and lifetimes of the 1snp1P1 levels of a N5þ
ion. Theoretical predictions obtained using the AMBiT code are
compared with previous calculations from Refs. [28,29], and with
present experimental findings for the lifetimes.

Theory Experiment

n Energy (eV) Lifetime (ps) Lifetime (ps)

2 430.73 0.5539 (0.58� 0.58)
430.71 [28] 0.5537 [28]
430.55 [29] 0.5531 [29]

3 497.95 1.844 (1.98� 0.17)
497.93 [28] 1.846 [28]
497.75 [29] 1.844 [29]

4 521.60 4.346 (5.3� 0.7)
521.58 [28] 4.346 [28]
521.39 [29] 4.337 [29]

5 532.56 8.445 (9.78� 4.46)
532.56 [28] 8.449 [28]
532.35 [29] 8.423 [29]

6 538.53 14.51 (19.89� 11.85)
538.50 [28] 14.44 [28]
538.31 [29] 14.51 [29]

7 542.13 22.79 (35.29� 44.79)
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Hanle effect for lifetime determinations in the soft X-ray regime:1

Supplemental Material2

I. DETAILS ON EXPERIMENTAL DATA3

ANALYSIS4

To achieve accurate fluorescence-yield ratios, we car-5

ried out two types of measurements. Initially, photon6

energy scans were conducted to determine the nominal7

transition energy. The sufficiently high count rates of8

low-n transitions enabled these energy scans to effectively9

determine the fluorescence yield ratio Y∥/Y⊥ (see Fig.2 in10

main text and Fig. S2 a).). For high-n transitions with11

low transition rates, we conducted additional measure-12

ments using a constant photon energy set to the nominal13

transition energy. After a designated acquisition period,14

a fast shutter was closed to stop the ion cloud’s illumina-15

tion. This was followed by a period dedicated to captur-16

ing the background level, see Fig. S2 d). After obtaining17

an one-dimensional spectrum by projection to the photon18

energy axis (Fig. S2 b) and e)), the fluorescence-yield ra-19

tio is determined through a least-squares fit. For energy20

scans, a simple Gaussian model with constant baseline is21

used, while for static energy measurements, a step func-22

tion is applied. The fluorescence yield is then associated23

with the amplitude of the Gaussian or the height of the24

step function. For each level (n=2 to n=7), multiple25

measurements were taken and consolidated into a single26

value for each observed transition using a weighted aver-27

age.28

In addition to the fluorescence yield, we also obtain ex-29
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FIG. S1. Each black datapoint depicts the frequency-averaged
cross section ratio evaluated at given lifetime Γν for 1s5p 1P1

level. The horizontal dotted line and shaded area correspond
to the experimentally measured cross section ratio. The ver-
tical dotted line indicates its intersection with the calculated
cross section ratio. The corresponding uncertainty, which is
given by the vertical shaded area, is obtained from the deriva-
tive of σratio (green data points).

perimental transition energies from the photon energy30

scans. Our nominal transition energies generally shift by31

approximately ∼100meV to lower energies compared to32

theoretical predictions (see the measured spectrum of the33

Kβtransition in Fig. S2 c)). Such shifts are commonly34

observed and are primarily due to imperfect calibration35

of the photon energy, which is typically performed using36

less accurate atomic or molecular transitions.37

A. Extraction of lifetime38

As mentioned in the main text, we first start with the39

ratio of the frequency-averaged cross sections40

σ̃⊥,∥ =

∫
σ⊥,∥ (ω)G (ω) dω. (S1)

Now, to determine the lifetime of the excited 1snp1P141

levels from the experiment, we insert a magnetic field42

density of B = 0.85T and polarization of Pl = 1.0 into43

Eq. (S1). With only Γν as a free parameter, we equate the44

frequency-averaged cross section ratio to the respective45

experimental ratio46

σexp
⊥ /σexp

∥ = σ̃⊥/σ̃∥(Γν). (S2)

Thereby, we find experimentally, the lifetime Γν , asso-47

ciated to the respective cross section ratio or transition.48

The error on the experimental cross section ratio is trans-49

lated by multiplication of the derivative of the cross sec-50

tion ratio evaluated at Γν , see Fig. S1.51

B. Effect of magnetic field uncertainty52

To quantify the contribution of the magnetic field un-53

certainty to the determined lifetime, we repeat the ex-54

traction of lifetimes as given in Section IA with a field55

of B = 0.9T. The value results from the measured value56

B = 0.85T by Micke et al. [1] in addition to a conser-57

vatively estimated magnetic field uncertainty of 0.05T.58

Again, we determine Γν and use the difference of both as59

additional systematic uncertainty. For illustrative pur-60

poses, we show in Fig. S3 the influence of the magnetic61

field on the predicted cross section ratio. The impact of62

the magnetic field uncertainty is minimal for low- and63

high-n 1snp states but can reach ∼ 5% for medium n.64

This can be explained by the fact that for the low-n states65

the level widths Γν are so large that a variation of B does66

not affect the cross section ratio. For the high-n states,67

in contrast, the widths Γν are so small that the variation68

of B does not lead to a substantial change in the overlap69

of the almost separated Zeeman sublevels.70
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FIG. S2. Extraction of fluorescence spectra for photon energy scans (a, b, c) and constant energy measurements (d, e, f).
First, an appropriate region of interest (blue shaded area) is projected onto the fluorescence photon energy axis. The resulting
fluorescence spectrum is then modeled, enabling the extraction of a four-sigma region of interest (orange shaded area). Subfigures
c) and f) are obtained by projecting this four-sigma region onto the incident photon energy axis and the time axis, respectively.

II. DETAILS ON THEORETICAL ANALYSIS71

As described in the main text the modified cross sec-72

tions σ̃∥,⊥ are obtained by averaging σ∥,⊥ over a Gaus-73

sian frequency distribution. However the expression for74

the cross sections σ∥,⊥ might also be affected by an in-75

complete polarization of the incident radiation as well76

as by a finite detector size. In what follows, we present77

modified expressions for σ∥,⊥ taking into account both of78

these effects.79

A. Effect of incomplete linear polarization80

Applying the density matrix approach from81

Ref. [2], cross sections can be obtained for any82

arbitrary polarization. With Pl denoting the de-83

gree of linear polarization and the parameter84

κ = R2/
[
Γ2
ν + 4 (∆ω − Ez)

2
] [

Γ2
ν + 4 (∆ω + Ez)

2
]
,85

the cross sections for photons scattered in directions86

parallel and perpendicular to the polarization vector are87

given by88

σ∥ = κ
[
8E2

z (Pl + 1)− 2(Pl − 1)
(
Γ2
ν + 4∆ω2

)]
(S3a)

σ⊥ = κ
[
2(Pl + 1)

(
Γ2
ν + 4∆ω2

)
− 8E2

z (Pl − 1)
]

(S3b)

and their ratio takes the form89

σ∥

σ⊥
= −

4E2
z (Pl + 1)− (Pl − 1)

(
Γ2
ν + 4∆ω2

)
4E2

z (Pl − 1)− (Pl + 1) (Γ2
ν + 4∆ω2)

. (S4)

As expected, for perfectly linearly polarized light90

(Pl = 1) Eq. (S4) reproduces Eq. (8) from the91

main text while for unpolarized light (Pl = 0) Eq.92

(S4) simplifies to σ∥/σ⊥ = 1. To investigate the ef-93

fect of incomplete polarization of the incident radiation,94

we used Eq. (S3) to calculate the ratio σ̃∥/σ̃⊥ for the95

1s2 1S0 → 1snp 1P1 → 1s2 1S0 scattering. Calculations96

have been performed for complete polarization as well as97

for Pl = 0.975, 0.95 and 0.925. These values are in a con-98

servative range of possible variation of the polarization of99

synchrotron light. As seen from Fig. S3, the effect of in-100

complete polarization is largest for n = 2 and decreases101
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for higher excited states. However, since the degree of102

linear polarization is expected to be higher than 99% [3],103

polarization impurity has a negligible effect on σ∥/σ⊥104

compared to the statistical uncertainty and, hence, is not105

considered here.106

B. Effect of finite detector size107

Having discussed the effect of incomplete polarization108

we also take into account the effect of a finite detector109

size by integrating the differential cross section (4) from110

the main text over a finite solid angle:111

σ∥ =

∫ ϕ=+δ∥

ϕ=−δ∥

∫ θ=π
2 +δ∥

θ=π
2 −δ∥

dσ

dΩ
(θ, ϕ) sin (θ) dθdϕ, (S5)

σ⊥ =

∫ ϕ=π
2 +δ⊥

ϕ=π
2 −δ⊥

∫ θ=π
2 +δ⊥

θ=π
2 −δ⊥

dσ

dΩ
(θ, ϕ) sin (θ) dθdϕ. (S6)

Here, the opening angle δ∥,⊥ reflects the size of the pho-112

ton detector. Evaluating this integral, we obtain the113

cross sections for photons observed with a finite size de-114

tector parallel and perpendicular to the incident light115

polarization ϵi :116

σ∥,⊥ =
κ

3
sin(δ∥,⊥)

[(
28δ∥,⊥ − 4δ∥,⊥ cos(2δ∥,⊥)

)
A

±Pl(10 sin(2δ∥,⊥) + sin(4δ∥,⊥))B
]
.

where we introduced for the sake of brevity117

the parameters A =
(
4E2

Z + Γ2 + 4∆ω2
)

and118

B =
(
4E2

Z − Γ2 − 4∆ω2
)
. In the expression above, the119

term proportional to Pl has a positive sign for σ∥ and a120

negative sign for σ⊥. While the finite detector size effect121

is the dominant contribution to σ̃∥/σ̃⊥ for n = 2, the122

contribution becomes smaller than 1% for n ≥ 6. Taking123

into account the finite detector size, our results are in124

very good agreement with the experimental findings (see125

Fig. (3) in the main text).126
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Chapter 3

XFEL studies on trapped highly charged
ions

In this Chapter, results from two measurement campaigns at the Small Quantum System
instrument at the European XFEL facility (EuXFEL) are presented, dedicated to exploit
the unique FEL properties for HCI experiments beyond established laser spectroscopy (see
Chapter 1.1.2) [16, 49]. XFELs are linear electron accelerator based synchrotron radiation
sources [50, 51]. Their light, the XFEL radiation, provides properties that are distinct from
synchrotron radiation from storage ring facilities, which have been used in the work pre-
sented in Chapter 2. XFEL radiation is spatially almost completely coherent. The unique
property of XFEL radiation is enabled by their undulators of more than hundred meter in
length. At these scales, an effect known as self amplified spontaneous emission (SASE)
emerges. Starting from spontaneously emitted photons, electrons become affected by the
light field, making them faster or slower depending on their respective phase. This effect
continues until all electrons within the bunch are rearranged to form clearly separated mi-
crobunches in the field of the XFEL radiation. These microbunched electrons emit photons
collectively, resulting in exceptionally short pulse duration and pulse energy many orders
higher than what contemporary synchrotrons can offer. (see. Fig. 3.1)
In Chapter 3.1, I present the use of the exceptionally high photon intensities available at
EuXFEL to study non-linear processes with X-rays and HCIs deep in the saturation regime.
Following that, I report on the use of short (fs) pulses for time-resolved measurements of
fast decays in resonantly excited HCIs in Chapter 3.2. This lifetime measurement technique
on HCIs has been pioneered within the framework of this thesis.

51
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time

109 photons

1013 photons

Synchrotron

100 ps

2-100 fs

(x 106)

XFEL Figure 3.1. Schematic comparison be-
tween a typical X-ray pulse from a Syn-
chrotron and XFEL. Pulses coming from
an XFEL contain four orders of magni-
tude more photons squeezed in a pulse,
which is three or four orders of magni-
tude shorter in time. This opens up com-
pletely new opportunities for the study of
fast dynamics in matter. Figure adapted
from Ref. [52].

3.1 Nonlinearmultiphoton ionization of highly charged kryp-
ton

Spectroscopic investigations of prominent, allowed transitions in HCIs can facilitate useful
diagnostics in hot laboratory as well as extraterrestrial plasma [53].
In this experiment we investigate the prominent L-to-M-shell single-electron transitions in
neon-like ions, coined 3C and 3D [54]:

3C :
[
2p6

]
J=0

→
([

2p5
]
1/2

3d3/2

)
J=1

(3.1)

3D :
[
2p6

]
J=0

→
([

2p5
]
3/2

3d5/2

)
J=1

. (3.2)

The transition ratios of the 3C and 3D lines in neon-like iron have long been a subject of
debate, as experimental measurements, astrophysical observations, and theoretical predic-
tions have shown significant discrepancies. One experimental measurement, conducted at
the Linac Coherent Light Source (LCLS) in Stanford [49], yielded an unexpectedly low line
ratio. It was later discovered that the experiment was affected by population transfer be-
tween different charge states due to the high intensities produced by LCLS [55].
In this work, we have studied similar processes for neon-like krypton. Predictions for the 3C
and 3D transitions in neon-like krypton estimate lifetimes of approximately 10 fs for both,
leading to spectral lines of similar strength when observed under non-saturation conditions
(see Fig. 3.3). We have observed that their line ratio undergoes a drastic transformation
when the saturation regime is approached. In the following, we briefly present the experi-
mental setup and the detection scheme. A qualitative explanation for the intensity ratio in
the saturation regime is provided, which we confirm with a simple model to describe the
underlying XFEL- HCI interaction of this experiment.
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Figure 3.2. Simplified schematic representation of the SASE3 beamline at EuXFEL. XFEL
radiation generated by the 105 meter long undulator first passes through XGMD1 for in-
tensity measurements before reaching the gas attenuator. Following an additional intensity
measurement by XGMD2, two KB mirrors focus the XFEL radiation into the experimental
chamber (see Fig. 3.4). The zoom-ins show the pulse pattern of the EuXFEL.

Experimental setup

A compact electron beam ion trap (from now on referred as SQS-EBIT), similar in design
as in reference [57], equipped with an off-axis electron gun has been installed into the soft
X-ray beamline, Small Quantum Systems (SQS), at the SASE3 undulator of the European
X-ray Free-Electron Laser facility.
The necessity of this experiment for a clean ToF-spectrum with well separated ion signa-
tures, lead to the decision of utilizing monoisotopic krypton, 83Kr. Going through a two-
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Figure 3.3. Predicted 3C and 3D tran-
sitions in neon-like krypton at approxi-
mately 1850 and 1800 eV (black vertical
lines). Both transitions are associated
with a transition probability of roughly
1014 1/s. Theory predictions are convo-
luted with a Gaussian of 0.5% FWHM
(dashed line). Calculation are performed
with the Flexible Atomic Code [56].
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Figure 3.4. Schematic representation of the experimental chamber, SQS-EBIT. Highly
charged ions (HCIs) produced and trapped within SQS-EBIT are irradiated by the focused
XFEL radiation. A silicon drift detector records the emitted fluorescence, while an ion-ToF
spectrometer set up downstream of the EBIT records the charge state distribution (CSD).
The bottom panel illustrates a simplified potential landscape of the EBIT and the ion ex-
traction mechanism.

stage differentially pumped vacuum system, neutral 83Kr is injected to SQS-EBIT. With the
electron beam of SQS-EBIT set to approximately 1780 eV and a current of 6mA, a distribu-
tion of highly charged krypton ions with maximum abundance of aluminum-like krypton is
produced. The distribution drops towards higher and lower charge states, leaving only little
neon-like and silicon-like krypton within the trap. No charge states above neon-like kryp-
ton are observed as the electron beam energy has been set below the ionization threshold of
neon-like krypton. An exemplary ToF-spectrum can be seen in Fig. 3.5.
The MHz-pulse-train of European XFEL (Fig. 3.2) is introduced to SQS-EBIT through its
off-axis electron gun and illuminates the ion cloud, before leaving the instrument (Fig. 3.4).
The ultrashort pulses, with estimated pulse duration of about 30 fs, are focused onto the ion
cloud by means of Kirkpatrick-Baez (KB) optics. The interaction of the X-ray pulse with
the trapped ion cloud is monitored by a silicon drift detector (SDD) directed towards the
trapped ions in a plane perpendicular to the linear polarization of the incoming XFEL radia-
tion. As the main detector for this experiment, an ion time-of-flight spectrometer (ion-ToF)
records the charge-state distribution after the ion cloud has interacted with one entire XFEL
train (see Fig. 3.5).

Data acquisition

We investigate the photon energy and intensity dependence of the charge-state distribution
of the trapped HCIs. In particular, we focus our attention on the effect induced by resonant
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Figure 3.5. An exemplary time-of-flight
spectrum extracted from SQS-EBIT un-
der injection of krypton. Ions are ex-
tracted from the trap at a rate of 1Hz.
Charge states from Kr26+ (neon-like Kr)
to Kr21+ (silicon-like Kr) are clearly sep-
arated in time and detected.

excitations. For that purpose, we scan the photon energy of the XFEL by means of the
variable-gap undulator available at the Small Quantum Systems (SQS) over the two 3C and
3D resonances. We observe that additional charge states, fluorine- as well as oxygen-like
krypton ions are resonantly produced. These additional charge states cannot be produced by
means of single photon absorption. For that reason, we have investigated their dependence
on the intensity in order to study the observed nonlinear ionization channels. The photon
beamline allows monitoring and manipulation of the pulse intensity using a set of two X-
ray Gas Monitor (XGM) systems and a gas attenuator permanently installed upstream of the
SQS beamline [58, 59]. The gas attenuator consists of a long chamber filled with noble gas.
While passing through the chamber, the XFEL beam looses intensity due to photoionization
processes with the surrounding atoms. The pulse intensity before and after the attenuator
is tracked by the XGM detectors (see Fig. 3.2). The photo ions produced within the EBIT
are recorded by means of the ion-ToF spectrometer of SQS-EBIT, allowing to resolve the
fluorine and oxygen-like krypton ion yields as a function of the photon energy and intensity
as shown in the Fig. 3.6. The spectra displayed in the figure correspond to varying beam
intensities, ranging from 100% to 2% (top to bottom) with approximately 3 mJ pulse energy
for the unattenuated beam. In the following section, possible ionization mechanisms, which
can explain the observed spectrum are discussed.

Resonance enhanced multiphoton ionization vs. resonant double-core-hole ionization
in closed shell ions

When the energy of a single photon is insufficient to lift a bound electron into the con-
tinuum, ionization can still occur through multiphoton processes. Through simultaneous
absorption of multiple photons by means of a virtual level, enough energy can be provided
for ionization. These processes are called non-sequential. In the framework of interaction
with short and intense XFEL pulses, the most common process is the sequential absorption
of photons [45]. Consecutive, independent absorption processes occur over the duration of
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Figure 3.6. As a function of XFEL photon energy, experimental (left) and predicted (right)
ion yield spectra (Top: fluorine-like, Bottom: oxygen-like) are shown. To track the nonlinear
dependence, ion yield spectra are recorded for decreasing intensity, which are depicted
as waterfall diagrams from top to bottom. White vertical lines in the predicted spectra,
mark transitions that initiate the respective features in the fluorine-like and oxygen-like ion
spectrum.

one pulse. A well known sequential process is the resonance enhanced multiphoton ion-
ization (REMPI). In the simplest case, REMPI can occur by means of a resonant photon
absorption, lifting an electron into an excited state, which is followed by a non-resonant
photoionization process within the lifetime of the excited state (or pulse duration, whatever
is shorter). More complex REMPI is reported in the XUV FEL experiments involving up to
three XUV photons [60]. For REMPI in the (soft) X-ray regime core-electrons are targeted
making Auger-Meitner and shake-Off competitive ionization processes. Ionization trajecto-
ries through multiple charge states have also been observed at XFEL experiments. Thereby,
the sequential direct one-photon ionization limit can be significantly surpassed [47].
The production of double-core holes (i.e. multiply excited states with twoK-shell orM-shell
vacancies) is another possible process occurring during irradiation with short and intense X-



Nonlinear multiphoton ionization of highly charged krypton 57

Resonant DCH productionREMPI

1

2

1 2

Figure 3.7. Schematic representation of
the resonance enhanced multiphoton ion-
ization, REMPI (left) and the resonant
ionization by means of double-core hole
production (right).

ray pulses. Such DCH states decay via autoionization typically within few femtoseconds
due to the energetically more favorable ground state of the next higher charge state. The
production of DCH has been extensively studied in atomic and molecular systems [61, 62]
due their prospect of enabling enhanced control over molecular dynamics. In these studies,
production of DCH states typically involves at least one non-resonant process. Still, fully
resonant ionization by means of consecutive resonant excitation processes can be conceptu-
alized. After the first photon resonantly excites an electron and produces a single-core hole
(SCH) in an inner shell, all remaining electrons experience an increased Coulomb potential,
effectively raising the energy required for subsequent electronic transitions. Consequently,
to generate a second core hole through another resonant excitation, one would expect the
second photon to need higher energy than the first.
We have performed atomic structure calculations using the Flexible Atomic Code [56] to
find the positions of the resonances as well as their following DCH transitions along the
isoelectronic sequence of neon-like ions from iron to yttrium. We have predicted the line
positions and strengths of the respective 3C and 3D transitions (Fig. 3.8, black lines) and of
the DCH producing transitions (Fig. 3.8, red and blue lines). The red lines depict all possi-
ble DCH transitions, the blue depict DCH transitions, which can be initiated from the upper
level of 3C or 3D. As expected, for neon-like ions of low to medium atomic number the rel-
evant DCH transitions are approximately 20 to 50 eV apart from the 3C line (See Fig. 3.8).
But for increasing atomic number a significant fraction of the DCH transitions move to-
wards the 3C transition and intersect it in the spectra of neon-like krypton, rubidium and
strontium.
This tells us that entirely resonant DCH production is enabled at the energy of 3C within
the bandwidth of a single color, which leads to an enhanced ionization probability. REMPI,
however, due to its non-resonant property in its second part, is possible for both resonances
3C and 3D. This quantitative explanation seem to agree well with our experimental obser-
vation (Fig. 3.6).
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Figure 3.8. Predicted spectra of neon-
like ions from iron to yttrium. The promi-
nent 3C and 3D transitions are depicted
in black. Spectra are shifted to coincide
energetically for 3C. DCH transitions are
shown in red and blue. Red: All possible
DCH transitions. Blue: DCH transitions
with upper state of 3C or 3D as initial
state. While significantly apart for iron,
the DCH transitions gradually move into
the 3C line for heavier elements crossing
3C at neon-like krypton.

Spectral analysis

To provide a quantitative interpretation and to understand all the minute features, which we
see in Fig. 3.6, we have developed a rate model to simulate the XFEL-HCI interaction. The
presented model is in fact very similar to existing simulation tools as XMDYN and XATOM
[63]. In terms of sophistication levels, it is inferior in all ways but one. The X-ray induced
cross sections and transition probabilities are treated by XATOM in an approximate (nonrel-
ativistic) manner. In this particular regard, there are other tools that can treat the processes,
which are important for our experiment, in a more rigorous way. The Flexible Atomic Code
(FAC) is a fully ab initio atomic structure calculation software, which we will utilize to
produce all the necessary atomic data for the relevant interactions. This is possible because
EBIT contains only highly charged ions, for which FAC is particularly effective and known
to be precise.
With FAC, we take into account absorption (Bij), stimulated emission (Bji), radiative de-
cay (Aji), photoionization (σij) as well as Auger-Meitner decays (AAI

ji ) in between levels,
which we can categorize to ground states (GS), single core hole states (SCH) and double
core hole states (DCH), for each charge state, respectively. Slow processes such as inter-
actions involving the electron beam of SQS-EBIT are neglected. Non-sequential processes
are not included. With all the necessary processes calculated, we solve the set of coupled
rate equations

d

dt
Pi(t) =

all levels∑
j ̸=i

[Γj→iPj(t)− Γi→jPi(t)] (3.3)

to simulate the time evolution of populations P. The rate Γi→j corresponds to the transition
probability between levels i and j. In order to relate the the photoioniztion crosssection and
Einstein B coefficients to the radiative and Auger-Meitner decays, which are photonenergy
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Figure 3.9. Simplified level diagram of
the highly charged krypton ions studied
here, including their dominant electronic
processes. The grey arrow depicts an ex-
emplary ionization pathway for the pro-
duction of oxygen-like krypton starting
from the 3C SCH transition at approxi-
mately 1850 eV.

and intensity dependent, we use the following estimated parameters: σ (focus, FWHM) =
2µm, τ (pulse duration) = 30 fs, Emax (max. pulse energy) = 5mJ. For the photon energy
bandwidth, we find a value of 0.5% of the photon energy to be the most suitable. We further
assume the spectral energy distribution to be Gaussian, neglecting any spectral properties
arising from the SASE process. Additionally, we approximate the temporal profile as a
square pulse with a duration of τ . We compare the model to experimental results by varying
in the pulse energy as depicted in Fig. 3.6. and find that the simulated spectrum finds good
agreement with the experiment. We identify four spectroscopic features A to D, labeled as
in Fig. 3.6
The dominant ionization channels producing the features A and D in the photoion spectrum
of fluorine-like krypton can be readily identified as:

A : Ne(GS) γ−→ Ne(SCH) γ−→ F(GS) (3.4)

and D:
D : Ne(GS) γ−→ Ne(SCH) γ−→ Ne(DCH) AI−→ F(GS) (3.5)

Both are two-photon processes, however D is associated with a significantly higher cross
section, which becomes apparent due to its fully-resonant property. Spectral feature B is
initiated by a SCH transition from the ground state of Kr24+ (Mg-like Kr):

B : Mg(GS) γ−→ Mg(SCH) γ−→ Mg(DCH) (3.6)
AI−→ Na(GS) γ−→ Na(SCH) γ−→ Na(DCH) (3.7)

AI−→ Ne(GS) γ−→ Ne(SCH) γ−→ F(GS) (3.8)

Spectral feature C is initiated by a SCH transition from the ground state of Kr24+ (Na-like
Kr):

C : Na(GS) γ−→ Na(SCH) γ−→ Na(DCH) (3.9)
AI−→ Ne(GS) γ−→ Ne(SCH) γ−→ F(GS) (3.10)
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Spectral feature E is identified as a continuation of D with:

E : [D] γ−→ F(SCH) γ−→ O(GS), (3.11)

which makes feature E with its entire process fromNe(GS) to O(GS) effectively a sequential
four photon process, feature B and C a sequential six and 4 photon process, respectively.
However, this model takes into account the interaction of the CSD with a single XFEL
pulse. As our measurement scheme allowed only for Ion-ToFmeasurements after the arrival
of an entire train of XFEL pulses (i.e. train-resolved), this model does not fully represent
the recorded data, since the possibility of ions interacting repeatedly with photons from
different pulses within the train is excluded. However, the good qualitative agreement of
data and model confirms that the production of fluorine-like and oxygen-like krypton does
occur mainly within one pulse. Accumulative effects can therefore be neglected.
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Figure 3.10. Simplified level diagram of the here
studied helium-like ions. The arrows depict an ex-
emplary ionization pathway for the production of
hydrogen-like ions starting from the SCH transi-
tion from the ground state.

3.2 All X-ray pump probe spectroscopy in highly charged
ions

Here, we present a measurement of the lifetime of the 1s2p 1P1 state in helium-like neon
and fluorine. Their predicted lifetime of approximately 110 fs and 170 fs both corresponds
to a linewidth of less than 10meV. As discussed in Chapter 1.2.1, resolving such narrow
features is plagued by many complications. By exploiting the few-femtosecond short X-ray
pulses and the newly accessible two-color mode at the Small Quantum System Instrument of
the European XFEL[64], a lifetime measurement in the time domain with an unprecedented
precision for this range is enabled.
Our technique follows thewell-known principle of pump-probe schemes (see Chapter 1.2.4).
The first color, which will be the ”pump”, initiates the dynamics by resonant excitation of
helium-like ions into the 1s2p 1P1 state from their ground state. These collectively excited
ions decay exponentially back to the ground state with a time constant given by the lifetime
τ . This decay curve can be sampled by means of repeated measurements with a second
”probe” X-ray pulse set at time interval tdelay with respect to the pump pulse.

Experimental set up

The experimental set up is identical to the previous one (see 3.1). The only difference is in
the use of the novel two-color operation mode at EuropeanXFEL. In this operation mode
two independent XFEL pulses are produced in the long SASE3 undulator. The wavelength
and intensity of the pulses can be tuned independently. A variable delay of the two pulses
can be introduced by means of a magnetic chicane set up within the undulator. We operate
the EBIT under constant influx of a gas containing the target element (Ne, CF4 for fluorine),
with an electron beam energy of 900 eV, well under the production threshold of hydrogen-
like neon (fluorine).
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Figure 3.11. We apply the DCH detection scheme by scanning one of the two XFEL colors,
while keeping the other fixed on either a SCH or DCH resonance. Left: helium-like neon
1s - 2p resonance detected through the Ne9+ yield by scanning the first XFEL color. Second
color fixed at approximately 1.01 keV. Right: DCH spectrum following helium-like neon 1s
- 2p excitation is recorded by scanning the second XFEL color. First color fixed to neon
1s2p resonance at 0.920 keV.

Ions are extracted and analyzed in sync with the ten-hertz train repetition rate.

Pump-probe measurement scheme

The XFEL pulse train comes with a repetition rate of 10Hz with each train containing 400
pairs of pump and probe pulses pulses separated by τdelay. The pump pulses are energetically
tuned to selectively populate the 1s2p 1P1 from the ground state of the helium-like ion.
Concerning the interrogation process, an intuitive probe process might be the photoioniz-
tion of the excited 2p electron, thereby producing hydrogen-like ions. This process would
then be identical to the REMPI process discussed in Chapter 3.1. But making use of the
variable gap undulators at SASE3, we can set the probe pulse to an energy different than
the pump pulse. By revisiting the discussion on DCH transitions and their effectiveness
in ionization, we can also employ a resonant DCH production process to photoionize the
excited helium-like ion. Likewise to the REMPI process this one is also applicable as an
interrogation mechanism because a DCH transition is only possible if the ion is still excited
through the first resonant excitation. Therefore, for long time delays, ions are back in the
ground state and become transparent to the probe pulse. The hydrogen-like ions NH pro-
duced during this process work particularly well as a signal for tracking the dynamics as



All X-ray pump probe spectroscopy in highly charged ions 63

0.3250.3500.3750.4000.4250.4500.4750.5000.525
Time of flight (q/m)

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

Io
n 

yi
el

d 
(a

rb
. u

ni
ts

)

O8 +
Ne9 +

O7 +

Ne8 +

O6 +

Ne7 +

F8 +O8 +

O7 +

C5 +

O6 +

F8 +

Figure 3.12. Exemplary traces recorded by the ion ToF spectrometer for neon and fluorine
measurements (Top: Fluorine, Bottom: Neon). The additional hydrogen-like fluorine and
neon, which appears for short time delays is shaded in blue.

they are directly proportional to the excited population of the helium-like ions:

NH =
AAI

Atotal
· NHe|excited (3.12)

with the branching ratio following DCH production AAI/Atotal ≈ 1, the entire process has a
high efficiency.

Zero delay pump probe spectroscopy

To set up the photon energies of the respective pump and probe pulse for maximum effi-
ciency, the time interval between the pump and probe pulses are first fixed to nominal zero.
This allows to perform scans of their respective photon energies. To emphasize, our de-
tection signal is the yield of the hydrogen-like ions, which is at its maximum when both
resonance conditions for the pump and probe process are fulfilled.
By scanning the first color (photon energy of pump pulse) while recording the hydrogen-like
ion yield, we obtain the spectrum shown on the left in Fig. 3.11. This depicts the 1s2 1S0

to 1s2p 1P1 transition. More interestingly, by scanning the second color (photon energy of
probe pulse), we have access to the DCH transitions. Fig. 3.11 shows the two prominent
DCH transitions accessible from the excited 1s2p 1P1 level. At approximately 995 eV, we
see the 1s2p 1P1 to 2s2 1S0 transition. This is a so-called Two-Electron-One-Photon (TEOP)
transition as it requires two electrons to change their orbital in order to satisfy conservation
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Figure 3.13. An exemplary measurement showing the recorded H-like neon yield as a func-
tion of the nominal delay. Red line depicts an exponential function fitted to the data. Red
shaded area indicates the one sigma uncertainty band. Data points below 10 fs are excluded
from the fit. Top panel shows residuals and one sigma uncertainty band.

of angular momentum. At approximately 1010 eV, we see the more prominent 1s2p 1P1 to
2p2 1D2 transition, which we use to fix the second color.

Lifetime measurement of the 1s2p 1P1 level

With the two colors fixed at their respective resonances, we perform stepwise adjustments
of the delay. To avoid hysteresis in the magnets of the chicane, the delay (and thereby the
magnetic field within the chicane) is increased monotonically in discrete steps. At each step
of the scan few hundred ion-ToF spectra are recorded (Fig. 3.12). Each datapoint of the
ToF trace is associated with an error, which we determine from the standard deviation of
those multiple measurements. We take a fixed region-of-interest (ROI) of the photoions in
the ion-ToF spectrum (see Fig. 3.12 to determine the photoion yield for the respective time
delay.
Decay curves are recorded multiple times per target ion. To determine the lifetime τ , we
model the data by means of an exponential function with a constant offset (see Fig. 3.13).
Model parameters are estimated by a least-squares minimization fit. From several sets
of delay scans, we determine an average lifetime τavg. Their corresponding uncertainty
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Figure 3.14. We determine the average from repeated measurements of the 1s2p lifetime
for helium-like neon and fluorine (red solid line). Their uncertainty is estimated from the
average error of individual measurements (red shaded area). Black dashed lines depict
theoretical predictions for neon from Ref. [65] and fluorine, for which we use FAC.

is estimated from the average statistical uncertainty of all independent measurements (see
Fig. 3.14).

Spectral analysis

We extend the spectral model presented in Chapter 3.1 for the pump-probe scheme. An ex-
emplary simulation result for a time delay of 100 fs is shown in Fig. 3.15. The simulation
models the population dynamics due to the illumination by the pump pulse (red shaded area
in Fig. 3.15), the probe pulse (blue shaded area in Fig. 3.15) and the evolution of the popula-
tion between the pulses and after the probe pulse. One can see how the exponential decrease
of the SCH population, mainly consisting of the 1s2p 1P1 level, (orange dash-dotted line) is
stopped by the probe pulse and then partially converted into a population of Hydrogen-like
ions (green line). The experimental time-delay measurement can be reproduced by means
of the here developed model.
We use following parameters of the XFEL: Pulse duration of 5 fs, photon energy band-
width of 0.5%, Intensity of 85µJ and 15µJ for the pump and probe pulse, respectively and
an estimated focus area of 5x5µm2. By simulating the time evolution of the populations
at discrete time delays and taking the hydrogen-like ion yield at long time after the probe
pulse, we can represent the results as shown in Fig. 3.16. The simulation allows to single out
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Figure 3.15. Simulated pump-probe dynamics for a time delay of 100 fs. After an initial
excitation by means of the pump pulse, up to 50% of the ground state population (solid
orange curve) is excited. The excited SCH population (dash-dotted orange curve) decays
back to the GS until the SCH states are interrogated by the probe pulse. The probe pulse
populates DCH states (dotted orange curve), which lead to the production of H-like ions
(solid green curve).

contributions of several ionization channels. The dominating contribution comes from the
Auger-Meitner decay after resonant production of DCH states (3.1). A noticable contribu-
tion originates from the non-resonant photoionization due to the probe pulse (orange shaded
area in Fig. 3.16). The more than hundred-fold difference in signal strength, highlights the
effectiveness the resonant DCH production as a means to interrogate the ion dynamics. A
time-independent, constant offset in the signal is produced by non-resonant photoionization
following resonant excitation due to the pump pulse (red area in Fig. 3.16). An increased
signal at short time delays can be observed in the simulated spectrum. This coincides with
the temporal overlap of the pump and probe pulse, which leads to an increased ionization
efficiency.
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Chapter 4

Discussion & Outlook

The three publications in Chapter 2 as well as the two XFEL studies presented in Chapter 3
present various frontiers, where trapped HCI can be studied using synchrotron and XFEL
radiation. The insights of this thesis pave the way for further investigations for precision
transition energy of singly and multiply excited states and lifetime measurements.
In this chapter, I will discuss the main results of this work also in the context of present and
future measurements.

Precision tests of highly charged ions in the soft X-ray regime

The publications presented in Chapters 2.1 and 2.2 address the challenges and issues encoun-
tered in spectroscopy using monochromatized soft X-ray synchrotron radiation. With ongo-
ing technical advancements, such as reducing background noise via electron beam ramping,
significant improvements in the signal-to-noise ratio of recorded spectra have been achieved
(see Ref. [66, 20]). These improvements have led to more accurate centroid determinations
of the measured transitions, but they also revealed a substantial discrepancy between the
measured and predicted line positions. This mismatch is too large to be explained by ei-
ther statistical experimental or theoretical uncertainties. We identified that a systematic
uncertainty, caused by improper encoder calibrations (Encoder Interpolation Error [22]), is
responsible for this discrepancy. A fundamental error, which is, to a certain degree, present
in all equipment using rotary encoders. In the two publications, we have addressed this issue
by implementing photoelectron spectroscopy downstream of the EBIT experiment to mon-
itor the oscillations introduced by the monochromator encoders to the photon energy. By
correcting the photon energy for this error, improvements of more than one order of mag-
nitude in energy determinations have been made. Fig. 4.1 shows the achieved experimental
precision∆E/E of our work (black crosses) compared to previous investigations by others
(black diamonds). As can be seen, our results lie well in the parts-per-million (ppm) accu-
racy realm. Schlesser et al. [11] and Machado et al. [15] did achieve even higher precision
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Figure 4.1. Predicted relative contribution to the 1s2s2p 2P energy levels of lithium-like
HCIs (connected colored dots) in the Dirac Hamiltonian as a function of atomic number
[67]. The dominating contributions come from Coulomb interaction (blue dots) indepen-
dently of the atomic number. All other effects are several orders of magnitudes less signif-
icant, but show clear trends as a function of the atomic number. In order for experimental
results to be sensitive to a given term in the Hamiltonian, the relative uncertainty ∆E/E

must fall under the value of the relative contribution. The black diamonds depict the relative
uncertainty∆E/E of published experimental measurements from Ref. [68] and references
therein. Results from this work Ref. [26] are marked with black crosses.

bymeans of reference-free measurements (see Chapter 1.1.1), but it is important to highlight
that their technique is not applicable in the soft X-ray regime below 1 keV due to limited
efficiency of the utilized crystal spectrometer. The precision of our results on lithium-like
ions are well below the minute contributions of QED, Breit-interaction and normal nuclear
mass shift. Unfortunately, the total theoretical uncertainty is still dominated by electronic
correlation, which makes it yet not possible to directly test the non-Coulomb contribution
terms. Even better experimental results are necessary, an increase in precision by another
order of magnitude, would conclusively determine if the tension between experiment and
theory is true. Such experimental improvement in accuracy will most likely be feasible
with increased measurement time as well as by incorporating high-resolution/-stability volt-
age sources and more accurate voltmeters at the downstream photoelectron spectrometer to
eliminate systematic errors associated with knowledge of the bias voltages. Similar diag-
nostic approaches of tracking the photon energy have been pursued using a compact grating
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spectrometer. This approach looses the advantage of PES offering high photon energy ac-
ceptance due to the variable biasing of the target (and thereby offsetting the kinetic energy of
the photo electrons.) but due to its simplicity allows for extensive systematic error analysis
[69].
Chapter 2.2 addresses experimental and theoretical efforts in another fundamental atomic
system. Neon-like iron, with its closed-shell electronic structure, provides an excellent op-
portunity to showcase the capabilities of high-precision theoretical predictions. With ongo-
ing X-ray satellite mission as XMM-Newton, Chandra and the newly launched XRISM, the
study of this ion is also of great interest from an astrophysical perspective, as discussed in
Chapter 1.1.2. Doppler velocity based diagnositcs of astrophysical plasma are enabled by
reducing the restframe transition energy uncertainty to a corresponding velocity uncertainty
of 5 km/s. This reduction of approximate one order of magnitude allows for rigorous testing
of all previous calculations, including our own old calculations [66]. A key insight from
the theoretical efforts is that predicted energies of the iron lines exhibit a noticeable shift
when comparing the current theoretical values with earlier predictions, which were based
on a smaller configuration space, even though configurations up to n=17 have been included.
This highlights the difficulty in treating electron correlation. Theoretical predictions of tran-
sitions between n=2 to n=3 required the inclusion of all possible single and double excita-
tion of more than n=20 to reach satisfactory convergence of the calculations. These issues
underline the problems of theoretical treatment of multielectron systems. High-precision
measurements are critical to guide these theoretical efforts. However, the benchmarking of
the level energies of doubly excited states, which are essential for predicting ground-state
transitions, remains a challenge. Additionally, the potential need to include triply excited
states and the uncertainty surrounding their impact on configuration interaction calculations
are key issues. These topics are addressed in the following discussion.

Probing transient multiply-excited states

Probing multiply excited states with high efficiency is challenging, but the ultrashort, ul-
traintense X-ray pulses generated by XFELs enable access to these transient states, which
cannot be explored using X-ray pulses from storage ring facilities (see Fig. 3.1). In Chapter
3.1, I have presented results of trapped HCIs illuminated by XFEL radiation. In contrast
to previous similar experiments [70, 71, 72, 73, 46], we obtain data, where the interpreta-
tion is not reliant on large scale calculation involving all, from neutral to highly ionized,
charge states. The theoretical analysis is based on coupled differential equations on the
basis of atomic structure calculations with the Flexible Atomic Code ([56]), which allows
the reproduction of the experimental spectrum. Not only did the model help us to identify
the various ionization channels leading to the production of higher charge state beyond the
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Figure 4.2. A: The idealized experimental set up. A single XFEL pulses is introduced to
the cloud of highly charged ions. After illumination, the ions are ejected from the trap
for further charge state analysis. B: Representation of the present measurement scheme.
Several hundred XFEL pulses separated by approximately one microsecond illuminate the
ion cloud.

single-photon ionization limit, it also verified that the measured spectrum can be largely
explained by a single pulse simulation. Accumulative effects due to the train structure of
the incoming XFEL pulses seem to be relatively minor. I.e., the idealized view of the ex-
periment shown in Fig. 4.2 A) is sufficient to fully describe the underlying physics although
reality is represented by the more complex train structure of the EuXFEL (see Fig. 4.2 B).
Future experiments involving the two-color operation mode at the European XFEL will en-
able the investigation of resonantly produced triple core-hole states, where the first color
produces the double-core hole levels and a second color resonantly produces an additional
vacancy. Such investigations combined with proper calibration of the photon energy by
means transitions of simple hydrogen or helium-like HCIs would enable valuable atomic
data, which is so far non-existent.

Lifetime measurement in the picosecond range

The Hanle effect has been adapted for use in the X-ray regime, achieving experimental
uncertainties below ten percent. While this is the first implementation of the soft X-ray
Hanle effect and the data quality is not yet ideal, the results are competitive and, in some
cases, even surpass the accuracy of lifetime measurements obtained through beam-foil spec-
troscopy. The limitations of beam-foil spectroscopy are discussed in Chapter 1.2.3, with the
primary technical constraint being the ability to perform reliable micrometer-scale transla-
tions of the foil. In contrast, the precision of lifetime measurements using the soft X-ray
Hanle effect is limited by the precision of the magnetic field characterization in the EBIT
and the statistical quality of the data. The implementation of dedicated diagnostics for the
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Figure 4.3. A compilation of lifetime measurements of X-ray transitions by means of elec-
tronic timing (blue dots), beamfoil spectroscopy (red dots) and natural linewidth measure-
ments (orange diamonds). Green cross depicts the results from X-ray pump-probe measure-
ments. Grey cross depicts the results by means of Soft-Xray Hanle effect.

polarization degree of the incident radiation would further reduce potential sources of sys-
tematic error. For magnetic sublevels that are nearly degenerate, such as in the case of the
1s2p 1P1 level, acquiring high-quality data requires a significant amount of time. Repeating
and extending this technique at high-flux synchrotron radiation facilities, such as PETRA
III at DESY, could help address this challenge. But ultimately it is yet difficult to claim
a definite time range, where the soft X-ray Hanle effect is best applied. More studies are
needed for this very promising, novel approach of lifetime measurements.

Lifetime measurement in the femtosecond range

In Chapter 3.2, an all X-ray pump-probe experiment has been established to measure life-
times of E1 transitions in X-rays. We have demonstrated that the excellent total temporal
resolution offered by the two-color operation mode allows to resolve atomic lifetimes of
fast decaying E1 transtions in the soft X-rays. Other established techniques e.g. an X–ray
pump and optical probe set-up are known to be limited by the temporal jitter of the two
independent laser sources and would therefore be more challenging. The here measured
lifetimes lie in a time window, which can be hardly probed by other techniques as for ex-
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ample linewidth measurements 1.2.1 and beamfoil spectroscopy 1.2.3. Fig. 4.3 shows our
achieved experimental accuracy in comparison with other methods and their respective ac-
curacy. It highlights that the accuracy of linewidth and beamfoil measurements significantly
declines as one approaches the femtosecond timescale. In contrast, our X-ray pump-probe
scheme excels in this domain, offering promising prospects for even more precise measure-
ments in the future. Upcoming developments at EuXFEL will also commission an optical
chicane to allow zero crossing of the X-ray pump and probe pulses. This will increase data
quality and therefore decrease lifetime uncertainty. Furthermore, by employing the two-
color mode at the SASE2 undulator would make the 5-25 keV range accessible, allowing
investigations of lifetimes in the 1 - 10 fs range, which have been measured by Rudolph et
al. [28] by means of linewidth measurements but with improved precision provided by the
pump-probe scheme.

Future prospects

Implementing a pulsed gas injection system synchronized with the 10 Hz repetition rate
of the XFEL would enhance the charge-state distribution in the EBIT. Additionally, incor-
porating a grating spectrometer or, ideally, a microcalorimeter for improved fluorescence
diagnostics would further refine the experimental setup. With recent advancements at SQS,
including the implementation of a variable polarization undulator, this setup could be fur-
ther enhanced. By combining it with the Hanle effect, it would be possible to resolve the
coherent beating of magnetic sublevels in real time. These are just a few of the potential
experimental investigations that could build upon the foundational work presented in this
thesis.



Chapter 5

Summary

A physicist is just an atom’s way of looking at itself.

Niels Bohr

This cumulative thesis summarizes the work that was done in the years between 2021 and
2024, starting with the idea to employ an Electron Beam Ion Trap at the European XFEL to
facilitate studies on highly charged ions with ultraintense and ultrafast X-ray pulses. Within
this collaborative effort between the European XFEL and the Max-Planck Institute for Nu-
clear Physics, I have constructed a new Electron Beam Ion Trap of the Heidelberg Com-
pact EBIT design with few additional changes in design due existing spatial and technical
constraints. This instrument has been integrated into the infrastructure at European XFEL,
specifically the Small Quantum System Instrument [74]. These efforts culminated in two
successful experiments performed with the new EBIT (Chapter 3):

• An investigation of multiply excited states in highly-charged krypton has been per-
formed with ultrahigh intensity XFEL radiation. The production of two electron va-
cancies in the inner shell of the HCI was enabled by an accidental degeneracy of
several resonant transitions, allowing the production of multiply excited states at a
single photon energy. This unique feature of krypton has been exploited to study var-
ious ionization channels revealing sequential ionization pathways involving up to six
photons.

• By utilizing the novel two-color operation mode at European XFEL, another exper-
iment has been conducted to measure femtosecond-long lifetimes of singly excited
highly charged oxygen and fluorine. Lifetimes have been determined with few fem-
tosecond uncertainty, resulting in a relative uncertainty of a few percent in excellent
agreement with theoretical predictions. Such precision is unprecedented in this in-
vestigated time and energy range. The developed measurement scheme, based on the
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established pump-probe technique, is broadly applicable and holds promise for future
investigations.

The EBIT is now a fully commissioned part of the SQS instrument, providing research
groups worldwide with the opportunity to propose ideas for further experiments and to con-
duct a measurement campaign using it.
Parallel efforts at other synchrotron radiation sources, such as PETRA III, ELETTRA, and
SPRING8 have been pursued with EBITs of similar design. Precision measurements of
transition energies and lifetimes have been achieved in the framework of this thesis.

• A systematic error generally effecting monochromator based X-ray absorption spec-
troscopy at synchrotron radiation facilities has been addressed. The so called encoder
interpolation error causes minute oscillations of the incident photon energy [22]. It in-
troduces a systematic uncertainty to transition energy determinations if not corrected
for. We track this with an additional photon energy diagnostic chamber downstream
of the EBIT experiment. Implementing such extention to the established precision
X-ray absorption spectroscopy technique, spectroscopic accuracy has been improved
by at least one order of magnitude. This has been demonstrated for light lithium-
like ions, where we reached experimental precision comparable to current ab initio
predictions.

• Furthermore, this technique has been employed to measure the prominent 3C and 3D
soft X-ray lines of Fe16+, which are crucial diagnostic lines in astrophysical plasma.
This application has led to an improvement in energy determination by one order of
magnitude. The improved energy determination has enabled the benchmarking of
large-scale, high-precision theoretical calculations, allowing for tests of QED con-
tributions to the involved energy levels. The excellent agreement between theory
and experiment boosts confidence in predicting energy levels in systems lacking ex-
perimental data, with wide-ranging applications in astrophysics, plasma physics, and
atomic clock development.

• Finally, a novel lifetime measurement method based on the Hanle-effect has been suc-
cessfully demonstrated in the theoretically well-predictable helium-like nitrogen. We
have demonstrated the feasibility of the soft X-ray Hanle effect for lifetime determi-
nation across three orders of magnitude, ranging from hundreds of femtoseconds to
tens of picoseconds. Future measurement campaigns targeting more complex ions
will offer valuable tests of theory in a time range so far scarcely investigated.
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