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Das eTOF Projekt in STAR:
Charakterisierung, Kalibierung and Daten-Validierung eines großangelegten
Systems aus Mehrfachspalt-Widerstandsplattenkammern

eTOF ist ein vorwärts-gerichtes Time-of-Flight (TOF)-Detektor-Upgrade für das
STAR-Experiment am relativistischen Schwerionen-Collider (RHIC). Das eTOF-
Programm ist eine Zusammenarbeit zwischen STAR und dem Compressed Bary-
onic Matter (CBM)-Experiment an FAIR. Das eTOF-Rad besteht aus 108 CBM-
TOF-Mehrfachschlitz-Widerstandsplattenkammer (MRPC)-Prototypen. Für CBM
ist eTOF der erste groß angelegte Test seiner MRPC-Prototypen und seines frei
laufended Datenaufnahmesystems (DAQ). Für STAR erweitert eTOF die Vor-
wärtsakzeptanz seines Time-of-Flight-Systems zur Teilchenidentifikation (PID).
Diese erweiterten PID-Fähigkeiten sind wichtig für die Analyse der Beam En-
ergy Scan II-Kampagne von STAR, insbesondere im Fixed-Target-Programm.
Die MRPC-Prototypen haben über eine Betriebszeit von mehr als zwei Jahren
keine signifikante Alterung gezeigt. Es wird eine durchschnittliche System-
Zeitauflösung von 70, 7, ps mit einer Streuung von < 4, 3, ps RMS zwischen den
einzelnen MRPC-Zeitauflösungen erreicht. Die Track-Matching-Effizienz von
eTOF liegt bei fast 70%. Die PID-Fähigkeiten von eTOF werden am Beispiel der
Kaon-Identifikation und der Rekonstruktion von Φ-Mesonen demonstriert. Es
wird gezeigt, dass eTOF eine Kaon-Identifikationsreinheit von fast 85% erreicht.
Durch die Einbeziehung von eTOF erhöht sich die Anzahl der rekonstruier-
baren Φ-Mesonen um 301% bei der höchsten Kollisionsenergie des Fixed-Target-
Modus (

√
sNN = 7, 7, GeV ). Die Vorwärtsakzeptanz für diese Energie wird von

y − ycms > 0, 8 auf y − ycms > 0, 3 erweitert.

The eTOF project at STAR:
Characterization, Calibration and Data Validation of a Large-Scale Multi-Gap
Resistive Plate Chamber System

eTOF is a forward time of flight (TOF) detector upgrade to the STAR experiment
at the rRelativistic Heavy Ion collider (RHIC). The eTOF program is a collabo-
ration between STAR and the Compressed Baryonic Matter(CBM) experiment
at FAIR. The eTOF wheel consists of 108 CBM-TOF multi-gap resistive plate
chamber (MRPC) prototypes. For CBM, eTOF is the first large-scale test of its
MRPC prototypes and its free-streaming data acquisition system (DAQ). For
STAR, eTOF extends the forward acceptance of its time of flight system for par-
ticle identification (PID). These extended PID capabilities are important for the
analysis of STAR’s Beam Energy Scan II campaign, especially the in the fixed
target program. The MRPC prototypes have shown no significant aging over
an operation time of more than two years. An average system time resolution
of 70.7 ps with a spread of < 4.3 ps RMS between the individual MRPC time
resolutions is achieved. The track matching efficiency of eTOF is close to 70%.
eTOFs PID capabilities are demonstrated on the example of kaon identification
and the reconstruction of Φ-mesons. eTOF is shown to achieve a kaon identi-
fication purity close to 85%. The inclusion of eTOF increases the number of
reconstructable Φ-mesons by 301% at the highest fixed target collision energy
(
√
sNN = 7.7GeV ). The forward acceptance is extended for this energy from

y − ycms > 0.8 to y − ycms > 0.3.



Contents

1 Introduction and Motivation 7
1.1 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Own Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 Physics Context 11
2.1 Phases of Matter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Quantum Chromodynamics and the Standard Model of Particle

Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Physics at Highest Baryon Densities . . . . . . . . . . . . . . . . . . 14
2.4 Probing Compressed Baryonic Matter in Heavy Ion Collisions . . . 16
2.5 Observables of Hadronic Phases . . . . . . . . . . . . . . . . . . . . 18

2.5.1 Proton Kurtosis . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5.2 Hadronic NCQ-Scaling of the Elliptical Flow . . . . . . . . . 19
2.5.3 Λ-Baryon Measurements . . . . . . . . . . . . . . . . . . . . . 21

3 Experiments 22
3.1 FAIR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 CBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.2.1 The CBM Detector . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.2 CBM-TOF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.3 FAIR-Phase 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.1 mCBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.2 eTOF at STAR . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.4 STAR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4.1 The STAR Detector . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4.2 Beam Energy Scan II . . . . . . . . . . . . . . . . . . . . . . . 33

4 STAR-eTOF 35
4.1 Detector Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 The Physics Case of the eTOF Upgrade . . . . . . . . . . . . . . . . 37
4.3 Multi-Gap Resistive Plate Chambers . . . . . . . . . . . . . . . . . . 39

4.3.1 Particle Identification with TOF . . . . . . . . . . . . . . . . . 39
4.3.2 MRPC Working Principle . . . . . . . . . . . . . . . . . . . . 41
4.3.3 Prototype MRPC2 THU . . . . . . . . . . . . . . . . . . . . . 46
4.3.4 Prototype MRPC3 USTC . . . . . . . . . . . . . . . . . . . . . 48

4.4 Front-End Electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.4.1 PADI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.4.2 GET4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4



4.5 Data Path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.5.1 Timing Synchronization System . . . . . . . . . . . . . . . . 55

5 Software Development and Calibrations 57
5.1 StRoot and StMakers . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 eTOF Data Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3 eTOF Data Production Chain . . . . . . . . . . . . . . . . . . . . . . 62

5.3.1 StETofDigiMaker . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3.2 StETofCalibMaker . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3.3 StETofHitMaker . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.3.4 StETofMatchMaker . . . . . . . . . . . . . . . . . . . . . . . . 68

5.4 Calibration Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.4.1 StETofQAMaker . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.4.2 calibrate_etof.C . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4.3 Position Corrections . . . . . . . . . . . . . . . . . . . . . . . 73
5.4.4 Timing Corrections . . . . . . . . . . . . . . . . . . . . . . . . 74
5.4.5 Walk Corrections . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.4.6 Alignment Corrections . . . . . . . . . . . . . . . . . . . . . . 78
5.4.7 Run-by-Run Offset Calibrations . . . . . . . . . . . . . . . . 79

6 eTOF during Beam Energy Scan II 81
6.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.2 Changes in Operation Conditions . . . . . . . . . . . . . . . . . . . . 82
6.3 Pre-Amplifier Damages . . . . . . . . . . . . . . . . . . . . . . . . . 82

6.3.1 2019 PADI Damage Events . . . . . . . . . . . . . . . . . . . 83
6.3.2 2020 PADI Damage Events . . . . . . . . . . . . . . . . . . . 86

6.4 DAQ Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.4.1 GET4 Inactivity . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.4.2 Clock Jumps . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

7 Detector Performance 101
7.1 Signal Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

7.1.1 Aim of this Study . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.1.2 ToT Uniformity . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.1.3 Signal Velocities . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.1.4 Signal Reflections . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.1.5 Dark Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.1.6 Conclusions of this Study . . . . . . . . . . . . . . . . . . . . 115

7.2 Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.2.1 Aim of this Study . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.2.2 Detector Efficiency - Overlap Analysis . . . . . . . . . . . . . 117
7.2.3 Matching Efficiency . . . . . . . . . . . . . . . . . . . . . . . 124
7.2.4 Conclusions - Efficiency . . . . . . . . . . . . . . . . . . . . . 137

5



7.3 Time Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.3.1 Aim of this Study . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.3.2 System Time Resolution . . . . . . . . . . . . . . . . . . . . . 139
7.3.3 Detector Resolution . . . . . . . . . . . . . . . . . . . . . . . 142
7.3.4 Time Resolution Dependencies . . . . . . . . . . . . . . . . . 145
7.3.5 Conclusions: Time Resolution . . . . . . . . . . . . . . . . . . 152

8 Physics Performance 154
8.1 The KFParticle Reconstruction Package . . . . . . . . . . . . . . . . 154
8.2 Λ0 Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

8.2.1 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
8.2.2 Proton PID Purity Estimate from Lambda Decays . . . . . . 159

8.3 ϕ-Meson Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 162
8.3.1 Kaon Identification and Purity . . . . . . . . . . . . . . . . . 162
8.3.2 ϕ Reconstruction with Combined TOF . . . . . . . . . . . . . 168

9 Conclusions 173
9.1 Learnings for CBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
9.2 BES-II Data for STAR . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

10 Danksagungen 177

11 References 178

12 List of Publications 184

6



1 Introduction and Motivation

To enlighten me more,
What holds the world together at its innermost core
-J.W. v. Goethe, Faust I

Doctor Faust’s old saying describe one of the main motivations that have been
driving scientific research in physics since its inception. Over the course of the
20th century, humanity has learned that matter consists of atoms, that atoms
themselves consist of their electron shell and a nucleus, that the nuclei are made
up of nucleons, and finally, that nucleons are made up of quarks and gluons. Now,
nearly three decades after the discovery of the gluon, their behavior is still not fully
understood. This is especially true in large systems at high net-baryon densities.
The latest and next generation of heavy ion collision experiments aim to shed light
at this complex world.

Compressed Baryonic Matter (CBM) is one of these next generation heavy
ion experiments, situated at the Gesellschaft für Schwerionenforschung (GSI)
in Darmstadt. It aims to achieve the highest possible net baryon densities and
interaction rates. During the time of this thesis, its detector development is well
advanced. Large-scale detector prototype tests and system integration tests are
ongoing in mini-CBM@SIS-18 and STAR-eTOF@RHIC.

STAR is a last generation heavy ion at the relativistic heavy ion collider (RHIC)
in Brookhaven. Its Beam Energy Scan II (BES-II) program explores the collision
energy range of

√
sNN = 27GeV down to

√
sNN = 3GeV . In this energy range,

the interactions in the collision change from being dominated by hadronic degrees
of freedom to a state in which quarks and gluons are the dominant degrees of
freedom. STAR has been designed as a collider experiment. To access the lower
energies of the BES-II program with the high energy RHIC accelerator, STAR is
operated as a fixed target (FXT) experiment. This operation mode requires an
upgrade to extend its acceptance into the FXT forward region.

eTOF is a collaboration project between CBM and STAR. 108 multi-gap resistive
plate chamber (MRPC) prototypes for CBMs time of flight system (CBM-TOF)
have are installed in the forward region of STAR to provide the necessary particle
identification capabilities for the FXT operation. For CBM-TOF, this is the largest
system test for its MRPC prototypes and their free-streaming data acquisition
system.

This thesis documents the learnings gained over the course of the eTOF project.
A calibration scheme for eTOF data has been developed and the performance of
the MRPC prototypes after calibration has been quantified. This thesis also serves
as a documentation of the software developed for eTOF and the peculiarities in
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eTOF’s data which have to be taken into account in further analysis. Finally, the
value of eTOF data for the physics analysis of BES-II data is demonstrated.

Chapter 2 will introduce the relevant concepts of physics and provide the
grander context for the research in this work.

Chapter 3 will introduce the two heavy ion experiments connected to this work
- CBM and STAR - as well as the STAR BES-II program.

Chapter 4 will provide a more in-depth introduction to the eTOF project, its
MRPC detectors and its hardware.

Chapter 5 describes the software chain of eTOF and the data calibration algo-
rithms which were developed over the course of this work. This chapter is also
meant as a software documentation reference for future works on eTOF data.

Chapter 6 documents the different datasets taken with eTOF during BES-II and
conditions of the system during the corresponding run periods. It also contains
an analysis of the hardware issues with the read-out chain which were observed
during these run periods.

Chapter 7 shows a systematic analysis of eTOF’s detector performance. The
main performance metrics are the efficiency and time resolution of the detectors.
A study of the MRPC dark rate during BES-II operations is also shown to provide
insight into MRPC aging.

Chapter 8 then takes a look at particle identification and the reconstruction of
short-lived particles with eTOF and demonstrates the advantages eTOF provides
for BES-II physics analysis.

Finally, Chapter 9 summarizes the learnings from this work, both from the
perspective of CBM and its TOF system tests and for STAR and the BES-II data
analysis.

1.1 Acknowledgements

The eTOF project depends on the work of many people. Their contributions shall
be acknowledged here:

Prof. Norbert Herrmann, Dr. Ingo Deppner and Dr. Geary Eppley for the initial
design of eTOF, its installation and runtime operation.

Prof. Yi Wang, Dr. Pengfei Lyu and Dr. Qiunan Zhang for the development and
test of the Tsinghua type MRPC prototypes.

Prof. Yongjie Sun for the development and test of the USTC-type MRPC proto-
types.

Dr. Dongdong Hu and Dennis Sauter for the assembly of the eTOF modules.
Jochen Frühauf for the design and installation of eTOF’s clocking and read-out

scheme.
Dr. Wengxiong Zhou for the development of the eTOF gDBP firmware.
Dr. Pierre-Alain Loizeau for the development of the software interface between

the eTOF detector and STAR DAQ.
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Dr. Gene van Buren and Dr. Daniel Brandenburg for their help to integrate
eTOF software into the STARROOT framework.

Florian Seck and Yannik Söhngen for their contributions to the eTOF data
reconstruction software.

Without their efforts, this work would not have been possible.

1.2 Own Contributions

The authors own contributions to the eTOF program are as following:
The development of eTOF data reconstruction software. The author is the main

developer of the classes StEtofCalibMaker, StEtofHitMaker and StEtofCalibMaker
and added to the development of StEtofDigiMaker and StEtofMatchMaker 1. The
reconstruction chain is described in Chapter 5.3.

The development of the eTOF calibration scheme in STAR. The author adapted
the MRPC calibration algorithms from previous cosmic tests2 to the STAR environ-
ment and implemented the calibration procedure in the STAR software framework.
The calibration procedure is described in Chapter 5.4.

The first-pass calibration eTOF BES-II data. The author created a first-pass
calibration for eTOF’s 2019 AuAu collider run, the 2020 AuAu fixed target and
collider runs and 2021 collider runs (see Chapter 6.1)3. The analyses presented in
this thesis are based on those calibrations unless explicitly mentioned otherwise.

The investigation of pre-amplifier damage events. The author lead the investi-
gation of the 2020 pre-amplifier damage events on the data side4. The results of
this investigation are shown in Chapter 6.3.

The investigation of TDC instabilities. An analysis of the systematics of TDC
outages in eTOF is shown in Chapter 6.4.1. A strategy to mitigate the impact of
those outages is shown in Chapter 7.2.

The characterization of MRPC prototypes with respect to signal behavior
and long-term stability. Chapter 7.1 shows an analysis of the 108 eTOF MRPC
prototypes with respect to their signal uniformity, their signal reflection behavior 5

and their dark rate.
The analysis and monitoring of eTOF’s detector performance with respect

to time resolution and efficiency. This includes regular calibration and analy-
sis of fast offline data during BES-II to monitor the stability of eTOF’s detector
performance as well as the systematic evaluation presented in Chapter 7.3 and 7.2.

Demonstration of the Usage of eTOF data in physics analysis and their value
to STAR’s physics capabilities. The author implemented the usage of eTOF

1Main developer of both: F. Seck
2Initial development by N. Herrmann
3Further calibration refinements, especially with respect to run-by-run offsets are done by Y.

Söhngen
4An investigation on the hardware side has been done by I. Deppner and J. Frühauf.
5Signal reflection have been analyzed together with Y. Söhngen
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data into the KFParticle analysis framework. Chapter 8 demonstrates the physics
improvements provided by eTOF on the example of Λ0-baryon and Φ-meson
reconstruction and quantifies eTOF’s PID performance.

Furthermore, the author served as software coordinator and representative in
the QA team for eTOF in 2021 and early 2022.
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2 Physics Context

The ultimate goal of the project presented in this thesis is to understand how
matter behaves at the highest densities humanity can achieve with current tech-
nologies. In nature, matter of a similar density can only be found within the
intense gravitational field of a neutron star. Under such conditions, atoms cease to
exist. The de-localized electron shells, which primarily determine their physical
properties, are compressed into the nuclear core. Similar conditions in lab can only
be achieved by colliding heavy ions at relativistic velocities in particle accelerators.
This nuclear matter exists at the distant frontier of two fields of physics. On the
one hand, the relevant degrees of freedom are sub-atomic particles which are de-
scribed by quantum fields in the standard model of particle physics. On the other
hand, the sheer amount of involved particles requires many-body approaches
from statistical physics. The following sections introduce the relevant concepts
from both fields of physics.

2.1 Phases of Matter

Figure 2.1: Example of a phase diagram of water. Solid
lines show first-order phase transitions. Source: [1]

Matter around us exists in dif-
ferent phases, depending on its
pressure and temperature. As
a starting point for this topic
serves the example of one of
the most common substances
around us: water. At atmo-
spheric pressure, water is a
solid (ice) up to a temperature
of 0°C. It then melts into the
life-sustaining liquid we have
at room temperature. When
further heated to 100°C, it va-
porizes.

Those three phases distin-
guish themselves by the de-
grees of freedom and forces
which govern their behavior:
Lattice excitations in crystalline ice, long-range van-der-waals forces in water
and short-range collision interactions in water vapor. The state of a thermody-
namic system within a given phase is described by an equation of state which
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links the state variables, temperature, pressure and volume, together.
If one looks at the changes in a system not only as a function of temperature, but

also of pressure (or, equivalently density), one can now draw a two-dimensional
phase diagram like the one shown in Figure 2.1.

When changing from one phase into another, the system undergoes a phase
transition. Phase transitions are mathematically characterized by an unsteadiness
in one or more state variables or their derivatives. One distinguishes between two
types of phase transitions. In first-order phase transitions, state variables become
directly unsteady and latent heat is released or absorbed. In second-order phase
transitions only a derivative of a state variable becomes unsteady. In this case, the
transition occurs as a smooth cross-over between the phases and no latent heat is
present. In water, a first-order phase transition occurs between liquid water and
vapor at low temperatures. Liquid water has a significantly smaller volume at
the phase boundary than vapor. As the temperature of the system increases, this
volume difference becomes smaller. At temperatures above 647K, this difference
vanishes and the phases become indistinguishable. The point at which this change
occurs, is a phase transition of second order, a so-called a critical point. Close
to the critical point, small localized density fluctuations can cause the transition
of small bubbles of the system from one phase into the other. The size of these
bubbles increases as correlation length in the system diverges in the vicinity of the
critical point. In water (and other liquids), this leads to the phenomenon of critical
opalescence: When the correlation length in the system reaches the wavelength
of visible light, the liquid becomes opaque. Once the critical point is passed, the
system clears up again.

One can also understand phase transitions in terms of the breaking down of
symmetries, which a system exhibits. The breaking of such symmetry is linked
through the Goldstone-theorem [2] to the emergence of the new degrees of free-
dom which govern the physics in the new phase of matter. Ice obeys a discrete
translational symmetry along its crystalline lattice. This symmetry is no longer
present in liquid water. Water waves can be interpreted as quasi-particles that
now describe motion in liquid water systems.

Chapter 2.3 will expand on these concepts and translate them to the physics of
nuclear matter.

2.2 Quantum Chromodynamics and the Standard
Model of Particle Physics

The interactions of fundamental particles are described by the standard model
of particle physics [3]. The standard model is formulated as a set of perturba-
tive quantum field theories. It consists of six quarks (called up, down, charm,
strange, top, bottom) and six leptons (the electron, muon and tau-lepton and their
corresponding neutrinos) as well as the respective anti-particles. There are three
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fundamental forces included in the standard model: The electromagnetic force, the
weak force and the strong force. The fourth known fundamental force, gravity, is
not included in the standard model. Particles interact with each other through the
exchange of gauge bosons: The photon for the electromagnetic force, the charged
W-bosons and the neutral Z-boson for weak force and the eight gluons for the
strong force. Additionally there is the Higgs boson, which couples to all the other
elementary particles and is responsible for their rest mass. An overview of all
these particles is shown in Figure 2.2.

Figure 2.2: The elementary particles in the standard
model of particle physics [4].

The electric charge, net-
lepton number and net-quark
numbers (Nparticles−Nantiparticles)
are among the conserved quan-
tities in the standard model.
Since only net-particle number
is conserved, the generation of
additional particle-antiparticle
pairs from the vacuum or any
of the interaction bosons is pos-
sible. The part that is most im-
portant to this work is quan-
tum chromodynamics (QCD),
the theory of strong interac-
tion. In QCD, quarks (and their
anti-particles) carry one of
three possible conserved color
charges (or anti-color charges
respectively) which couple to
eight interaction bosons, the
gluons. Gluons themselves,
also carry color charges and
can thus change the quark color charge during the interaction. Another fea-
ture of QCD is the so-called "running of the coupling". The QCD coupling ex-
hibits a strong dependence on the transferred momentum Q in the interaction. At
Q ≈ MZ = 91.2GeV/c2, the strong coupling αs is approximately 0.12 and thus well
in the perturbative regime [5]. However, at lower transfer energies (or conversely
larger length scales), the coupling rises and increases beyond the perturbative
regime around ΛQCD ≈ 340MeV [6] 1. In the non-perturbative regime of QCD,
only numerical methods based on a discrete spacetime (lattice-QCD) can be used
to calculate QCD processes from first principles. A consequence of this running
coupling is that, at close distances, quarks are quasi-free, while at larger distances,

1The precise value of ΛQCD depends on the parametrization of the β(as)-function and the
choice of the renormalization scheme. The given value is calculated in the modified minimal
subtraction scheme (MS), assuming three active quark flavors.
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they are confined in a potential V (qq̄) ∝ r. Therefore, at a certain distance, it is
energetically favorable to generate a quark-anti-quark pair and form color-neutral
bound states (hadrons) then keeping quarks separated. This is why we can not
observe free quarks in nature. There are two main types of color-neutral quark
bound states: Baryons and Mesons. Baryons are made up of three quarks, one with
each color. Mesons consist of a quark and an anti-quark with opposite colors. The
most relevant hadrons for this thesis are the states made up of the lightest three
quarks (up (u), down (d) and the slightly heavier strange (s) quark): The lightest
mesons, pions (combinations of up and down quarks) and kaons (containing a
strange quark) and the lightest baryons, protons (uud) and neutrons (udd). These
particles are sufficiently long-lived to be detected directly in particle detectors.
Additionally, also the lightest strange baryon, the Λ, and the ϕ meson (ss) will be
reconstructed from their decay products.

In the limit of massless quarks, QCD is invariant under separate unitary trans-
formations for quarks of left-handed and right-handed chirality. The chiral com-
ponents of the quark doublet are defined by applying the projection operator to
the quark doublet:

QL = (
1− γ5

2
)

(
u
d

)
, QR = (

1 + γ5

2
)

(
u
d

)
(2.1)

The unitary chiral transformation is written as:

QL → ULQL, QR → URQR (2.2)

This (approximate) chiral symmetry is spontaneously broken in the ground state
by the interaction of quarks with the non-zero vacuum quark condensate. The
light mesons can be interpreted as the Nambu-Goldstone bosons of this broken
symmetry, which explains why their masses are significantly higher than the pure
quark masses, but small compared to the baryonic scales. At low energies, QCD
interactions can be described using the new degrees of freedom from this broken
symmetry in meson-exchange models.

At typical distances inside a nucleus, the interactions between the quarks inside
manifest as a short-range force between the hadrons known as the residual strong
force. For the most stable baryons around us, the neutrons and protons, this force
is attractive and holds the nuclei together in the matter around us.

2.3 Physics at Highest Baryon Densities

We can now attempt to describe phases of nuclear matter. Inside a nucleus at
ground state, nuclear matter has long been described by the liquid drop model [7]
held together by the residual strong force. At higher temperatures, hadrons are
no longer bound together inside this drop resulting in a free gas of hadrons. As
thermal collision energies approach ΛQCD a transition to a phase with quasi-free
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Figure 2.3: A sketch of the phase diagram of baryonic matter as function of temperature T
and baryon-chemical potential µB . White lines indicate the system evolution in heavy ion
collisions at different energies during the STAR Beam Energy Scan I and LHC. Red dots
indicate measure chemical freeze-out points. Indicated phase transitions and position of
the critical point are schematic only. Source: [10]

quark interactions is expected: the quark-gluon plasma (QGP). The existence of
such a phase was observed by the experiments at CERN[8] and RHIC[9] in the
early 2000s. However, the precise structure of a phase diagram for these phases
is still largely unknown. An example of a schematic phase diagram is shown in
Figure 2.3.

This phase diagram is usually formulated as a function of temperature and
baryon-chemical potential, the amount of energy needed to add one baryon to the
system. This representation accounts for the differences between pure baryon pres-
sure and mixed pressure from baryons and anti-baryons. At low baryon-chemical
potential i.e. low net-baryon densities, lattice QCD predicts a smooth cross-over
between hadron gas and QGP [11]. This prediction is consistent with observations
at RHIC and LHC [12]. The transition temperature is approximately 155MeV
according to recent measurements [13]. At low temperatures, and densities close
to the matter density in nuclei, the phase transition from nuclear liquid to hadron
gas occurs. This transition also vanishes at lower baryon-chemical potential. At
medium temperature and chemical potential, numerical lattice QCD calculations
do not converge sufficiently fast due to the fermionic sign problem [14]. Calcula-
tions within this regime are done in the framework of low-energy effective field
theories (LEFTs). LEFTS typically involve a reformulation of QCD interactions as
four-quark interactions mediated by mesonic propagators. Recent calculations
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suggest the existence of a critical end-point to the cross-over region at a temper-
ature of T ≈ 105MeV and a baryon-chemical potential of µB ≈ 635MeV [15].
Consequentially, a first-order phase transition at even higher chemical potential
is expected. The experimental confirmation of this and similar predictions is one
of the main goals of ongoing research in this field. Observables that indicate the
position of the critical point or a first-order phase transition are given in Chapter
2.5.

At very high baryon densities, similar calculations indicate the existence of an-
other new phase called color superconductivity. This regime is not experimentally
accessible with existing technologies.

Further input to this phase diagram with new measurements and new questions
is provided by astronomical observations [16]. In the interior of neutron stars,
net-baryon densities up to 5 times nuclear matter density are expected at very
low temperatures. Neutron stars are stabilized by the balance between their own
gravitation and the pressure from the compressed nuclei inside. For a given
density, this pressure depends on the equation of state of the QCD-matter inside.
However, at a certain mass, the pressure is not able to stabilize neutron star
anymore and it collapses into a black hole. The recent observation of neutron stars
with masses close to two solar masses[17] poses a new puzzle: to stabilize such a
massive neutron star, the equation of state has to be "hard". A major contribution
to the incompressibility of the EoS is the Pauli pressure of the fermionic quarks.
However, the presence of strange quarks in this matter, as suggested by heavy ion
collision experiments, lowers the Pauli pressure as more possible quantum states
are available. One possible solution to this puzzle would be a repulsive potential
between strange baryons and the surrounding nuclear matter [18]. This motivates
further studies of in-medium effects especially on the Λ baryon, as the lightest
strange baryon.

2.4 Probing Compressed Baryonic Matter in Heavy
Ion Collisions

Matter cannot be compressed to densities close to or above nuclear matter with
current technologies over longer times. Temporarily, high baryon densities can
be achieved during particle collisions. For the study of bulk properties of dense
baryonic matter, heavy ion collisions are the best available tool due to the larger
system size.

Figure 2.4 shows schematically the time evolution of a relativistic heavy ion
collision of two Lorentz-contracted heavy ions. Heavy particles are generated
in initial hard scattering. Later, soft multiple scattering creates large amounts of
quarks and gluons in thermal equilibrium, forming an expanding fireball. The
initially very hot and dense quark-gluon plasma cools down as it expands until
the phase transition towards a hadron gas occurs. Quarks recombine into various
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Figure 2.4: Schematic evolution of a relativistic heavy ion collision [19].

mesons and baryons which scatter according to the declining temperature. Soon
after the phase transition, the chemical freeze-out occurs after which no new
particles are created from scattering. The collision ends with the kinetic freeze-out
when scattering stops and particles propagate largely undisturbed until they reach
particle detectors where they are observed.

Figure 2.5: Temperature and net-baryon density at the
hadronic freeze-out for various collision energies (in GeV)
at the RHIC (collider) and FAIR (fixed target) facilities
calculated based on statistical models[20].

The most common ions
for heavy ion studies are
gold and lead due to their
relatively high mass and
easy handling compared
to heavier radioactive ions.
Uranium can also be used
to study the heaviest sys-
tems. The dependence
of the maximum reachable
baryon density on the col-
lision energy is non-trivial.
The lower the collision en-
ergy, the less of this ki-
netic energy can be put
into the compression of the
medium during the colli-
sion. On the other hand, at
high energies, the medium
is dominated by newly
produced quark-antiquark
pairs, with a net-baryon
density of zero. Figure 2.5 shows an estimate of the net-baryon densities at
the freeze-out for various collision energies at the Relativistic Heavy Ion Collider
(RHIC) in Brookhaven, USA and the Facility for Anti-Proton and Heavy Ion Re-
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search (FAIR) in Darmstadt, Germany. These estimates for the density at freeze-out
are based on statistical models of the collisions. The maximally achieved densities
during the evolution of the collisions are not directly measurable in the experi-
ment. The maximum density is reached in collision at center of mass energies√
s ≈ 8GeV and is easily reached by modern accelerator facilities. Since reaching

high energies is not a concern, experiments researching high baryon density matter
are often build as fixed target (FXT) experiments. Here, only a one accelerated
projectile beam is shot at a thin target foil. The rate of interactions can be calculated
as

Ninteraction = Nprojectiles · σNN · dcolumn,target (2.3)

where Nprojectiles is the rate of projectile ions from the accelerator, σNN the
nucleon-nucleon interaction cross-section and dcolumn,target is the column density of
target atoms. Thus, high interaction rates are reached in FXT experiments by sim-
ply increasing the target thickness. This makes FXT experiments primed to study
rare probes or measure precise shapes of distributions for specific observables.

2.5 Observables of Hadronic Phases

The exploration of the QCD phase diagram is a multi-messenger science. Signals
sensitive to the vicinity of a critical point or a phase transition are smeared out
since the final state carries the complete convoluted thermodynamical history of
the collision. Thus, a combination of many different observables is required before
final conclusions about landmarks in the QCD landscape can be made. This section
does not aim to give a complete overview over all the measurements of current
interest in this field, but to motivate the physics requirements and preliminary
analysis presented in Chapter 8.

The most recent extensive dataset to map out the QCD phase diagram with
heavy ion collisions has been the Beam Energy Scan (BES) of the STAR (see Chapter
3.4) collaboration at RHIC. In the years 2010 and 2011 data at nine different center
of mass energies,

√
sNN = 200, 62.4, 54, 39, 27, 19.6, 14.5, 11.5 and 7.7GeV have

been taken. One general result was that the phase transition likely happens in the
energy range of

√
sNN < 20GeV .

In this region, BES-I did not provide sufficient statistics as the collider geometry
of STAR does not allow for high event rates. This triggered the development
of the Beam Energy Scan phase II (BES-II, more in Chapter 3.4.2) for which the
work presented in this thesis was performed. A comprehensive overview of the
measurements in the BES I can be found in reference [21].
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2.5.1 Proton Kurtosis

Baryon number, strangeness and electric charge are globally conserved quantities
in a QCD system. Subsets of these quantities, like the net-proton number for the
baryon number, can thus fluctuate by exchange with other subsets of the same
conserved quantity. The fluctuations are then limited by the correlation length
in the system, which diverges in the vicinity of a critical point. Event-by-event
fluctuations of particle yields in heavy ion collisions can thus be used as a probe
for the QCD critical point. Higher order moments of event-by-event multiplicity
distributions are more sensitive observables to such fluctuations, but are also
increasingly sensitive to systematic errors.

Figure 2.6: Proton kurtosis results from the
STAR Beam Energy Scan phase I. Top panel
shows the measurements compared with the
Poissionian default. Data points are fitted
with a forth order polynomial. Bottom panel
shows the derivative of the fit function at the
data points. A hint of non-monotonic behav-
ior is observed with a significance of 3.1σ.
Source: [22]

The kurtosis of net-proton multiplic-
ities is a commonly used observable
for such a measurement as protons are
the cleanest identifiable particle. As
one lowers the beam energy over the
region of the critical point, one expects
to observe a minimum in the kurtosis,
followed by a change of sign relative to
the Poissonian default and then a max-
imum [23]. Indeed, the STAR BES has
observed hints of such a structure [22],
which can be seen in Figure 2.6. A non-
monotonic behavior was observed with
a significance of ≈ 3.1σ. However, this
measurement is still hindered by large
statistical uncertainties, which should
be improved with BES-II data.

2.5.2 Hadronic NCQ-Scaling
of the Elliptical Flow

The motion of particles in an expand-
ing hydrodynamic system can be sep-
arated into (random) thermal motion
and collective motion, the so-called
flow. The azimuthal distribution of par-
ticles from a collision can be described
by a Fourier-expansion into flow har-
monics. The n-th flow coefficient is de-
fined as vn = ⟨cos(n(ϕi − Ψ))⟩, where
ϕi is the polar angle of the i-th particle
in a sample (for example, one specific
particle species at a given interval in
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Figure 2.7: BES-I results for the elliptic flow of identified hadrons as function of reduced
transverse mass in 0 − 80% most central AuAu-collisions at various beam energies.
Baryons are shown as gray symbols, mesons in red. Error bars denote combined statistical
and systematical errors. At higher energies, clear baryon-meson splitting is observed.
At 11.5GeV and below, the ϕ meson shows a strong deviation from the general meson
behavior, albeit with large errors. Source: [25]

transverse momentum in a dataset) and Ψi is the polar angle of the symmetry
plane of the reaction, the so-called event plane. The average is taken over all
particles and all events in a given sample. For hadrons forming by quark recom-
bination out of a quark-gluon plasma fireball, one expects an almost universal
behavior when comparing particle species as quarks and gluons inside the plasma
are thermally equilibrated and strongly coupled. More than that, one expects the
flow of quarks to add up during hadronization and thus, the elliptic flow v2 of
hadrons to scale with the number of constituent quarks (NCQ) [24].

At higher energies, this so-called NCQ-scaling behavior is indeed observed and
interpreted as a strong signature of quarks and gluons as the dominant degrees
of freedom during collisions. In the BES-I, a clear splitting between baryons and
mesons was observed for energies of 19.6GeV and above. At 11.5 GeV, the ϕ meson
starts to show large deviations from the mesonic band. This could be interpreted as
a hint that the quark-dominated regime is coming to an end around these energies,
but the statistical and systematic uncertainties still prevent a definitive answer.
Studies with more statistics and at more energies from the BES-II should help to
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answer this question.

2.5.3 Λ-Baryon Measurements

As the lightest baryon containing strangeness, the Λ-baryon has multiple points of
interest. Strangeness enhancement has long been seen as a major indicator of a
quark-dominated regime. In a hot and dense quark-gluon plasma, ss̄ pairs created
from the vacuum can recombine with other quarks from the medium into strange
hadrons instead of annihilating. This effect leads to an enhancement of strangeness
production in large collision systems (with consequentially an extended quark-
gluon plasma medium) compared to the scaled expectation from small systems
(pp collisions or peripheral AA collisions). The BES-I has found a significant
enhancement in the Λ\π ratio at the lowest measured energies, consistent with
previous measurements by the NA49 collaboration [26], but the expected peak
this distribution is below the energy range of BES-I. Since the Λ is the lightest
baryon not present in the initial colliding nuclei, it is also an important probe
to test the baryon production in a collision. The ratio of baryons to mesons as
function of pt in different centrality intervals is sensitive to the collision dynamics.
The BES-I found a change in the qualitative behavior of the Λ̄\k0

s between 19.6GeV
and 11.5GeV . At low energies, this ratio is monotonically rising with pt, while at
higher energies, the ratio begins to drop after a peak around pt = 2GeV/c [26].
However, the statistics at 11.5GeV are still too limited for a final conclusion.

Semi-peripheral heavy ion collisions introduce very large total angular momenta
into the fireball. This vorticity of a medium with non-zero charge induces a strong
magnetic field which in turn can lead to a spin polarization of the produced
particles. Λ-baryons provide a good probe to measure this polarization as in the
decay to p-π, the proton is preferentially emitted into the direction of the Λ-spin.

In BES-I a non-zero global polarization of Λ and Λ̄ was observed, which rises
with lower beam energies [27]. Again, so far, the errors are quite significant, but
more systematic measurements with improved statistics would provide insights
into the collision dynamics, inner structure and hydrodynamical properties of the
QGP.

Additionally, the Λ-baryon is an intermediate state in the decay of multi-strange
baryons (Ω and Ξ). The formation of these rare probes contains rich information
about the strangeness interactions in the fireball phase. Their reconstruction via
Λ reconstructions thus plays an important role in understanding this not directly
observable phase.

Combined with the astrophysical question about the in-medium potential (see
2.3), these observations make a good case for further Λ studies in the BES-II.
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3 Experiments

This chapter aims to introduce the two experiments for which this work was
performed: "Compressed Baryonic Matter" (CBM) at the "Facility for Antiproton
and Ion Research" (FAIR) in Darmstadt, Germany and the "Solenoid Tracker At
RHIC" (STAR) at the "Relativistic Heavy Ion Collider" (RHIC) in Brookhaven,
USA.

3.1 FAIR

The "Facility for Antiproton and Ion Research" (FAIR) is a new high luminosity
accelerator facility. It was designed as an upgrade of the existing "Gesellschaft für
Schwerionenforschung" (GSI) facility in Darmstadt, Germany. The heart of the new
complex is the future "Schwerionen-Synchrotron-100" (SIS-100) accelerator. Using
the existing SIS-18 accelerator installation as a pre-accelerator, SIS-100 is planned
to deliver high quality beams of ions from protons up to the size of uranium.
The ions will be accelerated to maximal kinetic energies ranging from 29GeV
(protons) to 10.7GeV (uranium) [20]. The Main feature of 1100m long accelerator
ring, however, is the highest currently planned luminosity in this energy range of
up to 1012 ions per second.

The FAIR project was started in 2007 as a multinational project with Germany,
France, Poland, Finland, India, Slovenia, Sweden, the United Kingdom and Russia
as shareholders. The most recent date of completion for the FAIR complex was
2025, but recent political events have led to an ongoing re-evaluation of this goal.

Scientifically, research at FAIR is divided into the four main pillars:

• Atomic, Plasma Physics and Applications (APPA [29]) is an umbrella for the
four different collaborations BIOMAT, FLAIR, HED and SPARC. Making use
of the extended particle storage capacities in FAIR, it focuses on low energy
research in diverse fields of physics.

• PANDA (antiProton ANihilation at DArmstadt [30]) focuses on antiproton
annihilation physics, seeking to answer questions about the generation of
hadronic mass, nucleon structure and exotic particles.

• NuStar (Nuclear Structure, Astrophysics and Reactions [31]) focuses on
the structure of heavy nuclei, their stability and generation in the universe.
It consists of multiple separate experiments all making use of radioactive
beams and the Super-FRS (Superconducting Fragment-Separator).

• and finally CBM.
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Figure 3.1: The FAIR accelerator complex. Source: [28]

23



3.2 CBM

Compressed Baryonic Matter (CBM) is one of the four pillars of FAIR. As one of
the two experiments to which this thesis is connected, it warrants a more elaborate
description.

Figure 3.2: Comparison of achievable interac-
tion rates in current and planned heavy ion
experiment. Source: [32]

CBM’s focus is the exploration of the
phase diagram of dense baryonic mat-
ter through heavy ion collisions at in-
termediate energies (up to 12AGeV ki-
netic energy). This energy range is ex-
actly the energy range in which the
highest baryon densities are expected
and where theoretical calculations al-
low for the existence of the QCD critical
point (see Chapter 2.3 and Figure 2.5).
This energy region has been previously
explored at various experiments at the
Alternating Gradient Synchrotron and
the RHIC in Brookhaven, USA, but
so far, statistical limitations have pre-
vented conclusive answers about the
existence of the QCD critical point or a
first-order phase transition. Using the
high luminosity of SIS-100, a continu-
ous, de-bunched extraction scheme and
the advantages of the fixed target configuration, CBM aims at an interaction rate
of up to 10MHz to quickly produce to date statistically unrivaled datasets (see
Figure 3.2 for a comparison of previous and planned experiments in this energy
range). With an interaction rate four orders of magnitude higher than during the
Beam Energy Scan II at STAR, CBM aims to answer the open questions that are left
in this field after the Beam Energy Scan. Namely those are likely to be: the nature
of the QCD phase transition at high baryon densities, existence and position of
the critical point and the shape of the QCD equation of state. The large available
statistics allow to utilize rare probes like multi-strange hadrons and hadrons below
their production threshold, or measurements which are very susceptible to statisti-
cal errors like higher moment particle multiplicity distribution measurements. A
comprehensive overview of the physics of CBM can be found in the CBM physics
book [33].

The high interaction rate at CBM forces another peculiarity in the experimental
design. The data rate produced from all events is too large for complete archiving.
Thus a significant reduction in data volume is needed beforehand. However,
to select rare "interesting" events among all taken data is a task too complex
to be implemented in conventional hardware triggers. CBMs solution is the so-
called first level event selector (FLES [34]). The data acquisition systems of all CBM
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Figure 3.3: Planned lay-out of the CBM detector and its subsystems. Along the beam-line,
those are: The silicon tracking system, exchangeable ring-imaging Cerenkov detector and
muon systems, the transition radiation detector, the time of flight wall, an electromagnetic
calorimeter and finally, the projectile-spectator detector. Source: [32]

subsystems will be free-streaming, resulting in approximately a 10Tb/s continuous
data stream at the highest interaction rate. This data will be analyzed online in
the FLES computing cluster to reconstruct tracks, form events, apply calibrations,
and look for interesting low level physics observables (like the presence of specific
particles or high track multiplicities). Based on this analysis, events will be selected
to be written to disk.

3.2.1 The CBM Detector

The planned lay-out of the detector can be seen in Figure 3.3. It consists (ordered
in the direction of the beam) of a beam monitor and start time detector, an ex-
changeable target box with a micro-vertex detector (MVD) and afterwards, a high
precision silicon tracking system (STS) inside a dipole magnet. The STS is CBMs
main tracking and momentum measurement detector. Outside the magnetic field
follows then an exchangeable system of either a ring-imaging Cerenkov detector
for electron identification or a muon identification system based on gas-electron
multiplier chambers (GEMs) and iron absorbers. The exchange between those
two systems will be based on the physics goals of a given run as the high material

25



budget of the muon setup disturbs the identification of other particles. Behind
those two systems, a transition radiation detector is placed for further electron
discrimination and as an intermediate tracking point between STS and the time
of flight system (TOF) behind it. The CBM-TOF system is planned as a 120m2

wall of multi-gap resistive plate chambers and will act as CBM’s main particle
identification detector and will be described in more detail in the next section.
Furthest away from the target, two calorimeters were initially planned: An elec-
tromagnetic calorimeter (ECAL) for electron and photon measurements and the
projectile spectator detector (PSD), a hadronic calorimeter in the far forward region
to determine centrality and event plane from spectator particles. In recent plans,
the PSD has been replaced by a forward wall based on plastic scintillators fulfilling
similar functions. The ECAL has been removed.

3.2.2 CBM-TOF

The CBM time of flight wall (for more details, see the technical design report: [35])
is planned to cover an area of 12x9m at a variable distance to the target from 6m
to 12m. The physics program of CBM sets harsh demands on its time of flight
system:

• To identify particles correctly, or more specifically, provide a sufficient K/π
separation of at least 3 standard deviations even at the minimal distance
of 6m, a system time resolution of better than 80 ps is required. With an
assumed start time resolution of ≤ 50 ps, the intrinsic detector resolution of
the TOF detectors has to be better than 60 ps, including electronics.

• To understand particle yields in multi-differential analyses sufficiently well,
a detector efficiency of more than 95% is necessary.

• To ensure that track matching is unambiguous, an occupancy of less then
5% for central events is required. Occupancy is the average fraction of
electronic channels which show signals in a given event. Occupancy can also
be understood as the probability to have a second hit on the same channel
and event as any given first hit, which would lead to ambiguities in the track
matching.

• To deal with the high interaction rate of CBM, the counters in the most
forward region have to be able to deliver this performance at an incoming
particle flux of up to 25 kHz/cm2. In the outermost regions, the flux drops
below 1 kHz/cm2.

• The detector and read-out system need to be able to withstand the radiation
environment while delivering free-streaming data at the maximal interaction
rate.
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Figure 3.4: Geometry of the CBM-TOF wall as described in the technical design report.
Shown in cyan and dark green are float glass MRPCs with 50 cm and 27 cm strip width
respectively, designed at USTC, Hefei, China. In light green, resistive glass MRPCs
designed at the Tsinghua University, Beijing, China are shown. In yellow and red,high
rate resistive glass counters with 20 cm and 10 cm strip length respectively, designed at
the IFIN-HH, Bucharest, Romania, are shown. Source: [35]
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The detector technology of choice to achieve those requirements is multi-gap
resistive plate chambers (MRPC) with strip read-out electrodes. This working
principle of these detectors will be described in detail in Chapter 4.3.2. Initial
plans for the TOF system contain 1376 counters with around 100.000 electronic
read-out channels. In order to adjust to the different particle flux environments,
the inner counters are built with special low-resistive glass instead of normal float
glass, which increases the rate capability of the counters. Closer to the center of the
wall, the read-out strips are also shortened from 27 cm down to 10 cm to reduce
the particle rate per strip and thus data rate on a single electronics channel.

The front-end read-out of CBM-TOF MRPCs consists of the "pre-amplifier and
discriminator" (PADI) and the "GSI event-driven time to digital converter with 4
channels" (GET4). Both components were developed specifically for CBM-TOF
and will be described in more detail in Chapter 4.4. Both are radiation hard
application-specific integrated circuits (ASIC) to survive in the environment close
to the counters. From there, the output data stream of the GET4s will be routed
through multiple concentrator stages to the FLES interface board (FLIB) and then
combined with the data from other subsystems used in the online event selection
in the FLES computing cluster.

At the time of the beginning of this project, CBM-TOF had already advanced
MRPC prototypes. In beam-times at CERN in 2015 and 2016 ([36] and [37]) it has
been shown that efficiency and time resolutions close to the CBM-TOF design
values could be reached with preliminary versions of the read-out electronics.
What was missing at that point were dedicated tests under similar particle fluxes
as in CBM and long-term stability tests with the final electronics.

3.3 FAIR-Phase 0

Due to delays in the construction and planning pushing the availability of SIS-
100 to 2025 and beyond, in early 2018, FAIR saw the need for an intermediate
research program. This so-called FAIR-Phase 0 program aims to make use of
already existing facilities at GSI, mainly the SIS-18 accelerator, and accelerator
facilities at other locations for prototype testing, system development and first
physics studies with FAIR equipment. The FAIR-Phase 0 program of CBM-TOF
consists of two projects with complementary goals: mCBM at SIS-18 and eTOF at
STAR.

3.3.1 mCBM

mini-CBM is supposed to be a demonstrator version of the full CBM experiment
which all sub-systems contributing their prototypes in a common installation at
the SIS-18 accelerator. It has two main goals: high rate detector and read-out tests
and the system integration development of the CBM subsystems. Additionally,
the aim is to perform physics benchmark tests, especially the measurement of the
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Figure 3.5: Schematic view of the mCBM design setup Source: [38]

excitation function of the Λ0-baryon at high statistics. SIS-18 is the only accelerator
facility available to perform high rate tests at a close to final CBM load, albeit
at lower energies. mCBM is designed as a fixed target experiment using this
beam and operating close to the target to get the highest possible particle flux.
The mCBM setup sits at 25° off the beam-line. In its design setup for the physics
benchmark runs, it consists of 2 STS stations with 13 silicon strip sensors, 3 MUCH-
GEM prototypes, 4 TRD stations, 5 TOF Modules with in total 25 MRPCs with
high-resistive glass (Tsinghua design), 4 RICH modules, 8 PSD modules along
the beam-line, up to 49 "shashlik"-modules for the ECAL and one or two MVD
stations close to the target [38]1. Figure 3.5 shows a view of this setup.

Since the first beam-times in late 2018, mCBM has succeeded to show correla-
tions in time and space between sub-system data as well as reached interaction
rates of up to 107 ions/s With the most recent data, first reconstructions of Λ-
baryons are attempted to prepare for the planned measurement of the Λ excitation
function in the 2024 benchmark run.

For CBM-TOF, mCBM detector test in 2019 showed an upper limit for the
system time resolution of mTOF at < 90 ps and an efficiency above 90% at an
interaction rate of ≈ 2 kHz for the Tsinghua type counters [39]. High rate tests in
2021 show a system time resolution < 70 ps and an efficiency above 90% for the
Bucharest type counters of the innermost wall at a particle flux of up to 25 kHz/cm2

[40]. mCBM operations have also shown the need for further development of
the intermediate read-out chain between FEEs, detector control and computing
clusters as operations at high interaction rates caused frequent FEE stability issues.

1This description is based on the initial technical design report. The actual implementation of
mCBM has been done slightly different and varied between data taking periods.
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3.3.2 eTOF at STAR

Complementary to the high rate and integration tests at mCBM, the CBM-TOF
group is also working on the end-cap time of flight (eTOF) project at STAR. Here,
108 CBM-TOF MRPCs (72 USTC-type float glass counters and 36 THU-type resis-
tive glass counters) which were installed as an additional time of flight system to
provide PID in the very forward region to STAR. As the CBM-TOF development
is concerned, eTOF focuses on long-term stability tests of the data acquisition,
large system integration and synchronization, testing of the low rate float glass
counters and high statistics estimates of production variances between counters.
An elaborate description of this project will be given in Chapter 4.

3.4 STAR

Figure 3.6: The Star detector, overlayed with a view
of particles tracks reconstructed in the TPC. Source:
[41]

The Solenoid Tracker at RHIC
(STAR) was initially designed
to search for signatures of
the quark-gluon plasma. The
relativistic heavy ion collider
(RHIC) is able to accelerate
ions up to gold to energies
of up to 100AGeV . As previ-
ous research showed that indi-
vidual signals of the QGP are
washed out in heavy ion col-
lisions, STAR was built as a
flexible multi-purpose detector
able to measure many observ-
ables simultaneously. The plan
was also from the beginning
to make use of the unprece-
dented high particle multiplic-
ities at RHIC to aim for event-
by-event level correlations of global observables like temperature, flavor ratios,
reaction geometries and density fluctuations [42]. During the 2000s, STAR, to-
gether with the other RHIC experiments, ran an extensive program on QGP
research at the highest RHIC energies (

√
sNN = 130GeV and

√
sNN = 200GeV )

which culminated in the confirmation of the existence of the QGP in 2005 [9].
Other highlights of STAR’s early research include the first observation of elliptic

flow at RHIC [43], Evidence of delayed hadronization due to a previous quark-
gluon plasma phase in central heavy ion collisions [44], observed evidence of high
pt jet suppression [45] and measurements of close to equal baryon to anti-baryon
ratios [46]. With the design and construction of LHC at CERN, STAR lost its edge in
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Endcap TOF

Figure 3.7: Schematic view of the STAR detector with its upgrades for BES-II. Taken from:
[41]

the high-energy range and partially refocused on the on-set of the QGP in its 2010
decadal plan. This new focus point resulted in the Beam Energy Scan program
(BES-I), mainly in 2010 and 2011. Some of the results of this program have already
been presented in Chapter 2.5. BES-I had three primary goals: Pin-pointing the
onset of QGP signatures observed in the high energy runs, establishing the order
of the phase transition between hadron gas and QGP and the search for a QGP
critical point [47]. It managed to establish the weakening of QGP signatures in
the region below

√
sNN = 19.6GeV due to an observed behavior change in the

anisotropic flow v2 and a hint to critical behavior below
√
sNN = 7.7GeV in the net

proton number fluctuations. However, the conclusiveness of the results of BES-I is
limited by uncertainties in the measurements. Especially at the lowest energies,
the high energy collider design of RHIC limits interaction rates. To alleviate these
limitations, the Beam Energy Scan phase-II program was initiated which will be
described in Chapter 3.4.2.

3.4.1 The STAR Detector

The heart of the STAR detector is the time projection chamber (TPC) [48] [49]. At
the time of its construction, it was the largest of its kind, only to be surpassed by
the ALICE TPC at LHC. It has a length of 4.2m and a radius ranging from 0.5m
to 4m from the beam-line and is separated into two halves along beam direction,
east and west of the interaction point. Along polar direction, the TPC is divided
into 12 trapezoidal sectors. Along radial direction, those are separated into an
inner TPC (iTPC) and an outer TPC.
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The name-giving solenoid magnet of STAR creates a constant magnetic field
of up to 0.5T inside the TPC. The TPC is filled with a drift gas consisting of 90%
argon and 10% methane and has a constant electric drift field of 133V/cm. On
the outer sides of both halves, the TPC is read out by multi-wire proportional
chambers. Drifting electrons from primary ionization along the tracks of particles
hit a grid of anode wires with a 20µm diameter. The avalanches created in the
high field close to the wires induce an image on a set of read-out pads from which
particle tracks are reconstructed. With the upgrade of the iTPC in 2019, which
increased the pad density in the inner part, there are in total 175,440 read out pads.

The angular coverage of a detector in the longitudinal direction is typically
given in terms of the pseudo-rapidity η = −ln[tan( θ

2
)]. The outer TPC covers a

pseudo-rapidity rage of −1 < η < 1 and the inner TPC extends the coverage to
|η| < 1.5. The track reconstruction efficiency is around ≈ 90% for protons and
pions and ≈ 70% for kaons.

The STAR TPC delivers both momentum and dE/dX information, allowing for
full PID in the low momentum region. According to simulations [49], the TPC
can achieve a transverse momentum resolution around σpt

pt
≈ 0.5% in the outer

TPC pseudo-rapidity range and σpt

pt
≈ 1.0% of the pseudo-rapidity range which is

only covered by the iTPC. The dE/dX resolutions are of order σdE/dX ≈ 7% and
σdE/dX ≈ 10% in those η ranges respectively. Together, this allows for a kaon/pion
separation up to ≈ 700MeV/c. For higher momenta, STAR relies on time of flight
systems for particle identification.

STAR, in the BES-II setup, has two TOF systems. The barrel-TOF (bTOF) system
[50], installed in 2008, surrounds the TPC with a layer of pad read-out MRPCs.
The MRPCs have an intrinsic time resolution of ≈ 65 ps and, in start-less operation
mode, a system resolution around ≈ 80 ps. For most of the BES-II energies, bTOF
operates in the so-called start-less mode, which means that the event start time is
not provided by an additional detector, but instead calculated from the arrival time
of dE/dX identified particles and their respective track lengths. At higher collider
energies, the start time can also be provided by the vertex position detector (VPD),
an array of plastic scintillators close to zero degrees from the beam axis and 4.5m
distance from the center of the TPC. The second TOF system is the endcap-TOF on
the eastern side of the TPC, which will be described in detail in Chapter 4.

Outside the TOF barrel, there is a barrel electromagnetic calorimeter (BEMC)
[51] for energy measurements. The STAR BEMC consists of 120 modules, each
segmented into 40 towers. Each tower is a sampling calorimeter consisting of
20 layers of 5mm lead and 21 layers of 5mm plastic scintillators. A typical en-
ergy resolution of 16%/

√
E/GeV is achieved. A similarly constructed endcap

electromagnetic calorimeter (EEMC) covers the west side of the TPC.
On each side of the TPC, outside the magnet, is the Event Plane Detector (EPD)

[52]. It consists of two wheels, one on each side, each with 372 plastic scintillator
tiles. The EPD is segmented into the same 12 azimuthal sectors as the TPC. It covers
the very forward rapidity range from 2.14 < |η| < 5.19. The EPD is primarily
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Figure 3.8: Orthogonal view of the STAR detector in the FXT setup for BES-II. With
Courtesy: J. D. Brandenburg [53]

used to determine the symmetry plane of a collision (event plane) based on the
azimuthal distribution of forward particles and is part of the STAR trigger system.

3.4.2 Beam Energy Scan II

The BES-II program [54][55] focusses on the center of mass energies below
√
sNN =

20GeV . RHIC provided 5 different low beam energy settings: 9.8GeV , 7.3GeV ,
5.75GeV , 4.59GeV and 3.85GeV . Compared to the BES-I data taking, an improve-
ment of luminosity by a factor 4-11 has been achieved [56]. These beam energy
settings correspond to the collider center of mass energies per nucleon of 19.6GeV ,
14.6GeV , 11.5GeV , 9.2GeV and 7.7GeV and the FXT center of mass energies per
nucleon of 4.5GeV , 3.9GeV , 3.5GeV , 3.2GeV and 3.0GeV . Additionally, three
higher energy settings have been used in FXT for the runs at center of mass ener-
gies of 7.7GeV , 6.2GeV and 5.2GeV . The highest FXT energy at

√
sNN = 7.7GeV

provides the overlap with the collider program to improve the understanding
of acceptance effects and systematics for the FXT program. On the detector side,
STAR received three new components with the upgrade of the inner TPC (iTPC),
the endcap time of flight system (eTOF) and the event plane detector (EPD). The
full BES-II detector setup can be seen in Figure 3.8.

As with BES-I the main physics goals are to study: The turn-off of QGP sig-
natures, the QCD critical point and the nature of the QCD phase transition. The
BES-II covers a baryon-chemical potential range from µB ≈ 720MeV at the lowest
FXT energy to µB ≈ 200MeV at the highest collider energy, which covers the range
where newer theoretical calculations[15] expect the QCD critical point. Among
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the priorities for analysis [57] are:

• Excitation function, Elliptic flow and rapidity dependence of the ϕ-Meson
(see 2.7).

• Net-proton kurtosis (see 2.6).

• Directed flow of identified particles near mid-rapidity. BES-I observed a
minimum of the net-proton directed flow around

√
sNN = 20GeV , which, in

some hydrodynamic models, is interpreted as a sign for a first-order phase
transition [54]. The eTOF and EPD upgrade will allow to extend mid-rapidity
measurements to the higher momentum FXT energies.

• Di-lepton yields in the mass range of the ρ-meson. The "melting" of the
ρ-meson is seen as a signature of chiral symmetry restoration. BES-I has seen
an excess yield below the ρ-peak, albeit with large error bars [55].

• The lifetime of the hyper-triton. Here, BES-I results suggested a lifetime
shorter than the free Λ lifetime, which would require additional decay chan-
nels. The BES-I result is also in disagreement with measurements at LHC,
which suggest a lifetime closer to that of the free Λ.

All BES-II datasets have been successfully collected in the years 2019-2021. At
the time of this writing, data calibration and production efforts are still ongoing.
This thesis focuses on the performance and calibration of the eTOF systems during
BES-II and aims to show its physics performance.
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4 STAR-eTOF

4.1 Detector Geometry

The eTOF@STAR project was started in 2017 as a joint effort between the CBM
and STAR collaborations. With the start of the FAIR-PHASE 0 project, the CBM-
TOF group was looking for mature heavy ion experiments to test their MRPC
prototypes in and contribute to physics research. STAR at the same time was
planning the BES-II program with focus on lower energies. As RHIC has not been
able to stabilize gold beams at energies below

√
sNN = 7.7GeV , lower center of

mass energies than that can only be realized in FXT mode. For the FXT mode
however, the STAR detector needed improved PID in the forward region.

At the heart of the eTOF system are 108 multi-gap resistive plate chamber
(MRPC) time of flight counter. eTOF is arranged as a wheel of 36 modules with
3 MRPCs each. They are clustered into 12 sectors to match the sectors 13-24 of
the STAR east side TPC. The sectors 15, 16, 21 and 22 (36 MRPCs in total) are
made from low-resistive glass counters produced by the Tsinghua University
(THU) CBM-TOF group in Beijing, China (see 4.3.3). The remaining sectors are
equipped with float glass counters produced by CBM-TOF group of the University
of Science and Technology of China (USTC) in Hefei, China (see 4.3.4). Each MRPC
has 32 read-out strips. For the center module of each sector, the strips are oriented
orthogonal to the radial direction (or parallel to global ϕ direction) from the beam
axis. For the side modules in each sector, the strips are parallel to the strips of
the center module and thus slightly offset from the orthogonal of the radius. In
each module, the counter closest to the beam-line is labeled as counter 1, the one
furthest away from the beam-line labeled as counter 3. The MRPCs inside each
module are tilted at an angle of 10° to face better at the FXT interaction spot. They
overlap for 2 strips with the next counter.

Inside each sector, the three modules are placed in three planes orthogonal to
the beam axis. The center module (module or z-plane 1) is closest to the interaction
point. Z-plane/module 2 is the module clockwise from the center module and z-
plane/module 3 is the module counter-clockwise from sector center. The distance
between the z-planes is 15 cm. Due to this arrangement, there is a significant
overlap between the side modules of adjacent sectors. Counter 1 of module 2 of
each sector is partially in front of counter 1 of module 3 of the previous sector. A
conceptual image of the eTOF wheel can be seen in Figure 4.1.

The active area of the eTOF wheel has an inner diameter of ≈ 105 cm and an
outer diameter of ≈ 205 cm. The center of the wheel is positioned at a distance of
280 cm along the east side beam-line from the center of the TPC [59]. This covers
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Figure 4.1: Conceptual design view of the eTOF wheel. Source:[58]
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the pseudo-rapidity range from 1.05 < η < 1.70 in the collider mode and from
−1.50 < η < −2.20 relative to the FXT target position. This leaves only a small
acceptance gap to the bTOF system which covers |η| < 0.9 in collider mode.

4.2 The Physics Case of the eTOF Upgrade

The following section summarizes the physics case for eTOF outlined in the initial
design paper. Further information can be found in [59].

Figures 4.2 to 4.5 show the expected extension of the phase space coverage with
the eTOF upgrade for the most abundant species of identified particles, electrons,
pions, kaons and protons. The acceptance for different particle species is limited
by the geometrical acceptance in pseudo-rapidity and the detector’s ability to
identify those particles. The mass resolution of a TOF system depends on the time
resolution of the system as well as the momentum and path length resolution of
the tracking detector. In the low-pt region, the acceptance is limited by multiple
scattering, which limits the correct track reconstruction. In the high-pt region,
the time resolution of the TOF system is the limiting factor. eTOF is designed to
achieve a system time resolution of σtof < 80 ps including the start time system.

The extension of rapidity coverage through eTOF allows STAR to see mid-
rapidity for most identified particle species and FXT energies. This provides
important advantages for the measurements of various physics observables:

One of the most important indicators of the baryon-chemical potential is the anti-
baryon to baryon ratio, which is mostly dominated by the anti-proton to proton
ratio. Due to the stopping of produced particles inside the nucleus matter at BES-II
energies, anti-protons are emitted more towards mid rapidity. The proton density-
rapidity function on the other hand is largely flat. Consequently, the anti-proton
to proton ratio peaks at mid-rapidity and the extracted (uncorrected) baryon-
chemical potential would be about 50MeV lower at ycm = 0 compared to ycm = 1.2
[59]. This is a similar magnitude as the change in µb expected between consecutive
BES-II energies. A precise estimate of the true baryon-chemical potential inside
the fireball thus requires a large angular coverage.

Pions are the most abundant produced particles. Studying the width of their
rapidity distributions can provide insight into the equation of state of the nuclear
matter. A change in the speed of sound, which would be a strong indication of a
first-order phase transition would widen the rapidity distribution compared to
the expectation from Landau hydrodynamics.

Dileptons are a probe of the early stages of the collision. The reconstruction
of those offers an insight into chiral symmetry restoration via the "melting" of
the ρ(770) meson. In the chirally restored case, the ρ meson is supposed to have
the same spectral function as its chiral partner, the a1(1260) meson. This happens
slowly via a broadening of the ρ peak into a broad excess of dileptons in the
low mass region from 200MeV/c2 to 700MeV/c2 [59]. Measuring the rapidity
dependence of the ρ broadening will help to separate the collision energy de-
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Figure 4.2: STAR FXT acceptance in pt vs.
ylab phase space for electrons. Acceptance
limits for TOF PID with bTOF (blue) and
eTOF (red) are given for time resolutions of
80 ps and 100 ps. Grey line indicates PID
limits by dE/dX with the STAR TPC only.
Red arrows indicate mid-rapidity at various√
sNN . Source: [59].

Figure 4.3: STAR FXT acceptance in pt
vs. ylab phase space for pions. Acceptance
limits for TOF PID with bTOF (blue) and
eTOF (red) are given time resolutions of
80 ps and 100 ps. Grey line indicates PID
limits by dE/dX with the STAR TPC only.
Red arrows indicate mid-rapidity at various√
sNN . Source: [59].

Figure 4.4: STAR FXT acceptance in pt
vs. ylab phase space for kaons. Acceptance
limits for TOF PID with bTOF (blue) and
eTOF (red) are given for time resolutions of
80 ps and 100 ps. Grey line indicates PID
limits by dE/dX with the STAR TPC only.
Red arrows indicate mid-rapidity at various√
sNN . Source: [59].

Figure 4.5: STAR FXT acceptance in pt vs.
ylab phase space for protons. Acceptance
limits for TOF PID with bTOF (blue) and
eTOF (red) are given for time resolutions of
80 ps and 100 ps. Grey line indicates PID
limits by dE/dX with the STAR TPC only.
Red arrows indicate mid-rapidity at various√
sNN . Source: [59].
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pendence from the baryon density dependence of this effect. Understanding the
mechanism of the ρ broadening is central to understand chiral symmetry in QCD
matter. Dilepton reconstruction is typically PID-limited as the dE/dX of electrons
overlaps with pions in the relativistic rise in gas ionization detectors. Thus eTOF
identification is needed to extend STAR’s rapidity coverage for dileptons.

The directed and elliptic flow of particles shows interesting behavior in the re-
gion of the BES-II. On top of the behavior change of the elliptic flow NCQ scaling
(see 2.5.2), the directed flow v1 of protons at mid-rapidity has shown a change
of sign between

√
sNN = 7.7GeV and

√
sNN = 11.5GeV in BES-1 measurements.

This behavior is not fully understood on the theory side, and various interpre-
tations include both a cross-over transition or a first-order phase transition. To
improve such measurements in BES-II, eTOF allows mid-rapidity coverage in the
FXT mode and an extension of the fit range in COL mode, which decreases the
sensitivity to statistical fluctuations.

Finally, the extended pseudo-rapidity coverage increases of course the fraction
of the total particle yield which is measured in the detector. This naturally in-
creases the sensitivity for highly statistics-limited measurements of those yields,
namely the measurements of higher moments of event multiplicity distributions.
As described in Chapter 2.5, measurements of higher moment event-by-event
multiplicities are one way to access experimentally critical fluctuations in the
vicinity of the QCD critical point. The addition of eTOF will however require
adjustments to the analysis strategies as an extension of the rapidity window will
introduce a rapidity-dependent low-pt cut due to the geometric acceptance (see:
[59]).

4.3 Multi-Gap Resistive Plate Chambers

4.3.1 Particle Identification with TOF

Sub-atomic particles are uniquely described by their mass and their charge. For
charged particles, a tracking detector is able to determine their momentum-to-
charge ratio from the curvature of their track in a given magnetic field:

pt[GeV/c]

q[e]
= 0.3 · r[m] ·B[T ] (4.1)

Here, pt is the component of the momentum transverse to the magnetic field, q
charge of the particle (in units of the elementary charge e), r the radius of the track
bending, and B is the magnetic field strength. The total momentum p of the track
can then be directly calculated as the direction of the track relative to the magnetic
field is known. To correctly identify a particle, one additionally needs to know
either the energy or velocity of the particle to calculate the mass and one needs to
be able to differentiate between single-charge and higher-charge particles.
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Two general methods to measure a particle’s energy exist: Calorimetric mea-
surements determine the total energy of the particle. They are destructive mea-
surements, in the sense that they stop the particle and make it unusable for further
measurements. Thus, calorimeters are typically placed on the outermost side
of composite detector experiments. The biggest strength of calorimeters is their
ability to measure neutral particles, making them an important part of modern
particle physics experiments. For identification of individual tracks, their accuracy
is however limited.

dE/dX measurement on the other hand rely on the local energy deposition of a
traversing particle. Many detector types, like wire chambers, silicon detectors or
gas electron multiplication chambers, have decent dE/dX capabilities. The local
energy loss of a particle depends on its momentum, charge and its interaction
mechanisms with the detector material. For hadrons, the local energy loss due to
inelastic scattering with the electron shell of atoms in the surrounding material is
described by the Bethe-Bloch formula:〈

−dE

dx

〉
= Kz2

Z

A
· 1

β2
·
[
1

2
ln

2mec
2β2γ2Wmax

I
− β2 − δ(βγ)

2

]
(4.2)

Here,
〈
−dE

dx

〉
is the average local energy loss of the traversing particle, K =

0.307075MeV mol−1 cm2 a constant coefficient, z the charge number of the travers-
ing particle (in units of the elementary charge), Z the charge number of the target
particles and A their atomic mass number. me is the electron mass, Wmax is the
maximal energy transfer in one collision and I the mean excitation energy of the
electrons. β is the relativistic velocity of the traversing particle (as fraction of the
speed of light c) and γ its relativistic Lorentz factor. δ(βγ) is a density correction at
very high energies [60].

The quadratic charge dependence of the energy loss makes dE/dX measure-
ments an excellent tool to distinguish high charge particles. However, at high
momenta, the logarithmic dependence on β limits the separation of protons, pions
and kaons (compare Figures 4.2 to 4.5 for the case of the STAR TPC).

The most flexible method to distinguish hadrons at higher momentum is the
time of flight (TOF) method. Time of flight is at its core a simple speed measure-
ment. A track from a tracking detector is extrapolated to a timing detector. The
arrival time on the timing detector t is measured precisely and compared to an
event start time t0, which is interpreted as the time of the collision. The difference
between arrival time on the timing detector and start time is called the "time of
flight" ∆ttof . From time of flight ∆ttof , track length L, track momentum p the mass
of the particle can be calculated [20]:

m0 =
p

c
·

√
c2∆t2tof
L2

− 1 (4.3)

The error in this mass calculation can be derived as:
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σm0 =

√
m2

0 ·
(
σp

p

)2

+

(
E2

m0 · c4

)2

·
(σL

L

)2

+

(
E2

m0 · c4

)2

·
(

σtof

∆ttof

)2

(4.4)

using E2 = p2c2 +m2c4 =
(

pc2·∆ttof
L

)2

. With γ = 1√
1− v2

c2

= E
mc2

the relative error

simplifies to:

σm0

m0

=

√(
σp

p

)2

+ γ2 ·
(σL

L

)2

+ γ2 ·
(

σtof

∆ttof

)2

(4.5)

For eTOF, time of flight for high relativistic particles is typically > 16ns, which,
with a system time resolution of σtof,sys = 80 ps, leads to σtof

∆ttof
< 0.5%. This is small

compared to the expected momentum uncertainties for eTOF tracks, which vary
between 1.5% < σp

p
< 4.0% depending on particles species and the number of TPC

points on the track (For extended estimates of the momentum resolution for eTOF
see: [59]). As the influence of the timing error scales with γ, it is still the dominant
error for high relativistic particles (mainly pions and electrons). However, for
protons and kaons in the momentum range of the eTOF acceptance (approximately
pP < 4GeV/c and pk < 1.7GeV/c), the influence of the momentum uncertainty is
similar to the influence of the timing uncertainty and must not be neglected. The
uncertainty of the path length depends on the resolution of the vertex position
and the position resolution of the MRPC. The vertex position resolution in STAR
depends on the particle multiplicity of the event, but is typically in the order
of a few hundred microns in COL mode [59]. In FXT mode, the position of the
target provides even more precise information on the vertex position. The position
resolution of MRPCs is typically σx < 0.5 cm. As the tracks intersect with the
MRPC plane almost orthogonally, this resolution however only translates into a
negligible uncertainty in the total track length. Thus, the path length uncertainty
should be well below σL < 0.1 cm. Given a typical track length of 2.5m− 5.0m the
path length uncertainty is significantly less impactful than the other uncertainties.

4.3.2 MRPC Working Principle

A resistive plate chamber (RPC) in its simplest configuration consists of two
parallel high-voltage plates, two additional parallel plates made of a high-resistive
material (typically glass, Bakelite or ceramics) and a gas gap in between. A net
of spacers, typically made from fishing lines, keeps the gas gap open and the
resistive plates at a uniform distance. One distinguishes between two general
types of RPCs: Trigger-RPCs with a single large gap and timing or multi-gap
RPCs (MRPCs), with multiple smaller gaps, divided by additional resistive plates.
This work concerns timing MRPCs. The high-voltage electrodes produce a strong
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Figure 4.6: Schematic view of an MRPC in single stack configuration. Source: [61]
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constant electric field inside the gas gap. On the outside of the high-voltage plates,
read-out electrodes pick up the induced image of moving electrical charges inside
the gas gap to generate a signal which is read-out by the front-end electronics
(FEE). The entire detector is contained in a gas volume surrounded by a housing
box.

  

Figure 4.7: Left: Photograph of an electron avalanche
in a cloud chamber. Right: Schematic distribution of
charges inside the avalanche. Negative electrons are
concentrated at the tip of the avalanche, while positive
ions slowly drift in the opposite direction. Source: [62]

Signal generation in an (m)RPC
starts when an incoming par-
ticle ionizes the gas in the
gas gap. A minimum ion-
izing particle loses on aver-
age 2 MeV cm2

g
, normalized to

the density of the gas. This
corresponds to about 8 pri-
mary ionizations per traversed
centimeter of typical RPC gas
[63]. In the constant electric
field generated by the high-
voltage electrodes, the elec-
trons knocked out during the
initial scattering are acceler-
ated towards the anode plate.
The electrons will soon them-
selves gather enough momen-
tum that they can ionize gas
atoms with which they scatter.
The electrons freed from these
secondary collisions are of course also accelerated and ionize further gas atoms.
An exponentially growing gas avalanche forms which is moving towards the
anode. The positively charged ions drift, slowly, due to their much higher mass,
towards the cathode.

As the electrons of the avalanche are constantly accelerated by the field and
decelerated in the collisions with gas atoms, the avalanche moves at a constant drift
velocity. The drift velocity depends on the mass of the charge carriers (electrons
in this case), the electric field strength, and the density of the gas. A typical drift
velocity for the electron avalanche in an MRPC is vdrift ≈ 200µm

ns
[61]. The total

number of electrons in an avalanche as function of the drift distance x can be
described by an exponential function of the form:

n(x) = nprim · e
∫
α(x)dx (4.6)

The exponential coefficient is called the first Townsend-coefficient α(x). It
depends the local electric field and the gas mixture in the gap. In the constant field
of an MRPC, the Townsend-coefficient in generally does not depend on x unless
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the field is significantly distorted by the presence of other avalanches at very
high rates. Once an avalanche reaches a certain size, the so-called Raether-limit
(around 109 electrons) [62], the space charge of the avalanche starts to distort the
electric field significantly. This field distortion can lead an increased emission of
long-range real photons which can be ionizing by themselves. These photons can
be reabsorbed far away from the avalanche and start new avalanches uncorrelated
to the primary particle. When reabsorbed close to the development axis of the
avalanche, they may ionize electrons behind the avalanche, in the most extreme
case on the surface of the cathode glass plate. These electrons create significant
secondary avalanches whose signal is merged with the primary avalanche into
a so-called streamer signal. Due to the significantly higher charge per incoming
primary particle, streamer signals reduce the electric field significantly at their
location. Thus, the streamer probability should be low for a high rate MRPC. Here,
the name-giving resistive plates come into play. Once the avalanche reaches the
resistive plate, it discharges. The electric charge of the avalanche slowly diffuses
through the resistive plate and neutralizes with positive charges from the other
side of the next gap or the HV electrode. The resistivity of the plate determines
how quickly this process happens and thus how quickly the electric field in the
MRPC is restored. MRPCs with a lower resistivity of the resistive plates have
therefore a higher rate capability. The resistivity of the plates depends on the bulk
resistivity of the plate material and the thickness of the plates.

As the high-resistive plates are permeable to high frequency signals, the moving
avalanche inside an RPC gap can induce a signal directly in the read-out electronics
on the outer sides of the RPC. There are two different types of geometry for the
read-out electrodes, on which the spatial resolution of the MRPC depends. One
consists of rectangular shaped metallic read-out pads that are connected to an
individual FEE channel at one point on the pad. This geometry has the advantage
of a high granularity, which makes it easier to distinguish nearby hits in the same
event. The disadvantage is a higher required number of read-out channels and an
unknown delay due to the signal travel time from the projection of the avalanche
to the read-out point on the pad. This delay requires additional corrections to
avoid spoiling the time resolution of the MRPC. The position resolution of the pad
geometry depends the width d of the pads in x and y direction:

σpad,x =
dx√
12

, σpad,y =
dy√
12

(4.7)

Typical pad sizes vary from 2 cm to 6 cm.
Alternatively, the read-out electrodes can consist of parallel metallic strips which

are read out by individual read-out channels on both sides. The strips have a
typical pitch (distance between strip centers) of 1 cm− 2 cm and a length equal to
the length of the MRPC. The induced signal travels to both sides of the strip and is
read out there. The position of the avalanche along the strip (conventionally called
the local y position of the hit) and the arrival time of the hit can then be calculated
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from the arrival times on the two sides of the strip:

y =
t1 − t0

2
· vsignal, thit =

t1 + t0
2

+ c (4.8)

here, t1 and t2 are the arrival times on the signals on the two sides of the strips,
vsignal is the signal velocity along the strip and c is a constant delay depending
on signal velocity and strip length which will be absorbed into calibration offsets.
Furthermore, the convention that side 0 is the right side of the strip and side 1 is the
left side of the strip 1 will be used. For a strip MRPC, the resolution in x direction
(across the strips) depends also on the width of the strip. The resolution in y
direction depends, as the signals on both sides originate from the same avalanche,
only on the resolution of the read-out electronics:

σstrip,x =
dx√
12

, σstrip,y =
σFEE · vsignal√

2
(4.9)

As modern read-out electronics have time resolutions below 50 ps and signal
velocities on the strip are typically vsignal ≈ 2/3 ·c, strip MRPCs usually have better
spatial resolutions than pad MRPCs.

The time resolution of an MRPC (per gap) can be estimated as [64]:

σt =
1.28

(α− η) · vdrift
(4.10)

  

Figure 4.8: Schematic view of an MRPC in double
stack architecture. Adapted from: [61]

Here, α is the first Townsend-
coefficient, vdrift is the drift ve-
locity of the avalanche and η
is the attachment coefficient,
which describes the loss of
avalanche electrons to the re-
absorption by gas atoms. One
defines the effective Townsend
coefficient αeff = α − η to de-
scribe the avalanche growth
analogue to Eq. 4.6 includ-
ing the electron reattachment
effect. As both the (effective)
Townsend-coefficient and the
drift velocity increase with a
higher electric field, the field
strength in the gap is the most important parameter for a good MRPC time resolu-
tion.

1when looking at the MRPC with positive x axis phasing upwards and the z axis pointing towards
the observer (right-handed coordinates)
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For for MRPCs, the main component gas in the gas gap is usually a gas with
high electronegativity. Typical choices are freon or tetrafluoroethane. Compared to
the gases used in other detector types, such gases have a small effective Townsend-
coefficient due to the re-absorption of free electrons by fluorine atoms. On the one
hand, this gas choice delays the signal generation, but on the other hand provides
a high dielectric strength which allows to apply high electric fields without spark
formation. These gases are often mixed with a photon quencher (isobutane) and
a delta electron absorber (sulfur hexaflouride). Sulfur hexaflouride, as the gas
with the highest dielectric strength also helps to increase the applied electric
field and thus improves the time resolution. The photon quencher is typically a
more complex molecule with a large number of transition frequencies for a broad
photon absorption cross-section. In eTOF, the used gas mixture is 94.5%C2H2F4,
5%C4H10 and 0.5%SF6.

The efficiency of an RPC on the number of primary ionizations in a small region
of the gap closest to the positive electrode. Only in this efficient region, a primary
ionization has enough time to grow into an signal above discrimination threshold
before neutralizing on the resistive plate. The size of the efficient region depends
on the effective Townsend coefficient. If the gap size is increased at a given field
strength, the efficient region is also enlarged accordingly. However, the charge
per avalanche increases exponentially with the gap size. This charge has to be
replenished through the HV electrodes to conserve the electric field in the gap.
This process is limited by the power of the HV supply and the resistivity of the HV
electrode. A large gap size thus limits the rate capability of an RPC. By using RPCs
with multiple narrow gaps (MRPCs), the signal from the individual gaps add up,
creating a larger total efficient region. The total charge of an average avalanche in
this case increases linearly with number of gaps, circumventing the exponential
increase with the size of a single gap. The signal from each gap can also be seen as
an independent measurement of the arrival time of the primary particle. Thus, by
using multiple gaps the total time resolution of the MRPC improves.

Another option to increase the number of gaps for a given available total high-
voltage is a so-called double stack architecture. Here, two MRPCs are stacked
inverted towards each other, such that they have a common HV polarity in the
center and the opposite polarity on the outside. This way, half of the total high-
voltage can be applied to each side of the double stack. The signals from the
read-out electrodes are then merged in a three-way junction before the read-out
electronics.

4.3.3 Prototype MRPC2 THU

The Tsinghua-type MRPCs used in eTOF are prototypes for the MRPC2 of CBM,
which will be used in the intermediate rate region, with a rate requirement of
10kHz/cm2. Such a high rate capability is not achievable with normal soda lime
float glass resistive plates at room temperature. Instead, a specialized low-resistive
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glass has been developed at Tsinghua University, Beijing [65]. This black, opaque
glass has a bulk resistivity of ≈ 1010Ω/cm compared to a typical bulk resistivity of
≈ 1012Ω/cm for conventional float glass.

The THU-type MRPCs have a double stack architecture with 2 × 4 gas gaps with
a gap size of 250µm. The 2 × 5 glass plates are polished down to 0.7mm. Nylon
fishing line is wrapped around 5 pins on each side in a Z-like shape between
each of the plates to ensure a uniform gap size. The fishing line layout can be
seen in Figure 4.9. The outside of the outermost plates of each stack are covered
by a colloidal graphite spray HV electrode. The read-out electrodes consist of
32 copper strips on PCBs on each side of a stack. The central PCB has read-out
strips on both sides. The strips have a length of 27 cm, width of 7mm and a gap of
3mm between them. This gives the MRPC a nominal active area of 32 cm × 27 cm.
The read-out strips are designed with a simulated wave impedance of 50Ω. For
stabilization of the outer PCBs, a 6mm thick honeycomb structure is added on
the outer side. On the side of the first read-out strip, glass, PCB and honeycomb
extend slightly beyond the active area. A hole is drilled through the PCB and
honeycomb to allow to glue the high-voltage connection to the HV electrode with
carbon tape. A detailed description of the detector design can be found in the
production readiness review [66].

At an operating high-voltage of ±5.2 kV (applied to positive and negative HV
electrode of each stack), which was used for most of eTOF operation, the resulting
electric field is 104 kV/cm. At this high-voltage, the MRPC prototype has shown
to have a time resolution of σtof < 62 ps and an efficiency ϵ ≈ 93% [67] (Note:
The cited cosmic test was performed with the CBM gas mixture of 90%C2H2F4,
5%C4H10 and 5%SF6.).

Figure 4.9: A THU-type MRPC3a during
assembly with the fishing line layout visible.
Source: [68]

Figure 4.10: A THU-type MRPC3a fully
assembled. Source: [68]
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4.3.4 Prototype MRPC3 USTC

The USTC-type MRPCs in eTOF are prototypes for the CBM MRPC3bs. They
cover a region with a rate requirement below 2.5 kHz/cm2. This requirement can
be fulfilled by the significantly cheaper float glass, given that it is thin enough.

Figure 4.11: Image of a USTC-type MRPC
during assembly with the fishing line struc-
ture visible. Source: [66]

The USTC-type MRPCs are build in
a 2 × 5 gap double stack architecture
with a gap size of 230µm. In the float
glass process, the glass plates can be
created with a thickness of only 280µm.
The thin glass plates however need
more support structure in the form of a
denser fishing line layout. The fishing
lines are arranged in parallel line with
a distance of 2 cm (see 4.11). Analogous
to the THU-type counters, the read-out
electrodes consist of 7mm wide read-
out strips with a 3mm gap in between
them and a length of 27 cm on three PCBs. Consequential, the active area is also
32 cm × 27 cm and the design impedance is 50Ω. The high-voltage electrodes con-
sists of a graphite layer on the outer side of the outer two glass plates of each stack.
This graphite layer is insulated against the PCB by a Kapton foil. A 30mm × 4mm
copper pad in a cut-out in the Kapton foil on the side of the first read-out strip
serves as high-voltage connection on which the wiring is soldered. A detailed
description of the detector design can be found in the production readiness review
[66].

Due to the smaller gap size, the USTC-type counters require a higher electric
field than the THU-type counters to reach plateau efficiency. At an operating
high-voltage of ±6.4 kV (applied to positive and negative HV electrode of each
stack), which was used for most of eTOF operation, the resulting electric field
is 111.3 kV/cm. At this high-voltage, the MRPC prototype has shown to have a
time resolution of σtof < 56 ps and an efficiency ϵ ≈ 99% [67] (Note: The cited
cosmic test was performed with the CBM gas mixture of 90%C2H2F4, 5%C4H10

and 5%SF6.).

4.4 Front-End Electronics

4.4.1 PADI

The first step of MRPC read-out in eTOF is the pre-amplifier and discriminator
(PADI) chip. PADI is a custom development project started for the CBM-TOF
MRPCs. eTOF uses the version PADI-X. A block diagram of the chip can be seen
in Figure 4.12. The chip has 8 channel and consists of two main stages. The first
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stage is the pre-amplifier stage with an amplification factor of 251, a bandwidth of
411MHz and a noise level around 5mVrms [69].

Figure 4.12: Simplified block diagram of
PADI X. Source: [69]

Afterwards, a constant threshold dis-
criminator converts the amplified ana-
log signal into a digital low voltage dif-
ferential signal (LVDS) with a width
equal to the time over threshold of the
analog signal. An applied threshold
voltage lowers the baseline voltage at
the discriminator by the same amount.
A pulse is discriminated until it crosses
the zero-line. The threshold voltage can
be adjusted over a range of ±750mV
through an SPI control interface. This
allows also to discriminate input with
inverse polarity. For a typical MRPC
input signal of ≈ 30mVpeak, PADI has a leading edge time resolution of ≈ 20 ps
([70], see Figure 4.13).

Figure 4.13: Time resolution of PADI
8/X for different attenuation settings of a
250 mV input pulse. The black line most
closely resembles a typical MRPC signal of
≈ 30mV . Source: [69]

Figure 4.14: Single-ended input resistance
of PADI 8/X as function of the external
resistor setting. The differential input re-
sistance corresponds to twice this value.
A clear saturation at Rin = 50Ω single-
ended or Rin = 100Ω differential is ob-
served Source: [70]

PADI has fully differential input channels with an adjustable input impedance
by an external resistor. With PADI-X, measurements show that the input resistance
can not be adjusted to a differential impedance below 100Ω. Impedance matching
with the 50Ω differential impedance of the eTOF MRPCs is instead achieved with
a parallel resistor to ground (Compare Figure 4.14).
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Figure 4.15: Block diagram of the GET4 ASIC Source: [71]

The initial version of PADI-X has been shown to withstand pulses smaller than
a width of 20ns and a pulse height of 40V in laboratory tests. After the PADI
damage events during eTOF operations in 2019 (see Chapter 6.3), an additional
protection cell, type ESD113-B1, was mounted in parallel to each input channel to
increase overload protection.

For eTOF, 4 PADI chips have been placed onto a common FEE board with 32
channel, matching the read-out of one side of an MRPC.

4.4.2 GET4

The second stage of the eTOF FEE is the "GSI event-driven time to digital converter
with four channels", short GET4 [71]. Like PADI, it is a dedicated development
for CBM-TOF. GET4 is a radiation-hard application specific integrated circuit
(AISC) chip to survive the high radiation environment of the CBM-TOF wall. The
specialty of GET4 is the free-streaming trigger-less read-out. GET4 digitizes the
LVDS output of PADI by measuring the leading edge zero crossing and falling
edge zero crossing of the LVDS signal and calculating the time over threshold
(ToT) on chip. In eTOF, the chip is operated at a clock frequency of 160MHz,
which corresponds to a granularity of the coarse time counter of 6.25ns. GET4 has
an internal 12 Bit coarse time counter, which consequently overflows every 25.6µs.
Whenever this occurs GET4 sends out a separate epoch message with the state of
its internal epoch counter. As the internal epoch counter has 24 bits, this allows
for a dynamic time range of ≈ 430 s.

At the heart of the TDC core is a delay chain with 112 delay elements (in the
version used in eTOF). The delay elements are used to interpolate the arrival
time of an input signal between clock ticks to determine the so-called fine time.
Given clock frequency in eTOF, a fine time granularity of 6.25ns/112 ≈ 55.8 ps
and a corresponding theoretical time resolution of 55.8 ps√

12
≈ 16.2 ps is achieved. In

practice, the delay elements are not exactly equally spaced in time. This leads to an
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(integral) non-linearity between the measured fine time and the actual arrival time
of a signal. The measured integral non-linearities in GET4 of the fine time bins are
below 0.6 bins (compare Figure 4.16). Without correcting the non-linearities, a time
resolution of σt < 27 ps is measured (see Figure 4.17). The delay chain provides a
history of 6.25ns into a 2-part hit register, each covering a 3.25ns half clock cycle
for each channel. As the two parts can store one independent hit, the dead time of
a GET4 channel is at worst 3.25ns.

Figure 4.16: Measured integral non-
linearities of GET4 fine time bins. On
the X-axis, the 112 fine time bins are
shown. The Y-axis shows the integral non-
linearities of a given bin, i.e. the displace-
ment of the bin center time compared to
the linear expectation in units of fine time
bins (55.8 ps). The integral non-linearities
are determined by adding up the differ-
ential non-linearities of all previous bins.
Differential non-linearities are determined
by the number of entries in a given time
bin compared to the average when a large
number of time-uniform input signals (e.g.
white noise) are applied. The integral non-
linearities in GET4 are small compared to
FPGA TDCs. Source: [71]

.

Figure 4.17: Measured distribution of the
time difference between the arrival of a com-
mon LVDS signal on two GET4 chips. A
time resolution of 27 ps is achieved under
lab conditions. Source: [71]

From the hit registers, leading and falling edges of the hits are determined and
the time over threshold (ToT) is calculated on the chip. The 8 bit ToT value can
be adjusted to reflect different ToT ranges. In eTOF, each of the 256 ToT bins
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represents 0.2ns. The hits are then converted into a 30 bit internal data word
and stored in eight separate read-out FIFOs, one for each hit register of the four
channel. Each FIFO can store up to 7 hits plus one epoch message and are read out
by and eight piece token ring read-out. GET4 communicates with the back-end
data acquisition system via a serial link. A 32 bit GET4 hit message contains
(counting from the least significant bit):

• 8 bit ToT value

• 7 bit fine time value

• 12 bit coarse time value

• 2 bit GET4 channel address

• 1 bit delay-lock-loop lock flag

• 2 bit hit message header

If a FIFO becomes full, hit messages are dropped, and a FIFO full error message
is sent instead. This way, data loss is guaranteed to be known. All GET4 error mes-
sages are inserted into the data stream and, in the case of bandwidth limitations,
take priority over hit messages.

eTOF contains 1728 GET4 chips, placed into PCB boards with 8 chips each, for
one side of each counter. To keep the timing information of all chips synchronous,
a sync signal from a common clock source is inserted into the GET4s. Upon
receiving the sync signal, the internal coarse time counter is reset to zero on the
next clock edge. The sync signal can be sent at any multiple of 4096 clock cycles
(25.6µs), thus, once a counter is in sync, the coarse time counter will be at 4095
when receiving the sync signal. Otherwise, an "out of sync" error message is send.
If GET4 receives a command to restart itself, it will re-synchronize to the system
on the next sync signal, resetting the coarse time counter to zero. During the
coarse time counter re-synchronization, the epoch counter is also updated to any
previously received epoch sync initialization value. If the current epoch value
differs by more than one from the initialization value, an epoch sync error message
is issued.

The configuration of GET4 is done via a separate slow control interface. It
allows, among other options, to adjust time over threshold settings, reinitialize the
GET4, reset the epoch counter to a given value and bit rate of the serial link. GET4
contains also an SPI master that controls the SPI interfaces of PADI and allows
setting of thresholds through GET4s slow control interface.

4.5 Data Path

After the GET4, the eTOF data from one side of a module are routed into a first
concentrator stage on the module’s backplane, the GBTX (= Gigabit transmitter
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Figure 4.18: The eTOF DAQ and clocking system. With courtesy: J. Frühauf

[72]). The GBTX is a CERN-developed radiation-hard, high-bandwidth ASIC chip
to interface optical and analogue links. It implements a bi-directional link with an
FPGA board (the gDPB) located outside the radiation environment. Both the data
stream from the FEE and the slow control stream to the GET4s are routed over
these optical links. The GBTX is data-agnostic to both of these streams.

The 6 GBTX of one sector are connected to one gDPB (= GET4 data processing
board). The gDPB is a firmware-based system implemented on the AFCK board
(= Advanced FMC carrier board Kintex [73]). The AFCK is an open source carrier
board for a Xilinx Kintex 7 FPGA, available over the Open Hardware Repository
(OHW). Field programmable gate arrays (FPGA) are collections of small adjustable
individual logic blocks which can be combined into complex logic circuits accord-
ing to a hardware description file (firmware). The circuitry can be adjusted by
simply loading a new firmware onto the FPGA. This technology keeps the com-
ponent development time and cost low, but at the trade-off of higher price per
chip and lower radiation hardness than AISCs with the same functionality. These
features make FPGAs good choices for high complexity, low quantity applications
like the gDPB. The Kintex 7 [74] is an FPGA with 478,000 logic blocks and a 34MB
Block Ram. The AFCK adds two standard SATA connectors as I/O interfaces to
the FPGA, two high-pin count mezzanine card connectors, a Mini-USB UART JTag
connector to update the FPGA firmware and a PCI-express connector to integrate
the AFCK into an µTCA-crate. In eTOF, all 12 AFCKs are housed in a µTCA-crate
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close to the STAR magnet, outside the magnetic field region. This crate takes care
of power management, clock and trigger distribution between the AFCKs as well
as providing an optical link to the FLIB (first level event selector interface board).
The gDPB firmware implements the following functionalities:

• A coarse time counter for the 160MHz CBM clock.

• An extended epoch counter of 32 bits for a dynamic range of ≈ 30.5h.

• Extension of GET4Messages to from 32 bit to 64 bit words. The added infor-
mation contains the address of the gDPB to allow unambiguous identification
of the channel of origin.

• For epoch messages, the extended epoch of the gDPB is included and a flag
if the epoch number in the message diverges by more than 1 from the epoch
counter of the gDPB.

• Integration of STAR trigger messages into the data stream. The STAR trigger
tokens are send by the STAR trigger system to each gDPB. The arrival time
of the token at the gDPB is registered on the coarse time clock. A special
trigger message, including trigger ID, STAR trigger time and CBM trigger
coarse time is added to the data stream.

• Micro-slice building. A µslice is a self-contained data structure including hit,
error and epoch messages from all FEES connected to the gDPB, as well as
potential STAR trigger message from a given time interval. In eTOF, each
µSlice corresponds to a time interval of 1.024ms [75].

• Transmission of µSlice via 10Gbit optical fiber to the back-end DAQ.

• Distribution of slow control commands to the corresponding FEEs.

• Automatic reconfiguration and synchronization of FEEs with epoch mis-
matches. This is triggered if an epoch message is received from a GET4
which differs in its epoch counter by more than 1 from the internal epoch
counter of the gDPB. Reconfiguration takes a few seconds during which the
GET4 is considered inactive.

• Activation status of each connected GET4 is logged in each epoch and added
as a system message into the data stream ("pattern message").

The final hardware stage of the eTOF data acquisition chain is the FLIB (FLES
interface board [76]), a custom FPGA PCI-Express card developed for the first-level
event selector (FLES) of CBM. The FLIB receives µSlices and is directly able to
transfer them to the PC memory, circumventing the bottleneck of the PCs CPU. In
eTOF, two FLIB cards collect the data from six gDPBs (and six sectors respectively)
in one DAQ PC (called etofin001). On this PC, the µSlices are merged into time
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Figure 4.19: Scheme of the interconnections between STAR and eTOF clocking systems.
With courtesy: J. Frühauf [77]

slices (TS). Time slices contain multiple consecutive µSlices from all gDPBs (In case
of eTOF: Ten µslices per TS). To ensure that all events are completely contained
within one TS, one µSlices overlaps between consecutive TS. eTOF events are build
in parallel event building processes from the time slices. The algorithm for event
building in eTOF is simple: When a STAR trigger token is found in a time slice, the
time period of ttrigger − 2.5µs < tmessage < ttrigger + 0.5µs is considered an event.
All data messages, system messages and error messages from this time period as
well as the trigger message are then sent to the unified STAR DAQ and included
in a STAR raw event.

4.5.1 Timing Synchronization System

The eTOF clock system runs as a slave to the STAR main clock. A custom interface
PCB provides the 40MHz STAR clock, the STAR reset signal and the trigger token
input to the eTOF system. The eTOF main clock is a CLOSY (= Clock Synthesizer)
developed at GSI for CBM. It receives the STAR 40MHz clock signal as external
input. CLOSY generates a 40MHz "CBM" clock signal, which is fed back into the
interface PCB and the sync signal which is distributed directly to the FEEs on the
MRPC modules. In addition to the sync, a 160MHz external clock signal can be
provided directly to the FEEs. However, this option has not been used during
BES-II operation. From the interface PCB the trigger token, sync and reset signals
are distributed to all the gDPBs through a set of separate distribution boards. The
CBM clock is provided to a SiLabs clock generator add-on PCB on the gDPBs. This
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Figure 4.20: Schematic view of the eTOF clock distribution system. With courtesy: I.
Deppner [78]

additional clock generator creates the required clock domains for the gDPB, as well
as a 120MHz clock for the GBTX boards. The GBTX boards receive this 120MHz
through their optical connections from the gDPB and generate a 160MHz internal
clock, which is distributed to the FEEs. This clock replaces the optional external
clock directly from the CLOSY. Figures 4.19 and 4.20 illustrate this system.

To further control the synchronization of the system, a pulse signal is generated
from the STAR trigger token in the gDPB. This pulser signal is routed through the
GBTX to the first channel of the first GET4 on each FEE card (Left side of strip 1
and right side of strip 32 on each MRPC). The signal is registered and digitized in
the GET4 channel. The resulting pulser digi (see Chapter 5.2) in the data stream
can be recognized due to its characteristic ToT and delayed arrival after the trigger
time (see Chapter 5.3.2). Comparing the time difference between pulser digis from
different parts of the system allows to analyze the electronic resolution and to
detect timing shifts in between components, provided that these shifts occur on
the level of at least and entire MRPC side.
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5 Software Development and Calibrations

This chapter contains a detailed function description of the eTOF software for
calibration and data reconstruction. It is also intended as a reference for future
maintainers and developers. As such, it delves to a level of detail that is not
required for the further understanding of this thesis. Chapter 5.1 and 5.2 will
provide an overview over the STARROOT framework and the data structures for
eTOF. Chapter 5.3 will provide an in-depth description of the eTOF reconstruction
software, which consists of the following classes:

• StETofDigiMaker, which converts DAQ messages from individual electronic
channels into StETofDigi data objects.

• StETofCalibMaker, which applies various timing and ToT calibrations to the
data.

• StETofHitMaker, which merges StETofDigi objects into position-resolved
hit-clusters.

• and StETofMatchMaker, which matches eTOF hits to TPC tracks.

Chapter 5.4 will finally provide an in-depth algorithmic description of the data
calibration procedure for eTOF.

A simplified overview over the eTOF software is shown in Figure 5.1.

5.1 StRoot and StMakers

The analysis and reconstruction software of STAR is mainly based on the StRoot
library, an extension of the CERN ROOT library.

StRoot has two main event structures: The "StEvent" class and the "StMuDst"
class (= micro data structure). StEvent contains the full information collected
by the STAR data acquisition system (as available in the raw DAQ files). It is
needed for the production and calibration of STAR’s raw tracking data. It contains
an event header and "St[subsystem-name]Collection" objects for each subsystem.
Each Collection contains again a subsystem event header and vectors of pointers to
the subsystem specific detector data objects. "StMuDst" is a slimmed down version
of the "StEvent" for quicker processing. The total memory size is reduced approx-
imately by a factor of six compared to "StEvent" data. It varies from subsystem
to subsystem which information is propagated into the MuDsts. The main data
reduction comes from the omission of individual track points and short tracks (be-
low 11 track points) in the TPC. For eTOF, the full event information is contained
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Figure 5.1: Simplified diagram of the reconstruction and calibration software for eTOF.
Blue squares represent data containers, while Green squares represent StMaker-derived
classes. Black arrows show the main data reconstruction path: GET4 data messages are
converted into StETofDigis, calibrated in the StETofHitMaker and merged into StETofHits
in the StETofHitMaker. The StETofHits are then matched to StTracks from the TPC in the
StETofMatchMaker. The PID information from those matches is saved into the StETof-
PidTraits attached to the tracks. Red arrows show the calibration path: StETofQAMaker
generates an extensive set of QA histograms, from which a calibration is created and stored
in an SQL database. StETofCalibMaker then reads calibration values from this database or
a local file and applies it to Digis in the next iteration.

in the MuDsts, such that calibration and reproduction can always be done from the
MuDst level. Additionally, the "StPicoDst" data structure exists, which is a further
reduction compared to MuDsts. StPicoDsts are derived from the ROOT TTree class
and do not rely on the full StRoot library, but on the independent "StPico" library.
StPicoDsts are the data structure which is most commonly used in STAR physics
analysis. As such, they contain primarily information useful in final analysis
and neglect calibration and hardware information. This provides a significant
improvement in processing time, however, re-calibrations from StPicoDst-level
are usually no longer possible.

The core of the reconstruction software is the so-called "big full chain" (bfc),
initialized by the macro "bfc.C". It is derived from the "TChain" class of ROOT
and operates as a chain of StMaker objects on a collection of events. A "StMaker"
is an object which processes "StEvent", "StMuDst" or "StPicoDst" files. It contains
methods to initialize itself ("init()"), initialize specific runs("initRun(runnumber)"),
process events ("make()"), finalize specific runs ("finishRun(runnumber)") and
finish itself ("finish()"). The "bfc", once provided with a list of input files and a list
of makers, calls the "init()" method of each maker, then opens input files and calles
the "initRun(runnumber)" method for the runnumber of the current run in the
current input file. Than, it loops over each event in the current input file and calls
the "make()" function of each maker on the current event. Once all events in the
current input file are processed, the next input file is opened. If the new input file
belongs to a different run than the previous file, "finishRun(runnumber)" for the
old run and again "initRun(new_runnumber)" is called for each StMaker before
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the events in the new input file are processed. Once all input files are processed,
"finishRun()" for the final run followed by "finish()" is called for all makers. Then,
the chain is over.

5.2 eTOF Data Structures

eTOF data reconstruction is processed in three steps: First, the conversion, map-
ping and calibration of the primary GET4 messages. Second, the merging of
individual channel signals into 2-d localized hits on the detector surface. And
third, the matching of hits to TPC tracks and calculation of PID traits like mass and
velocity. Each of these steps corresponds to a separate data structures. "StETofDigi"
for single channel signals, "StETofHit" for reconstructed detector hit and "StETof-
PidTraits" for the track matches. Analogue, a MuDst version exists for each of
these classes, "StMuETofDigi", "StMuETofHit" and "StMuETofPidTraits" and a
picoDst version for hits and pid traits, "StPicoETofHit" "StPicoETofPidTraits". The
MuDst and picoDst versions only differ in some internal storage formats from the
StEvent version and are functionally identical.

The StETofDigi class contains the following information (here given through the
corresponding getter methods):

• rawTime(): Full GET4 time stamp including epoch time.

• calibTime(): calibrated time with offset and walk calibrations applied.

• rawTot(): GET4 ToT value in bins.

• calibTot(): gain calibrated ToT, converted to nanoseconds.

• sector(): sector of the MRPC of origin, correponding the STAR TPC sectors.
Starting with sector 13 at the top and counting up counter-clockwise.

• zPlane(): Z-Plane of the MRPC of origin, corresponding to the module
inside the sector. Module 1 is the center module of the sector, closest to the
interaction point. Module 2 is counter-clockwise, Module 3 is clock-wise of
the sector center.

• counter(): MRPC of origin inside the module. Counter 1 is closest to the
beam-line, counting outwards.

• strip(): MRPC read-out strip of origin. Strip 1 is closest to the beam-line,
counting outwards.

• side(): side of the MRPC strip of the GET4 channel of origin. Side 0 is
clockwise of the detector center when looking from the interaction point,
side 1 is counter-clockwise.
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• elChan(): electronic channel of the GET4 chip. Ranges from 0-3.

• GET4Id(): GET4 number inside the current gDPB. Ranges from 0-143.

• rocId(): hexadecimal address of the gDPB of origin. Maps directly to sector().

• associatedHit(): After hit reconstruction, used as forward link (pointer) to
the reconstructed hit in which this digi was used.

The StETofHit class contains the follwing information (here given through the
corresponding getter methods):

• sector(): Analogue to StETofDigi.

• zPlane(): Analogue to StETofDigi.

• counter(): Analogue to StETofDigi.

• time(): Best estimate of the arrival time of the hit, calculated from all con-
tributing digi times and trucated to the 51.2µs STAR bTOF clock range.

• totalTot: Total ToT of all contributing digis.

• cluster size(): Number of single strip hits merged into this hit. Corresponds
to half the number of contributing digis.

• localX(): reconstructed X-position of the hit in the local reference frame of
the counter. (0,0) corrsponds to the center of the detector, negative X-values
are closer towards the beam axis, positive X-values are further outwards.

• localY(): reconstructed Y-position of the hit in the local reference frame of the
counter. (0,0) corrsponds to the center of the detector, negative Y-values are
clockwise of the center, positive X-values are counter-clockwise of the center.

• associatedTrack(): After track matching, used as forward link (pointer) to
the StTrack object (TPC track) to which this hit was matched.

• idTruth(): For monte-carlo simulations only: track id of the true MC-track of
origin.

• qaTruth(): For monte-carlo simulations only: fraction of ToT coming from
the true MC-track, in case hits have been wrongly reconstructed from more
than one MC interaction.

The StETofPidTraits class contains the following information (here given through
the corresponding getter methods):

• etofHit(): Backwards link (pointer) to the matched eTOF hit.
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• thetaLocal(): Angle of incident of the track projection onto the detector
surface, relative to the detector normal. An angle of zero degree correponds
to perpendicular hit.

• deltaX(): Distance between projected track intersection and local hit in the
local X-direction of the MRPC.

• deltaY(): Distance between projected track intersection and local hit in the
local Y-direction of the MRPC.

• position(): Three-vector with the position of the hit in the global STAR
reference frame.

• timeOfFlight(): time difference between the event start time and the time of
the hit.

• pathLength(): Distance between the origin of the track and the tracks inter-
section with the MRPC surface along the helical track trajectory.

• beta(): relativistic calculated velocity of the particle, as fraction of the speed
of light.

Additionally, each event also contains an StETofHeader with event-wide infor-
mation. Those are (again, given through the corresponding getter methods):

• trgGdpbFullTime(): Time of the trigger token measured by the gDPBs (epoch
and clock-cylce time, without fine time), decided by majority of gDPBs.

• trgSTARFullTime(): STAR clock time of the trigger token provided by the
trigger token, decided by majority of gDPBs.

• rocGdpbTs(): maps gDPB hex adresses to the individual times of the trigger
token as measured by those gDPBs.

• rocStarTs(): maps gDPB hex adresses to the STAR clock time of the trigger
token as received by those gDPBs.

• starToken(): Trigger identifier of the STAR trigger token.

• starDaqCmdIn(): STAR DAQ command in this event1. Not used in eTOF
software.

• starTrgCmdIn(): STAR trigger command in this event1. Not used in eTOF
software.

• eventStatusFlag(): Indicates truncated event when maximal size is exceeded
or events when parts of eTOF missed the trigger signal.

1compare: https://www.star.bnl.gov/public/daq/RunControlDocs2011.pdf
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• mismatchFlagVec(): Vector with a flag for each GET4. If the flag is set, the
corresponding GET4 was inactive during this event, either due to an epoch
mismatch or an ongoing GET4 restart procedure.

• goodEventFlagVec (): Vector with a flag for each Counter. If the flag is set,
this counter had no inactive GET4s in this event and received valid pulser
signal on both sides.

5.3 eTOF Data Production Chain

5.3.1 StETofDigiMaker

The first step of eTOF data production is the StETofDigiMaker. It is the only part of
the chain which directly reads in raw DAQ files. DAQ files are a stream of gDPB
messages already separated into events by the event builders on the eTOF DAQ PC.
An event in DAQ file contains all messages in the time span of −2.5µs to +0.5µs
around a received STAR trigger token. Its purpose is to convert this stream of
messages into StROOT compatible data objects and generate the StETofCollection
structure for later makers to act on. It is able to write both StEvent and MuDst
files as output. Its Init(), FinishRun() and Finish() methods only return the success
flag. InitRun() only initializes a hardware map to convert GET4 identifiers into
sectors, modules, counters and channel. The Make() method generates a new
StETofCollection object of the event and then loops over all messages in the event
in the following logic:

• If the message is a hit message, convert it into an StETofDigi and store it into
the collection

• If the message is a trigger message, store it in a temporary vector

• If the message is a system message corresponding to a GET4 status flag pat-
tern message, convert the bit indices of the message to geometrical addresses
using the hardware map and fill the corresponding entries of mismatch-
FlagVec.

• ignore all other system messages

Once all individual messages have been treated, the StETofHeader is filled from
the temporary trigger message vector and the mismatchFlagVec. Afterwards, the
created event is checked for memory issues.

5.3.2 StETofCalibMaker

Unfortunate named, the main purpose of StETofCalibMaker is not to make a
calibration, but to apply it to eTOF data. It is the first step of eTOF data processing.
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The Init() method initializes control histograms. InitRun() initializes access to
calibration and geometry information from either a database or local parameter
file. This information contains:

• A map from electronic channels to hardware addresses.

• A timing window setting relative to the trigger time to cut down more
precisely on the interaction time then the intial 3µs window in the DAQ
files.

• Signal velocity parameters for each counters to convert time differences
between both ends of a strip into a local Y-position.

• Digi time offset calibration values for each channel.

• Run-specific shifts in digi times for on counter-level.

• Digi time walk calibration values for each channel.

The make() method then applies the calibration in the following logic:

• Access StETofDigi collection and StETofHeader from file.

• Reset Digis to contain only raw information if they have been previously
calibrated (The calibration usually requires multiple iterations).

• Decide on a common trigger time and run reset time based on the most
common occurrences between all gDPBs. The run reset time is the measured
time on each gDPB the arrival of the reset signal from the STAR bTOF clock.
A reset is send at the beginning of each STAR run. Trigger time is the
measured time on each gDPB the arrival event trigger token.

• Apply electronics to hardware mapping to all digis.

• Flag potential candidates for pulser digis based on their ToT value and
timing relative to the trigger.

• Calculate the pulser offsets for all counters based on the pulser digi candi-
dates ( corresponding to the method calculatePulserOffsets() ).

– Loop over pulser candidates and find best fitting pulser digi for each
counter based on the deviation in time and ToT from the nominal values
for the pulser digis. Exclude the picked digis from hit building.

– Compare time of the three pulsers inside each GBTX. Time differences
between those three pulsers are saved between events. If one of them
jumped by a 6.25ns coarse time clock cycle, this can be detected and
corrected. If pulsers jump by different time intervals or jump frequently,
they are marked as instable and ignored for further corrections. The
proper time for an instable pulser is then reconstructed from the saved
time differences and the other two pulsers.
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– Calculate time difference between the corrected pulsers on each counter
and a chosen reference pulser and compared to average values from ten
previous event. 6.25ns clock jumps of full GBTX boards are corrected
this way.

– Save fully corrected pulser times for each counter.

• Fill the StETofHeader::goodEventFlagVec() based on the presence of both
pulser digis and the absence of any mismatch flags from StETofHeader::mismatchFlagVec()
on each counter.

• Check for potentially duplicated digis due to gDPB firmware issues and
reset then to raw information. They are thus ignored by the further chain.

• For all digis inside the reduced timing window, the calibToT member is filled
with a gain-corrected ToT.

• For all digis inside the reduced timing window, the calibTime member is
filled with the calibrated time.

• Calibrated time contains the following corrections (each subtracted):

– Common reset time of the run.

– Corrected Pulser offset to reference time.

– Calibration time offsets for each specific channel.

– Walk calibration time offsets depending on digi ToT.

The finishRun() method clears the intermediate storages for the calibration
and geometry information. The finish() method only writes the collected QA
histograms to a separate histogram output file.

5.3.3 StETofHitMaker

The third step of the reconstruction chain is the StETofHitMaker. Its purpose is to
relate the FEE signals in form of digis to geometrical particle crossing positions and
times. The algorithm for the reconstruction of StETofHits has been adapted from
the procedure developed by Norbert Herrmann for CBM over the recent years.
It consists of two major steps: Matching of digi pairs on both sides into single
strip hits and combining hits close in time and position into clusters. Additionally,
an algorithm to detect and correct clock jumps of individual GET4s has been
implemented.

In detail, the makers core methods operate as following: init() only again initial-
izes a set of QA histograms, which are written into a separate histogram output
file at the end of the processing in the finish() method. initRun() initializes pa-
rameter access from database or local files. The relevant parameters to this maker
are a cluster building radius, a software dead time, a maximum Y-position (up
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Figure 5.2: Distribution of Digi usage in hit reconstruction. Example of of a THU counter
in the

√
s = 7.7GeV FXT run in 2019.

until which a hit is considered to be correctly on the detector surface) and signal
velocities for each counter. Additionally, this method also initializes a map with a
preferred direction of clock-jumps for each counter.

The main hit reconstruction algorithm in the make() method and its sub-routines
operates as following:

• Access eTOF data containers from the collection.

• Clear all existing hits from potential previous hit-building iterations.

• Fill an intermediate container mapping each strip to a vector with all digis
from both electronic channels on the sides of this strip.

• matchSides():

– Loop over all strips and access the vector with digis on this strip.

– Sort the digis in this vectors in ing order of their calibrated time.

– While the intermediate storage vector is not empty, repeat the following
steps:

* If there is only a single digi on a strip or two digis from the same
side for the strip , erase them, as there is no possible matching
partner.

* If the first two digis on the strip are from the same side, check the
third digi.

* If the third digi is again on the same side, erase the first digi start
again with the remaining vector.
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* If the third digi is on the opposite side, check if it is closer in time to
the first or the second digi. Erase the worse fitting digi of the first
two.

* If the first two digis are from different sides, calculate the Y-position
of the resulting hit from the time difference of the two digis and the
signal velocity of the counter. Is the (absolute) Y-position smaller
than the allowed maximum (typically ±15 cm for the 27 cm long
strips), construct an StETofHit object with the caluclated Y-position,
an X-position correponding to the center of the current strip, a
cluster size on 1, the average time of both digis (modulo 51.2µs to
match the bTOF clock range), and the total ToT of both digis. Then,
save this object into an intermediate storage for the current counter,
save indices of the contained digis in the original eTOF collection
in a vector mapped to this hit index and erase the match digis from
their temporary storage vector for the strip.

* If the calculated Y-position is outside the allowed maximal range,
check if the third digi is a better fit of either of the first two digis.
If that is the case, one digi of the first physical hit was lost. As
geometrically very close physical hits with a larger time difference
then the lower limit given by the digi ToT are unlikely, it is assumed
that the second hit is an afterpulse of the first. Afterpulses typically
occur at the same position as the primary hit. Thus, the timing of
the first hit can be reconstructed from the position of the second hit
and the remaining digi from the first hit. The reconstructed first hit
is saved as above and all three digis are erased all three from the
intermediate storage vector.

* If the third digi is not a better fit for either of the first two, check if
the first two digis could form a hit on the detector surface under the
assumption that one of the GET4s on either side incurred a clock
jump by 6.25ns. If that is the case, merge them into a hit as above,
correct the clock-jump based on the clock jump direction map, flag
the hit as clock-jump candidate by adding 100 to the cluster size,
and erase the two digis afterwards. The clock jump direction map
is by default set to assume backwards clock jumps (corresponding
to missed clock edges) for each GET4. It is updated at run-time
by StETofMatchMaker based on the observed timing of eTOF hits
which are flagged as clock jumps and matched to TPC tracks (see
Chapter 5.3.4).

* If neither of those two checks allow to create a valid hit, still merge
them into a hit (as they will not have better alternatives) under the
implicit assumption that further calibration steps will shift the hit
to the correct position.

66



Figure 5.2 shows an example distribution how digis fall into the cate-
gories mentioned above.

• fillUnclusteredHitQA(): If the QA flag for StETofHitmaker is set, fill QA
histograms based on the side-matched unclustered hits produced so far.

• mergeClusters():

– Access the intermediate storage vectors with single strip hits for each
counter. As the previous loop over strips in match sides processed
the strips in ascending order, the hits in those storage vector are also
ordered in ascending order of strips (or X-position respectively).

– While there are hits in the intermediate storage vector of a counter,
repeat the following steps:

* Start with the first hit and take it as basis of a cluster.

* If the next hit is on an adjacent strip, compare the time difference
and position difference between the two hits to the maximum clus-
ter building radius. If

√
(δY/vsig)2 + δt2hit < rmax,cluster, merge them

into one hit. The cluster size is incremented, the total ToT of both
hits added added and time X-position and Y-position are averaged,
weighted with the ToT contribution of both hits. Then, merge the
vectors of contained digi indices erase the second hit from the inter-
mediate storage.

* Continue with the next hit. Check again if it this hit fits into the
cluster as above, until a hit is found that does not fit to the cluster.

* Once a next hit does no longer fit into the current cluster, write the
completed cluster hit into the final StETofHit collection and erase it
from the temporary storage vector.

* Then, continue with the next hit to form a new cluster.

• assignAssociatedHits(): After reconstructing the hits, loop over all hits,
access the vectors with associated digi indices, access each digi and set the
pointer to the associated hit.

• fillHitQA(): If the QA flag for StETofHitmaker is set, fill QA histograms
based on the final hits.

The hit building algorithm has to be redone after each calibration step to take the
updated digi calibrations into account and potentially adjust the matching of digis
into hits as well as the cluster building.
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5.3.4 StETofMatchMaker

The final step of the eTOF data reconstruction is the matching of eTOF information
to TPC tracks. This is handled in the StETofMatchMaker class. The code is
adapted from the StBTofMatchMaker class. Internally, StETofMatchMaker uses
an additional data structure, StructETofHit, to combine StETofHits information
and information about track intersections with the eTOF plane. It contains the
following data members:

• sector. Sector of the contained hit or intersection.

• plane. Module/z-plane of the contained hit or intersection.

• counter. Detector number inside the module of the contained hit or intersec-
tion.

• strip. Strip of the contained hit or intersection. Used for internal indexing of
hits and intersection.

• hit time. Calibrated time of the contained hit.

• localX. Detector-local X-position of the contained hit or intersection. Contains
the local position of the hit after matching hit and intersection.

• localY. Detector-local Y-position of the contained hit or intersection. Contains
the local position of the hit after matching hit and intersection.

• tot. Time over threshhold of the contained hit.

• cluster size. Cluster size of the contained hit.

• index2ETofHit. Index of the contained StETofHit hit in the event/MuDst
collection.

• globalPos. Three-vector of the position of the contained intersection in the
global STAR reference frame.

• trackId. Id of the intersecting global track.

• theta. Angle between the track extrapolation at the intersection and the
normal of the detector.

• matchFlag. Flag to record the ambiguity of matching. 1 - One to one match,
no ambiguity. 2 - Multiple hit candidates for a given track. 3 - Hit in overlap
region. Multiple hit candidates one different counters for the track.

• deltaX. Distance between hit and intersection in local X direction.

• deltaY. Distance between hit and intersection in local Y direction.
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• isPrimary. Flag set if the track is a primary track.

• beta. Velocity of the particle as fraction of the speed of light.

• pathlength. path length along the projected track helix from the primary
vertex to the intersection.

• tof. Time of flight of the particle between event start time and the time of the
hit.

As in the other eTOF makers, init() initiates control histograms which are written
to a separate output file in finish(). InitRun() initializes matching parameters (track
cuts on low momentum, number of TPC track points, fraction of track points
included in the fit and maximal matching distances in X and Y direction, maximum
Y-position of hits) and STAR geometry information from database or local files.
If StETofHitMaker is used in the same chain, it also sets a pointer to the instance
of the HitMaker. The make() method handles the matching of tracks to eTOF
hits in eight steps and corresponding sub-methods (the alphabetical enumeration
matches the one in the code and control histograms):

• Clean up any previously created StETofPidTraits and create a map of primary
tracks to their respective global track version.

• A. readETofDetectorHits(). Loop over all eTOF hits and check if their Y-
position is within the set maximum to be considered physical hits on the
detector. Then, copy the information of the valid hits into a StructETofHit
and push those into an intermediate hit storage vector.

• B. findTrackIntersections().

– Loop over all tracks and apply track cuts (in the validTrack( StTrack )
method) based on pseudo-rapidity, momentum, TPC hits per track and
TPC hits used in the track fit.

– Extrapolate the remaining tracks to the eTOF plain (extrapolateTrack-
ToETof()). The track extrapolation along its helical trajectory is handled
in the StHelix class. The StETofGeometry class handles intersecting
the helix with the eTOF counter planes and conversion for the global
intersection point into the counter local coordinate frame. The StETof-
Geometry::helixCrossCounter() method fills vectors crossed geometry
node ids, local and global crossing points, incident angles and path
lengths for each track.

– Fill an intermediate intersection storage vectors with intersections in
form of StructETofHit objects.

• C. matchETofHits(). Loop over the storage vector of hits. For each entry,
loop over the storage vector for intersections. If a hit and an intersection are
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on the same counter and the local distances in X and Y are smaller than the
set maximum match distances, declare this pair matched. Generate a new
StructETofHit object with the information of both (as described above) and
store it in intermediate match candidate storage vector.

• D. sortSingleMultipleHits(). This step resolves the cases of one hit being
matched to multiple tracks. First, copy the match candidate storage vector.
Then, loop over the match candidates and copy all matches to the same track
as the first one into an temporary storage vector. Then, erase them from
the copied match candidate storage vector. Then, loop over the temporary
storage vector and find the match candidate with the smallest deviation
d =

√
δX2 + δY 2 between hit and intersection. Push this best match into a

storage vector for single track matches and erase all other candidates. Repeat
this process until no matches are left in the copied storage vector.

• E. finalizeMatching(). This step resolves the remaining disambiguities in
the matching, when more than one possible match candidate exists for a
single track. First, copy the single track match storage vector. Then, again,
copy those matches that match to the same track as the first one to another
intermediate storage vector and erase them from the copied vector. Then
find the match with the smallest deviation d between hit and intersection.
Push this best match into a storage vector for final track matches and erase
all other candidates. If there is exactly one candidate for a track, assign
matchflag 1 to the match. If there are multiple possible matches to a track,
assign matchflag 2 and if there are matches on different counters, assign
matchflag 3 (overlap hit). Repeat this process again until no matches are left
in the copied storage vector. The possibility to use TPC dEdX information to
determine the best match in this step has been explored. In this case, the tof
and specific energy loss of match candidates would be compared to eight
particle hypotheses (electron, pion, kaon, proton, deuteron, triton, Helium-3
and Helium-4). If for at least one hypothesis, dEdX and TOF information
matches, this match would be preferred over matches with closer distance
but no matching particle information. This option has shown negligible
effect on the purity of the matching in Monte-Carlo simulations and was
thus omitted in the production version.

• F. fillPidTraits(). This step fills the StETofPidTraits object which will be stored
in the output file. The StGlobalTrack is accessed, the information of the
StructETofHit is copied into the StETofPidTraits object attached to the track
and a link to the matched StETofHit is set.

• G. calculatePidVariables(). The time of flight of the match is calculated from
the time of the hit and the event start time. From the TOF and the path
length between primary vertex and intersection, the relativistic velocity β is
calculated. The StETofPidTraits are updated with this information.
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• H. fillQaHistograms(). In this step, QA histograms on the final PID traits
are filled (in addition to intermediate process QA histograms which have al-
ready been filled in the previous steps). Additionally, the timing of hits with
a cluster size over 100 (flagged as clock-jump candidates in the StETofHit-
Maker) is also monitored. For these hits on each counter, a distribution of
the difference between the measured time of flight and the expectation from
the track momentum and a pion mass hypothesis (tof − tofπ) is monitored.

• checkClockJumps(). Once sufficient statistics has been accumulated in the
clock jump monitoring histogram, this method checks the tof − tofπ distri-
butions. Depending on whether there are more counts in the time region
corresponding to a clock-jump forward or backwards in time, the clock-
jump direction map is updated and propagated to the StETofHitMaker (see
Chapter 5.3.3).

5.4 Calibration Algorithms

eTOF data require extensive calibration before they are ready to use in physics
analysis. This section will describe the calibration chain and the various effects
which are corrected in the calibration process. These effects are partially intercon-
nected or can only be seen clearly once more dominant effects are corrected. For
this reason, the calibration procedure has to be iterative. For each iteration, the
chain consists of four steps:

• Running of the data reconstruction chain as described in the previous section.

• Creation of a QA file in StETofQAMaker.

• Creation of a calibration file out of the QA file with the ROOT script cali-
brate_etof.C.

• Application of this calibration file in StETofCalibMaker during next iteration
of the calibration.

5.4.1 StETofQAMaker

StETofQAMaker is another StMaker class. However, it is not part of the reconstruc-
tion chain. Instead, its purpose is to be a central collection of calibration and control
histograms. In its init() method, in the order of 10,000 control histograms are cre-
ated. The initRun() method, geometry, signal velocities and alignment information
is accessed from the data base. Additionally, containers for run-specific observ-
ables are reset. Subsequently, the histograms are filled in the make() method with
information from the previously calibrated digis, reconstructed hits and matched
PID traits. The range and binning of the calibration histogram changes in between
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the calibration steps. In early calibration steps, control histograms are typically
very wide to capture outliers. In later calibration steps the histograms (and the cor-
responding fits) narrow down for more fine-grained corrections. The finishRun()
method of StETofQAMaker fills histograms with run-specific information. The
finish() method finally write an output file containing all the QA histograms.

5.4.2 calibrate_etof.C

calibrate_etof.C is the ROOT macro in which the QA histograms from StETofQA-
Maker are fitted to extract calibration values. This macro also creates the calibration
files which are read by StETofQAMaker. It takes a QA file from StETofQAMaker
and a previously created calibration file as input . If no calibration file is provided,
a new one is created. The previously created calibration file has to contain the
calibration which was already applied to the data from which the QA histograms
were created. Furthermore, it also creates a output calibration file. It reads the
current calibration step from the input calibration file (or starts at the first one if
no input calibration file exists) and then performs the next calibration step in one
of six calibration modes. A user-adjustable array defines which calibration mode
is used in which step. The six calibration modes are:

• Mode 1: Average based position and ToT gain calibration.

• Mode 2: Single channel walk calibration.

• Mode 3: Counter-averaged timing calibration.

• Mode 4: Counter-averaged walk calibration.

• Mode 5: Single strip timing calibration.

• Mode 6: Box-fit based position and ToT gain calibration.

The different calibration modes will be explained in more detail in the following
sections. In each of this modes, a specific type of QA histogram is inspected. De-
pending on mode, these histograms are available for each counter, strip or channel.
The corresponding calibration offsets are extracted from those histograms and
added to the previously determined calibration offsets from the input calibration
file. The resulting total value is then stored in a calibration histogram and saved
in the output calibration file.

Typically, calibration starts with two iterations of mode 1 with decreasing his-
togram scale to get the hit positions well enough under control to allow for track
matching. Then, mode 3 is used to remove the coarse timing offsets between eTOF
and the STAR clock. Afterwards, mode 5 and 6 are alternated until the timing and
position are well enough under control that a counter-average walk calibration
can be applied with mode 4. If sufficient statistics is available, the calibration can
be improved by alternating modes 2, 5 and 6. The sequence will fine-tune the walk
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correction for each strip (mode 2), ensure that ToT-averaged timing of each strip is
unchanged (mode 5) and correct the small position shifts introduced by the walk
calibration (mode 6). Separating timing offsets from walk corrections in this way
allows to apply high statistics walk calibrations to data samples with insufficient
statistics.

5.4.3 Position Corrections

Figure 5.3: Position calibration histogram
of an example counter before position cor-
rection. The Y-position of hits on the de-
tector is shifted from their nominal posi-
tion (−13.5 cm < y < 13.5 cm) due to
cable length differences and clock phase dif-
ferences. A number of hits are incorrectly
reconstructed closer to y = 0 as the recon-
struction algorithm favors such positions
in case of ambiguities.

Figure 5.4: Hit position distribution of an
example counter after calibration. Hit po-
sitions are mostly confined to the nominal
counter width of −13.5 cm < y < 13.5 cm.
The first strip has an increased counting
rate as it picks up avalanches where the
glass plates are extended to the left for the
high-voltage connection.

The first step towards calibrating eTOF data is always correcting the recon-
structed hit positions. This is necessary early on to allow for a successful track
matching. Only with matched tracks, absolute time calibrations can be done. The
reconstructed position of hits on a example counter before calibration can be seen
in Figure 5.3. In this histogram, the range from −13.5 cm < y < 13.5 cm is where
the physical surface of the detector is placed in the geometry. One can see that the
main distribution of the detector hits are shifted from the center by about 50 cm.
The shift also varies slightly between the strips of the counter. Two major effects
shift cause this shifting of the hit: The major shift of all detector hits is caused by
a clock phase between the two gDPBs to which the two sides of the detector are
connected. The shifts between individual strips are due to slight differences in the
signal path length due to cabling and signal routing on the FEE PCB. One can also
observe a low background between −50 cm < y < 30 cm, which occurs due to the
hit reconstruction algorithm preferring digi pairs with a smaller time difference
to construct hits. In calibration mode 1, the calibration offset value is simply the
mean of each bin ( = strip) of this histogram. This shifts the main hit distribution
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close to zero, so that the histogram range can be reduced without the danger of
outliers falling through the scheme. The disadvantage of this simple approach
is that, if the distribution of hits along the strip is inhomogeneous, the average
is not precise enough to align the strips with a resolution below 1 cm. Thus, for
the fine calibration in calibration mode 6, a modified box function is fitted to the
projection of the hit distribution along each strip:

f(y) = N ·( erf(y+y0−d/2)·erf(y+y0+d/2) ) · pol2(y, a, b, c) + pol2(y, d, e, f) (5.1)

Figure 5.5: Fitted strip centers for each
counter after position correction. Each en-
try for one counter bin corresponds to a sin-
gle strip on that counter. The RMS for the
alignment between strips is around 1mm

Here, y is the Y-position along the
strip, erf is the error function, y0 is the
center of the box and d is the width of
the box and N is the average height of
the box. The first, multiplied, second-
order polynomial pol2(y,a,b,c) modifies
the top of the box to allow for some in-
homogeneities in the hit distribution
on the counter. The second, added,
second-order polynomial pol2(y,d,e,f),
allows to describe some background
from wrongly reconstructed hits out-
side of the edge of the counter. The box
center parameter y0 is used as the cali-
bration offset value. Yet, even with this
complex fitting function, the fit only converges reliably if proper starting parame-
ters are set. This is the reason, a coarse calibration in mode 1 has to be done first
to get the offset close to its final value. Figure 5.4 shows the result of the position
calibration. The strip centers are aligned within approximately 1mm (see Figure
5.5).

5.4.4 Timing Corrections

Time measurements have no inherent meaning without a point of reference. In
STAR, the reference point for timing measurements is the start time tstart. It repre-
sents the time of the collision in each event. The start time is constructed either by
the VPD or the bTOF (startless mode). The VPD uses the time difference between
very forward and very backward particles. These particles can be assumed to be
spectators of the collision and thus having a velocity close to the beam velocity. At
high energies for STAR (above

√
sNN ≈ 50GeV ), this system can provide a start

time resolution of ≈ 50 ps. At the lower energies in BES-II, STAR is operated in the
so-called startless mode. In this case, matched tracks which can be identified by
the dE/dX and momentum measurements of the TPC (and thus have a known
velocity) are used to extrapolate back to the time of the collision at the vertex.

eTOF is operated on a separate clock system and thus, time differences to the
start time are not meaningful without calibration. The largest effect which has to
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be corrected is the time delay between the reset of the two clocking systems. As
the eTOF clock system runs as a slave of the bTOF clock system, the reset signal
at the beginning of the run arrives with a significant delay. This shift can be as
large as several hundred nanoseconds (See Figure 5.6). While the delay is similar
across most of the eTOF system, it is prudent to correct it on a counter level to also
correct the smaller time shifts between individual eTOF counters.

Previous calibration schemes for CBM-TOF detector tests relied on three or
more layers of MRPCs to solve the equation system for time shifts of all involved
counters and track velocity. This approach is impossible in STAR as eTOF consists
for most part only of a single layer of detectors. The alternative approach used
for eTOF uses the momentum information of the TPC and assumes a pion mass
hypothesis for all tracks to calculate an expected velocity. From this expected
velocity, an expected time of arrival at the eTOF plane can be calculated:

tofπ =
L

c
·

√
1 +

m2
π

p2
, (5.2)

where L is the path length from the vertex along the extrapolated track until
the intersection with the eTOF detector plane, c is the speed of light, mπ is the
pion mass and p is the momentum measurement from the TPC. Figure 5.7 shows
difference between this expected pion time of flight and the measured time of
flight for all tracks on an example counter as function of the track momentum.

Figure 5.6: Difference between measured
time of flight and expected time of flight
with a pion mass hypothesis for matched
tracks on an example counter as function
of momentum. This figure shows the raw
time differences before calibration. A major
offset due to the reset delay can be observed.

Figure 5.7: Difference between measured
time of flight and expected time of flight
with a pion mass hypothesis for matched
tracks on an example counter as function of
momentum. This figure shows the time dif-
ferences after coarse calibration. The actual
pions are seen as a horizontal line at zero
time difference. Electrons, kaons, protons
and deuterons are visible as curved lines,
merging with the pion line for higher mo-
menta.

Since actual pions make up by far the largest fraction of the particle cocktail
in a collision at BES-II energies, the pion peak in this distribution can be used to
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determine the calibration offsets. For a coarse calibration (calibration mode 3),
simply the position of the maximum bin of this distribution (projected onto the
Y-axis) is used as calibration offset.

For the finer calibration (calibration mode 5), simply picking the maximum bin
of the distribution is no longer sufficient as the targeted alignment is better than
peak width. The peak has to be fitted with a Gaussian distribution. In order to
obtain an approximately Gaussian peak shape that can be reliably fitted, only
tracks in the momentum range of 0.5GeV/c < p < 3GeV/c are considered. This
cut ensures that the low-energy region with multiple scattering and high energy
loss is excluded and that protons are still well separated from the pion peak. Kaons
merge into the pion peak for momenta above 1GeV/c, but their lower production
yield ensures that the resulting distortion of the peak shape is small. At this level,
it is also no longer sufficient to apply this calibration at the counter level. Time
offsets between individual strips have to be corrected as well. Figure 5.8 shows the
offsets for the strips of an example counter after coarse calibration, but before fine
calibration. Time shifts of up to 200 ps, mainly due to signal path length differences
between FEE channels, can be observed.

Figure 5.8: Difference between measured
time of flight and expected time of flight
with a pion mass hypothesis for matched
tracks on each strip of an example counter.
Track momentum is restricted to the range
of 0.5GeV/c < p < 3GeV/c. This fig-
ure shows the time differences after coarse
calibration. Significant offsets between the
different strips can be observed.

Figure 5.9: Difference between measured
time of flight and expected time of flight
with a pion mass hypothesis for matched
tracks on each strip of an example counter
after calibration. Track momentum is re-
stricted to the range of 0.5GeV/c < p <
3GeV/c. The alignment of the peaks is bet-
ter than 10 ps RMS.

The calibration offset for the fine calibration is determined as the center of a
Gaussian fit around the pion peak. To ensure that the fit is not disturbed by the
kaonic tail towards higher time differences, the fit range is restricted to a small
region around the maximum. Figure 5.9 shows tof − tofπ of each strip of the same
example counter after fine calibration. The alignment of the timing peaks is better
than 10 ps.
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5.4.5 Walk Corrections

Figure 5.10: Visualization of the time walk
effect. When discriminated at a constant
threshold, larger signals are detected earlier
(T1) than smaller signals (T2), even if the
signal development started at the same time.
Adapted from: [79]

The time walk (or slewing) effect is a
feature of any constant threshold dis-
criminator such as PADI. Smaller sig-
nals are registered with a larger de-
lay compared to larger signals due to
their slower signal growth before reach-
ing the threshold (compare Figure 5.10).
Walk correction is the final, most deli-
cate step of the eTOF calibration. With-
out it, eTOF can reach a system time res-
olution below 120 ps, but it is needed
to push the system toward the target
resolution of 80 ps.

For the calibration, the walk effect
translates to a dependence of the mea-
sured digi time on the time over thresh-
old of the digi. The time of a digi also
depends on the Y-position of the ini-
tial hit (i.e. the signal travel time along
the strip). When correcting for this ef-
fect, one relies on the reconstructed Y-
position of the hit, which depends on the time of the digis of both sides. Thus the
walk delay is also influenced by the walk delay of the opposite digi. If both digis
on the two sides of a strip have similar ToT, this is not an issue. However, for hits
with largely different digi ToT, this leads to a smearing of the observed dependency.
In practical terms, the walk correction histogram shows the difference between
reconstructed time of the hit and the pion expectation (tof − tofπ) depending on
the ToT of the digi on one side of the detector. An example can be seen in Figure
5.11.

The same track selection criteria apply as for the timing in calibration mode
5. The determination of the calibration offsets in the walk calibration is done
in a similar way to the strip-wise time calibration: The time offset distribution
is for each bin in ToT is fitted with a constrained Gaussian function around the
maximum. The center parameter of this Gaussian function is used as calibration
offset. A walk offset is stored for 25 ToT bins for each channel. As the time walk
effect depends on the analog pulse shape and pre-amplifier gains vary slightly
from channel to channel, the walk correction in principle has to be done for each
channel separately. However, determining the offsets for each channel requires
high statistics, more than typically available in a calibration pre-production. Thus,
the determination of the walk offset is done in two granularities: In calibration
mode 4, all matched tracks from one counter are included in the calibration
histogram and the same offsets are applied to all channels. In calibration mode

77



Figure 5.11: Counter-averaged walk effect
before calibration for an example counter.
On the X-Axis, the raw ToT of sin-
gle digis in GET4-bins (corresponding to
200 ps/bin) is plotted. The Y-Axis shows
tof − tofπ for the associated hits. An his-
togram entry is filled for each digi in a hit.

Figure 5.12: Counter-averaged walk effect
after calibration for an example counter. On
the X-Axis, the raw ToT of single digis in
GET4-bins (corresponding to 200 ps/bin)
is plotted. The Y-Axis shows tof − tofπ for
the associated hits. An histogram entry is
filled for each digi in a hit. Post-calibration
RMS of the Gaussian fit center parameters
is ≈ 10 ps

2, a calibration histogram is filled for each channel separately. A full channel-by-
channel walk calibration can be done with the full production of one dataset and
then applied in a later reproduction or future datasets. As the walk effect is a
pure hardware feature it is not assumed to change between datasets, assuming
the timing correction is well separated. For datasets where this is not possible, the
counter-averaged walk calibration provides a serviceable alternative with only a
minor trade-off in performance.

5.4.6 Alignment Corrections

The position correction adjusts the hit positions with respect to the geometry.
However, the eTOF geometry itself may still be misaligned with respect to the TPC.
Such a misalignment is visible as a systematic displacement of the extrapolated
track intersections from their respective hits. The extrapolation of the track towards
eTOF requires momentum and magnetic field information, the alignment also
depends on the calibration of the TPC and may change accordingly.

Figure 5.13 shows an example of a misaligned counter along its local Y-coordinate.
The peak of the ∆Y distribution between hit and intersection is shifted by ≈ 1 cm
towards negative values. The track matching uses a large maximum matching
distance of |∆Y | < 7 cm to allow to match hits and intersections even on severely
misaligned counters. In a separate macro, pl_geometry.C, the peak of this dis-
tribution is fitted with a Gaussian function and the center of this fit is used as
calibration offset.

This procedure is done for each counter in X- and Y-direction. The calibration
offsets are saved into a geometry database and applied to the position of the
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Figure 5.13: Difference in local Y-position
between matched hits and projected track
intersections on an example counter, before
alignment correction. Maximum allowed
matching distance is |∆Y | < 7 cm.

Figure 5.14: Difference in local Y-position
between matched hits and projected track
intersections on an example counter, after
alignment correction. The changes in peak
shape between before and after the align-
ment are due to the repeated matching pro-
cess and other calibration (position, walk)
which have been done in between.

counter upon initialization of the geometry. A constant offset in Z direction is
applied for THU-type counters to adjust for a slight difference in module design
that is otherwise taken into account in the geometry.

5.4.7 Run-by-Run Offset Calibrations

One unfortunate feature of eTOF’s DAQ system is that clock phase shifts between
the different DAQ electronic elements and the bTOF clock are not recovered exactly
after a DAQ restart. This limits longevity of a produced calibration. In periods
with frequent DAQ restarts, the available statistics between restarts may also be
insufficient to produce a calibration with good quality. eTOF DAQ restarts are not
visible from the data stream, but it is ensured during the beam-time that DAQ
restarts can only happen in between runs. Thus, the clock phase shifts translate
into timing and position shifts between individual runs, which must be corrected
before statistics-intensive fine calibrations are done. It has been observed that
most shifts occur between the bTOF start time and the complete eTOF system. The
second most common class of clock phase shifts occurs on the level of GBTX boards,
corresponding to one side of a full module. This class of shifts also leads to shifts
in the Y-position of hits on those counters. Shifts on individual counters are less
common, but have been observed, nevertheless. To avoid manually disentangling
those cases, the resulting correction has to be done on single counter and single
run level. Figure 5.15 and 5.16 show the position and time shifts of an example
counter during the 2019 FXT campaign.

The calibration offsets are determined from such histograms in a separate macro,
calibrate_RbR_offsets.C. The correction of the hit position shifts closely follows
procedure in the position fine calibration (calibration mode 6). The projection of the
hit position for a single run is fitted with a box function and the center of the box
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Figure 5.15: Hit position shifts between
runs for an example counter over the course
of the 2019 FXT campaign. The X-axis de-
notes the individual runs. The first two
digits correspond to the day in the year and
the later two digits to the run on that day.
Empty bins on the X axis are non-existing
runs. The Y-axis shows the Y-position of all
hits on the counter. Bins with less than 100
entries are not shown for better readability.

Figure 5.16: Timing shifts between runs for
an example counter over the course of the
2019 FXT campaign. The X-axis denotes
the individual runs. The first two digits cor-
respond to the day in the year and the later
two digits to the run on that day. Empty
bins on the X axis are non-existing runs.
The Y-axis shows tof − tofπ for all track
matches on the counter. The Y-axis has been
re-binned and bins with fewer than 100 en-
tries are not shown for better readability.

is used as calibration offset. The time correction in turn follows the procedure for
the fine time calibration (calibration mode 5). The peak of the projected tof − tofπ
distribution for each run is fitted with a constrained Gaussian function and the
center parameter from the fit is taken as calibration offset. However, due to the
limited statistics available in a production sample of a single run, all tracks have
to be taken into account. The run-by-run calibration offsets for both time and
position are written into a calibration histogram for each run and stored in a
common calibration file separate from the other calibration parameters. When
committing the local files to the STAR database, a separate database entry is
generated for each run and the run-specific time and position offsets are added to
the global time and position offsets.
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6 eTOF during Beam Energy Scan II

6.1 Datasets

This chapter aims to provide a brief chronological overview of the eTOF data-
taking during BES-II. It will also document the special conditions on the detector
in each run period as a reference for later analysis works.

A single sector of eTOF (sector 18) was installed during the 2018 STAR iso-
bar run for DAQ integration tests. The full installation of eTOF was completed
before the start of the BES-II campaign in November 2018. The final BES-II data
taking with eTOF ended in July 2021. During this time, eTOF was included in the
following STAR physics runs:

Start End Production Setup
√
s Number

date date tag [GeV] of events
25.03.19 03.04.19 production_19GeV_2019 COL 19 580M
04.04.19 03.06.19 production_14p5GeV_2019 COL 14.5 320M

10.12.19 24.02.20 production_11p5GeV_2020 COL 11.5 230M
28.01.20 29.01.20 production_31p2GeV_fixedTarget_2020 FXT 7.7 100M
01.02.20 02.02.20 production_19p5GeV_fixedTarget_2020 FXT 6.2 100M
02.02.20 03.02.20 production_13p5GeV_fixedTarget_2020 FXT 5.2 100M
04.02.20 05.02.20 production_7p3GeV_fixedTarget_2020 FXT 4.5 100M
13.02.20 14.02.20 production_5p75GeV_fixedTarget_2020 FXT 3.5 100M
30.01.20 01.09.20 production_9p2GeV_2020 COL 9.2 160M
29.07.20 14.09.20 production_26p5GeV_fixedTarget_2020 FXT 7.2 320M

31.01.21 01.05.21 production_7p7GeV_2021 COL 7.7 100M
01.04.21 28.06.21 production_3p85GeV_fixedTarget_2021 FXT 3.0 2B
06.05.21 06.05.21 production_44p5GeV_fixedTarget_2021 FXT 9.2 50M
06.05.21 07.05.21 production_70GeV_fixedTarget_2021 FXT 11.5 50M
08.05.21 08.05.21 production_100GeV_fixedTarget_2021 FXT 13.7 50M

During the STAR high-energy proton-proton campaign in 2022, eTOF partici-
pated in multiple additional runs for detector quality assurance, but it was not
consistently part of the physics data taking.
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6.2 Changes in Operation Conditions

After the full installation in 2019, eTOF was first operated at a cautious high-
voltage setting of ±5400V and ±4900V for USTC and THU-type counters, respec-
tively. The first data taking period of the 19.6GeV run showed a reduced efficiency
due to this. On 27.03.19, the high-voltages of the USTC-type counters were raised
to ±6000V , and on the 04.04.19 to ±6200V . This setting was kept until the end of
the 2019 beam-time period. During all of the beam time in 2019, a gas mixture of
90% R134a and 10% iso-buthane was used.

On 09.04.19 (day 99) a beam loss event at RHIC during a maintenance period
hit eTOF. 47 pre-amplifier channels of eTOF were permanently destroyed after-
wards. Further pre-amplifier damage events on 12.04.19 and 20.04.19 destroyed
approximately one-third of all pre-amplifier channels in eTOF. The MRPCs closest
to the beam-line were most affected. Afterwards, eTOF was declared inoperable
for the remainder of the 2019 beam-time.

In early November 2019, eTOF underwent extensive repairs. All PADI pre-
amplifier boards were replaced. The new boards contain an additional ESD
protection diode in parallel to the PADI input to avoid damage similar to the
events in early 2019. To reduce the likelihood of electronics damage from dis-
charges in the MRPC further, the gas mixture was also adjusted to include 0.5%
sulfur-hexaflouride as additional avalanche quencher. The high-voltages of eTOF
detectors were consequently adjusted to ±6300V for USTC-type MRPCs and
±5200V for THU-type MRPCs. This high-voltage setting was maintained for the
remainder of BES-II.

eTOF performed stably during the 11.5GeV collider run in 2020 and the FXT
program in spring. However, on 19.02.20, another beam event occurred. Unlike
2019, pre-amplifier channel were not completely destroyed, but continued to
function at a reduced efficiency. A more extensive look at these beam events will
be taken in Chapter 6.3. eTOF’s effective efficiency remained constant during the
9.2GeV collider run. A final pre-amplifier damage event occurred on 09.09.20.
Approximately 15% of all eTOF pre-amplifier channels showed various degrees of
reduced efficiency afterwards.

During the 2021 beam time, eTOF was operated under the same conditions as in
2020 and performed consistently. No further damage events occurred during this
beam time. However, control runs in 2022 show significant further deterioration
of the pre-amplifiers during STAR’s 200GeV collider beam time.

6.3 Pre-Amplifier Damages

As mentioned in Chapter 6.2, eTOF’s PADI pre-amplifiers suffered multiple dam-
age events.
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6.3.1 2019 PADI Damage Events

During April 2019, multiple successive beam-related events fully destroyed ap-
proximately one-third of all pre-amplifier channels. Figures 6.1 to 6.4 show the
state of the eTOF system as seen from the online run monitoring plots. The STAR
online run monitor automatically samples between 1000 and 2000 events from
each run and processes them during runtime to generate overview histograms to
assess the state of all sub-detectors.

The shown histograms depict the number of digis in each channel of eTOF in the
run sample, so-called digi density plots. Unrelated to the pre-amplifier damage,
certain GBTX (empty columns in the digi density plots) and FEE cards (1/3 empty
columns in the digi density plots) had to be disabled due to synchronization
problems.

The damage event on 09.04.2019 can be clearly correlated with an "unexpected
beam abort" in RHIC as noted by the shift crew in the STAR electronic shift log:

"- At 7:10am, while ramping up voltages in our detector for the current
fill(RHIC Fill # 22970), "unexpected beam abort" happened. We then
brought down the detectors. "[80]

The shift crew further noted:

[...] "we noticed some single channels on the digi density plot that had
either 0 counts or far too many." [80]

These single empty, almost empty or hot channels can be clearly seen in the digi
density plots over the following days (see Figure 6.2). The majority of those
damaged channels are on the counters closest to the beam-line (channels 1-32 on
each GBTX). The hot channels were disabled in the following days to avoid DAQ
issues due to the high channel rate.

Also the second damage event, on 12.04.2019, is related to a beam abort. The
shift crew noted:

"MCR1 lost the beam before a planned dump. They need access for
repairs of the problematic injector. [...] During the unexpected beam
dump a few minutes ago all HV regions in the ETOF tripped off except
region 4 negative."[80]

Figure 6.3 shows the state of the system after this second damage event. The
MRPCs closest to the beam (lower third of the histogram) are severely damaged.
In addition to a large number of empty channels, the density of digis on the
remaining channels in this region is varying by one order of magnitude. As the
incoming particle rate should be constant across regions of equal pseudo-rapidity
(which closely translates to the channel number in GBTX), such a fine-grained

1MCR = machine control room
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Figure 6.1 Figure 6.2

Figure 6.3 Figure 6.4

"Digi density" plots from eTOF online monitoring, showing the number of digis on each
channel of eTOF in a sample of 1000-2000 events for each run. X-Axis: GBTX address,
given as sector-module-side. Y-Axis: Channel number inside GBTX. Figure 6.1: Example
run from 05.04.19, before damage events. Figure 6.2: Example run from 10.04.19, after
first damage events. Figure 6.3: Example run from 14.04.19, after second damage event.
Figure 6.4: Example run from 20.04.19, when eTOF was declared non-operational.
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Figure 6.5: Current at each eTOF HV supply unit during the time period of the 2019
PADI damage events in mA.

high variance cannot reflect actual particle flux. It suggests a similar variance in
single channel efficiency. Indeed, the most affected counters have also shown a
significantly reduced track matching efficiency. The counters furthest from the
beam are much less affected, but a significant variance in digi density can also be
seen here.

In the early morning of 20.04.2019, the shift crew noted another beam dump
event:

"Cathode and Anode on TPC tripped due to an unexpected beam
dump. For cathode: ramped the voltage down to 0, reset the interlocks,
ramped the voltage back up. Fo anode: cleared all trips, ramped
voltage to 0.

eTOF tripped due to unexpected beam dump. Voltage to dropped to 0.
We turn the high-voltage off and turn it on back to standby."[80]

Figure 6.4 shows the state of eTOF after this event. Approximately one in three
channels are empty and a large fraction of the remainder is damaged to varying
degrees. eTOF was declared inoperable for physics data taking shortly after this
event.

Figure 6.5 shows the current drawn from the eTOF HV supply over the full time
period of the damage events. The damage event on 09.04.2019 can be seen clearly
as a series of significant power spikes. Slightly smaller spikes in the days before,
however, did not lead to similar damage. The later damage events on 12.04.2019
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and 20.04.2019 can be seen as series of small spikes. A large spike above 20mA,
as seen in the previous event, is not observed. This is likely due to the discharge
happening so quickly that internal safety fuse of the HV supply tripped, as noted
by the shift crew.

After the end of the 2019 beam period, in November 2019, all PADI pre-amplifier
cards have been replaced. The damaged pre-amplifiers were studied at GSI by J.
Frühauf and I. Deppner. According to this analysis, the damaged channels fall
into the following categories:

• Threshold control damaged and baseline voltage stuck at zero. The chip
registers signals at the noise level, leading to excessive data rates.

• Threshold control damaged and baseline voltage stuck at the maximal nega-
tive setting (−650mV ). This setting corresponds to the maximal threshold
setting of PADI. Small input signals are discriminated and the efficiency of
the channel is thus reduced.

• Baseline voltage stuck below the maximal negative settings. This corre-
sponds to an even further reduced efficiency and requires more extensive
damage to the chip.

• Pre-amplifier input stage destroyed. The channel shows no reaction to input
pulses anymore, resulting in an empty channel.

The observed damages could be reproduced with generated pulses of ≈ 40V at
the input stages. This scenario is compatible with a nearly instantaneous discharge
of the electric field of the MRPC through the pre-amplifier input. This could be
caused by direct exposure of the MRPC to the spray from the beam hitting nearby
material.

To avoid a repetition of such damage, the replacement FEE cards installed in
November 2019 were equipped with an overcharge protection diode parallel to the
per-amplifier input. Additionally, the gas mixture was adjusted to contain 0.5%
sulphur-hexafloride, a strong electron quencher, to reduce the induced charge on
the pre-amplifier per incoming particle.

6.3.2 2020 PADI Damage Events

The repairs after the 2019 beam period were successful in preventing the full
destruction of the pre-amplifiers channels as they had been observed in the 2019
run. No empty channels have been observed during the 2020 beam operation.
Offline analysis shows eTOF performed without issues from December 2019 to
mid February 2020. However, offline analysis showed that after 19.02.20, the
distribution of hits on eTOF counters less homogeneous between strips. A large
number of channels show a significantly lower number of digis than their immedi-
ate neighbors. As opposed to the damage in 2019, this issue is less severe on the
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Figure 6.6: Current draw (in mA) for each eTOF HV supply unit during the time period
of February 2020 damage events.

affected channels and not immediately recognizable from the (logarithmic) digi
density plots.

The change in performance can be traced to an event between 16:00 and 16:30 on
19.02.20. Figure 6.6 shows the currents drawn by all eTOF HV supply units during
this time frame. Multiple current spikes can be seen in this period. Curiously,
this event happened during a detector maintenance period. No ions in the beam-
line are recorded by the RHIC beam monitoring. bTOF and most other STAR
sub-detectors see no corresponding current spikes. Only on the TPC field cage,
similar current spikes can be seen during this time. eTOF was set to stand-by high-
voltages for the remainder of the maintenance period by the detector operators
after this event.

Figure 6.7 shows the difference before and after the event on an example counter.
Afterwards (red line), at least 19 channels on this counter show significantly
fewer entries relative to their neighbors than before. It is clearly recognizable that
this is a single channel effect, no pattern of four or eight neighboring channels
(corresponding to full GET4 or full PADI chips respectively) are visible. The
pattern of low hit channels remains visible with small fluctuations until the end of
the 9.2GeV COL run period. It can thus be assumed to be a permanent damage.

To quantify this change on the full system, the number of channels with un-
usually low digi is compared. A low digi channel is defined for this purpose to
have fewer than 80% of digis in a given time frame (one run or one data file in a
run) compared to the plateau value of the counter. This counter plateau value is
calculated as the average of the channels with the third to sixth highest entries on
the counter. The two channels with the highest entries are omitted as the channels
connected to the first strip on a counter typically show approximately twice as
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Figure 6.7: Performance difference before and after the damage event on 19.02.20 for
an example counter. On the X-axis, the channel on the RPC is shown. Channel 1-32
correspond to the left side of the counter, Channel 33-46 to the right side of the counter.
On the Y-axis, the relative number of digis in each channel is shown. The Y-axis has been
normalized to the same number of total digis for both runs. The blue line shows the last
run before the maintenance period, the red line the first run after the damage.

many hits as other channels and would thus distort the average. The threshold
of 80% of this plateau value is chosen to account for the normal differences be-
tween channels on a counter, mostly due to the pseudo-rapidity dependence of
the incoming particle flux.

The following analysis has been done using data from the fast offline production
of the respective runs. Fast offline data is a subset of ≈ 8000 events for each run
which have been produced within two days after the data taking for early quality
assurance. For most of BES-II the status bit, which documents the activity of a
GET4 TDC in a given even (see Chapter 6.4.1), has not been included in the fast
offline data. It is therefore not directly possible to distinguish between a low digi
channel due to GET4 inactivity and other causes.

Figures 6.8 and 6.9 show the number of those low digi channels before and after
the damage event on 19.02.20.

During the FXT running, fewer than 250 channels are typically counted as low
digi channels due to GET4 inactivity. The distribution of low digi channels on
the counters loosely follows the average GET4 inactivity fraction on the counters
(compare figures 6.8 and 6.13). In March 2020 and following, more than 1000 addi-
tional low hit channels are found. Sector 23 and 24 (counter 90 - 108) are especially
affected. On average, low digi channels have 58.6% of the digis compared to the
counters plateau value on USTC-type counters and 67.7% on THU-type counters.

Figure 6.10 shows further insight into the distribution of low hit channels:

• The top left panel shows that THU counters are less affected than USTC
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Figure 6.8: Number of low digi channels for
each eTOF counter during 2020 31.2GeV
FXT data (averaged over two days of run-
ning), before the damage event. This serves
as baseline for GET4 inactivity related low
hit channels. Other fixed target runs show
similar numbers of low hit channel.

Figure 6.9: Number of low digi channel
for each eTOF counter in March 2020 dur-
ing 9.2 GeV collider data taking (day 66,
March 6th), after the damage event. Ap-
proximately 1000 more low hit channels
are visible compared to fixed target data.

counters. 25% of all low hit channels are on THU counter, which make up
one third of all channels of eTOF. Since THU counters are operated at a lower
high-voltage and thus less energy is stored in the MRPCs’ electric field, this
observation is consistent with a hypothesis that the damage is caused by a
discharge of the electric field partially through the pre-amplifier.

• The top right panel shows that counters closer to the beam took more than
twice as much damage compared to counters furthest away from the beam.
This is consistent with the observations from 2019, when the damage was
caused by a field discharge due to high beam-induced particle flux. However,
this assumption is inconsistent with the absence of beam in RHIC during the
19.02.2020 event as reported by the RHIC beam monitor.

• Bottom left panel shows the pseudo-rapidity dependence of the digi density.
This is represented by the normalized amount of digis in each channel of
a module, averaged over all modules. The error bars indicate the variance
between the modules for a given channel. The counter closest to the beam
(channels 1-32) show a much larger error bars due to the high amount of low
digi channels. The channels furthest away from the beam show very small
error bars, indicating a uniform behavior between the different channels. A
wave-like pattern can be seen, especially on the second and third counter in
each module, with a period of 8 channels. This indicates that the observed
low digi channels are related to the internal structure of the PADI chip. The
outer channels (1 and 8) of each PADI chip are less affected by the damage
than the center channels. Unrelated to the low digi issue, the first two
channels of each counter in a module shows approximately twice as many
digis as the other channels, likely due to the differing detector geometry on
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Figure 6.10: Top left: Fraction and total number of low hit channels between USTC
and THU counters after the damage event on 19.02.20. Top right: Fraction and Total
number of low hit channels separated by the detector number in the modules. Detector
placement 1 refers to the counter closest to the beam, 3 is furthest away from the beam.
Bottom left: Normalized number of digis in each channel in the modules, averaged across
all modules and both sides. Channel 1 at most forward pseudo-rapidity, channel 96 is
closest to mid-rapidity. Bottom right: Total number of low hit channels in each sector
and fraction of each sector with low hit channels.
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this edge.

• Bottom right panel shows that not all sectors are affected equally. Sector 23
and 24 are damaged more severely. Shortly after this event, module 23-1 also
had to be taken out of the run due to extreme dark currents.

After the end of the 2020 beam period, on 09.09.20, a second damage event has
been observed. During this time, STAR was taking cosmic data while RHIC was
developing machine settings for coherent electron cooling (CEC). Multiple current
spikes can be seen on eTOF and also on bTOF. Feedback from the accelerator
operators indicate that heavy ion bunches were accidentally injected into RHIC
and lost. In the aftermath of this second event, 2207 low digi channels have been
found, 1507 channels on USTC-type counters and 620 on THU-type counters. This
condition remained constant throughout the entire duration of the 2021 beam-
time. The damage is more uniformly distributed than in the event of 19.02.20.
On average, low digi channels have in 2021 60.1% of the digis compared to the
counters plateau value on USTC-type counters and 64.6% on THU-type counters.
This is similar to the channels damaged in February 2020. The relative efficiency
reduction δϵ of USTC and THU-type counters compared to the start of 2019 can be
estimated as:

δϵ =
1

Ntotal

·Nlow digi · (1− ϵlow digi) (6.1)

where Ntotal is the total number of channels of each type (4608 for USTC-type
counters and 2304 for THU-type counters), Nlow digi is the number of low digi
channels of this type and ϵlow digi their average fraction of digis relative to the
plateau. Using this, a relative efficiency reduction of 12.9% for the USTC-type part
and 9.5% for the THU part of the system is estimated. The matching efficiency
(see Chapter 7.2 for a complete definition) reduced from 68.5% to 59.7% for USTC
counters and from 69.4% to 64.3% for THU counters. This corresponds to a
relative efficiency reduction of 13.3% and 8.2%, respectively. These numbers align
closely with the above estimate from the raw number of digis per channel. This
shows that the low digi channels are indeed affected by a reduction in signal
detection efficiency and not just a reduction in noise counts.

During the 2021 beam period, no further damage events have been observed.
The BES-II program has been completed in 2021. eTOF was not part of the high
energy collision at

√
s = 200GeV program in 2022. The damage taken in 2020

has been simulated by PADI developer M. Ciobanu and more destructive tests
have been performed by J. Frühauf. It was found that even with the added
protection diode, PADI could be damaged by repeated extremely large pulses
(U = 400V, ToT = 100ns, f = 10Hz compared to typical MRPC pulses of U ≈
30mV, ToT ≈ 1.5ns, f ≈ 100Hz) [81]. The such induced damage causes an low
resistance connection between the positive PADI input and ground. The negative
part of PADI’s differential input is largely unaffected. This leads to smaller signals
at the discrimination stage, resulting in a lower efficiency, as observed in the data.
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The CBM-TOF group has attempted to reproduce the PADI damage at mCBM.
An MRPC was tested both in direct exposure to the beam and directly behind a
thick target to induce beam fragmentation. Even at the highest mCBM interaction
rates, no PADIs have been damaged in a similar way as at RHIC [82].

Figure 6.11: Top: PADI input protection
scheme for 2020-2022 runs. Bottom: im-
proved PADI input protection scheme for
2023 run. With Courtesy: J. Frühauf.

Figure 6.12: Input resistance of multiple
PADI test channels after injection of a se-
ries of 8kV input pulses. Resistance drop
indicated lasting damage to the PADI chan-
nel. Top: PADIs with 2020 protection
scheme. Bottom: PADIs with 2023 pro-
tection scheme. With Courtesy: J. Frühauf.

In order to ensure the stability of CBM’s future DAQ system, an improved
protection scheme has been developed and tested at GSI. The schematics of this
scheme and the one used in 2020-2022 can be seen Figure 6.11. Two additional ESD
protection diodes have been added, one parallel to the existing one and one after
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the coupling capacitor in front of the input of PADI. Figure 6.12 shows the results
of destructive tests on both versions with an 8 kV input pulse. In the old scheme,
most channels are suffering damage (as seen from the loss of input resistance to
ground) after approximately ten shots from the charge gun. A high variability can
be seen in the susceptibility for different channels. With the new scheme, the first
damage occurs after 50 shots.

6.4 DAQ Stability

6.4.1 GET4 Inactivity

One of the main goals of the eTOF project from the perspective of CBM-TOF was
to test the stability and synchronization of its DAQ chain in a large system. eTOF
with its 1728 individual GET4 chips and multiple month continuous runtime in
each year of BES-II provides ample opportunity for this. As such a large system is
difficult to maintain synchronized, eTOF features an automatic detection of epoch
mismatches in GET4s and re-synchronization of those. An epoch mismatch is
issued in the gDPB if it receives an epoch message from any GET4 which differs
from its own internal epoch counter by more than one count. The gDPB will then
send a GET4 restart command via slow control to this GET4. Upon receiving its
next sync signal, this GET4 will reset its coarse time counter and set its epoch
counter to the proper value (see chapters 4.4.2 and 4.5). From 2020 on-wards,
eTOF logs for each GET4, if it has an epoch mismatch or is in an ongoing recovery
process in a given event ("status bit", see Chapter 5.2).

This section will present an analysis of distribution and correlations of these
status bits on the example of the 2020 FXT data. The dataset covers a sample of
3.7M events from 170 runs taken over a period of 9 days (with a 7 day interruption
in between). In this sample, 163M out of a total of 6443M status bits are set, a
fraction of ≈ 2.5%. 12M calibrated digis (excluding pulser digis) are found on
GET4s in events with the status bit set, compared to a total of 2494M (non-pulser)
digis found in the sample, a fraction of only ≈ 0.5%. A set status bit thus correlates
with an average reduction of ≈ 80% in digi data volume from the corresponding
GET4. One can thus assume a GET4 with a set status bit to be inactive in a given
event. Consequently, the inactivity fraction of a GET4 will be considered to equal
to the percentage of its status bits set.

Figure 6.13 shows the distribution of set status bits (as fraction of possibly set
status bits) on all eTOF counters. The majority of counters shows little impact
from epoch mismatches and reconfiguration with inactivity fraction < 2%. In
contrast, counter 96 (corresponding to detector 1 in module 3 of sector 23) is
inactive for more than 60%. In this case, the high GET4 inactivity is correlated
with an abnormally high dark current on this counter which led to an electric
short shortly after this data was taken. The MRPC was subsequently deactivated
for the remainder of the 2020 beam-time and replaced for the 2021 data taking
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Figure 6.13: Average percentage of status bits (epoch mismatch or reconfiguration) set on
each eTOF counter in the 2020 FXT data sample. The counter number on the X-axis can
be converted to geometrical addresses as: counter = 9 · (sector − 13) + 3 · (module −
1) + (detector − 1). On average, 2.5% of all status bits are set are in a given event.

period. Counter 23 (corresponding to detector 2 in module 2 of sector 15) is another
significant outlier with an inactivity of more than 20%. However, here no such
physical explanation could be found. Instead, multiple corresponding GET4s
exhibited instable behavior over the full duration of the data sample.

Figure 6.14 shows the multiplicity distribution of set status bits on the same
counter and the in same event. It can be seen that counters with a high average
number fall into two categories: Counters have between 1 and 4 frequently inactive
GET4s (32 counters with 1 to 4 GET4s missing in at least 105 events) or 8 inactive
GET4s (27 counters with 8 GET4s missing in at least 105 events). These two
behaviors correspond to two different instabilities. In the first case, single GET4s
lock onto external clock generated in the GBTX with a phase close to a full clock
cycle. Due to their internal clock jitter, their clock edge may then randomly come
either before or after the sync signal. Those GET4s thus appear to jump by one
clock cycle are forced into reconfiguration on receiving a sync signal. Adjusting
the clock phase in firmware (during DAQ restart procedure) has shown to change
which GET4s are affected. However, as the clock phase cannot be adjusted for
individual GET4s the issue could not be consistently cured. The second category,
8 GET4s are inactive at the same time, corresponds to a full side of the counter
getting out of sync. This could be caused by an instability in the sync signal, which
is distributed commonly for a full FEE board of 8 GET4s. If the sync signal arrives
too close to a clock edge, clock jitter may cause the fine time to vary by one clock
cycle, which would trigger frequent re-synchronizations of all GET4s on this FEE
board. Also in this case, DAQ restarts (and corresponding changes in clock phases)
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Figure 6.14: Status bit multiplicity per
event for each counter. A clear excess at
8 GET4s with set status bit in the same
event on one counter can be seen. This cor-
responds to a full side of the counter being
inactive in the same event.

Figure 6.15: Status bit multiplicity per
event on all of eTOF. Only < 5000 events
out of 3.7M total events in the sample show
no GET4 outages at all. On average 43.7
GET4s have an active status bit in each
event.

have shown to change which counters are affected, but the issue could not be
consistently cured.

Figure 6.16 shows the temporal variation of the GET4 inactivity. The fraction of
set status bits varies between < 1.5% and > 6%. Days 28 to 31 have a significantly
lower inactivity fraction then the time period after. Runs with a high inactivity
fraction often follow runs in which eTOF was not included due to a restart of
eTOF’s DAQ system or STAR pedestal runs. It has also been observed that modules
with a very high rate of errors or re-synchronizations destabilize the full system
and thus had to be taken out of the DAQ stream.

In effect, the observed GET4 outages mean that eTOF’s efficiency is varying
event by event on the order of a few percent. This effect is larger than the tolerances
in the system efficiency determination for high precision physics analysis like an
event-by-event fluctuation analysis. Figure 6.15 shows the distribution of the total
number of set status bits per event. While on average 43.7 status bits are set in
each event, less than 5000 events out of this sample of 3.7M events show no status
bits at all. This means, that it is not possible to avoid the efficiency variance by
simply focusing on events with full efficiency. This detector feature has to be taken
into account when calculating the reconstruction efficiency in physics analysis. A
common way to handle efficiency determination in STAR is a so-called embedding
analysis. In this procedure, simulated Monte-Carlo (MC) tracks and MC eTOF hits
are added to experiment data events and reconstructed alongside the physics data.
The reconstruction efficiency is then calculated as the fraction of MC tracks which
are correctly reconstructed and matched to their eTOF points.

Doing so poses several challenges:

• Handling 1728 individual flags per event is not practical for analyzers.

• Status bits are only sent if a GET4 is turned on. If a chip or a large part of the
system has been turned off, the status bit does not account for this.
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Figure 6.16: Average percentage of GET4s with set status bits in each run in the surveyed
data sample. The first two digits in the run number denote the day in the year (2021)
and the last two digis denote the run number during the day. Empty bins correspond to
non-existing run, bad runs or runs without eTOF included.

• Due to the limited precision of track extrapolation, a track may be recon-
structed to point to strips connected to a different GET4 than the one the
particle actually crossed. This may give a wrong expectation of the local
efficiency of the system.

To alleviate these issues, a new flag has been introduced. The goodEvent flag
is available in the event header of reconstructed muDST and picoDST data for
use by non-eTOF expert analyzers (see Chapter 5.2). It is set for each counter and
each event if the counter in question has zero GET4 status flags set and the pulser
digis (see Chapter 4.5.1) on both sides of the counter are found. This reduces the
number of flags to account for to 108 flags per event. As both pulser digis are
required to be present in an event, the goodEvent flag also guarantees that the
counter was included in the DAQ stream during this event. The algorithm to
match TPC track extrapolations to eTOF hit operates on counter level as no two
MRPCs are oriented in the same geometric plane with respect to the interaction
vertex. As the goodEvent flag corresponds to full counters, there is no ambiguity
if an intersection area was active during an event.

The downside of this approach is that a significant fraction of data are not
flagged as goodEvent. Figure 6.17 shows the average fraction of counters per
event with goodEvent flag for each run in the data sample. On average this good
data fraction is 80%. Consequently, ≈ 20% of all data is not flagged as goodEvent,
even though only ≈ 2.5% of GET4s are inactive on average. The good data fraction
varies between 63% and 88%, depending on the run in the sample.

Solely focusing on events and counters with goodEvent flag set is thus only
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Figure 6.17: Average fraction of counters with goodEvent flag set per event in all runs of
the data sample. The average good data fraction is 80.4%. The first two digits in the run
number denote the day in the year (2021) and the last two digis denote the run number
during the day. Empty runs bins correspond to non-existing run, bad runs or runs without
eTOF included.

recommended for analyses which require a precise understanding of the detectors
acceptance and efficiency.

6.4.2 Clock Jumps

Two kinds of timing shifts have been observed in eTOF:

• Clock phase shifts can occur when the DAQ system is reinitialized during a
restart. The 160MHz clocks generated in the GBTX may lock with a different
phase to the 120MHz clock the GBTX receives from the gDPB or the gDPB
clock may lock with a different phase to its input clock from CLOSY. These
phase shifts lead to run-by-run offset in time and position on full counters.
Examples of such shifts and the algorithm to deal with them in calibration
have been shown in Chapter 5.4.7.

• Clock jumps refer to shifts in the timing of GET4s by full coarse time clock
cycles of 6.25ns. This section will take a closer look at those.

When a GET4 is restarted, its coarse time counter can shift. When a GET4
receives a reset slow control signal, it will resynchronize on the next sync signal.
The delay between the sync signal and the coarse time clock edge depends on
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cable length and clock phase shifts, which are different for each GET4 and after
each full DAQ restart. If the sync signal arrives close to a clock edge, the signal
jitter between both signals may cause it to arrive randomly before or after the
clock edge and thus either of the two clock cycles can be set as the new starting
point of the coarse time counter. This can cause a clock jump of GET4 by 6.25ns in
either direction relative to previously taken data. Alternatively, any noise signals
on the clock could in principle cause GET4 to miss clock edges or count extra.

In data, such jumps can be detected clearly once digis have been merged into
hits. Since re-synchronization typically happens on either individual GET4 or
FEE-card/counter side level only digis on one side of a strip will be affected.
The y-position along the strip is calculated from the time of digis on boths sides
and the signal velocity on the strip by y = t2−t1

2
· vsignal. If the GET4 on one side

clock-jumped, the position of a hit is shifted by 56.9 cm for USTC and 51.5 cm for
THU-type counters due to their different signal velocities. Figures 6.18 and 6.19
show examples of hit position distributions with clock jumps.

Figure 6.18: Example of the hit position
of a USTC counter with large clock jump
fraction before correction and calibration.

Figure 6.19: Example of the hit position
of a THU counter with large clock jump
fraction before correction and calibration.

Clock-jumped hits are displaced both in time and position. To mitigate the
impact of clock-jumps in software, two correction algorithms have been imple-
mented:

• Clock jumps which appear on full counter side simultaneously can be caught
by looking at the time difference of pulser digis. The pulser signals are
generated when the STAR trigger signal arrives and should thus have a fixed
delay between each other. These signals are inserted into the first channel of
each FEE card and digitized. If one FEE card clock-jumps relative to a chosen
reference FEE card, its pulser offset will be shifted by 6.25ns compared to
the value in previous events. If this new offset persists over at least 10 events,
all digis from this FEE card will have their calibrated time corrected by this
new offset. This algorithm is designed to catch rare time shifts. Frequent
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shifts could be caused by an instability in the pulser system and thus not
correspond to a clock jump in the data. Thus, pulser offset shifts which do
not correspond to full clock jumps or do not persist over multiple events are
not applied as calibration offsets to the data. The complete algorithm of the
pulser correction is described in Chapter 5.3.2.

• Clock jumps of individual GET4s cannot be seen from the pulsers. The
recognition of such clock jumps thus relies on the displacement of hits recon-
structed from clock jumped digis along the y-axis of the detector. During
hit reconstruction (see Chapter 5.3.3), all hits with a y-position within the
expected distance for a clock jump from both counter edges are flagged as
clock jump candidates. This flagging is done by adding 100 to the cluster
size of the hit. Their position is then shifted by one clock cycle (multiplied
by the counter’s signal velocity), such that the hits end up on the nominal
counter surface. As clock jumps have been observed to occur both forward
and backward in time, it is a priori not clear how the time of clock jumped
hits has to be corrected. The time of the hits is first corrected according to
a preset default (backward in time). During track matching, clock jumped
hits can be matched to TPC tracks. The measured time of flight for such a
matched hit can then be compared to the expectation which can be calculated
from the path length and momentum of the track as well as a pion mass
hypothesis (ToF −ToFexp). The difference between measurement and expec-
tation will be close to one clock-cycle if the assumed default time correction
was wrong. Once sufficient statistics are accumulated for each GET4, the
correction hypothesis used in the hit reconstruction (backward or forward in
time) is updated for any following reconstructed events (see Chapter 5.3.4).

Figure 6.20 shows the ToF − ToFexp of matched hits with clock-jump flag after
correction and calibration. The three visible peaks correspond to the main pion
peak (at ∆t = 0) and two shifted pion peaks at ±6.25ns. Slower particles form the
tails of those peaks towards larger ToF − ToFexp values. The two shifted peaks
correspond to pion matches which have not been successfully corrected and are
thus shifted by one clock cycle in time. The main contribution to these peaks
are hits from GET4s with a wrong default shift direction. These hits occurred
before sufficient statistics in one run have been accumulated to adjust the direction
of the clock-jump correction on one GET4. The performance of the clock-jump
correction algorithm can be judged by comparing the entries in the side peaks
to the main peak. The peak at ∆t = +6.25ns has a significant background from
slow particles. To reduce the influence of this contribution, a tight cut integral
of ±0.2ns around each peak is compared. The main peak contains 2406k hits,
the positive and negative shifted peaks contain 94k and 15k hits, respectively.
Based on these numbers, it is calculated that at least 95% of all clock-jumped
are successfully corrected by this algorithm. Clock-jump flagged hits account
for 1.6% of all matched hits in the 31.2GeV FXT data. The residual uncorrected
clock-jumped hits thus account for only < 1‰of all eTOF hits.
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Figure 6.20: Difference between measured ToF and expectation (ToF − ToFexp) for
matched hits flagged as clock-jumped. This dataset has been taken during the 31.2GeV
FXT run in 2020 from all eTOF MRPCs.
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7 Detector Performance

7.1 Signal Observations

7.1.1 Aim of this Study

The eTOF program with its 108 counters is the first large-scale evaluation of
CBM-TOF MRPC prototypes and their DAQ system. Therefore, it provides the
first opportunity to study counter differences and construction variations with
significant statistics. The basic observables presented in this section are largely
independent of experimental circumstances and thus directly transferable from
STAR to CBM. They should provide insight into how granular calibrations and
experiment controls need to be for CBM operations. These observables are:

• Uniformity of the time over threshold (ToT) spectrum is the best measure
of signal uniformity that is accessible from the data stream. Mean ToT and
ToT RMS for each channel will be the direct observables. The variance
between different counters and strips is studied to ensure that the MRPCs
are comparable with each other.

• Signal velocities depend on the impedance of the read-out strip. In the hit
reconstruction, they are used as a simple calibration parameter to convert
the time difference between digis on both sides into a Y-position of the hit. In
principle, a uniform behavior is expected for all channels of a counter type,
as strip width and electrode distance are identical. Here, the aim is to test
this hypothesis.

• Signal reflections can occur if there is an impedance mismatch between the
pick-up electrode strip and the input of the pre-amplifier. By quantifying the
issue of signal reflections, one can determine quality of impedance matching
between the pick-up electrode and the pre-amplifier.

• The dark rate of the detector is a critical issue for an experiment with a free-
streaming data acquisition like CBM. Extra dark rate always means extra
data rate for the DAQ systems to handle. For a triggered experiment like
STAR, a moderate dark rate is unlikely to have an impact on data quality. The
majority of noise hits will be filtered out by the trigger system. eTOF@STAR
has the longest running time of all CBM-TOF test experiments, so it is a good
place to ensure that the MRPC prototypes dark rate stays low over a long
period of operation. In that way, it is complementary to high rate aging tests
at mCBM and ultra-high γ-irradiation tests performed in Bucharest.
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Figure 7.1: Most probable value (left) and width (right) of a Landau fit to the raw ToT
distribution of each channel in eTOF. USTC-type counters are shown in blue, THU-type
counters in red. One bin corresponds to a ToT of 0.2ns with the GET4 setting used. These
data were collected during February 2020.

Unless explicitly mentioned otherwise, the data presented in this section have
been taken during the fixed target program in 2020 at

√
s = 7.7GeV .

7.1.2 ToT Uniformity

In order to parametrize the ToT distributions of all 6912 electronic channels of eTOF,
a Landau fit was applied. The description of the ToT distribution by a Landau
function is purely phenomenological 1 and is only supposed to allow a quantitative
comparison of the peak positions and widths of the Landau distribution between
the different channels. Figure 7.2 shows examples of such a ToT distribution and
the corresponding Landau fit.

Figure 7.1 shows the raw ToT peak positions and fitted widths for each channel
in eTOF. The peak positions are fairly uniform around a mean of 1.5ns, with a
spread of about 20% around this value. This homogeneity is removed by the
re-scaling of the mean ToT in the gain calibration (see Chapter 5.3.2). Larger
differences are observed in the width of the distributions. Three major effects are
visible:

• USTC-type counters show a larger width in the ToT distribution compared

1The energy distribution of the primary ionization in the RPC gas process follows a Landau distri-
bution. The ToT of an RPC signal further depends on distance between the primary ionization
and the glass plates, the dynamics of the avalanche development, the signal propagation along
the read-out strip and finally the discrimination and ToT calculation. These effects influence
the ToT more than the primary ionization and there is thus no principle reason why the ToT
distribution should be Landau-shaped.
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Figure 7.2: Example of a ToT distribution
for one channel of a USTC-type counter
and the corresponding Landau fit. One bin
corresponds to 0.2ns.

Figure 7.3: Example of a ToT distribution
for one channel of a THU-type counter with
a pronounced secondary peak due to merged
reflections. This secondary peak distorts the
fitted mean and width of the distribution.
One bin corresponds to 0.2ns.

to THU-type counters. This can be explained by the different high-voltage
settings, gap size and the fact that the USTC has two additional gaps.

• A regular pattern can be seen where the ToT distribution of the first channel
on each side of each counter is wider than that of other channels. This
pattern is especially visible on the THU-type counters. The glass plates
extend further than the first strip at the edge of the counter due to the high-
voltage connector. This extra area is within the electric field and avalanches
can form there. Those avalanches can also induce a signal on the first strip,
leading to about twice as many total hits on the first strip compared to the
other strips. Since there is no strip directly above this area, larger avalanches
that would typically create multi-strip clusters instead induce a significant
portion of their total charge into the first strip. This enhances the fraction of
large ToT values in the distribution and results in the observed larger width.

• A number of channels have a significantly enlarged width compared to the
majority of channels. This includes 14 full counter sides as well as some indi-
vidual channels. The effect is especially visible among THU-type counters
(For example, see channel 5400-5800 in Figure 7.1, right side). Closer inspec-
tion shows that this enlargement is due to the presence of a pronounced
secondary peak in the ToT distribution, which distorts the fitted width. An
example of such a distribution can be seen in Figure 7.3. This secondary peak
is formed by primary signals merging with a reflection. The enlarged width
of the Landau fit in Figure 7.1 can thus be understood as a proxy measure of
the probability of such signal mergers occurring on a given channel. We will
take a closer look at this issue in Chapter 7.1.4
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7.1.3 Signal Velocities

There are multiple ways to extract signal velocities from data. The simplest
method is by analyzing the distribution of hits along a strip. Under homogeneous
illumination, the hits should form a box distribution with a width equal to the
physical width of the strip. As the Y-position of a hit is proportional to the signal
velocity assumed in the initial calculation, the real signal velocity can be calculated
as:

vsig,real = vsig,assumed ·
dbox,fitted

dstrip,phsyical
(7.1)

The hit distribution is fitted with a combination of a box function and two polyno-
mials which describe the in inhomogeneities of the hit distribution. 1 An example
of such a distribution with the corresponding fit can be seen in Figure 7.4. One
major advantage of this method is that plenty of statistics is available since every
reconstructed hit can be used. This allows for a highly granular study of signal
velocities, down to single-channel level.

Figure 7.4: The Y -position distribution of
reconstructed hits for an example counter
with the corresponding box fit.

Figure 7.5: Y -position versus ∆Y for an
example counter. A slight slope can be ob-
served due to an incorrectly assumed signal
velocity.

An alternative way to extract the signal velocities is by analyzing the deviation
in the Y-position between hits and their matched of TPC tracks with the counter
surface, ∆Y , as function of the hit’s local Y-position. ∆Y should be influenced only
by the pointing accuracy of the track intersection and the Y-position resolution of
the RPC. Geometric alignment is corrected during calibration and the influence of
the inhomogeneities in the magnetic field is taken into account during the track

1The fitted box function used here is: f(y) = N ·(erf(y+y0− d
2 ) ·erf(y+y0+

d
2 ) ) ·pol2(y, a, b, c)+

pol2(y, d, e, f),
where y is the Y-position of the hits, y0 is the center of the strip and d is the width of the

box. erf(y + y0 ± d
2 ) are two error functions describing edges of the box and pol2(y, a, b, c) is a

second-order polynomial with parameters a, b, c, which is used to model inhomogeneities on
top of the counter. Another second order polynomial is added to describe the background from
wrongly reconstructed hits, which may end up outside the physical surface of the counter.
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Figure 7.6: Measured signal velocities for all eTOF counters. Counters 0-17, 36-71 and
90-107 are USTC-type, counters 18-35 and 72-89 are THU-type. Color scale entries
represent the signal velocity from the box fit method for a single strip on a given counter.
Black crosses represent the mean signal velocity on the counter, derived from averaging
over the individual strip box fits. Pink triangles represent the results from the track
match deviation method for a full counter. A significant difference between USTC-type
and THU-type counters can be observed. The differences between individual strips are
comparable to the differences between counter averages.
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extrapolation. A roughly Gaussian distribution for this distribution centered at
zero is expected in this case. If there is a discrepancy between the assumed signal
velocity and the real signal velocity of the RPC, the Y-position of the hit will be
systematically shifted. This shift will be proportional to the Y-position of the hit 2.
To determine the signal velocity this way, the ∆Y distribution is divided into slices
of 1cm in Y and then each slice is separately fitted with a Gaussian distribution.
The fitted centers positions of all slices are then fitted again with a linear function.
From the slope m of this function and the assumed signal velocity, one can then
calculate the true signal velocity as vsig,real = vsig,assumed ∗ (1+m). An example of a
∆Y -vs-Y -plot with a slight deviation between real and assumed signal velocities
can be seen in Figure 7.5.

The results of these two methods are summarized in Figure 7.6. For USTC-type
counters, the signal velocities typically fall between 18.0 and 18.5 cm/ns. For THU-
type counters, the typical signal velocities are around 16.5 cm/ns. The comparison
between the two methods serves as a check for systematic uncertainties. For
the USTC-type counters, the track match deviation method shows systematically
lower signal velocities than the box fit method. For THU-type counters, the
results do not show a significant systematic deviation. Both methods show similar
variations between counters, but those variations are not well correlated between
the two methods. Neither method can be assumed to be more precise. Additionally,
an unexpected large deviation in the signal velocities between strips on the same
counters is observed in the box fit approach. It is expected that the physical
differences in signal velocities due to manufacturing variations between individual
strips are very small. Yet, the observed variance measured between individual
strips is similar to that between full counter averages. The two methods also
provide inconsistent results. It thus has to be assumed that the main source of
variances between all those results stems from systematic uncertainties in the
determination of the signal velocities. These uncertainties in both methods arise
from inhomogeneities in the Y-position distribution on the counter. In the box
fit method, the pure box function (in this case, the two error functions) does not
reliably converge to an inhomogeneous hit distribution on the counter. However,
adding additional functions to describe the distributions on top of the box, like the
second-order polynomial used here, can interfere with the width parameter. In the
track match deviation method, a local increase of hits (which may be shifted from
their correct position due to other effects) in the center of the counter will also
cause a shift in the deviations towards the tracks. This could be misinterpreted as
a signal velocity mismatch.

Thus, only a single averaged signal velocity will be used for all USTC-type and
THU-type counters, respectively. The variance in signal velocities around those
means is interpreted as additional uncertainty in the Y-position of reconstructed
hits. The values of vsig,USTC = 18.21 cm/ns and vsig,THU = 16.49 cm/ns were
chosen for the two types. The observed variance in the fitted signal velocities

2Y = 0 is the center of the strip
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corresponds to an additional uncertainty in the Y-position of σy,Sigvel ≈ 4mm.

7.1.4 Signal Reflections

The read-out of an MRPC can be seen as a plate capacitor. In this view, the read-out
electrodes function as the capacitor plates, with the glass and gas between them
acting as the dielectric. The wave impedance for signals traveling along the read-
out strips thus depends on the total thickness of the glass plates, the glass material,
the total gas gap width, the gas composition, and the width of the read-out strip.
Of these parameters, the width of the read-out strip is the most easily adjustable.
If the impedance of the strip does not closely match the impedance of the read-out
electronics, part of the signal will be reflected at the impedance gap. This can lead
to multiple effects:

• Reduced signal amplitude: Part of the signal is reflected, which reduces the
overall signal strength. This can cause small signals to be suppressed by the
discriminator, leading to a reduction in the counter’s efficiency.

• Signal merging: A reflected signal can arrive within the time over threshold
of the primary signal on the other side of the strip. The TDC may fail to
recognize the falling edge of the primary signal, causing the reflected signal
to merge into the same digitization. The measured ToT is then prolonged
until the reflected signal’s falling edge arrives. This phenomenon will be
referred to as the absorption of a reflected signal into a digi in the following.

• Mis-reconstructed hits: A reflected signal can arrive after the ToT and be
registered as a separate signal. This can result in mis-reconstructed hits.
When a digi is merged with its own reflection, the reconstructed hit will be
positioned at the outer edge of the counter. These mis-reconstructed hits can
be incorrectly matched to tracks, potentially contributing to background in
particle identification.

The differential input impedance of PADI-X was designed to be adjustable
down to 25Ω through the use of an external resistor. However, measurements
show that the chip cannot be adjusted to a differential input impedance below
50Ω [70]. This differential input impedance corresponds to a single-ended input
impedance of 100Ω. THU-type MRPCs were designed to have a read-out electrode
impedance of 50Ω (single-ended). To match the 100Ω input impedance of the
PADI-X, a 100Ω resistor has been added between the read-out electrodes and
ground in the eTOF prototypes. In practice, reflectometry measurements by P.
Lyu have shown an electrode impedance of 59Ω [83] for THU-type counters. For
USTC-type counter, a single stack prototype was measured to have an impedance
of 92Ω [84]. This would correspond to an impedance of approximately 46Ω for an
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equivalent double-stack configuration with the additional electrodes in the center.
The reflection coefficient for an impedance-mismatched transition is calculated as

Γ =
Zstrip − ZFEE

Zstrip + ZFEE

(7.2)

Since the mismatch between MRPC strip impedance and the PADI-X input impedance
is small, less then 12% of the signal will be reflected for both counter types. Such
small reflected signals are very unlikely to pass the pre-amplifier’s discrimination
threshold. Therefore, few reflection-related features were expected to be observed
at STAR-eTOF.

However, as already seen in Figure 7.3, a secondary peak in the ToT spectrum
was observed. This peak appears at exactly the distance from the main peak that a
signal needs to travel back and forth along the read-out strip(≈ 3ns). The second
peak is interpreted as normal digis, which are stretched due to the arrival of a
reflected signal from the other side of the counter. This feature is strongly visible
in 5 out of 18 THU counters (the enlarged ToT distribution widths seen in Figure
7.1) but is absent in USTC counters.

It is also observed that a fraction of hits exhibit strong ToT asymmetry ( αToT =
ToTright−ToTleft

ToTleft+ToTright
) between the ToT of the digis on the left (positive Y-Position) and

the right (negative Y-Position) side of a counter. Figures 7.7 and 7.8 show these
asymmetry distributions for USTC and THU-type counters. This observation is
counterintuitive since the digis on both sides are induced by the same avalanche.
For this feature as well, there is a significant difference between USTC and THU-
type counters. The USTC-type counters show a distinct pattern: The hits are
concentrated in one of three regions in the ToT asymmetry vs. Y-position plane.
At y = ±10 cm and directly in the middle of the counter, hits are concentrated
around a ToT asymmetry close to zero. Each of these concentration regions then
extends along a line approximately linearly anti-correlated with the Y-position
(see red-colored areas in Figure 7.7). This pattern is also weakly recognizable
on the THU-type counters, but the observed asymmetries are smaller and the
concentration of hits in this pattern is less pronounced. One feature expected from
abundant signal reflections is an enhancement of hits near the counter edge due to
additional hits reconstructed from a near-side digi and its own reflection on the
far-side. However, this feature is not observed in either THU-type or USTC-type
counters.

The observed pattern can be better understood in a different representation.
Figures 7.9 and 7.10 show the ToT of the digi on the left side3 of the counter as
function of the hit’s Y-position for USTC and THU-type counters, respectively.
The corresponding plots for right-side4 digis look mirrored at Y = 0. Two classes
of digis can be seen: One where the ToT is independent of the Y-position of
the hit and another where the ToT linearly depends on the Y-position of the hit.

3the side corresponding to positive Y-positions
4the side corresponding to negative Y-positions
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Figure 7.7: ToT asymmetry αToT =
ToTright−ToTleft

ToTleft+ToTright
in hits of an example USTC

counter as function of the hit’s Y-position.

Figure 7.8: ToT asymmetry αToT =
ToTright−ToTleft

ToTleft+ToTright
in hits of an example THU

counter as function of the hit’s Y-position.

Again, this pattern is much more pronounced on the THU-type counters. Analysis
by Yannick Söhngen shows the slope of the diagonal branch in the USTC-type
counters is approximately 19.0cm/ns [85]. This value is close to the signal velocity
on the USTC-type counters (compare Figure 7.6). This result is incompatible with
a hypothesis that the observed signal are prolonged due to signal diffusion on
the electrodes. However, one would expect exactly this dependence if the signals
were prolonged due to the absorption of reflections. From this plot, it can also be
estimated, that approximately 40% of digis in USTC-type counters have their ToT
significantly distorted due to the absorption of a reflection.

Figure 7.9: ToT of left side digi as function
of their reconstructed hit’s Y-position on
USTC counters. With Courtesy: Yannick
Söhngen.

Figure 7.10: ToT of left side digi as function
of their reconstructed hit’s Y-position on
THU counters. With Courtesy: Yannick
Söhngen.

The pattern in Figures 7.7 and 7.8 can now be understood as follows: Avalanches
with low ToT do not produce reflections above the discrimination threshold and
show mostly small asymmetries. Large avalanches close to either edge of a USTC-
type counter are reflected on both sides. On the near-side, the reflection of the far-
side digi arrives long enough after the near-side primary digi that it is registered
as an independent digi. The signal travel time back and forth along the strip is
approximately 3ns, which is long compared to a peak ToT of about 1.5ns for
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USTC-type counters. Thus, the primary digi is registered with its correct ToT. The
secondary digi can be suppressed with a software dead time. On the far side,
however, the reflection of the near-side digi arrives on the far side very close in
time to the primary far-side digi and thus stretches the ToT of the primary far-side
digi by a short time. The further away from the counter edge this happens, the
more the far-side digi is stretched and the asymmetry increases.

For the THU counters, due to both a lower signal velocity and shorter peak ToT,
the absorption of a reflection happens only for avalanches on the high end of the
ToT spectrum. The observed ToT asymmetries are smaller and a smaller fraction
of hits fall into the three pattern branches.

A significant presence of reflections in both USTC and THU-type counters ex-
plains many of the observed correlations in the time over threshold measurements.
However, the previous reflectometer measurements indicate that only a small
portion (< 15%) of the initial signal should be reflected at the connection between
the read-out electrode and PADI. Further studies of the raw electric signals are
needed to resolve this apparent discrepancy between expectation and observation.
The distortion of the ToT due to the absorption of reflections may impact the
time resolution of the MRPC as a correction of the time walk will not be entirely
possible. Chapter 7.3.4 will attempt to quantify this effect.

7.1.5 Dark Rate

Figure 7.11: Dark rate hit position distribution on a
THU-type prototype counter in cosmic test from 2017.
Visible enhancement of dark rate along fishing lines
(diagonal and horizontal yellow lines) and one hot spot
likely due to dust pollution. Source: [61]

For MRPCs, one needs to sep-
arate between noise and dark
rate: Noise signals are electri-
cal distortions in the read-out
that are interpreted as signals.
Dark rate corresponds to sig-
nals from real avalanches in-
side the MRPC, which are how-
ever not initiated by a track-
able particle. Dark rate signals
are visible on both sides of a
strip and can be reconstructed
into hits. Dark rate can be in-
duced by multiple processes.
Thermal motion of electrons
in the glass plates causes elec-
tric charges to concentrate in
pointed irregularities on the
surface of the glass plates. This can lead to sufficient distortions of the elec-
tric field to allow local ionization of the gas, which develop into visible signal
avalanches. This process is enhanced in the presence of dust pollution in the gas
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Figure 7.12: Evolution of the average dark rate for USTC (blue) and THU (red) type
counters over the years 2020 and 2021, normalized to detector surface. Data are taken
from STAR pedestal runs. Error bars show variance between counters (RMS). Statistical
errors are smaller than the marker size. Data points from left to right: 1. Start of 2020 data
taking. 2. 2020 FXT data taking, after two month data taking at 11.5GeV Au-Au COL.
3. Interruption of data taking due to Covid-19. 4. Dark rate after two month recovery
during Covid shut-down. 5. End of 2020 data taking after 9.2GeV Au-Au COL data
taking 6. Start of 2021 data taking, 7. End of 7.7GeV Au-Au COL data taking (longest
continuous data run). 8. End of 2021 data taking after 200GeV O-O COL data taking.

which distorts the field lines. Local ionizations from low energy ionizing radiation,
environmental radioactivity or cosmic rays also contribute to the dark rate.

In CBM-TOF MRPC prototypes, dark rate hits show a similar cluster size and
ToT distribution as hits from primary collision particles. In previous cosmic mea-
surement the main source of dark rate for similar prototypes has been identified:
The fishing line spacers between glass plates have a circular cross-section. The
electric field lines of the MRPC’s high-voltage bend around those fishing line
spacers and are compressed in their vicinity. Field distortions (from dust or point
charges) in this region are much more likely to lead to avalanches above threshold.
Looking at the distribution of hit positions over the counter surface, the position
of the fishing line spacers is clearly visible. An example of a THU-type counter
can be seen in Figure 7.11

Figure 7.12 shows the evolution of the average dark rate for USTC-type and
THU-type counters mainly over the years 2020 to 2022. The data have been
taken from STAR pedestal runs, which are triggered by a periodical pulser. A
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time-window of 2.5µs before each trigger has been read out. The event-averaged
number of digis in this time window has been used to calculate the rate for every
counter. This rate has been normalized to the active detector area of 27 cm× 32 cm
and divided by the average rate of digis/hits = 2.5 to allow easier comparison
to particle fluxes. Counters with zero dark rate have been removed from the
calculation of the average for each type as it is assumed that their FEE was not
active during a specific run. Typically, about 1000 Digis have been used for a single
counter measurement. This brings the relative statistical error to σstat,relative =√

N
N

< 3.5%. In the average over the counters of each type, this error becomes
negligible compared to the systematic differences between individual counters.

New MRPCs typically have a dark rate around 1Hz/cm2. Directly at the start
of 2020 data taking, after being in continuous operation from January 2019 to
July 2019, after USTC-type counters show dark rate very similar to this, while
THU-type counters have a dark rate of about 2Hz/cm2. Over the course of the
2020 beam-time, the dark rate rises to ≈ 12Hz/cm2 for THU counters and over
≈ 50Hz/cm2 for USTC-type counters. At the start of 2021 data taking, after one
week of operation, the dark rates are down to ≈ 5Hz/cm2 and ≈ 17Hz/cm2

respectively. During the 2021 data taking the dark rates are rising again, but to
lower levels as seen in 2020. It should also be noted that the variance between
counters are significantly smaller in 2021 compared to similar rates in 2020. A
measurement in early 2022 (not shown in Figure 7.12) without high-voltage on
the MRPCs shows a dark rate purely due to electronics noise on the order of
≈ 0.1Hz/cm2.

Especially at the end of Run 2020, the dark rate is not negligible compared to
typical particle fluxes at STAR of ≈ 300Hz/cm2. However, using a tight trigger
window of 100ns reduces the chance to mistake a noise hit for a track match to
below 0.5 ‰. At CBM rates, even this dark rate can be neglected, but studies
will be needed to assess how high the dark rate can rise under exposure to the
high interaction rates at CBM. The observations here show no indication of an
irreversible increase in the dark rate.

Figure 7.13 shows the individual counter dark rates for four different runs
during the 2020 data taking period. A clear difference between USTC-type and
THU-type counters can be observed, as expected from the average. The four
THU sectors are located in the 8 o’clock to 10 o’clock position and the 2 o’clock
to 4 o’clock position. It is also visible, that not all counters react equally to the
conditions during the beam operation. The dark rate on the top side of the eTOF
wheel increased massively during February 2020. During this time period, a
suspected beam loss event occurred, during which pre-amplifiers were damaged
(see Chapter 6.3). The high particle flux during such an event could be correlated
with this observed dark rate increase. The lack of similar events in 2021 could
then also explain the observed lower dark rate variance between counters in this
period. The bottom side of the wheel is less affected. Neighboring counters do
not necessarily show similar dark rate increases. During the Covid-19 shutdown,
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Figure 7.13: Dark rate (in Hz/cm2) for individual counters in four pedestal runs during
2020 data taking with approximate positions on the eTOF wheel. Azimuthal bins represent
a module each, starting with sector 13, module 1 counter-clockwise of the 12 o’clock
position. Radial bins represent one counter inside a module starting with counter 1 (closest
to the beam-line) in the bin closest to the center. Top left: Dark rates in early February
2020, during FXT campaign. Corresponds to data point 2 in Figure 7.12. Top right: Dark
rate before the Covid-19 shutdown. Corresponds to data point 3 in Figure 7.12. Bottom
left: Dark rate after 2 months of shutdown due to Covid-19. Corresponds to data point 4
in Figure 7.12. Bottom right: Dark rate at the end of 2020 operations. Corresponds to data
point 5 in Figure 7.12.
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the dark rate of the whole wheel decreased again, but did not yet reach the same
levels as at the start of the data taking period in 2020. Especially the counters with
high dark rate before the shutdown still show an elevated dark rate. Until the end
of the 2020 data taking, the dark rate increased again, but more uniformly than
before.

Figure 7.14: Position of dark rate hits on
an example USTC-type counter. Parallel
patterns at 2 cm spacing can be observed,
corresponding to the parallel fishing line
spacing in the USTC counters. Distortions
in y-direction are calibration artifacts.

Figure 7.15: Position of dark rate hits on
an (higher dark rate) example THU-type
counter. Z-shapend patterns corresponding
to the fishing lines on THU-type counters
can be observed. Distortions in y-direction
are calibration artifacts.

Figures 7.14 and 7.15 show the hit positions of dark rate hits in run 20030014
(Corresponding to data point 2. in Figure 7.12) for an example counter of USTC and
THU-type, respectively. One can clearly observe the tight parallel line structures
at a 2 cm distance on the USTC-type counter and the Z-shaped patterns on the
THU-type counter. Both correspond to the layout of the fishing lines in those
counter types. This confirms that the main source of noise is located closely to
the fishing lines, matching observations from cosmic tests and mCBM. The higher
amount of fishing lines in the USTC-type counters could be one reason for their
higher average dark rate.

One hypothesis for the observed rise and fall of dark rates is activation of the
MRPC material by interaction with particle flux. The subsequent decay of these
activated states can ionize the MRPC gas and introduce avalanches which are
seen by the detector. This hypothesis explains the increasing dark rate over the
course the beam-times and the reduction after the winter breaks. Since the collision
energies and interaction rates were higher in 2020, the resulting particle flux on
the MRPCs was higher than in 2021. This explains why the dark rates at the
end of the 2020 run were higher than after the 2021 run. In mCBM operations,
similar increases in dark rate up to ≈ 30Hz/cm2 directly after beam-times and an
exponential decline over multiple weeks have been observed [82].

Alternatively, the origin of the change in dark rate could be polluted (ionized)
gas accumulating close to the fishing lines. The gas exchange inside the gap
normally happens on faster timescales than the observed decrease of the dark rate
after the end of irradiation. However, close to the cylindrical fishing lines the gas
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exchange is slower. The CBM-TOF Bucharest group has studied MRPC prototypes
after high intensity photon irradiation at the multi-purpose irradiation facility of
IFIN-HH in Bucharest [40]. After irradiation with a total dose of 13 kGy within
40 hours using a high intensity Co60-source, the MRPCs were shown to return to
pre-irradiation dark rates within two weeks. However, when disassembling the
counter after the irradiation, a multi-colored layer of deposits was observed on
the glass with the structure of the fishing lines clearly visible. Extensive chemical
analysis of the deposit showed a high fluorine content, presumably from the fall-
out of C2F4 from the working gas. Those studies also show a large flux dependence
of the dark rate.

7.1.6 Conclusions of this Study

The most important result of this study is that at the most basic level, not all
MRPCs are created equal. Especially the THU counters show significant variance
in the ToT spectra. Signal velocities show significant variances on all counters.
Dark rates also increase differently between counters. For CBM, this reinforces
the need for precise quality control as well as the need to produce a number
of additional counters to replace under-performing counters. The effects of the
observed variances on the counter performance in STAR will be studied in the
next sections using the example of the 2019 FXT data.

The signal velocity behavior is largely consistent between counters, but the
observed variances between counters and the differences between the two tested
methods suggest a limited accuracy of the methods. Both methods rely implicitly
on the assumption of a homogeneous hit distribution on the counter surface. In
eTOF, this homogeneity is not given to the extent it was observed in cosmic mea-
surements. While various potential causes (walk calibration, hit reconstruction,
reflections) have been and are being studied by the eTOF group, this issue is not
fully understood. Ultimately, the uncertainty in the signal velocity translates into
an uncertainty in the y-Position of the reconstructed hits. The influence of this
worsened resolution on the track matching in eTOF will be studied in Chapter 7.2.

Reflections are much more prevalent than expected. Going forward, the impedance
of the next generation of CBM-TOF MRPC prototypes will be studied once the
design is finalized. The next generation of the PADI pre-amplifier allows to tune
its input resistance exactly to the detector.

However, a discrepancy remains between the small measured impedance mis-
match and the observed high probability of reflections. One hypothesis to explain
this discrepancy is that the observed distortions are not due to reflections at the
input of the pre-amplifier, but a feature of the double stack architecture. As the
signals from both stacks of the MRPCs are merged through a three-way junction,
signals from each stack could travel backward along the read-out strip of the other
stack. This hypothesis will have to be checked in direct signal observations which
are not possible at STAR and will have to be continued in cosmic measurements.
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The dark rate, and more generally aging, remains a field of active research in
the CBM-TOF group. The results presented here show that the observed dark rate
increase is largely reversible. This is in agreement with the observations at mCBM
and in Bucharest at higher particle flux and shorter timescales. What is clear from
all studies in this regard is that the main source of dark rate is closely related to the
fishing lines. To counteract any issues stemming from this for longer term CBM
operation, a next generation of CBM-TOF prototypes is developed. Tests to replace
the cylindrical fishing lines with rectangular spacers are ongoing. In addition, the
new counters will be sealed around the gas volumes to force the gas flow directly
through the gas gap and thus increase the exchange of polluted gas. As high rate
environments have always been the primary concern with aging, further studies
of the new prototypes will be conducted at mCBM and Bucharest.

7.2 Efficiency

7.2.1 Aim of this Study

Efficiency for a system like eTOF has three different aspects:

• The detector efficiency, defined as the probability for the detector (MRPC) to
detect an incoming particle.

• The matching efficiency, defined as the probability to match a reconstructed
particle track pointing to the detector with a hit on the detector.

• The reconstruction efficiency, defined as the fraction of particles which are
correctly detected and identified by the full detector system over the total
number of all particles produced in the collisions.

This chapter will focus on the first two points, detector efficiency and matching
efficiency. Out of those, detector efficiency is more important for CBM-TOF as
it is expected to be transferable between the experiments. This comes with the
caveat that due to safety concerns for the TPC operation at STAR, the planned
CBM-TOF gas mixture (including 5%SF6) cannot be used. The detector working
point and absolute efficiency are thus not directly transferable to CBM. The long-
term stability of the detector efficiency, however, remains a point of interest for
CBM-TOF in the eTOF program.

For STAR on the other hand, matching efficiency is the more important quantity,
as it directly enters into the reconstruction efficiency which is used to correct
measured particle yields. The matching efficiency can be understood as a product
of the detector efficiency and a factor describing the likelihood to extrapolate a
track correctly towards eTOF. This factor depends on TPC momentum resolution,
local material budget, magnetic field, track fit quality, particle species and particle
momentum. Due to the previously described instabilities (see Chapter 6.4.1)
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with the FEEs, eTOF’s matching efficiency will also vary between runs and even
individual event.

The final aspect of efficiency, the reconstruction efficiency, depends on particle
type and phase space region. It is typically determined during specific physics
analyses within the area for interest of those analyses. The established method to
estimate the reconstruction efficiency in STAR is a so-called embedding analysis.
In this method, simulated tracks are included (embedded) into the real data sample
and processed through the normal data reconstruction chain. The reconstruction
efficiency is then estimated from the fraction of embedded particles which are
correctly reconstructed and identified. At the time of this writing, no large-scale
embedding datasets have been generated for datasets including eTOF. Thus, an
extended analysis of the reconstruction efficiency is not part of this work.

7.2.2 Detector Efficiency - Overlap Analysis

In CBM-TOF’s detector development, the established method to determine the
efficiency of an MRPC prototype has been to stack multiple MRPCs behind each
other (see for example [66]). A track can then be constructed from hits on the
reference MRPCs (REF). This track is intersected with a detector under test (DUT).
The detector efficiency of the DUT is calculated as the fraction of tracks for which
a hit on DUT can be found within a certain radius in space and time around the
calculated intersection point. This method has been most successful if the reference
track was constructed from hits of at least three reference detectors between which
the DUT is sandwiched. Using such an interpolating reference, compared to an
extrapolating reference (where all reference detectors are on the same side of the
DUT), removes systematic uncertainties in the detector efficiency due to particle
absorption.

Figure 7.16: Sketch of the overlap
region between sectors on the eTOF
wheel.

In STAR, direct measurements of the detector
efficiency rely on regions where two eTOF MR-
PCs overlap. The MRPCs inside each module
overlap for two strips each. This is a narrow re-
gion and only allows to determine the efficiency
of the detector at its edge. As the electric field
of the MRPC is not as homogeneous at the edge
as it is in the center, this introduces a bias into
the measured efficiency of the detector. There
is a second, larger, overlap region between the
first MRPC in the second module of each sector
and the first MRPC of the third module of the
next sector. This region is sketched in Figure
7.16. It extends up to the middle of the front
counter and covers approximately one third of
a counter’s area. This analysis will thus focus on this sector overlap. Using the

117



ptrack > 1GeV/c
β > 0.98
β < 1.02

nSigmaPion < 3
RefHitDeviation < 3 cm
Primary Track true

Table 7.1: Cuts applied on reference tracks and their respective matched reference hits for
the overlap analysis.

first MRPC in module 3 of each sector and the STAR TPC allows to create an
interpolating reference for the first MRPC of module 2 of the next sector. This
setup allows to test 12 of the MRPCs in eTOF for their efficiency.

The FXT data are most suited for such an analysis, as the primary tracks originate
from a constant vertex position and cross the eTOF planes at steep angle. This
analysis will focus on the FXT run at

√
sNN = 7.7GeV taken in 2020. In this

dataset, the efficiency is not impacted by the pre-amplifier damages described in
Chapter 6.3.

To provide a high quality reference, strict cuts are placed on the track variables
and the matching criteria between track and reference hit. The exact cuts can be
seen in table 7.1.

Here, ptrack is the momentum of the track and β is the relativistic velocity. β
is calculated from the track path length, the STAR start time and the eTOF refer-
ence hit time. nSigmaPion is the deviation of the track dEdX from a pion dEdX,
normalized to the TPC resolution. RefHitDeviation is the distance between the
extrapolated intersection of the track with the reference detector plane. These
criteria are intended to select straight, primary tracks while preserving sufficient
statistics in the overlap region. The pion dE/dX cut has little particle discrim-
ination power at this particle momentum, but it is still useful to remove a few
mismatched reference hits from the sample.

Figure 7.17: Position differences in DUT-
local x and y coordinates between hits on
DUT and intrapolation in the helix approach.

For each selected pair of reference
track and reference hit on the MRPC
in the back, an intersection point with
the DUT plane is calculated. There are
two approaches to do this: In the helix
approach, the tracks helix is calculated
from the track momentum, the primary
vertex and the magnetic field using the
StHelix class. This helix is then inter-
sected with the DUT plane. This pro-
cedure is identical to the normal track
matching procedure described in Chap-
ter 5.3.4. The predicted intersection in
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Figure 7.18: Difference in DUT-local X-
position between the straight line intrap-
olation to the DUT and hits on DUT as
function of reference track charge · mo-
mentum, before correction.

Figure 7.19: Difference in DUT-local Y-
position between the straight line intrap-
olation to the DUT and hits on DUT as
function of reference track charge · mo-
mentum, before correction.

this approach does not match well with
the position of the closest eTOF hit (see Figure 7.17). The observable spiral pattern
in the position difference between hit and intersection indicates a non-trivial bias
in the prediction of the track intersection. This approach is therefore rejected for
the further analysis.

To eliminate any uncertainties due to TPC alignment and track extrapolation, a
straight line approach is taken instead. In this approach a straight line from the
reference hit to the FXT vertex is intersected with the plane of the DUT counter.
Since the counters are tilted towards the beam axis and rotated with respect to
each other, this calculation has to be done in three dimensions. The DUT plane is
described in global coordinates and normal form as follows:

−−−→
DUT : (x⃗− LtM(

0
0
0

) · LtM(

0
0
1

) = 0 (7.3)

Here, LtM denotes the transformation from the detector-local coordinate frames
to the global coordinate frame using the geometry description of eTOF. This plane
is then intersected by inserting the straight line:

x⃗ = n ·

LtM(

xref

yref
0

)− V⃗

 (7.4)

where xref and yref are the local coordinates of the reference hit and V⃗ is the
reconstructed global position of the event vertex. The distribution of the position
difference between hit and intersection in this approach can be seen in Figure 7.20.
The distribution is wide, but spiral pattern in the helix approach has vanished
(compare with Figure 7.17)

In this simple approach, the calculated intersection point with the DUT plane
deviates significantly from the true crossing point, as the tracks are curved in
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STAR’s magnetic field. This curvature can be ignored on the short distance be-
tween DUT and REF (approximately 15 cm), however, on the full distance between
vertex and REF (approximately 5m) it leads to a significant (momentum- and
charge-dependent) angle of incident on the REF. The true intersection point of the
track with the DUT plane it thus displaced from the straight line assumption.

To correct this issue, a simple data-driven correction is applied. The position
difference in DUT-local X and Y coordinates between all track intrapolations and
all DUT hits in a large radius around the intrapolation point are plotted as function
of the track momentum and charge. An example for these plots (before correction)
can be seen in Figure 7.19. These distributions are fitted with a Gaussian function,
separately in bins of 100MeV . The calculated intersections are then shifted by the
Gaussian means of the corresponding bin fit in both directions.

Figures 7.20 and 7.21 show the momentum-integrated differences in the X-Y
plane between the intrapolation point and DUT hits before and after momentum
correction for an example counter.

Figure 7.20: Position differences in DUT-
local x and y coordinates between hits on
DUT and intrapolation in the straight line
approach without momentum correction
for an example counter.

Figure 7.21: Position differences in DUT-
local x and y coordinates between hits on
DUT and intrapolation in the straight line
approach with momentum correction.

After momentum correction, the hits show an approximately Gaussian distri-
bution around the intrapolation point in both x and y direction. For almost all
counters the RMS values are within 1.0±0.1 cm in x and 1.5±0.1 cm in y. The only
exception is detector 19-3-1, due to a larger fraction of non-Gaussian background.
A counter is considered efficient if a hit on the DUT is found within ∆ y < 4.5 cm
and ∆x < 3.0 cm. This cut corresponds approximately to 3σ limits of the distri-
bution and is thus expected to contain > 99.0% of all correlated hits. To reduce
uncorrelated matches a loose time cut of ±1ns between the measured time of the
DUT hit and the expected time calculated from the time of the reference hit, the
measured velocity of the track and the distance between REF hit and DUT hit is
applied. Furthermore, only events with goodEventFlag() set on both DUT and
REF will be taken into account.

Figure 7.22 shows the efficiency of all DUT counters (first counter of the second
module of each sector). The average counter efficiency is calculated by dividing
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the number of references with a corresponding DUT hit by the total number of
references within the sketched area in the center of the overlap. This area cut is
used to remove edge effects. The errors provided in the figures are only statistical.

The following observations can be made:

• Counter 24-2-1 is missing from this analysis. This is due to the fact that its
reference counter, 23-3-1 does not have a sufficient number of events with
goodEventFlag() set. In this case, the FEE instability can be correlated to
an increased dark current and a developing electric short which forced this
counter to be taken out of the data taking a few weeks later.

• Counter 19-2-1 has two GET4s with a large fraction of outages (here visible
between −8 < x < −4 and 4 < x < 8) and consequently a significantly
reduced hits compared to their neighbors. One GET4 is more than 65%
inactive. One full half of the detector is 10% synchronously inactive. Even
though only events that do not show any GET4 outages have been taken
into account, the detector efficiency is significantly reduced compared to all
other counters. This correlation could mean either that the FEE instability
corrupts also apparently good data or that an electric issue in the counter
causes the FEE instability.

• The average efficiency varies greatly between the tested counters. Omitting
the above mentioned two counters, the measured efficiency varies between
75% and 85%. No difference between USTC and THU-type counters can be
observed within these variations.

• The measured average efficiency of the best case counter is significantly
below the expected values which have been achieve in cosmic measurements
(99% and 93% in USTC and THU-type counters, respectively [67]).

• A gradient along the y-axis of the DUT counter can be observed. The mea-
sured efficiency in the center of the DUT is approximately 10% higher than
at the edge of the cut area. Since the lower edge of the cut area is 4.5 cm
away from the physical edge of the counter, this cannot be explained by edge
effects (field inhomogeneity) of the counter.

To understand the observed low efficiency, the method was cross-checked in
simulations. Unfortunately, at the time of this writing, no large-scale simulation
data production including eTOF is available. In a private production with limited
computing resources, 50000 simulated AuAu collision event at

√
sNN = 7.7GeV

based on the ultra-relativistic quantum-molecular dynamics (UrQMD) model
have been generated. The particle tracks from these events have been propa-
gated through the STAR geometry using the GEANT3 transport model. The eTOF
detector response has been modeled using the StEtofSimMaker code developed
by Y. Söhngen and F. Seck. In this simulation data sample, a simulated eTOF
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Figure 7.22: Efficiency of all DUT counters (first counter of the second module of each
sector) as function of the position of the intrapolation point on the surface of DUT. Counter
24-2-1 is not included as there are no valid references. Upper and lower limit of the 68.3%
statistical confidence interval are given.
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hit is generated for each GEANT track crossing point, corresponding to an in-
put detector efficiency of 100%. cluster size and ToT of this simulated hits are
drawn randomly from measured distributions. The position and timing of the
simulated hit are smeared with input time and position resolutions. In this case,
a time resolution of 60 ps as well as perfect eTOF position resolution have been
assumed. From the simulated eTOF hits, StEtofDigis are then generated, taking
into account randomized channel ToT gain variances and FEE channel dead times.
These StEtofDigis are then processed by the normal data reconstruction chain of
StEtofHitMaker and StEtofMatchMaker. The same overlap analysis as above is
applied to the simulation data.

The simulated data sample contains a total of 2819 good reference hits in the
overlap region. This number of references is statistically insufficient for a con-
clusive understanding. It can only provide hints to why the measured overlap
efficiency in data is as low as observed. On average, in the simulated sample, the
overlap efficiency inside the cut region is 86.8%, compared to 82.2% in the data
sample. Assuming a simple linear scaling:

OvEffdata
DetEffdata

=
OvEffsim
DetEffsim

(7.5)

where OvEff and DetEff stand for the measured overlap efficiency and the
intrinsic true detector efficiency and using DetEffsim = 100%, one can estimate
the true detector efficiency in the data as DetEffdata ≈ 94.7%. This is in line
with the expectations from cosmic data. The simulated data also show a spread
in the overlap efficiency between 81% and 92%, despite equal input detector
performance, but with a large statistical error of 2.5%. This is a similar spread
range as in the data sample. One reason for the low measured overlap efficiency is
the matching between TPC track and reference hit.

The loss of DUT hits in the simulation can be broken down as follows:

• A: For only 85% of all valid references, a GEANT track intersection with
the same MC truth ID as the reference hit was found on the DUT counter.
Correspondingly, 15% of cases have no GEANT track intersection matching
the reference MC truth ID. The most likely explanation is that the reference
hit was produced by a secondary particle created inside the DUT.

• B: For 76% of all valid references, at least one digi with a MC truth ID match-
ing the reference hit was found on the DUT. The most common explanation
for this further reduction is that digis are lost due to FEE dead time in the
presence of other tracks.

• C: For 69% of all valid references, a hit with with a MC truth ID matching
the reference hit could be reconstructed on the DUT. This is a consequence
of missing digis one side of a strip due to FEE dead time.
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• D: For 66% of all valid references, a fully reconstructed hit with a MC truth
ID matching the reference hit found on the DUT within the cut range around
the expected position. This further reduction is due to the uncertainties in
the expected hit position.

• E: For only 6% of all valid references more than one DUT hit within the cut
range was found.

• F: As the measured overlap efficiency is higher than the probability to find a
hit with matching MC truth ID inside the cut radius another hit with different
MC truth ID has to be inside the cut radius for 20% of all valid references.
This is a consequence of A and E.

Generally, interference from other tracks appears to be a big problem in this
analysis (see points A, B and F). This observation does not match the expectation
from the relatively low primary track density. Since the overlap region is located
behind the sector boundary of the TPC, the high material content along the tra-
jectory of tracks in the overlap region may create significant interference from
secondary tracks. Further simulation investigations with higher statistics will be
required to validate this or a similar method once high-statistics simulations are
available. As it stands, measurements from cosmic data and mCBM provide more
trustworthy insight into the detector efficiency for CBM-TOF prototypes than the
scaled estimate from eTOF’s overlap analysis.

7.2.3 Matching Efficiency

While the detector efficiency is most important for CBM-TOF, matching efficiency
is the quantity that is more relevant to STAR physics analysis. It is defined as
the fraction of tracks pointing to eTOF active area which can be matched to an
eTOF hit successfully. It depends on the extrapolation of the TPC track to eTOF
and the detector efficiency. STAR is not designed as a forward detector. Thus the
material budget in front of eTOF is not minimized and the magnetic field is no
longer homogeneous close to the eTOF wheel. This limits the quality of the track
extrapolation.

Matching efficiency also depends on the chosen criteria track matching. The
track provides momentum, specific energy loss and the position where it intersects
with eTOF. The eTOF hits provide their local position, hit time and time over
threshold. There is little correlation between the specific energy loss of a track and
the time over threshold of the hit, as the later heavily depends on the location of
the primary ionization in the MRPC gap. This information is thus not used in track
matching. The timing information is also discarded in the first step, as matching
based on timing to measure the time of flight of the reconstructed particle would
lead to auto-correlations. Therefore, only the position information from track and
hit are used as criteria for the track matching.
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To calculate the position difference, the track intersection with any eTOF coun-
ters is transformed into the local reference frame of the counter. Here, the res-
olutions in local x and y are not equal. Local x is strip position of the hit. The
resolution in this direction is mostly determined by the strip pitch. Local x also
corresponds largely to the transverse direction of the track 5. Local y is the position
along an MRPC strip for the detector hit. The resolution in this direction depends
on the FEE time resolution. For the track, local y largely corresponds to the az-
imuthal direction and thus to the direction of the Lorentz force in the toroidal
magnetic field of STAR. The chosen cuts have to take these different resolutions
into account.

The choice of a cut distance is a trade-off between efficiency and purity. A wider
cut includes a larger fraction of the correct matches, but also an increasing number
of wrongly matched hit. The topic of purity will be discussed in Chapter 7.2.4.

Figure 7.23: Difference between projected track in-
tersection point and close-by hits in detector-local x
coordinate.

Figure 7.24: Difference between projected track in-
tersection point and close-by hits in detector-local y
coordinate.

Figures 7.23 and 7.24 show
the distance between intersec-
tions and close-by detector hits
for all eTOF counters in a
data sample from the

√
sNN =

7.7GeV FTX runs in 2020. An
elliptic cut with a half axis of
5 cm in local x direction and
7 cm in local y direction has
been applied around the in-
tersection point. One can see
an approximately Gaussian-
shaped central peak in both di-
rections with significant tails
towards larger distances. The
central peak has been fitted
with a Gaussian function. It
is slightly displaced from zero
due to residual misalignment,
which was considered small
compared to the width of the
peak. The central peak is as-
sumed to correspond to well-
matched pairs of track intersec-
tions and detector hits, while
the tails contain an increasing
fraction of combinatorial back-
ground.

5The two directions are identical in the center of the middle module of each sector and are rotated
by 30° for the side modules
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The width of the Gaussian fits provides an estimate of the combined position
resolution of the MRPC and the TPC track extrapolation. At σx = 0.87 cm and
σy = 1.23 cm these combined resolutions differ significantly from what would be
expected as pure MRPC resolution. The pure MRPC resolutions can be estimated
from the strip pitch and the time resolution of the electronics, following the
equations 4.9. Using the strip pitch of 1 cm for all eTOF counters as well as a
typical electronics resolution of 25 ps (see Chapter 7.3.3 for further discussion of
the electronics resolution in eTOF) and an average signal velocity of ≈ 18 cm/ns
(see Chapter 7.1.3), one arrives at σx,MRPC < 0.29 cm and σy,MRPC < 0.32 cm. This
suggests a major contribution due to the limited pointing accuracy of the TPC.

Figure 7.25: Width of the distance distri-
bution between hit and projected track in-
tersection (matching width) as function of
track momentum. The distributions in x
and y are fitted in their full range by a Gaus-
sian distribution, as opposed to the center
only fit in Figure 7.23 and 7.24.

Figure 7.26: Width of the distance distri-
bution between hit and projected track in-
tersection (matching width) for each eTOF
counter separately. The distributions in
x and y are fitted in their full range by a
Gaussian distribution, as opposed to the
center only fit in Figure 7.23 and 7.24. The
counter numbering (x-axis) is calculated as
(sector−13)·9+(module−1)·(detector−
1).

For simplicity of the further discussion, the matching width (in x and y sepa-
rately) is defined as the width of a Gaussian fit over the full range of the distribu-
tion of the difference in x and y between track intersections and close-by eTOF
hits. Looking more differential into the matching behavior, it can be observed that
the matching width strongly depend on track momentum (see Figure 7.25). The
MRPC position resolution is largely independent of the particle momentum6. On

6Hit clusters over more than one strip allow for an improved position resolution of the MRPC,
but as the avalanche charge in the MRPC depends more on the (random) depth of the primary
ionizations in the gap than on the total energy deposition. The cluster size is therefore only
weakly correlated with track momentum.
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the other hand, the pointing accuracy on the TPC is momentum dependent due
the curvature of the track and scattering of the particle along its trajectory. The
strong momentum dependence is an indication that the observed large matching
width is indeed due to limitations in the track reconstruction and not due to a
significant underestimation of the MRPC resolution. For high momentum parti-
cles, the matching width is significantly improved, but still large compared to the
native MRPC resolution.

The matching width is also not equal for all eTOF counters. In Figure 7.26 a clear
pattern can be observed. In each module (every three counters), the first 7 counter
has the largest matching width, while the third counter has the smallest. The
matching width improves the further away a counter is from the beam axis due
to a longer track length in the TPC (and thus more track fit points). Less clearly,
but still visible is that the first module8, the center module, in each sector (each
group of nine counters) has a slightly smaller matching width than the second and
third module. This is both due to the shorter extrapolation distance from the last
TPC track point and due to the influence of the material budget of the TPC sector
boundaries on the outer modules.

For the following analysis of the matching efficiency, an elliptical position cut in
the form

√
2 >

√(
xhit − xintersection

∆xcut

)
2 +

(
yhit − yintersection

∆ycut

)
2 (7.6)

is applied.
Here, x and y describe the detector-local position of the hit and the track in-

tersection. ∆xcut = 3 cm and ∆ycut = 5 cm have been chosen to consider a track
matched for this analysis. This corresponds to approximately twice the matching
width in each direction.9 The timing of the hit and the momentum of the track will
not be taken into account to avoid auto-correlations in the particle identification.

Due to the limited pointing accuracy of the tracks, a significant part of the eTOF
active area is affected by border effects. Tracks pointing near a counter may have
indeed crossed the counter and be match-able to a hit on the counter. Similarly,
tracks pointing to the edge of the counter might have actually missed it. To
calculate the matching efficiency in a well normalized way, all track intersections
within the nominal counter surface area are counted, independent of weather they
are matched or not. Of the intersections within one matching width outside the
counter, only those that can be matched are counted. These compensate those
tracks that are wrongly assumed to cross the counter and thus counted too much. If

7the counter closest to the beam-line
8counter 1,2,3,10,11,12...
9For the production of eTOF data, a wider matching cut of xcut = 5 cm and ycut = 7 cm has been

chosen. This more inclusive choice allows to adjust the cuts at post-production level to fit
specific physics analysis requirements.
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a track has intersections with multiple eTOF counters, it is also only counted once,
when considering the matching efficiency of eTOF as a whole. When looking at
the matching efficiency of individual counters on the other hand, each intersection
of a track with a different eTOF counter is considered.

Figure 7.27: Fraction of goodEventFlag()
set in each run of the data sample. One
flag is caluclated for each counter and
each event (compare to Figure 6.17 and
the explanations there.)

Furthermore, a set of cuts is applied to
filter out low quality tracks:

• ptrack > 150MeV

• At least 15 track points are available
in the TPC.

• At least 52% of all possible TPC track
points have been included in the track
fit.

• The track is a primary track.

For now, only intersections on eTOF
counters with goodEventFlag() set in a
given event are taken into account. On aver-
age, the flag is set for 87.3% of all counters
in an event. This fraction varies between
runs in the range of 80.9% to 89.7%. The
distribution the fraction of goodEventFlag()
set in each run can be seen in Figure 7.27.

The matching efficiency obtained this
way for all USTC and THU counters col-
lectively from the

√
sNN = 7.7GeV FTX runs in 2020 is shown in Figure 7.28. A

total of 12.3M events with eTOF hits are included in this sample. A strong mo-
mentum dependence can be observed. The efficiency of the MRPC depends only
on the probability of a primary ionization in the upper region of the gap. This is
more likely for low momentum particles in the Bragg-peak, but the eTOF counters
have been designed to be efficient even for minimum ionizing particles. The
steep drop of the matching efficiency towards low momenta is thus due to lower
pointing accuracy (see Figure 7.25), higher energy loss and increased scattering.
Fortunately, the low matching efficiency of eTOF in this momentum region is not
impacting STAR’s physics performance significantly, as particle identification is
still possible with only the TPC’s dE/dX measurement. For the further discussion
on the matching efficiency, unless mentioned otherwise, the focus will thus be
on the momentum region between ptrack > 0.8GeV/c (an upper limit for the K/π
separation capabilities of the dE/dX measurement) and ptrack < 3.5GeV/c (the
limit of the k/p separation capabilities of eTOF). These limits were decided early
during the BES-II operation as the relevant efficiency window for eTOF and are
kept in this analysis for comparability with earlier publications (for example: [86]).
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Figure 7.28: Matching efficiency - Fraction of tracks with an intersection on an eTOF
counter for which an close-by detector hit can be found, as function of track momentum.
Red: All THU-type counters. Blue: All USTC-type counters. Side box: Zoom into
the region of p > 1GeV/c. Error bars represent the 5σ confidence interval (to improve
visibility) for statistical uncertainties only.

129



The integral efficiency over this region is 70.0% and 69.7% for USTC and THU
counters respectively.

Figure 7.29: Integrated matching efficiency over
the track momentum range of 0.8GeV/c < p <
3.5GeV/c as function of the elliptical cut range (Com-
pare with Eq.7.6) for all of eTOF.

Figure 7.30: Integrated purity over the track momen-
tum range of 0.8GeV/c < p < 3.5GeV/c as function
of the elliptical cut range (See Eq.7.6) for all of eTOF.
Integrated purity means that each bin shows the pu-
rity of all matches within an elliptical distance smaller
than the upper boundary of the bin.

The dependence on the max-
imal matching distance cut is
shown in Figure 7.29. This de-
pendence can be used as a ref-
erence on the effect of reduced
distance cuts in further anal-
ysis. While the matching ef-
ficiency does not level of in
this range, more than half of
all found matches (correspond-
ing to a matching efficiency of
47.4%) are within a narrow cut
range of dx < 0.6 cm and dy <
1.0 cm. A cut of dx < 1.5 cm
and dy < 2.5 cm, half the cut
range used in this analysis, al-
ready yields a matching effi-
ciency of 61.9%. This match-
ing efficiency of course has to
be balanced against the purity
of the matching.

A quick estimate of this
trade-off can be done using
Monte-Carlo simulations. This
estimate uses the same MC
sample as used in Chapter
7.2.2. Figure 7.30 shows the
integral purity as function of
the same elliptical radius as
the matching efficiency. Purity
is here defined as the fraction
of matches for which the MC
truth id of the track agrees with the MC truth id of the matched hit. One can
observe that for a large cut, as used in this analysis, a significant fraction of tracks,
> 30%, are already mismatched. At cut of dx < 1.5 cm and dy < 2.5 cm, half
the cut range used in this analysis, a purity of 84.0% is reached. It should also
be noted, that the mismatch fraction is not negligible even at the tightest cuts.
On the other hand, this quick analysis underestimates the purity slightly due to
two reasons: Firstly, cases in which a track is matched to a hit generated from
a short-range secondary track, generated for example in the box of the MRPC,
of the correct track are counted as mismatches. Secondly, all tracks matched
to a hit which has been reconstructed from contributions from more than one
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track are counted as mismatches. A full analysis of these contributions requires a
high-statistics simulation production including eTOF data and, based on that, a
thorough validation of the eTOF simulation procedure.

The systematic uncertainty due to border effects can only be estimated by
looking at two different approaches of counting matches and intersections on
the edge. When counting all intersections on the nominal counter surface and
neither intersections outside the counter surface nor their matches, the integral
matching efficiency over the momentum range of 0.8GeV/c < p < 3.5GeV/c
is 69.3% and 68.9% for USTC and THU counters respectively. This approach
underestimates the true matching efficiency as, due to limited pointing accuracy,
not all counted intersections belong to tracks that actually crossed the counter.
When counting only intersections which are close to the center of the MRPC and
at least one matching distance away from the counter edge (3 cm in x-direction
and 5 cm in y-direction) and their matches, the integral matching efficiency for
the same momentum range is 71.2% for both USTC and THU counters. This
approach guarantees that only intersections belong to tracks that actually crossed
the counter are counted. But it may overestimate the matching efficiency since
potential detector inefficiencies due to the field drop-off at the counter edge are
excluded. Comparing all three approaches, the uncertainty due to border effects
can be estimated to be ±1.0%.

The first important dependence to study is the time dependence of the matching
efficiency, given the observed FEE outages in the system (see Chapter 6.4.1). Figure
7.31 shows the matching efficiency of USTC and THU-type counters separately
for each of the 26 runs in this data sample.

When looking at all events, without taking advantage of the goodEventFlag(), a
significant variance in the matching efficiency can be observed between the runs.
The RMS for these distributions is 2.06% for USTC-type counters and 1.25% for
THU-type counters. The difference between the two MRPC types occurs because
the two sectors (19 and 23) with most unstable FEEs both correspond to USTC-type
counters. Using only events with goodEventFlag() set for each counter however,
the matching efficiency is very stable. The RMS between runs is reduced 0.28%
and 0.40% respectively. For comparison, the bTOF system, without any DAQ
instabilities, has a run-by-run matching efficiency difference of 0.25% RMS in the
same dataset. The goodEventFlag() thus achieves its intended goal to provide a
stable eTOF efficiency despite the instabilities of the FEE.

The residual variance between runs encompasses any residual calibration differ-
ences of both eTOF and TPC, as well as any performance-affecting differences in
unmonitored variables like detector temperature or gas purity. It can therefore be
seen as an estimate of the systematic uncertainty for predictions of the matching
efficiency of eTOF in similar datasets.

The matching efficiency is also not homogeneous over all counters of one type.
Figure 7.32 shows the matching efficiency for each counter of eTOF, both for all
events and only for events with goodEventFlag set for each counter. It can be
observed:
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Figure 7.31: Integrated matching efficiency over the track momentum range of
0.8GeV/c < p < 3.5GeV/c for each run in the data sample. The truncated run
number (x-axis) is calculated as 100 · [day in year] + [runnumber during day]. For
better visibility, Errors bars show the 5σ statistical confidence interval as calculated by
the ROOT::TEfficiency class. Left: All events in the sample. Right: only events with
goodEventFlag set for each counter. Red: All THU-type counters. Blue: All USTC-type
counters.

• The average over all counters is slightly lower than the global efficiency
shown in Figure 7.28. eTOF’s geometry allows multiple chances to detect
tracks close to the overlap region. The global system efficiency is therefore
higher than the average counter efficiency.

• The majority of all counters show a matching efficiency between 65− 75%.

• For the majority of counters, events with goodEventFlag set only show
slightly improved matching efficiency by about 1−2%. For many of the least
efficient counters, a significant improvement of up to 15% can be observed,
bringing those counters back into the same range as all other counters.

• Only one outlier, counter 96 (Sector 23, module 3, counter 1), remains when
using goodEventFlag(). This counter has already been observed to have
significant problems with its FEE (compare with Figure 6.13 and 6.14). Even
when goodEventFlag is set this counter under-performs significantly. This
observation indicates counter damage in addition to the FEE instability. This
damage was confirmed by the observed electrical breakdown of the counter
following the data taking of this sample.

• No clear pattern similar to the one observed in the matching width (see
Figure 7.26) can be seen in the efficiency. When averaging the counters of the
same position in each sector, counter 1 in module 1 (the counter closest to the
beam) and counter 2 in module 2 and 3 (counters partially shadowed behind
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Figure 7.32: Integrated matching efficiency over the track momentum range of
0.8GeV/c < p < 3.5GeV/c for each counter. The counter numbering (x-axis) is calcu-
lated as (sector − 13) · 9 + (module − 1) · (detector − 1). For better visibility, Errors
bars show the 5σ statistical confidence interval as calculated by the ROOT::TEfficiency
class. Blue: All events in the sample. Black: only events with goodEventFlag set for the
respective counter.
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the TPC sector boundaries) show lowered average matching efficiency by
up to 7% compared to the other counters. After correcting for the average
matching efficiency of each counter’s position inside the sector, the RMS
of the matching efficiency between counters is still 4.0%. This implies non-
negligible differences in the intrinsic MRPC efficiencies.

The varying efficiency over the eTOF wheel can be better visualized in global
coordinates. Figures 7.33 and 7.34 show the fraction of matches for primary tracks
in different momentum ranges as function of the pseudo-rapidity and azimuthal
angle of the track at the primary vertex. Unlike in the previous analysis of the
matching efficiency, the number of matches is here normalized by the total number
of tracks instead of only the tracks which intersect with eTOF counters. It thus
includes also acceptance effect and will be denoted as matching "efficiency ×
acceptance". In this normalization, it is also not possible to take the goodEvent-
Flag() into account, as tracks are not checked for their intersection with individual
counters. The bTOF region is included in this analysis to allow a direct comparison
of eTOF and bTOF performance. The matching criteria for eTOF are as previously
described in this analysis. For bTOF, the default matching criteria used in STAR
data production have been applied.

The pseudo-rapidity is given relative to the fixed target vertex, but uses negative
values to be consistent in direction with STAR collider conventions. The pseudo-
rapidity of the beam is η = −∞ in this convention. η = 0 thus corresponds to the
west side edge of the TPC, where the target foil is located. Around η = −0.85, the
central membrane of the TPC is located, causes the observable thin acceptance
gap. bTOF covers the pseudo-rapidity region from 0 > η > −1.4, while the
region of η < −1.6 is covered by the eTOF wheel. The raw distribution of tracks
shows already an inhomogeneity due to the TPC reconstruction efficiency. When
looking at higher momentum, straighter tracks (see Figure 7.34, left side) the sector
structure of the TPC becomes clearly visible. A minor sinusoidal inhomogeneity in
the azimuthal direction due to the displacement of the fixed target vertex from the
center of the TPC can also be seen. On bTOF, Figure 7.34, center, shows the module
and pad row structure of the east side. Several counters were inactive during
this run period and can be seen as efficiency holes. On eTOF, the acceptance
gap between sectors on the outer side of the wheel is visible (compare Figure
4.1) between −1.5 > η > −1.8. Towards lower pseudo-rapidities, an gap can be
seen between the sectors due to the TPC sector boundaries. Around ϕ = 1.1 and
η = −1.9, an efficiency hole in eTOF can be seen due to the damaged counter
23-3-1. One can also observe a low efficiency band over the full azimuthal range
around η = −1.9. This can be traced to the shadow of the boundary between inner
and outer TPC at a radius of 1.25m from the beam axis. In Figure 7.33 all these
structures are washed out in azimuthal direction due to momentum-dependent
the deflection of particles in the magnetic field.

Taking all these known issues into account, one can compare the matching effi-
ciency in regions with low acceptance deficits: The center of each eTOF sector and
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Figure 7.33: TOF matching efficiency x TOF acceptance for primary tracks within a
momentum range of 0.8GeV/c < p < 3.5GeV/c, including both eTOF and bTOF as
function of track pseudo-rapidity and azimuthal angle. Left: All TPC tracks. Center:
TPC tracks with a bTOF or eTOF match. Right: Quotient of the center and left histogram,
showing local matching efficiency × acceptance.

Figure 7.34: TOF matching efficiency x TOF acceptance for positively charged, primary
tracks within a momentum range of 2.0GeV/c < p < 3.5GeV/c, including both eTOF
and bTOF as function of track pseudo-rapidity and azimuthal angle. The higher momentum
cut and exclusion of negative particles means all tracks are deflected similarly in the
magnetic field. This allows a better resolution of local structures compared to Figure 7.33.
Left: All TPC tracks. Center: TPC tracks with a bTOF or eTOF match. Right: Quotient
of the center and left histogram, showing local matching efficiency × acceptance.
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the center of the bTOF east side modules. These regions cover a smaller fraction of
eTOF compared to bTOF. eTOF is more impacted by acceptance limitations and
material budget.

bTOF has a maximal matching efficiency of 80 − 82% in the center of its east
side modules (orange areas in 7.33). Meanwhile eTOF has a maximal matching
efficiency in the center of its sectors (yellow/dark yellow areas in 7.33) between
70− 80%. As the detector efficiency of bTOF is assumed to exceed 95% [50], this
implies that eTOF has operated during the FXT runs close to the design detector
efficiency of 90 %.

The largest remaining issue with eTOF track matching is the significant matching
impurity, as shown in Figure 7.30. However, for physics analysis, the purity can
be optimized by smart cut selection at post production level. As an example, a
momentum dependent matching width cut of the form:

|∆xcut| < 2 ·MWx(p)

|∆ycut| < 2 ·MWy(p)
(7.7)

is applied. MWx(p) and MWy(p) refer to the momentum-dependent matching
width which can be read off from Figure 7.25. Figure 7.35 shows the matching
efficiency and purity achieved with such a cut. The purity has been determined
based on MC simulations and the matching efficiency has been calculated for the
above used data sample from the

√
sNN = 7.7GeV FXT run. The same number

of track intersections have been used in the calculation as previously. Thus the
matching efficiency in the high momentum region is obviously reduced as fewer
matches pass the tighter cut.

Figure 7.35: Matching efficiency (blue)
and matching purity (black) estimate from
Monte-Carlo using a momentum depended
cut one the distance between hit and inter-
section.

In the intermediate momentum re-
gion between 1GeV/c and 2GeV/c, the
matching efficiency declines, possibly in-
dicating that this cut may progress too
steeply in this region. At momenta above
2.5GeV/c, the matching efficiency is ris-
ing again, as the cut is kept constant for
higher momenta. Over the full eTOF
PID relevant momentum region between
0.8GeV/c and 3.5GeV/c the integrated
matching efficiency has been reduced
from 69.9% to 58.7%. At the same time
however, the integral purity in this mo-
mentum region is 90.5%. This purity
is significantly higher than what a flat
reduction of the matching radius could
achieve at a similar efficiency (compare
figures 7.30 and 7.29).

A matching cut in this fashion thus allows eTOF data to achieve the high purity
necessary to be used in precision analysis while preserving a good efficiency. The
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purity could be further increased using cuts depending additional TPC dEdX
information, especially in the momentum region p < 1.0GeV/c.

Figure 7.36: Matching efficiency from the
FastOffline production of the 7.7GeV col-
lider run in 2021. Red: All THU-type
counters. Blue: All USTC-type counters.
Error bars show the 5σ confidence interval
(consistent with Figure 7.28) for statistical
uncertainties only.

One final data point to look at is the
performance of eTOF at the end of the
BES-II run period. Figure 7.36 shows
(analogue to Figure 7.28), the matching
efficiency for USTC and THU counters
at the end of the 7.7GeV collider run in
2021. The used data sample contains, all
data from the FastOffline production of
the days 99 − 101 10. This FastOffline
production contains 8000 randomly sam-
pled events from each run with prelim-
inary TPC calibrations. The eTOF data
have been calibrated offline. In total, the
sample contains 410k events with eTOF
hits (compared to 12.3M events in the
previous analysis). Counter 23-3-1 was
inoperable in 2021 and has thus been ex-
cluded from this analysis. Over the mo-
mentum region between 0.8GeV/c and
3.5GeV/c the integrated matching effi-
ciency is 59.7% to 64.3%.

The largest effect leading to this reduc-
tion compared to the efficiencies shown
at the beginning of the BES-II running (compare Figure 7.28) is the damage of the
PADI boards suffered in 2020. The previously provided estimate for the efficiency
loss due to the PADI damage (see Chapter 6.3.2) predicts the observed reduction
of the matching efficiency within an error of 0.4% for USTC counters and 1.3% of
THU counters. Additionally, this analysis uses non-final TPC calibrations and is
based on runs in collider mode. In collider mode, tracks in the TPC are on average
shorter as the primary vertex is not necessarily at the opposing end of the TPC.
The track extrapolation quality towards eTOF is thus reduced slightly. Within
these uncertainties, no evidence of MRPC degradation over the duration of BES-II
is found. Given the relatively low particle flux in STAR compared to CBM, this
observation agrees with the expectation for MRPC aging.

7.2.4 Conclusions - Efficiency

• The determination of the detector efficiency in eTOF is a challenging task.
Both the overlap analysis and the comparison with bTOF suggest a detec-
tor efficiency around 90%. However, a significant systematic uncertainty

10Final data production of 2021 data was not available at the time of this writing
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remains, which could not be quantified.

• The average matching efficiency of eTOF was found to be close to 70% at
the beginning of BES-II, degrading to ≈ 62% at the end of BES-II due to
pre-amplifier damages

• No evidence of MRPC aging was observed during BES-II.

• eTOF’s matching efficiency varies significantly between runs due to FEE
outages. This issue has been shown to be curable in analysis by focusing on
counters and events with goodEventFlag set.

• A large dependence of the eTOF matching on the TPC track extrapolation
was observed. This can be seen in the significant momentum dependence of
the matching efficiency and the matching width.

• Significant impact of material budget in front of eTOF was observed, leading
to increased matching widths and an inhomogeneous matching efficiency.

• The large matching width leads to a high combinatorial background in
the eTOF track matching and consequently to a purity around 70%. It was
shown that this purity can be increased to above 90% at a matching efficiency
of 59.7% using a momentum dependent cut on the distance between eTOF
hit and matched track intersection.

• From this perspective, eTOF data are of sufficient quality to be used in
physics analysis of BES-II.

7.3 Time Resolution

7.3.1 Aim of this Study

An MRPC is primarily a timing detector. As such, a good time resolution is its
defining quality. For STAR, eTOF’s main purpose is particle identification. Thus,
the system time resolution of the full timing system is relevant. It includes the
detector resolution of the MRPC and the start time resolution. The start time used
for eTOF is derived from bTOF. It uses the timing and path length of dE/dX-
identifiable tracks in the momentum range of 0.2GeV/c < p < 1.0GeV/c to
determine the time of the collision. Therefore, this term depends on the calibration
of bTOF and the TPC. In this section, a quantification of the system time resolution,
its uncertainties and dependencies will be given. Based on this result, the following
chapter will then take a look at PID limits achievable with this time resolution. For
CBM on the other hand, eTOF provides the first opportunity to study the variance
in the detector resolution between counters, at least for USTC counters11. In
1125 THU-type MRPCs are installed in mCBM, providing another opportunity for statistical

comparisons
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Figure 7.37: Difference between measured particle time of flight and the expectation
calculated from particle momentum and a pion mass hypothesis as function of particle
momentum. Shown is an example USTC counter at medium distance from the beam-
line. In addition to the pion band at ∆t = 0, the electron and muon bands are seen at
negative ∆t and the kaon and proton band at positive ∆t are visible. Above the pion band,
background from track mismatches is visible at low momenta.

STAR, there are two options to isolate the detector contribution to the system time
resolution. The first option is the overlap analysis that was already introduced in
Chapter 7.2.2. Despite its uncertainties in determining the detector efficiency, this
analysis approach delivers good results for the time resolution. The disadvantage
of this approach is that it only provides a combined resolution of DUT and REF
detector and that only the 24 counters in the overlap region can be quantified.
Nevertheless, it provides an important cross-check. In the second approach the
system time resolution is determined for all counters using two different start
times: The VPD start time and the start time provided by the bTOF system. Using
both results as well as the event-by-event correlation of the two start times allows
the unfolding of the different contributions. This approach will be shown for all
108 eTOF counters and compared to the requirements for CBM.

7.3.2 System Time Resolution

A time measurement only becomes meaningful when compared to an expectation.
To determine the system time resolution in STAR, the measured time of flight
is compared to an expectation calculated from the momentum of a track, its
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projected path length, its momentum and a mass hypothesis. As pions are the
most abundant particles at STAR energies and in the eTOF region, we use them
for the mass hypothesis. The difference between measured ToF and expectation
(tof − tofπ) as function of momentum is shown in Figure 7.37 for an example
counter. This plot contains all primary track matches with a cluster size of one
(see Chapter 7.3.4), a distance between track intersection and MRPC hit of less
than ∆r < 3 cm and a specific energy loss within 3σ of a pion. Only events with
goodEventFlag() are taken into account. Unless mentioned otherwise, the same
previously used sample of the 2020 FXT run at

√
sNN = 7.7GeV is analysed.

The tof − tofπ distribution as function of the track momentum splits into rec-
ognizable bands based on the true mass of the particle. The width of these bands
is given by the time resolution of the system. At negative tof − tofπ and low mo-
menta, the electron and muon bands can be seen. At momenta above ≈ 0.3GeV/c
(muons) and ≈ 0.5GeV/c (electrons) these bands merge into the central pion band.
At positive tof − tofπ and higher momenta, the kaon and proton band can be
seen. The Kaon band merges into the pion band at momenta above ≈ 2.0GeV/c.
Above the pion band at low momenta, a significant background from mismatched
tracks can be seen. As pions are the most abundant particles, a mismatched track
is most likely to be matched to a hit that has been produced by another pion,
so this background is close to the pion band. An additional contribution to this
background is multiple scattering of low energetic pions which increases their
effective path length and thus delays their arrival at the MRPC. All these contri-
butions widen the pion band thus worsen the time resolution extracted from the
width. To minimize these contributions the system time resolution is extracted in
the momentum range of 1.0GeV/c < p < 1.5GeV/c. In this region, electrons and
muons are already indistinguishable from pions and thus no longer deform the
peak shape. Kaons on the other hand are still clearly separable. This leaves the
combinatorial background as only distorting influence.

Within this momentum range, the projection of this distribution on the y-axis is
fitted with a Gaussian function and a linear background function 12.

Figure 7.38 shows the such determined system time resolution for each eTOF
counter. With two exceptions, all counters show a time resolution below the eTOF
design resolution of 80 ps. One of the two exceptions is the damaged counter
23-3-1 (counter 97). The average time resolution is 70.6 ps for USTC-type counter
and 74.8 ps THU-type counters. The RMS for the time resolution distributions of
the two counter types is 4.3 ps and 3.8 ps for USTC-type and THU-type counters,
respectively. The distribution of peak positions of the Gaussian fits between
counters has an RMS of 3.9 ps, which can be seen as residual calibration differences.
To determine the methodical uncertainties of this analysis, a mixing technique is
applied. The track matches from all eTOF counters are randomly distributed to

12In the form: f(x) = [0] · e(
x−[1]
2·[2] )

2

+ [3] · x+ [4] with running variable x = tof − tofπ[ns] and free
parameters [1]− [4]. The fit range is ±0.25ns to exclude the kaon band. Parameter [2] of the fit,
the Gaussian width, is taken as the measurement of the system time resolution.
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Figure 7.38: System time resolution for all eTOF counters in the FXT runs at
√
sNN =

7.7GeV from 2020. Blue: USTC-type counters. Red: THU-type counters.

one of 108 sub-events. Instead fitting the tof − tofπ vs. momentum distributions
for each counter, the same analysis is applied on the tof − tofπ vs. momentum
distributions for each of those sub-events. The mean resolution of the sub-events
is 73.3 ps in good agreement with the counter mean resolution of 72.0 ps. The RMS
of the distribution of sub-event time resolutions is 0.2 ps, which can be interpreted
as the methodical error of this analysis. The low methodical uncertainty does not
explain the observed variance in the counter resolutions. This variance is therefore
primarily caused by actual performance differences between the counters.

Figure 7.39: Background fraction in the fit
region for each eTOF counter.

Aside from intrinsic MRPC perfor-
mance differences and calibration resid-
uals, also differences in the track den-
sity and material budget in front of
those detectors, which decrease the pu-
rity of this measurement, contribute to
this variance. These contributions can-
not be quantified in this analysis. How-
ever, one would expect a regular pat-
tern between sectors (similar to the one
visible in the matching width in Figure
7.26) if these contributions were dom-
inant over the influence from detector
differences. No such pattern can be observed in Figure 7.38.

The system time resolution is relatively stable with respect to the track matching
cuts as long as high purity is maintained. This can be checked by using the

141



momentum-dependent position cut on track matches introduced in Chapter 7.2.3
instead of the above used momentum-constant cut of ∆r < 3 cm. The system
time resolution of the counter’s shift by less than 1 ps on average between the two
matching cut methods.

The purity of the pion band can be estimated by the contribution of the back-
ground terms in the fit. The impurity is estimated as the fraction of the integrated
linear background term of the fit over the total integral of the fit. Figure 7.39 shows
this quantity for each counter in eTOF. The average background fraction is 6.8%
with a range spanning from 3% and 12%. A higher background fraction is only
seen in counter 23-3-1. This average is slightly lower than the purity estimates
from simulations shown in Figure 7.35 for this momentum range. The difference
is that this method is not sensitive to mismatches between particles closely related
in velocity and path length like late produced secondaries.

7.3.3 Detector Resolution

To extract the detector contribution, the system time resolution now needs to be
compared with different start time resolutions. Figure 7.40 shows the combined
time resolution of all eTOF counters with bTOF start time and VPD start time
as well as the correlation between bTOF start time and VPD start time. Using
these three measurements we can, assuming simple quadratic addition of the
contributions, calculate the contributions from eTOF, bTOF and VPD:

σeTOF = 67.4 ps

σbTOF−start = 21.3 ps

σV PD−start = 51.4 ps

The unfolding shows that STAR bTOFs start-less T0 mode provides an excellent
start time resolution. The VPD start time resolution is worse, as expected at these
comparatively low energies, but a decent time resolution can still be reached. The
contribution from eTOF counter resolution is the largest factor in the combined
time resolution. For completeness, it should be mentioned that all contributions
from the momentum uncertainties, track matching and path length uncertainties
are attributed to the eTOF resolution in this approach. The contributions from
path length and momentum uncertainty are estimated to be ≈ 5 ps and can thus
be neglected 13.

This result for the eTOF detector resolution can be cross-checked using the
overlap analysis introduced in the previous Chapter 7.2.2. The observed efficiency
issues with the overlap analysis have little relevance to the time resolution. To de-
termine the time resolution, the selection of reference hits and the projection of the
expected DUT hit position into the DUT plane is done analogue to the efficiency
analysis. Around the expected DUT hit position, the closest DUT hit within the

13Assuming 0.1% path length uncertainty and 1% momentum uncertainty
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Figure 7.40: Unfolding the combined time resolution for eTOF in the FXT runs at√
sNN = 7.7GeV from 2020. Top: tof − tofπ of eTOF tracks using bTOF start time.

Middle: tof − tofπ of eTOF tracks using VPD start time. Bottom: Event-by-event
correlation of bTOF start time and VPD start time.
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Figure 7.41: Time resolution from overlap analysis. Black: RMS of the corrected time
difference distribution of DUT and REF hit for each DUT sector. Blue: Gaussian fit width
for USTC DUT sectors. Red: Gaussian fit width for THU DUT sectors.

spatial cuts (see Chapter 7.2.2) is picked. The time difference between DUT hit
and REF hit is then corrected by their three-dimensional distance divided by the
measured velocity of the REF hit. Once a matching pair of DUT hit and REF hit is
found, they are closely correlated. The resulting corrected time difference distribu-
tion can be fit with a pure Gaussian function without any additional background
terms. The width of these fits are shown in Figure 7.41. The average fit width
is 93.4 ps over all sectors. The contributions of DUT and REF resolution cannot
be disentangled from this width. However, if one assumes equal, quadratically
added, contributions, the average eTOF counter in the overlap has a detector reso-
lution of 66.0 ps. This result is in good agreement with the previously presented
detector resolution result obtained using the expected pion time of flight.

The determined above bTOF start time resolution can be subtracted quadrat-
ically from the individual counter system time resolution in Figure 7.38. Doing
so leads to a mean counter resolution of 68.5 ps, agreeing well with the combined
result and the overlap. This indicates a good time alignment between the counters.
For USTC counters, the average detector time resolution is 67.4 ps and 71.7 ps for
THU counters. The RMS of the time resolution between all counters with start time
subtracted is 4.7 ps. The contributions from methodical uncertainties are small,
as shown in the previous subsection and this distribution RMS characterizes the
differences between counters. The important conclusion to draw from this, is that
test results for the time resolution of prototypes (from mCBM or cosmic tests) can
be generalized to a larger sample of MRPCs with an uncertainty of ≈ 5 ps.
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Figure 7.42: System time resolution (including bTOF start time) for each eTOF counter.
Blue:

√
sNN = 7.7GeV Collider data taken in 2021. Black:

√
sNN = 7.7GeV FXT

data taken in 2020.

The detector time resolution measured under reaction conditions in eTOF is on
average higher ≈ 10 ps than previously measured in cosmic tests on samples of
the same counters. At their respective field strength at eTOF of 111.3 kV

cm
for USTC

counters and 104 kV
cm

for THU counters, time resolutions of 56 ps and 62 ps have
been measured before on sample counters before shipping to STAR [87]. The best
best counters of each type in eTOF match the cosmic results with 56 ps and 64 ps
time resolution for USTC-type and THU-type counters respectively.

7.3.4 Time Resolution Dependencies

Run Period Dependency

For better understanding of the spread in the counter time resolutions in eTOF,
the time resolution in the 2020 FXT data is compared to collider data from the
following year. For this, a data sample of 4.6M events from the 2021 collider run
at

√
sNN = 7.7GeV have been analyzed. This data sample has been calibrated by

Y. Söhngen, using the algorithms introduced in this work. The walk calibration
has been ported over from the 2020 FXT dataset at

√
sNN = 7.7GeV , while strip

alignment in time and position as well as the run-by-run corrections have been
done independently. The collider data sample contains runs taken over a period of
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80 days, while the FXT data have been taken within two days. Figure 7.42 overlays
the system time resolution for each eTOF for the FXT dataset and the collider
dataset. The collider dataset shows a slightly worse average time resolution, 76.8 ps
vs. 72.0 ps in the FXT data. This discrepancy can be explained by a combination of
effects:

• In collider mode, TPC tracks to eTOF are shorter with fewer fit points.
Pointing accuracy and thus track matching performance is therefore reduced.

• The worse time resolution in the collider run can be traced down mostly to
the run-by-run time offset corrections.

• The collider data have been taken over a much longer period and at signifi-
cantly lower rate. Therefore, more runs with less statistics in the individual
runs contribute to the data sample.

The precision of the run-by-run offset corrections (see Figure 5.16) is limited by
run statistics, the description of the time distribution shape and the time binning.
The correction is read off from the fitted peak position. For the fit to converge
reliably, the distribution needs to be sufficiently smooth, requiring a sufficiently
large bin width for a given available statistics per run. With the fit, the peak
position can be determined with a resolution better than the bin width only if the
(unbinned) peak shape is described sufficiently well by the fit function. There
is no compelling reason for the peak to be Gaussian-shaped, especially in the
presence of background, but a more complex description of the peak shape and
the background requires more fit parameters and therefore more statistics to
constrain these parameters. With more parameters in the fit, the association of the
peak width parameter with the detector time resolution also becomes less clear.

Given these interconnected limitations, the run-by-run calibration does not
reliably remove all timing offsets between runs with the available statistics in
each run. The calibration residuals contribute to the observed spread in time
resolution between the different detectors. However, since eTOF’s time resolution
is better than the design value of 80 ps and due to time constraints in the STAR data
production, further refining efforts on this algorithm have not been undertaken
yet.

Momentum Dependence

So far, the analysis of the system time resolution has been focused on the momen-
tum interval of 1.0GeV/c < p < 1.5GeV/c. The impact of this chosen momentum
range needs to be quantified.

Figure 7.43 shows the dependence of the system time resolution on the track
momentum. At lower momenta, the system time resolution is worse due to scat-
tering, electron contamination and deteriorating track matching performance.
Between 1GeV/c and 2GeV/c, the system time resolution in nearly constant,
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decreasing by 2 ps over this interval. The lower part of this interval was cho-
sen in the previous analysis due to the higher available statistics and more reli-
ably converging fits. Fits integrated over the full momentum range also result
in a slightly larger time resolution due to a minor drift in the peak position.

Figure 7.43: System time resolution (including bTOF
start time) for all eTOF counter as function of mo-
mentum in

√
sNN = 7.7GeV FXT data. Error bars

depict the variance between individual counters. Blue:
USTC-type counters. Black: THU-type counters.

Due to this, the detector time
resolution may be overesti-
mated by 1 − 2 ps. This is
a minor effect, but may con-
tribute to the difference be-
tween time resolution measure-
ments here and cosmics mea-
surements. The larger drop in
time resolution fit width above
2GeV is an artifact of the fit.
In this momentum region, the
kaon peak is no longer clearly
separated from the pion peak.
This increases the influence of
the background term and fa-
vors a lower width of the main
pion peak. This width then can

no longer be associated with the system time resolution. The time resolution
difference between THU-type counters and USTC-type counters stays constant
over the full momentum range. This matches the expectations as the difference
originates from the differences in MRPC design.

Time over Threshold Dependence

Figure 7.44: Tof−Tofπ distribution as function
of ToTcluster for cluster size one hits.

Figure 7.44 shows the Tof − Tofπ
distribution as function of the to-
tal cluster time over threshold
ToTcluster, for cluster size 1 hits only.
For those hits, ToTcluster is simply
the sum over the time over thresh-
old of the digis from both ends of
the strip. The large majority of hits
fall into the region between 2ns <
ToTcluster < 4ns. An additional
≈ 15% of the hits falls into the re-
gion of 5ns < ToTcluster < 6.5ns.
The regions of even higher or lower cluster ToT have little statistical impact. For
comparison with other histograms (for example figures 5.12 or 7.3) presented in
this thesis, a cluster ToT of 2ns corresponds to a single digi ToT of 5 GET4 ToT
bins on bin on each side (200 ps per bin, per side).
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Figure 7.45 shows the fitted system time resolution and peak position as function
of ToTcluster. It can be observed that for the two high statistics regions the peak
positions are in the range −5 ps to +5 ps. This can be interpreted as the calibration
residual of the walk calibration. The impact on the system time resolution from
the peak shifts is therefore minor. The walk calibration is working as intended.

However, it can also be seen that the time resolution is not constant in the
different cluster ToT regions. The clusters below 2ns in ToT correspond to small
MRPC signals very close to the threshold.

Figure 7.45: Top: System time resolution (including
bTOF start time) for all eTOF counter as function of
cluster time over threshold in

√
sNN = 7.7GeV FXT

data. Bottom: Corresponding deviation of pion peak
as function of cluster ToT.

For these signals, the time
resolution of the front-end elec-
tronics worsens, impacting the
system time resolution. The
statistical impact of hits in this
region is low. The general sys-
tem time resolution is domi-
nated by hits from the region of
2ns < ToTcluster < 4ns. In this
region, the ToT on one sides
is often impacted by the ab-
sorption of a reflected signal
(see Chapter 7.1.4 and Figure
7.9). The ToT is thus ambigu-
ous and the walk calibration
cannot remove the time over
threshold dependence of the
hit time completely. The region
between 5ns < ToTcluster <
6.5ns is mostly formed by hits
were both digis absorb a re-
flected signal. As this is most
likely to occur when the hit
is close the center of a strip,
the ToT distortion is similar for
both sides of the strip and the
walk correction can determine
the correct time shift for a digi
of such a distorted ToT. The
time resolution is significantly improved by about 5 ps compared the lower ToT
region. This observation answers the open question of the impact of the signal
reflections observed at STAR on the time resolution from Chapter 7.1.4. The
reflection behavior is also not consistent between different MRPCs (see Figure
7.1, right side), so these differences contribute also to the observed spread in the
detector time resolution via the walk calibration. Furthermore, this time resolution
dependence also quantifies the potential to improve the time resolution with a
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future improved walk calibration. Such an improved walk calibration needs to
take the y-position along the read-out strip in addition to the ToT of a hit into
account to isolate and correct the contribution from signal reflections. System time
resolutions around 67 ps could be achievable this way.

At even higher ToTs, the system time resolution worsens again, but the statistical
impact of this region is again low.

Cluster Size Dependence

Figure 7.46: Top: Cluster size distribution for
all eTOF counter in

√
sNN = 7.7GeV FXT data.

Middle: System time resolution (including bTOF
start time) as function of cluster size. Bottom:
Deviation of pion peak as function of cluster size.

So far, this analysis has focused
on hits with cluster size one. This
was done both to avoid issues
from the clock jump correction (the
clock jump flag is coded as clus-
ter size += 100) and issues from
intra-cluster time alignment. In
principle, a cluster size greater then
one can be seen as multiple inde-
pendent time measurements of the
same avalanche in the MRPC and
the cluster time resolution should
improve by averaging over those
measurements. In practice, this
is only valid if the width of the
distribution of time differences be-
tween two single-strip hits inside
the same cluster, is sufficiently
small. This intra-cluster time res-
olution is impacted by time walk
differences and front-end electron-
ics resolution.

Figure 7.46 shows the system
time resolution and peak position
shift for the cluster sizes one to four.
Cluster size one shows the global
time resolution of 70.7 ps already
seen in Figure 7.40, top panel. As
the cluster size one hits dominate
the statistics, this number is very close to the cluster size integrated time resolution
of 71.0 ps. The impact of cluster size one cut in the previous analysis is thus small.
Cluster size two hits show a slight improvement in the time resolution of 66.7 ps.
For higher cluster size, the time resolution worsens, as the additional contributions
from intra-cluster time resolution apparently outweigh the advantage of the multi-
ple time measurements. Hits with a cluster size greater than two are increasingly
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rare and thus have a small impact on the total time resolution. The lower panel of
Figure 7.46 shows the shift in the peak of the timing distribution between different
cluster sizes. Cluster size two hits show a significant time delay of about 20 ps
compared to cluster size one hits. This effect has been observed before in cosmics
measurements by I. Deppner[82] and in simulations by C. Simon[88]. The expla-
nation is that for cluster size two hits the avalanche occurs most likely in between
the two strips. The center of the induced signal is in this case offset with respect
to the read-out strip. The gradient of the induced signal is therefore not aligned
with the direction of the strip. The observed signal on the strip is wider and flatter
compared to signals centered on the strip. This signal is thus registered at the
pre-amplifier later than its ToT would suggest and the hit is registered delayed.
This effect could be corrected. Since calibrations in eTOF are applied at digi-level,
before the cluster size is known, such a correction would require the introduction
of a second calibration stage after the hit building. Due to the statistical dominance
of cluster size one hits, the impact such a calibration on the total system time
resolution is low. Therefore, no such additional calibration step was applied. This
decision may be revisited in the case of future reproductions of eTOF data.

Track Matching Dependence

Figure 7.47: System time resolution (including bTOF
start time) for all eTOF counters as function of the dis-
tance between hit and extrapolated track intersection
on the MRPC surface in

√
sNN = 7.7GeV FXT data.

Figure 7.47 shows the depen-
dence of the system time reso-
lution on the distance between
the MRPC hit and the extrap-
olated intersection of the TPC
track with the counter sur-
face. As there is little influence
of the track momentum mea-
surement, this dependence es-
sentially measures the depen-
dence of the time resolution on
the purity of the matching. The
system time resolution stays
stable up to a distance of 2 cm.
Comparing with Figures 7.29
and 7.30, this distance corre-
sponds to a cut scale factor of
≈ 0.5 and accordingly a matching efficiency of 60% and an estimated (integral)
purity of 85%. For higher distances, the time resolution degrades significantly. It
should be mentioned that Figure 7.47 shows the time resolution in each fit bin, not
the integral fit up to each bin. As the statistics in the further away bins is much
lower, the integral time resolution is rather similar to the time resolution for the
closest hits.
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Electronics Resolution

The time resolution of each counter is also impacted by the time resolution of its
electronics. To be more precise, electronics resolution in this context refers to the
resolution of the GET4 TDC. The resolution of the PADI pre-amplifier is for the
purpose of eTOF inseparable from the MRPC resolution. GET4s theoretical time
resolution is:

σtRes,theo =
1√
12

· τclock
Ndelay elements

=
6.25ns√
12 · 112

= 16.1 ps (7.8)

In practice, the time resolution is impacted by TDC non-linearities and, as
always at least two GET4s contribute to the timing of an eTOF hit, imperfect clock
synchronization. For eTOF, the two sides of a module are connected to one GBTX
each, so the time resolution of a hit is also impacted by the clock synchronization
between two GBTX (see Chapter 4.5). The time difference width between two
GET4s on different GBTX was found to be σtRes,Lab ≈ 35 ps in measurements by J.
Frühauf at the GSI electronics laboratory [77]. The electronics time resolution in
eTOF can be measured from the time difference of the two pulsers inserted into
one channel of the last GET4 on each side of the counter.

Figure 7.48: Width of a Gaussian fit to the pulser time
difference between both sides of each eTOF counter,
divided by

√
2, in

√
sNN = 7.7GeV FXT data.

Figure 7.48 shows the width
of a Gaussian fit to the time
difference between the two
pulsers on each eTOF counter,
divided by

√
2 to estimate a sin-

gle GET4 contribution. This fig-
ure is based on data from all
events of the previously used
FXT data sample at

√
sNN =

7.7GeV . Due to DAQ restarts,
the time difference between
two pulsers can shift between
runs. The Gaussian fit has been
applied to a range of ±150 ps

around the maximum of the time difference distribution. This cut ensures that the
fit is not distorted by pulser time shifts.

In mean, the pulser resolution is 28.1 ps, corresponding to a fit width of 39.5 ps.
This is slightly worse than the previous measurements in the lab. However,
significant differences between the counters can be observed. In the best case, a
pulser resolution close to 16 ps, the nominal GET4 resolution is observed. The
worst cases show a resolution up to 45 ps. The RMS of the pulser resolution
distribution is 6.4 ps. Given the average eTOF detector resolution of 67.4 ps and
the RMS of 4.7 ps between detector resolutions, this RMS between the electronics
resolutions could account for the majority of the differences between counters
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(2.67 ps or 56.7%). However, there is no observable correlation between the pulser
resolution measured on a counter and its time resolution (correlation coefficient:
-0.03).

There is also no observable correlation between the time resolutions of the
pulsers inside the same module. One can therefore assume that the observed
spread in the pulser resolution is representative for the spread between any two
GET4s on different GBTX. The two pulser channels on each counter never con-
tribute to the timing of a hit, as they are connected to different strips. The GET4s
on opposing sides of each strip, which contribute together to the timing of a hit,
will likely show a similar spread in resolution as seen in Figure 7.48, but not the
same resolution as the measured pulser resolution of the counter. This explains
why no correlation between pulser resolution and detector time resolution is ob-
served. The measured pulser resolutions therefore contribute only qualitatively
to the observed differences in counter resolutions. As there are 8 GET4 pairs
contributing to the timing of hits on each counter, it is also likely that part of the
variance observed in the pulser resolution is averaged out when looking at the
time resolution of the full detector.

7.3.5 Conclusions: Time Resolution

eTOF has been shown to achieve an average system time resolution of 70.7 ps,
exceeding its design resolution of 80 ps. USTC-type counters show a slightly better
time resolution than THU-type counters. The good system time resolution is
helped by an excellent start time resolution of < 25 ps provided by the bTOF
system.

The detector time resolution varies significantly with an RMS of 4.7 ps between
different MRPCs. This can be taken as an uncertainty for generalizations of
time resolution measurements on CBM-TOF prototypes. The performance of the
different MRPCs changes between different datasets, indicating that much of the
observed variance is not due to intrinsic MRPC differences but due to calibration
residuals. The main contributors to those residuals are the run-by-run calibration
and the walk calibration. The run-by-run calibration is limited by the amount
of statistics on each counter in a run and the walk calibration is limited by the
distortions on the measured ToT due to reflections. Another contributor to time
resolution variations between counters are significant observed variations in the
electronics resolution.

Combined, all these effects as well as smaller dependencies of the timing on
momentum and track matching distance can explain the differences in observed
average time resolution in eTOF and prior cosmic measurements. The best per-
forming counters in eTOF provide a time resolution matching the cosmic results.

For STAR, the achieved time resolution is sufficient for the physics goals of
BES-II.

For CBM, these results show that its target system time resolution can be
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achieved on a large scale with current the MRPC prototypes and similar cali-
bration algorithms, if a start time resolution of < 43 ps can be provided. Further
developments of the electronics chain aim to remove the necessity for a run-by-run
calibration and improve the electronics resolution slightly. With improved elec-
tronics stability, larger uniform calibration samples will be available, allowing for
more multi-differential calibrations. A cluster size and y-position dependent walk
calibration to remove ambiguities in the ToT measurement has shown potential
for small further improvements of the detector resolution. This would loosen the
requirements on the start time resolution further.
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8 Physics Performance

8.1 The KFParticle Reconstruction Package

KFParticle [89] is a software package for the topological reconstruction of short-
lived particles and their properties in a detector-geometry independent way. Ini-
tially developed for CBM, it was introduced to STAR as part of CBMs FAIR-Phase
0 efforts. It has since been tested and validated on BES-I and early BES-II data and
shown improved signal-to-background ratios for various reconstructed particles
[90].

KFParticle is based on the Kalman filter, a mathematical method to obtain an op-
timal estimate for a state vector from a series of consecutive measurement and their
known uncertainties. In the case of KFParticle, the state vector of the mother par-
ticle (x, y, z, px, py, pz, E)T and its uncertainties are reconstructed by successively
filtering over the state vectors of the individual daughter particles, propagated
back to the position of the decay vertex. For identification of the daughter particles,
KFParticles works on a hypothesis model. Each track is assumed to be a particle
of every particle species which is not excluded by the available PID information.
At the time of this writing, each hypothesis is treated with the same weight. For
each decay vertex and every valid combination of daughter particle identities, a
candidate for the mother particle is reconstructed. Figure 8.1 shows the valid PID
combinations for mother particle reconstruction in KFParticle. For each mother
particle candidate, a χ2 is calculated from its state vector and its uncertainties as
well as from topological matching criteria. This χ2 can be used to discriminate
between likely candidates and the combinatorial background induced by the PID
identity hypothesis approach.

As input, KFParticle is provided with the TPC tracks as well as a covariance
matrix of detector uncertainty estimates and a vector of PID hypothesises for
each track. A dedicated interface class, StKFPInterface, handles conversion of
StTracks into KFParticles internal structure, the calculation of PID hypothesises
from PidTraits and dE/dX information as well as track selection and propagation
of topological cuts to KFParticle.

For this work, the interface class has been modified to use eTOF PID information
in addition to bTOF PID information for PID hypothesises. Usage of eTOF specific
information (goodEventFlag() and deltaX(), deltaY()) and a particle identification
scheme based on eTOF information has been added. Additionally, a mechanism
for track mixing between different events for background determination has been
implemented.
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Figure 8.1: Overview over valid decay channels for mother particle reconstruction in
KFParticle. Source: [91].
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8.2 Λ0 Reconstruction

The lightest strange baryons, Λ0-baryons are an important probe of strangeness in
heavy ion collisions. As such, their reconstruction is of general interest for physics
analyses of BES-II data (see 2.5.3).

Λ0-baryons are among the longest living particles which decay inside the STAR
acceptance. Their decay vertex into a proton and a pion is well separated from the
primary vertex. Its mean decay length is about 20 cm. Λ0s occur in high abundance
and the decay products are easy to identify. These features make Λ0 reconstruction
a prime application case for the topological reconstruction approach of KFParticle.
The mother particle reconstruction can be done well relying just on the TPCs
specific energy loss measurement for particle identification.

In this section, Λ0 reconstruction is studied as a sanity check for eTOF data
quality. Despite the good reconstruction quality without TOF information, any
good TOF information should improve the reconstruction of Λ0 particles. This
additional information will reduce the number of valid particle hypothesis per
track and thus lower the number of proton-pion pairs forming Λ0 candidates.
The quality of the particle reconstruction is quantified in this analysis by the
significance of the Λ0 peak. The aim is to show the additional value eTOF data
provide to physics analysis as well as to demonstrate some of the pitfalls when
integrating this information into KFParticle.

The abundance and easy topological reconstruction of Λ0-baryons can also be
used to create a pure sample of proton tracks from the decay daughters. These
tracks are compared to their eTOF matches as a data driven approach to assess
eTOF’s track matching performance and purity.

8.2.1 Analysis

For the first part of this analysis, the fast offline PicoDst sample of the
√
sNN =

7.7GeV FXT run in 2019 was used. It contains 5.7 million events with a recon-
structed primary vertex. Due to the preliminary start time calibration in this
dataset, the eTOF system time resolution is 85 ps.

Tracks are considered proton and pion candidates if their dE/dX value is within
three standard deviations of the nominal value for the respective particle species
and momenta. Estimates for the uncertainties of the specific energy loss are
provided by the TPC group.

For the time of flight PID, track candidates are required to have a measured
inverse relativistic velocity 1/βtof withing 3.5σ1/β of the expectation. The expecta-
tion is calculated from the momentum measurement and each mass hypothesis
has been applied in this part of the analysis. The expected width σ1/β is calculated
as

σ1/β = 2 · σTRes

ToFmeasured

· 1

βToF

+
C[mhypothesis]

p2
(8.1)
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.
where, p is the measured momentum, σTRes is the eTOF time resolution and

C[mhypothesis] is a constant which is fitted to the width of the mass spectrum for
each particle species (p, K, π) in the very low momentum region. If only the
time uncertainty is taken into account, the width of the mass spectrum at p → 0
should be zero. In practice, that is not the case due to scattering and energy
loss. This constant is phenomenologically accounting for this fact. Values of are
C[p] = 0.05GeV 2, C[K] = 01 and C[π] = 0.01GeV 2 are used here.

Estimates for the uncertainties in position and momentum of the tracks are
provided by their associated covariance matrix. Those are used to calculate a
χ2 value for the distance of closest approach to a given vertex or track. For this
analysis, particles are considered secondary particles if χ2 > 30 with respect to the
primary vertex. This loose requirement is applied to reduce background in the Λ0

spectrum from more short-lived decays.
Secondary proton and pion pairs are considered Λ0 candidates if χ2 < 10 for the

distance of closest approach between the two tracks. As the focus of this analysis
is on the impact of eTOF, it is required that the pseudo-rapidity of the proton is
within eTOF acceptance of −1.6 > η > −2.12 is applied. Figure 8.2 shows the
invariant mass spectrum for Λ0 candidates. This spectrum is fitted with a Gaussian
function of the peak and a linear function for the background under the peak.
The fit ranges from mΛ0 − 3Γ < mΛ0 < mΛ0 + 3Γ, where Γ is the nominal decay
width of the Λ0-Baryon. It is assumed that the number of Λ0 candidates follows
a Poissonian distribution and that the statistical uncertainty of the number of
candidates in a momentum interval can be calculated as σNcandidates

=
√
Ncandidates.

The significance (nσ, in units of the standard deviation) of the Λ0 peak can then be
calculated as

nσ =
S√

Ncandidates

=
S√

S +B
(8.2)

where S and B are the respective integrals over the signal and background functions
in a range of ±0.005GeV/c2 around the peak position.

Figures 8.3 to 8.5 show the momentum distribution of Λ0 candidates as well as
significance and signal fractions for different approaches to use eTOF information.
In the default way to include time of flight information in KFP a particle hypoth-
esis for a TOF-matched track is considered valid only if both dE/dX and TOF
measurement agree to this hypothesis. This method was implemented previously
for bTOF data. Directly porting this approach to eTOF (green line in figure 8.3
to 8.5) leads to reduced significance compared to TPC-only reconstruction (red
line) for all but the lowest momenta. Figure 8.5 shows that the signal fraction does

1The kaon band does not extent to very low track momenta in eTOF, therefore the constant is not
necessary for kaons.

2In the default STAR coordinate system, the FXT beam travels into negative Z direction. Negative
pseudo-rapidities indicate forward tracks from the collision
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Figure 8.2: Invariant mass spectrum of
Λ0 candidates in the eTOF pseudo-rapidity
range from the 7.7GeV FXT fast offline
data sample. Proton identification with
combined dE/dX and eTOF PID.

Figure 8.3: Momentum distribution of Λ0

candidates in the eTOF pseudo-rapidity
range from the 7.7GeV FXT fast offline
data sample. Red: Particle identification
with dE/dX only. Green: Particle identifi-
cation with dE/dX and eTOF. Mass hypoth-
esis of dE/dX and eTOF have to agree if a
eTOF match exist. Blue: Particle identifi-
cation with dE/dX and eTOF. dE/dX mass
hypothesis is considered valid alone if eTOF
has no valid mass hypothesis.

Figure 8.4: Significance S√
S+B

of Λ0 candi-
dates in the eTOF pseudo-rapidity range
from the 7.7GeV FXT fast offline data
sample. Red: Particle identification with
dE/dX only. Green: Particle identification
with dE/dX and eTOF. Mass hypothesis of
dE/dX and eTOF have to agree if a eTOF
match exist. Blue: Particle identification
with dE/dX and eTOF. dE/dX mass hypoth-
esis is considered valid alone if eTOF has
no valid mass hypothesis.

Figure 8.5: Signal fraction S
S+B

of Λ0 can-
didates in the eTOF pseudo-rapidity range
from the 7.7GeV FXT fast offline data
sample. Red: Particle identification with
dE/dX only. Green: Particle identification
with dE/dX and eTOF. Mass hypothesis of
dE/dX and eTOF have to agree if a eTOF
match exist. Blue: Particle identification
with dE/dX and eTOF. dE/dX mass hypoth-
esis is considered valid alone if eTOF has
no valid mass hypothesis.

indeed increase slightly due to the additional particle discrimination power of
eTOF. However, this gain is more than negated by the loss of statistics due to the
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rejection of Λ0 candidates in the peak region. The difference is small, however,
it means that in this implementation, eTOF data fails the sanity check that the
additional information must improve reconstruction quality.

The reason for this loss in significance lies in the mismatches between TOF in-
formation and TPC tracks. This issue is obviously not present when using dE/dX
identification only. In Chapter 7.2.3, it was already shown that a non-negligible
fraction of tracks are not matched to their correct eTOF hits in simulations (com-
pare figures 7.30 and 7.35). The background seen in the timing spectra in Chapter
7.3.2 highlight these issues in the experimental data. In this case, as the recon-
struction without eTOF matches already works very well, even a moderate rate of
mismatches will worsen the overall result. A similar effect can also be observed
with bTOF matches, albeit at an insignificant magnitude.

The way to remedy this issue is to ensure that only good eTOF matches are used
in the analysis and, most importantly, that tracks with improper eTOF matches
are not discarded, but treated the same as tracks with dE/dX identification only.
To ensure the later, tracks with no valid PID hypothesis from TOF are set to ignore
the TOF information. For example, tracks with mTOF ≈ 600MeV fit to none
of the particle species. Such tracks are obvious mismatches or erroneous time
measurements (due to clock jumps) and need to be sorted out. This change in
the TOF information interfacing to KFParticle then leads to a small increase both
signal fraction and significance compared to the case with only TPC information
(blue line in 8.4 and 8.5). While this change is not large, it means that eTOF data
now pass the intended sanity check. Further refinement of the eTOF data quality
can be done by cutting on the previously introduced matching quality criteria like
the distance between track and intersection (deltaX, deltaY) or goodEventFlag()
(see Chapter 7.2.3).

8.2.2 Proton PID Purity Estimate from Lambda Decays

The fact that the Λ0 is both comparatively abundant and can be reconstructed
well with a topological approach, and with TPC information only, can be used to
obtain a proton track sample with high purity. Since the PID for this sample is
known a priori to the TOF measurement, it can be used to check the purity of TOF
matching. This data driven approach will be compared to the previously shown
purity estimate from Monte-Carlo simulations (see Figures 7.30 and 7.35).

The sample contains the proton tracks from decays of Λ0 candidates in the mass
range of ±3MeV/c2 of the nominal Λ0 mass. The purity of this track sample is
assumed to be equal to the Λ0 signal fraction S

S+B
. Each track that has an eTOF

match is considered as a TOF identified proton if the measured mass is within
3.5σmproton around the proton mass. σmproton is calculated according to equation
4.4, assuming a time resolution of 75 ps, a momentum resolution of 2% and a path
length uncertainty of 1mm. Since the shape of the proton mass distribution is
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Figure 8.6: Mass distribution of Λ0 candidates reconstructed using only TPC information.
The signal region is marked by dotted lines. Red: All candidates. Blue: Candidates with
posterior eTOF identification of the proton daughter track.

close to Gaussian, this cut is expected to include approximately 99.98% 3 of all
mass measurements of correctly identified protons.

If a TOF mass measurement for a proton sample track is incompatible with the
proton mass, it is therefore highly likely that one of two possibilities occurred:
Either the TPC track was mismatched to the TOF hit or the track was not actually
a proton. One can correct for the later possibility using Bayes theorem:

P (mp|p) =
P (p|mp) · P (mp)

P (p)
, (8.3)

where P (mp) is the probability to measure a proton mass for a track and P (p)
is the probability that the track is actually a proton. P (p|mp) corresponds to the
purity of the proton track sample. P (mp|p) can then be directly identified with the
TOF matching purity.

Figure 8.6 shows the invariant mass distribution of reconstructed Λ0 candidates.
The signal fraction S/(S+B) in the selected region is determined by a fit with a
Gaussian component for the signal and a first order polynomial component for the
background. For all Λ0 candidates, S/(S + B) = 86.8% (corresponding to P (p)).
The subset of Λ0 candidates for which the proton daughter track can afterwards be
matched to an eTOF hit with a proton mass, S/(S +B) = 90.8% (corresponding
to P (p|mp)). For the track matching to eTOF, an elliptic match distance cut with
the half-axis of δx < 5 cm and δy < 7 cm is applied. In this sample, 82.8% of all

3corresponding to the Gaussian confidence interval of 3.5 standard deviations
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Figure 8.7: Proton purity as function of
the distance between eTOF hit and track in-
tersection. Black: MC proton tracks with
p < 0.9GeV/c. Blue: Probability to mea-
sure a proton mass for tracks from Λ0 de-
cays. Red: Matching purity for proton
tracks after bayesian correction. Error bars
denote statistical error. Shaded area shows
the uncertainty of the bayesian correction.

Figure 8.8: Distance between proton track
intersection and eTOF hit. The fraction of
protons has been scaled with the purity for
a given purity. Red: Data, proton tracks
from Λ0 decays. Black: MC, all proton
track with p < 0.9GeV/c.

tracks have a TOF mass compatible with a proton mass hypothesis (corresponding
to P (mp)). Using equation 8.3, the eTOF matching purity is calculated to be
P (mp|p) = 86.6%. By varying the integration range of signal and background in
the Λ0 invariant mass distribution, a systematic uncertainty of ±1.0% due to the
impurity correction is obtained.

The eTOF matching purity extracted this way depends of course on the choice
of track matching criteria. The overall proton purity was found to exceed 90% for
a requirement of up to ∆r < 3.5 cm for distance between hit and intersection. This
requirement contains 92.6% of all matched proton tracks from Λ0 decays. This
result is compared to the matching purity from Monte-Carlo simulations. For
comparability, a simulated track sample of protons with a momentum range of
p > 0.9GeV/c is used to match the momentum range of the proton tracks from
Λ0 decays. The MC matching purity matches with 87.0% very well to the data
approach. However, when looking into more details, the simulation and data
approaches differ.

Figure 8.7 shows the purity estimates from simulations and from protons from
Λ0 decays as function of the matching distance between track intersection and
eTOF hit. The simulation approach predicts a slightly higher purity for close
matches, but significantly lower purity for hits further away from the intersection.
Figure 8.8 shows the distribution of the distance between hit and intersection
for simulations and data. Also here, the simulations predicts a hit distribution
closer to the track intersection. Combining the two observations, one can infer
that for pure matches the distance between hit and intersection is significantly
smaller in MC compared to data. The widths of the distance distributions are
RMSdata = 1.00 cm compared to RMSMC = 0.82 cm. The chosen matching radius
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is large enough that the overall purity agrees with data despite this difference
in the distance distribution width. The overall matching widths of eTOF tracks
(see figures 7.23 and 7.24) have been adjusted in the simulations to fit data. This
has been done by adjusting the simulated input position resolutions of eTOF. The
required eTOF resolutions are significantly wider than what is expected from strip
width (x-position resolution) and electronics resolution (y-position resolution).
Both the wide resolution required to fit the overall matching widths in the MC
and the above shown closer distributions of the pure proton matches indicate
that the current simulation description may overestimate the pointing accuracy
of STAR tracks onto the eTOF plane. A direct comparison in which also the MC
proton tracks are taken from Λ0 decays is needed to further validate the method
presented in this section once a large simulation production is available.

8.3 ϕ-Meson Reconstruction

Kaon identification presents one of the greatest challenges for a time of flight (ToF)
system. Due to the relatively low mass of kaons, they reach relativistic speeds
even at intermediate momentum levels. This makes the separation between kaons
and pions difficult, using ToF measurements alone. Additionally, the low natural
abundance of kaons makes kaon samples particularly prone to contamination from
various background sources, such as mismatched tracks or high-energy-loss pions.
This makes kaons an intriguing choice for evaluating the physics performance
of the eTOF system. A data-driven approach to assess whether the kaon sample
identified by eTOF is suitable for further physics analysis is to associate them with
a specific particle decay. Among the few light, abundant particles that decay into
kaons with a high branching fraction is the ϕ meson. 4 The ϕ meson decays into
a K+K− pair near the primary vertex. Moreover, the ϕ meson is an interesting
candidate for further physics analysis in BES-II, since BES-I measurements indicate
that its elliptic flow deviates from NCQ scaling within the BES-II energy range
(see Chapter 2.5.2).

This section first presents a study of eTOF’s kaon identification purity. It will
then show the benefits of eTOF to STAR’s ϕ-meson reconstruction in terms of
phase-space coverage and reconstruction yield.

The analysis was conducted on the P23d picoDST production of
√
sNN =

7.7GeV Au+Au FXT data from February 2021, utilizing the calibration introduced
in previous chapters.

8.3.1 Kaon Identification and Purity

The first step in ϕ-meson reconstruction is identifying kaon candidates. Figure 8.9
presents the inverse relativistic velocity spectrum for primary tracks with eTOF

4The other such particle, the K∗ meson, is challenging to separate from background due to its
large decay width.
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Figure 8.9: Inverse relativistic velocity spectrum as function of particle momentum (per
unit charge) for eTof matched tracks. A matching radius cut of ∆r < 2 cm is applied. Pion,
kaon, proton and deuteron bands are clearly visible. Electrons and muons can be separated
from pions at momenta below 0.5GeV/c. Helium is faintly visible above the deuteron
band hints of a triton band between deuterons and protons can be seen. At low momenta
at contribution from mismatched tracks can be seen apparent super-luminal velocities.

Figure 8.10: Corresponding squared mass spectrum as function of track momentum. The
colour axis has been adjusted to increase contrast in the kaon mass region.
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matches. A matching radius requirement of ∆r < 2 cm was applied to select for
well-matched tracks. While the kaon band is visibly separated from the pion band
up to approximately p ≈ 2GeV/c, a notable background is also observed around
the particle bands. Figure 8.10 shows the same data in the m2 versus momentum
representation. In this representation, the width of the kaon distribution at a given
momentum depends solely on the momentum resolution of the TPC, the ToF time
resolution, and the path length uncertainty. This theoretical width, σtheo

m2 , can be
calculated from the known detector uncertainties in the mass measurement (see
Equation 4.4) as:

σtheo
m2 = 2 ·mkaon · σm (8.4)

Figure 8.11: Example of a kaon purity fit. Red: Com-
bined fit. Blue: Signal fit. Black dotted lines: Integra-
tion range for purity calculation.

In STAR, the common ap-
proach for determining PID pu-
rity involves fitting the mass
distribution of the target parti-
cle. Purity is then calculated
as the integral of the signal
fit function within the peak
region, divided by the total
number of entries in that re-
gion. In this analysis, the
signal region is defined as
±3.5σtheo around the nominal
kaon mass squared, aligning
with the applied eTOF PID se-
lection. The fitted mass distri-
butions are obtained by project-
ing momentum slices of Figure
8.10 onto the mass axis, with
each slice spanning 0.1, GeV/c
in momentum. The analysis
covers the kaon momentum range from 0.5GeV/c to 2.5GeV/c. To calculate a
common σtheo

m2 from Equation 4.4 for each slice, a series of assumptions is required
due to variations in individual track properties

• The particle momentum p is assumed to correspond to the center value of
each momentum slice.

• The relative momentum error is estimated to be 2%.

• The track path length L is assumed to be 516 cm, i.e. the average path length
of all eTOF tracks.

• The track length error is assumed to be 1mm. This assumption, or even an
order of magnitude higher estimate, has little impact on the calculated σtheo

m2 .
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• The time of flight ∆ttof for each slice is calculated for a Kaon of nominal
mass with the assumed momentum and path length.

• The eTof system time resolution is conservatively assumed to be 75 ps (Com-
pare with Chapter 7.3.2).

Since the Gaussian shape of the distribution cannot be assumed, the more gen-
eral Student’s t-distribution is used as the signal fit function. The background
shape is modeled in a phenomenological approach by a double exponential func-
tion.

The background model is too simplistic to fully describe the background shape
for all momentum slices perfectly. However, more complex background models
introduce additional parameters, which can result in highly unpredictable fits. Fur-
thermore, no model currently exists to describe the various background sources
(such as mismatched tracks, scattered particles in the detector, and poorly recon-
structed tracks) from first principles. Therefore, the simple double-exponential
background model is employed.

One of the exponential background terms is left unconstrained in the combined
fit and accounts for the additional background component from pions. The second
exponential function is fixed by a separate fit to the region from 0.4GeV 2/c4 to
0.5GeV 2/c4 and is intended to model the background between the kaon and pion
peaks. This fitted exponential function is then included in the combined S+B fit
with a phenomenological scaling factor of 0.8. The scaling factor is introduced to
prevent an overestimation of the background in the region from 0.18GeV 2/c4 to
0.23GeV 2/c4. Overestimating the background in this range would destabilize the
signal fit in the peak region, resulting in a poorer description of the peak shape.

The quality of the combined fit then depends critically on the initialization of
the fit parameters and the varying background shapes of the different slices. The
fit range for the combined fit is therefore varied from 4σtheo to 6σtheo to quantify
the systematic uncertainties due to this limitation. The background fits are also
not used directly in the calculation of the purity. Instead, the signal integral over
the signal range is compared to integrated entries of the mass square histogram in
the same range. The ±3.5σtheo integration range is extended to match the binning
of the histogram. This ensures that signal and background are compared over the
same range.

The average calculated purity and uncertainties from the fit range for each
momentum slice is shown in Figure 8.12. In the intermediate momentum range
between 0.7GeV/c and 1.6GeV/c, the calculated PID purity is relatively stable,
ranging from 80% to 90%. These values can be compared to the matching purity
from Monte-Carlo simulations shown in Figure 7.30 for similar spatial require-
ments 5. Considering that the simulation estimate (Figure 7.30) only takes im-
purities from track mismatches into account and the limitations of the available

5The matching cut used in this analysis corresponds to ≈ 0.4 units on the elliptic cut scale in used
in Figure 7.30
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Figure 8.12: Kaon purity from a Student t-distribution fit to the eTOF mass square
distribution as function of particle momentum in

√
sNN = 7.7GeV FXT data. Results

have been averaged over fits with different fit ranges. Error bars show the systematic
uncertainty from the fit range. Statistical errors are smaller than the marker size.

Figure 8.13: Ratio of fitted signal width of the Student t-distribution over σtheo
m2 . Error

bars show the systematic uncertainties from the background fit range.

166



simulation dataset, the values are in good agreement. The systematic uncertainties
from the fitting procedure are small in this region, suggesting that the method
produces stable results. The rise in the PID purity from 0.7GeV/c to 1.1GeV/c can
be explained by increasing matching quality and is qualitatively mirrored in both
matching efficiency and matching quality (compare Figures 7.25 and 7.35). The
decline in the PID purity from 1.1GeV/c to 1.6GeV/c can be explained by a grad-
ual increase in pion contamination. Figure 8.13 shows the signal width parameter
of the Student t-distribution, normalized to σtheo

m2 . Over the full momentum range
from 0.7GeV/c to 1.1GeV/c, the fitted kaon peak width agrees within < 8% with
σtheo
m2 , the expectation calculated from the detector resolution. The small systematic

overestimation of the fitted width by the theoretical expectation is attributed to the
conservative estimates for the eTOF system time resolution and TPC momentum
resolution. This is an indication that the signal fit indeed describes kaons with a
mass distribution which is dominated by the detector resolution.

At lower (p < 0.7GeV/c) and higher (p > 1.6GeV/c) momenta, the calculated
averaged PID purity is similar, but the results vary significantly between the
different fit ranges. This is due to an increased background component from
mismatched low-momentum tracks which distorts the background shape and
makes it difficult to isolate the signal contribution. At higher momenta, the
proximity between the wider pion peak and the kaon peak leads to a similar effect.

In the low-momentum region, the fitted width parameter is also significantly
larger than σtheo

m2 , pointing to an increased background residual in the signal fit. In
the high momentum range, the signal width remains close to to the expectations.
However, the shapes of the fits become increasingly non-Gaussian, signified by a
lower ν parameter of the Student t-distribution.

These observations may indicate that this method no longer delivers a reliable
purity result outside the intermediate momentum range. Fortunately, this covers
eTOF’s main kaon PID range (compare figure 8.9).

Figure 8.14: Mass square distribution of eTOF identi-
fied kaon candidates with pion/proton exclusion cut.

The purity shown in this sec-
tion in the intermediate mass
region are sufficient for the ma-
jority of kaon-based analyses
on BES-II data. It may not
meet the high standards set
in STAR’s ongoing fluctuation
measurements, but these analy-
ses are done with less challeng-
ing probes like protons. Fur-
ther refined particle selection
criteria may be used to im-
prove the PID purity. At higher

momenta, good purity values can be maintained by tightening the PID mass cuts.
One possible approach is to do so is to require identified kaons to obey the con-
ditions |m2 −m2

pion| > 3.5 · σtheo,pion and |m2 −m2
proton| > 3.5 · σtheo,proton. As such
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Figure 8.15: Invariant mass distribution of
ϕ-meson candidates in

√
sNN = 7.7GeV

FXT data using combined bTOF only.
Blue: Data candidates. Red: Mixed event
background.

Figure 8.16: Voigt-function fit to the ϕ can-
didate mass distribution in the signal re-
gion after subtraction of the mixed event
background. Residual background is de-
scribed by a linear function included in the
fit. bTOF data only.

Figure 8.17: Invariant mass distribution of
ϕ-meson candidates in

√
sNN = 7.7GeV

FXT data using combined bTOF and eTOF
PID. Blue: Data candidates. Red: Mixed
event background.

Figure 8.18: Voigt-function fit to the ϕ can-
didate mass distribution in the signal re-
gion after subtraction of the mixed event
background. Residual background is de-
scribed by a linear function included in the
fit. Combined eTOF and bTOf data

selections on the particle mass distort the mass spectrum, they have not been
applied in the analysis shown in this section. These pion and proton exclusion
cuts result in the mass distribution for eTOF identified kaon candidates shown in
Figure 8.14. Additionally, requiring the TPC dE/dX identification to agree with
the kaon hypothesis further reduces the background.

8.3.2 ϕ Reconstruction with Combined TOF

This sample of primary kaons is used to reconstruct ϕ-meson candidates. Any
kaon tracks with χ2

primary < 30 are considered primary in this analysis. This loose
selection criterion is primarily used as a safeguard against uncertainties in the
vertex errors. As there are few particles decaying into kaons outside the fireball,
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no significant increase in background is observed due to the loose selection. For
eTOF, kaon tracks are identified as described above. For bTOF, this analysis relies
on the nσKaon < 3.5 which is provided by the bTOF reconstruction chain. Kaon
pairs from ϕ-meson decays are kinematically indistinguishable from other pairs of
primary kaons with similar invariant mass. Therefore, the invariant mass spectrum
of ϕ-meson candidates has a significant background. To describe this background
and statistically separate signal from background, a mixed event method is used.

To generate mixed events, the positive tracks from each event in the data sample
are combined with the negative tracks from up to 50 previously processed events
of similar centrality. The number of charged tracks in the east side (closer to eTOF)
of the TPC is used as a proxy for centrality. Two events are considered to be
sufficiently similar in centrality if they fall into the same bracket with respect to
the number of east-side tracks. The size of each bracket is 5 tracks.

As a reference, the invariant mass distribution and background estimate for
ϕ-meson candidates shown in Figure 8.15 are obtained using only TPC and bTOF.
The background estimate from the mixed-event method is scaled to match the data
integral in the invariant mass region from 0.985GeV/c2 to 0.995GeV/c2 and from
1.030GeV/c2 to 1.200GeV/c2. Figure 8.16 shows the ϕ signal after background
subtraction. The signal peak is fitted with a Voigtian distribution. 6 The residual
background is described by a linear function added to the fit. In Figure 8.16, the
residual background contribution to the fit is negligible. It can be seen that the
mixed event background slightly overestimates the data in the low-mass region
between 0.985GeV/c2 < m < 1.005GeV/c2. This is likely a feature of the mixed
event method which also removes non-ϕ-decay related correlations between tracks
in the same event from the data. The impact of this overestimation of low mass
background on the signal yield is small.

With this method, STAR, using only TPC and bTOF, is able to reconstruct 50.6k
ϕ signal candidates in this data sample. The significance of the signal is 224.8.

The corresponding distributions after including eTOF in the analysis can be seen
in figures 8.17 and 8.18. Despite the relatively small slice of angular acceptance
added by eTOF, the raw signal yield increases by 301% to 152.4k signal candi-
dates. The corresponding significance is 385.6. This increase in available statistics
shows the massive improvement eTOF provides for physics analysis in this energy
range. It will enable further multi-differential ϕ-meson analyses and significantly
contribute to the understanding of uncertainties.

The impact of the acceptance increase can be understood when considering
that bTOF acceptance in this energy range (

√
sNN = 7.7GeV FXT) is far from mid

rapidity. eTOF extends the combined kaon acceptance close to mid-rapidity at
y = −2.1 in the STAR laboratory system7. The majority of these candidates are

6The Voigtian distribution is a convolution of a Gaussian distribution, which describes the detector
mass resolution and a Breit-Wiegner distribution which describes the natural line width of the
decay. The numerical implementation of the Voigtian function provided by the RooFit package
is used.

7For consistency with collider and raw data, the default STAR coordinate system is used in which
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Figure 8.19 Figure 8.20

Figure 8.21

Phase-space distribution of ϕ-candidates
with 0.999GeV/c2 < minv <
1.039GeV/c2. Rapidity is shown in
the laboratory reference system. Fig.8.19:
Reconstruction using bTOF only. Fig.8.20:
Reconstruction using bTOF and eTOF
combined. Fig.8.21: Phase-space distribu-
tion of daughter kaons for combined TOF
reconstruction.
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Figure 8.22: Fitted signal yield of ϕ-mesons
after subtraction of mixed event background
as function of rapidity in the CMS system.
Red: PID with bTOF only. Blue: PID with
bTOF and eTOF combined.

Figure 8.23: Signal significance of ϕ-
mesons after subtraction of mixed event
background as function of rapidity in the
CMS system. Red: PID with bTOF only.
Blue: PID with bTOF and eTOF combined.

reconstructed from one kaon in the bTOF acceptance and one kaon in the eTOF
acceptance.

Figures 8.19 and 8.20 illustrate the increase in phase space coverage when com-
bining eTOF and bTOF PID. Shown are all primary kaon pairs with an invariant
mass within 20MeV (5 times the decay width of the ϕ meson) of the nominal ϕ
mass. Figure 8.21 shows the phase-space distribution of the corresponding decay
kaons. Here, the contributions of eTOF and bTOF are clearly distinguishable. This
kaon acceptance agrees with the acceptance predictions (see Figure 4.4) for eTOF
with a time resolution of 80 ps. On the other hand, bTOF loses acceptance in the
high-pt region due to the default bTOF PID logic applied here.

The main physics interest in ϕ-mesons lies in their flow behavior, where they
probe the influence of strangeness on the behavior of baryonic matter at high den-
sities (see for example Chapter 2.7). At mid-rapidity, influences from longitudinal
motion of particles cancel out due to the symmetry of the system. Measurements
at mid-rapidity are therefore often easier to interpret and compare to models. This
makes mid-rapidity a region of special physics interest. Figure 8.22 and 8.23 show
the background-corrected signal yield and signal significance as a function of
rapidity in the center-of-mass system. Without eTOF, no significant ϕ-meson peak
can be detected within 0.8 units of rapidity around mid-rapidity. Adding eTOF
extends the coverage down to a rapidity of 0.3 with a remaining peak significance
of 38 (for a bin width of 0.1 units in rapidity). This significance is still sufficient
for flow analysis [92]. At this highest FXT energy of

√
sNN = 7.7GeV even with

eTOF, mid-rapidity is not covered. However, this energy is also covered in BES-II
in collider mode where mid-rapidity coverage is available. The extended coverage
from eTOF in FXT mode does provide direct rapidity overlap with the STAR

eTOF and the forward direction of the FXT collisions map to negative rapidities.
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acceptance in collider mode and allows direct comparison of collider and FXT
results. eTOF also demonstrates direct mid-rapidity coverage for all FXT energies
below

√
sNN = 6.2GeV , corresponding to a mid-rapidity at ylab = −1.87.
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9 Conclusions

During this thesis work, eTOF data from the STAR BES-II run have been taken,
calibrated and analyzed. A software package for the reconstruction and calibration
of these data has been developed. The calibration and analysis efforts have been
focused on the 2020 FXT program, especially the

√
sNN = 7.7GeV . Three main

points have been the center of the analysis: The investigation of DAQ features,
the characterization of MRPCs with respect to their dark rate, efficiency and time
resolution and demonstration of eTOF’s physics impact. This research has led to
improved understanding in various areas for CBM and STAR:

9.1 Learnings for CBM

The STAR eTOF project represents the first large-scale test of CBM-TOF MRPC
prototypes, a free-streaming DAQ prototype and their integration into a large
DAQ system.

The first important findings of the project were necessary improvements in
the electronics. Extensive developments have been done by J. Frühauf to protect
the input stage of PADI against damage from power spikes. These protections
aim to prevent similar damage as the PADIs suffered during BES-II at CBM.
Tests by I. Deppner and N. Herrmann have failed to recreate the PADI damage
events at GSI under mCBM conditions. Another area where eTOF spurred further
development is the stability of the TDC timing measurements. During this work,
several data issues due to re-synchronization features of the GET4 FEEs have been
documented: Outages of GET4s in events, clock-jumps and time-shifts between
runs (see Chapters 6.4.1 and 5.4.7). While significant efforts to correct the eTOF
data in STAR on the software side have yielded good results, residual timing and
acceptance issues remain. Developments by E. Rubio and J. Frühauf for the CBM
common read-out interface (CRI), the successor to the gDBP used in eTOF improve
significantly on synchronization issues. A bug in the GET4-ASIC which led to
the majority of epoch mismatches has been cured in the firmware. A consistent
initialization of the clock phase prevents time shifts after DAQ restarts.

With regard to the MRPC time resolution, this work demonstrates that CBM-
TOFs current prototypes are reaching the target system time resolution of 80 ps in
a large system if CBM can achieve a start time resolution of < 45 ps (see Chapter
7.3.3). Avenues to further improve the MRPC time resolution and relax the require-
ments on the start time system have also been shown in this thesis. Calibration
residuals due to timing shifts in the DAQ could be removed with larger timing-
stable datasets (see Chapter 7.3.4). A walk calibration which takes the position
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of hits along the strips into account may reduce the influence of absorbed signal
reflections (see Chapter 7.1.4). Pre-measured signal velocities in a controlled test
setup may reduce the uncertainties in the determination of the signal velocity
(see Chapter 7.1.3). A timing correction for the delay of cluster size 2 hits would
slightly improve the overall time resolution (see Chapter 7.3.4). Furthermore,
significant differences in the time resolution between individual MRPCs have
been observed. The RMS of the distribution of MRPC time resolutions is 4.3 ps
and 3.8 ps for USTC-type counters and THU-type counters respectively. The time
resolutions for individual counters were found to be not well correlated when com-
paring different run periods, so the majority of the differences can be attributed
to the above mentioned calibration residuals. USTC-type counters were found to
perform slightly better than THU-type counters with an average system time reso-
lution of 70.6 ps versus 74.8 ps. This result qualitatively matches the expectations
from the different gas gap size.

The detector efficiency of the MRPC prototypes has been challenging to measure
directly in the STAR setup. Two different estimates, from the overlap between
eTOF counters (see Chapter 7.2.2) and from a comparison with the bTOF system
(see Chapter 7.2.3) point to a detector efficiency around 90%, close to the CBM
requirements. CBM will use a gas mixture with a higher dielectric strength which
will allow to improve the efficiency slightly. A newer version of PADI will also
detect MRPC signals close to the discrimination threshold more reliably due to an
in-built signal stretcher.

The dark rate of the MRPCs was observed to increase over operation periods
of multiple months in this work. It did not reach levels at which data analysis is
impacted by significant background. Most dark rate hits occur in the vicinity of
the fishing lines. Between run periods, dark rate levels decline again. No evidence
of permanent detector degradation due to aging has been observed over two years
of operation in the BES-II program.

It has also been observed that a significant fraction of digi-signals are stretched
by what appears to be absorbed reflected signals. This observation was unexpected
since the MRPC prototypes have been impedance matched between the read-out
strips and the pre-amplifier input. This asks for further studies of the MRPCs
signal transmission path and impedance behavior.

9.2 BES-II Data for STAR

For STAR, the main objective for the eTOF project has been to deliver PID data at
forward rapidity. This work aims to deliver calibrated eTOF data and show their
readiness for physics analysis.

A calibration scheme has been developed and applied for the first production
of 2020 FXT runs. eTOF achieves an average system time resolution of 70.7 ps,
exceeding the design system time resolution of 80 ps (see Chapter 7.3.2) in these
data.
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The achieved track matching efficiency is close to 70% in the 2020 FXT runs.
In regions with full acceptance and no significant additional material budget
in front of eTOF, a local matching efficiency of ≈ 80% is achieved. This result
is comparable to the bTOF matching efficiency. In the 2021 data, the matching
efficiency declined to 59.7% and 64.3% for USTC-type counters and THU-type
counters due to damaged PADI pre-amplifiers (see Chapter 7.2.3). The stability of
eTOF’s matching efficiency over different events has been a major concern due
to GET4 re-synchronizations. The GoodEventFlag introduced in this work has
been shown to provide a matching efficiency which is stable to < 2% variation
between runs. Using the GoodEventFlag comes at the price of an event-by-event
variation in the eTOF acceptance. One strategy to circumvent this drawback
is to exclude the regions with the lowest fractions of GoodEventFlags from the
analysis and afterwards focus only on events in which all GoodEventFlags are set
in the remaining area. This strategy is currently employed in the ongoing proton
fluctuation analysis of the FXT data.

Another question to eTOF’s data quality has been the purity the particle identi-
fication. As the time resolution of the system is sufficient, this is mainly a question
of correct track matching. This work introduces cut strategies to maintain high
purity with good efficiency (see Figure 7.35). The purity of eTOF data has been
estimated in two data-driven approaches. Using a high-purity sample of proton
tracks from Λ0-decays eTOF’s purity for protons with p > 0.9GeV/c has been
estimated. The overall proton purity was found to exceed 90%, the minimum
required purity for a proton fluctuation analysis (see Chapter 2.6), for a cut on
distance between hit and intersection up to 3.5 cm. Such a cut retains 92.6% of all
matched proton tracks from Λ0 decays. In this case, the purity is limited by the
track matching between eTOF and TPC instead of the time resolution of eTOF.

Another purity estimate has been presented for kaons. Kaon PID is more
sensitive to the eTOF time resolution due to the small mass gap to pions. Here, the
m2

kaon distribution has been fitted by a Student’s t-function for the Kaon peak and
a background function. The purity has been estimated as the fraction of the peak
function integral over the total number of entries in the signal mass region. eTOF
has shown to be able to deliver a kaon purity of > 80% over a momentum range
of 0.7GeV/c < pkaon < 1.6GeV/c (see Figure 8.12). The width of the peak fit was
found to agree with theoretical predictions from the eTOF time resolution and TPC
momentum resolution with < 7% in this range. Qualitatively, the purity estimate
for kaons agrees with the methodologically different proton purity estimate when
accounting for the lower combinatorial background in the proton mass region. The
kaon PID range can be extended to lower momenta by including TPC information.
At higher momenta, up to p < 3.0GeV/c, an asymmetric mass cut can allow for
high kaon purity with reduced PID efficiency (see Figure 8.14).

To show the successful integration of eTOF into the STAR physics analysis, a
comparison of ϕ-meson reconstruction between STAR with and without eTOF has
been presented (see Chapter 8.3.2.). The inclusion of eTOF has been shown to
increase the yield of reconstructed ϕ-mesons by 301% in the

√
sNN = 7.7GeV FXT
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dataset. The majority of those extra ϕ-mesons are reconstructed from one kaon
detected by eTOF and one kaon detected by bTOF. This demonstrates the good
integration of the two sub-systems. Furthermore, eTOF is shown to extend STAR’s
forward rapidity coverage for ϕ-mesons from y − ycms > 0.8 to y − ycms > 0.3 (see
Figure 8.23) in this energy range. It can be inferred that eTOF provides direct
mid-rapidity coverage at most lower FXT energies. This acceptance extension has
major benefits for flow analyses, the main point of physics interest for the ϕ-meson.
eTOF’s inclusion is also necessary to obtain an overlap in the rapidity coverage
between

√
sNN = 7.7GeV FXT and

√
sNN = 7.7GeV collider data. This allows

direct comparison of physics results between the two detector configurations
and is therefore an important step to validate the analysis of the FXT program in
general. Extending STAR’s forward acceptance in the FXT program was a major
physics motivation for the eTOF project. This analysis demonstrates that eTOF
was successful in that regard.
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