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Summary

Enhancers can generate specific patterns of gene expression, which are essential
for organismal development. Despite decades of research, how enhancers encode
the information necessary to drive these precise patterns remains unclear. To
address this question, in this project, I focused on the interplay of two different
approaches: 1) Using well-known endogenous enhancers, I searched for putative
missing regulatory elements by integrating information from different mutational
screenings, and 2) Using the combination of synthetic enhancers expression profiles
and thermodynamic models, I tested the possibility of several mechanisms of their
associated Transcription Factors (TFs). In the first approach, I focused on two of
the best-characterized animal enhancers, the minimal stripe 2 enhancer (MS2E)
and the E3N enhancer. The MS2E enhancer can generate the second of the seven
stripes of the Even-skipped gene expression pattern. The E3N enhancer regulates
the expression of the Shavenbaby gene, which has an eight-striped pattern. For the
MS2E enhancer, a systematic and targeted mutagenesis screening was performed
and analyzed, while for the E3N enhancer, I analyzed data from a randomized
mutagenesis approach. For both enhancers, I estimated and associated affinity
changes of multiple TF binding sites (TFBSs) with the observed expression phe-
notypes. A dense encoded architecture was observed for the two enhancers where
almost each mutated section generates a phenotype that differs from the wild-type.
Affinity changes and motif turnover analyses of known TFBSs could explain only
a small fraction of these phenotypes. Finally, I explored experimental alterna-
tives for finding additional associated TFs and the evolutionary implications of a
dense encoded enhancer architecture. These results suggest the need to find ad-
ditional regulators and improve current versions of the binding profiles of already
known TFs. In the second approach, I evaluated the roles of early patterning
TFs through synthetic enhancers and mechanistic modeling. I observed that early
embryonic enhancers are associated with higher information at the sequence level
composition than later and synthetic random enhancers. Additionally, the syn-
thetic system could encode different sharp gene expression patterns with different
combinations of known TFBSs. The results from implementing generalized ther-
modynamic models suggested that these TFs are highly context-dependent. This
analysis suggested multiple equally performing mechanisms for different possibili-
ties for TF-TF interactions, TF function, and modes of regulation. These models
could predict observed expression patterns, such as a broad stripe in the center
of the embryo, but other expression patterns, such as the presence of additional
anterior expression, could not be explained. Finally, I propose alternative mecha-
nisms by which known TFs work in this context and new directions for enhancer
design to expand the understanding of encoding developmental patterns.



Zusammenfassung

Enhancer können spezifische Muster der Genexpression erzeugen, die für die
Entwicklung von Organismen unerlässlich sind. Trotz jahrzehntelanger Forschung
ist noch immer unklar, wie Enhancer die Informationen kodieren, die für die
Erzeugung dieser präzisen Muster erforderlich sind. Um diese Frage zu beant-
worten, habe ich mich in diesem Projekt auf das Zusammenspiel zweier unter-
schiedlicher Ansätze konzentriert: 1) Unter Verwendung bekannter endogener En-
hancer habe ich nach mutmaßlich fehlenden regulatorischen Elementen gesucht,
indem ich Informationen aus verschiedenen Mutationsscreenings integriert habe,
und 2) Unter Verwendung der Kombination von Expressionsprofilen synthetischer
Enhancer und thermodynamischen Modellen habe ich die zugehörigen Transkrip-
tionsfaktoren (TFs) auf die Möglichkeit mehrerer Mechanismen hin getestet. Im
ersten Ansatz habe ich mich auf zwei der am besten charakterisierten tierischen
Enhancer konzentriert, den Minimal Stripe 2 Enhancer (MS2E) und den E3N
Enhancer. Der MS2E Enhancer kann den zweiten der sieben Streifen des Even-
skipped -Genexpressionsmusters erzeugen. Der E3N Enhancer reguliert die Expres-
sion des Shavenbaby-Gens, das ein acht-Streifen-Muster aufweist. Für den MS2E-
Enhancer wurde ein systematisches und gezieltes Mutagenese-Screening durchge-
führt und analysiert, während ich für den E3N-Enhancer Daten aus einem ran-
domisierten Mutagenese-Ansatz analysierte. Für beide Enhancer schätzte ich
Affinitätsänderungen mehrerer TF-Bindungsstellen (TFBSs) und assoziierte sie
mit den beobachteten Expressionsphänotypen. Für die beiden Enhancer wurde
eine dichte codierte Architektur beobachtet, bei der fast jeder mutierte Abschnitt
einen Phänotyp erzeugt, der sich vom Wildtyp unterscheidet. Affinitätsänderungen
und Motivumsatzanalysen bekannter TFBSs konnten nur einen kleinen Teil dieser
Phänotypen erklären. Schließlich untersuchte ich experimentelle Alternativen zum
Auffinden zusätzlicher assoziierter TFs und die evolutionären Auswirkungen einer
dichten codierten Enhancer-Architektur. Diese Ergebnisse legen die Notwendigkeit
nahe, zusätzliche Regulatoren zu finden und aktuelle Versionen der Bindungspro-
file bereits bekannter TFs zu verbessern. Im zweiten Ansatz habe ich die Rolle
früher musterbildender TFs durch synthetische Enhancer und mechanistische Mod-
ellierung untersucht. Ich habe beobachtet, dass frühe embryonale Enhancer mit
mehr Informationen auf Sequenzebene verbunden sind als spätere oder zufällige
synthetische Enhancer. Darüber hinaus konnte das synthetische System verschiedene
scharfe Genexpressionsmuster mit verschiedenen Kombinationen bekannter TFBSs
kodieren. Die Ergebnisse aus der Implementierung verallgemeinerter thermody-
namischer Modelle deuteten darauf hin, dass diese TFs stark kontextabhängig



sind. Diese Analyse deutete auf mehrere gleich funktionierende Mechanismen für
verschiedene Möglichkeiten von TF-TF-Interaktionen, TF-Funktionen und Reg-
ulierungsarten hin. Diese Modelle konnten beobachtete Expressionsmuster vorher-
sagen, wie etwa einen breiten Streifen in der Mitte des Embryos, aber andere Ex-
pressionsmuster, wie etwa das Vorhandensein zusätzlicher anteriorer Expression,
konnten nicht erklärt werden. Abschließend schlage ich alternative Mechanismen
vor, mit denen bekannte TFs in diesem Zusammenhang funktionieren, und neue
Richtungen für das Enhancer-Design, um das Verständnis der Kodierung von En-
twicklungsmustern zu erweitern.
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1 Introduction

1.1 The search for the mechanisms behind pattern forma-
tion

The emergence of form during animal embryo development was a question that
puzzled early naturalists from different ancient cultures around the world. Em-
bryological descriptions can be found in religious and medical texts from an-
cient India and China from centuries BCE. The most accurate ancient descrip-
tion of human embryonic development is written in an ancient Indian text named
Garbhāvakrāntisūtra whose explanations match current standards of stage classi-
fication. The first representations of an embryo seem to be located in the western
hemisphere where several Mesoamerican cultures have sculpted human embryos,
some dating back from before the 1st millennium BCE in the valley of Oaxaca
(Marcus 1998) (Tate 1999) (Wallingford 2021). In ancient Greece, Aristotle’s
work named On the Generation of Animals established the main current of think-
ing in Europe for organismal development for more than a millennium (Barresi
and Gilbert 2020).

Aristotle’s work at the Bay of Kalloni precisely described the form and the
order of appearance of organs in different animal embryos. These observations
led him to question whether developmental processes happen simultaneously or
sequentially. One of his most remarkable ideas, which I will cover in my thesis,
is about a mechanism behind the information that determines the form, which he
called Eidos. Back then, there were no tools to explore the biochemical nature
behind the forms of animals, and he made several metaphysical inferences of this
mechanism based on elements and movements (Aristotle ca. 350 BCE).

During the next centuries, anatomical descriptions became more precise and
included more animal species. The invention of the microscope allowed more de-
tailed observations of the anatomical structures, but this knowledge still lacked the
capacity to dissect mechanisms for development. It was not until the second half
of the XIX century that combining knowledge in Biochemistry and Experimental
Embryology made searching for the molecules responsible for structure formation
possible.

From the last part of the 1800s, Roux, Driesch, and Morgan’s experiments
showed the capacity to manipulate specific cells inside frog and sea urchin em-
bryos. Then, it became clear that one of the next tasks was identifying which
embryonic material could determine form. This was achieved through embryo
transplantation experiments by Hans Spemmann and Hilde Mangold, who found
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a structure capable of determining form, which they named "organizer". An orga-
nizer can change the fate of other neighboring cells when transplanted (Witkowski
1985) (J. Green 2002).

In the subsequent decades, multiple molecular signals for Developmental pro-
cesses were identified, shifting the field towards a biochemical nature of pathways
as the causal elements for morphogenesis. This was complemented by the idea of
a regulatory logic that controls gene expression, and that this logic would produce
different expression programs in different tissues (Jacob and Monod 1961) (Britten
and E H Davidson 1969) Thanks to decades of molecular characterization of these
regulatory programs today it is known that multicellular organisms rely on the
differential regulation of multiple genes in space and time. These regulatory pro-
grams execute essential morphogenetic processes such as proliferation and tissue
differentiation. Gene regulation works in a network-like manner where multiple in-
teractions can happen simultaneously, and feedback plays a role. Gene regulatory
networks have been characterized for different examples of animal morphogenesis,
such as segmentation, organogenesis, and skin and coat patterning (Eric H David-
son 2006) (McGinnis 2005).

Nowadays, the signals responsible for asymmetries in different developmental
processes are still being identified, isolated, and manipulated. More evidence is
being gathered that the signals are not just biochemical but also they can be
mechanical. Changes in morphology are inherently related to changes in the me-
chanical forces of a system. These forces can be internal and can be generated by
the cytoskeleton. Hydric forces can be related to changes in the osmotic pressure
and volume. Additionally, external forces come from neighboring tissues and other
environmental factors. All these observations highlight the need to study morpho-
genesis in a multiscale manner (Maroudas-Sacks and Keren 2021).

Besides the substantial characterization of the causal agents of pattern forma-
tion, some scientists were worried that the mere presence of chemical and biophys-
ical agents does not guarantee the appearance of a pattern. To create a pattern,
uniformity needs to be affected by certain necessary information. In 1952, depart-
ing from a mathematical perspective, Alan Turing coined the term "Morphogen"
to refer to these molecules that could generate a pattern. According to his math-
ematical model, the condition for a pattern emergence implies the existence of a
mathematical instability that arises through reaction and diffusion in the chemical
system he proposed. Not long after this proposition of structure formation, known
as self-organization, Lewis Wolpert formulated a different mechanism for pattern
formation called Positional Information. This mechanism was created as a unify-
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Figure 1: The nature of Information for Pattern formation. Taking inspiration
from Aristotle’s ideas from his work on the Bay of Kalloni, I represented the
mechanisms for pattern formation as a Lagoon. The inside of the lagoon repre-
sents our current knowledge of mechanisms, such as the ones with a biochemical
and mechanical nature. Coastal lagoons are often open and connected to the
sea and oceans; this openness also applies to getting new knowledge; for exam-
ple, electromagnetism seems to include important information for positioning in
developmental processes based on observations in planaria (Levin, Pietak, and
Bischof 2019). I created this schematic based on figures from (Cerchiari et al.
2015) (J. B. A. Green and Sharpe 2015), (Genuth and Holley 2020)

ing approach for the notions of gradients from the early embryonic experiments
with Organizers and the early 1900s’ ideas of morphogenetic fields. Positional in-
formation establishes that cells can get their position specified by a spatial field
of chemicals within a reference system. (J. B. A. Green and Sharpe 2015) (De
Robertis 2006) (Turing 1952).

In summary, the signals that control animal development can emerge under
special circumstances from 2 main mechanisms: 1) the time evolution of the com-
ponents of a system by a process known as Self-Organization, and 2) these signals
can be specified in determined positions of the embryo by the mechanism of Posi-
tional information. It is important to note that these mechanisms are not mutually
exclusive and can occur simultaneously in a system (J. B. A. Green and Sharpe

3



2015), as I show in Figure 1.

1.2 The complexity of gene regulation across the domains
of life

Bacteria, Archaea, and Eukaryotic genes are expressed through the processes of
transcription and translation. In this work, I will focus on the initiation of the
transcriptional process, which controls the rate of mRNA synthesis. The RNA
polymerase synthesizes an mRNA molecule departing from a DNA sequence. The
initiation of this process is regulated by cis-regulatory elements such as promoters.
Promoters have sequences where proteins can bind, such as the TATA-binding
protein, which can recruit the RNA polymerase for transcription. In these cis-
regulatory modules, a class of proteins called Transcription Factors (TFs) can
bind certain sequences and regulate gene expression. Cis-regulatory elements that
control gene expression can be near the promoter where the polymerase binds or
be thousands of base pairs away (Craig et al. 2021).

TFs can control gene expression by activating or inhibiting gene expression.
These roles are determined by how a TF allows the Polymerase and the basal
transcriptional machinery to be assembled and affect the residence time, among
other mechanisms. TFs can regulate a gene through direct chemical interactions
with the eukaryotic polymerase, Pol II. However, indirect interactions also exist,
such as affecting neighboring TFs or modifying the surrounding DNA landscape
to avoid the binding of other molecules (Chen and Pugh 2021). Interestingly, TFs
binding profiles can have different specificities that depend on the domain of life.
In bacteria, a TF has, on average, 23 bits of information to recognize a site, which
is enough for finding a unique region in their genomes. In Eukaryotes, the average
TF recognition is 12 bits of information, which is insufficient to direct a unique
location in their larger genomes. TFs can control gene expression for different
tasks, such as housekeeping processes, or as a way to respond to environmental
changes and developmental processes (Wunderlich and Mirny 2009).

Archaea and Eukaryotic genomes are covered by chromatin, which is made
of packed DNA by proteins called histones. Compacted chromatin regions avoid
genome-wide gene expression by limiting the binding of the transcriptional ma-
chinery. Recently, it has been shown that some species of Bacteria also have
histones with a different interaction mechanism with DNA, although their func-
tion is still under research. The regulation of the compaction of chromatin plays
a significant role in the control of gene expression in eukaryotes. Some of these
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functions are associated with activating or repressing specific pathways under dif-
ferent environmental and cellular conditions. Post-translational modifications in
the histones and chemical marks in DNA, such as methylation, can modulate the
chromatin compaction. As a result, chromatin accessibility landscapes are very
different across tissues (Craig et al. 2021) (Hocher et al. 2023).

Different proteins can regulate the accessibility of compacted chromatin re-
gions. One class of these regulators is called Pioneer factors, which are Transcrip-
tion factors that can interact with the heterochromatin and make the regulatory
DNA accessible. This process is known as chromatin remodeling and is mediated
by different enzymes. Once the chromatin is accessible, other Transcription Fac-
tors can bind to the cis-regulatory modules and regulate gene expression. The
function of Pioneer factors is essential for developmental processes, regeneration,
and mechanisms of diseases where differentiation processes play a role (González-
Sastre et al. 2017) (Balsalobre and Drouin 2022).

Once the Pol-II has synthesized the mRNA, it can degrade in different ways
depending on the presence of specific features in that context; for example, the
length of the polyA tail is linked with mRNA stability. Another example is the
stabilization of mRNA mediated by the Hu proteins during the development of
the nervous system. mRNA processing includes differential splicing, which makes
different isoforms of an mRNA. The translation process can also be regulated;
for example, some small RNAs, such as miRNAs, can inhibit translation. After
translation, proteins can be degraded differentially in several contexts based on
post-translational modifications or the stability of a determined protein (Barresi
and Gilbert 2020) (Oliveto et al. 2017).

1.3 Gene regulation in Multicellular systems

All the previously mentioned regulatory mechanisms happen inside a multicellular
organism where differential gene expression happens in space and time. Differen-
tial gene expression is essential for the development and physiology of organisms,
and it is known that different tissues exhibit particular transcriptional profiles that
are highly evolutionarily conserved (Brawand et al. 2011). These gene expression
patterns can determine the position and time where physical processes such as
segmentation, folding, organogenesis, differentiation, and tissue functionality can
happen. In addition to the promoters, there are cis-regulatory sequences, known
as Enhancers, that provide the necessary information to express a gene in a deter-
mined space and time (Barresi and Gilbert 2020).
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The importance of cis-regulatory elements is highlighted through an evolution-
ary scope. The cis-regulatory hypothesis establishes that cis-regulatory elements
are more likely to be under evolutionary pressure because mutational effects on
these sequences will have fewer consequences. This is supported by the high con-
servation of proteins, in which mutational effects can have larger undesired effects.
In contrast, most of the genome variation comes from intergenic regions. Addi-
tionally, enhancers are a main source of evolutionary change since they are more
variable between species than promoters (Carroll 2008) (Wittkopp and Kalay 2011)

Long-range interactions in animals have been documented as essential to con-
trol gene expression. These events can happen thanks to the 4D arrangement of
the genome and the creation of transcriptional hubs. There are different models
in which enhancers can interact with promoters depending on the distance, such
as the looping, tracking, and linking mechanisms. This diversity of mechanisms
is context-dependent and adds another layer of complexity to the biology of gene
regulation (Furlong and Michael Levine 2018) (Schoenfelder and Fraser 2019).

Different processes, such as diffusion and direct transport, affect the spatial
distribution of regulatory signals. These processes are relevant in a multicellular
context since they can break or generate symmetry. Diffusion can either homog-
enize the concentration of a given signaling molecule or, if coupled with chemical
reactions in a network, can lead to patterning. Many currently known examples of
patterning can be explained by the diffusion of morphogens. Still, there is increas-
ing evidence that transport through structures like cytonemes can be important
for morphogenesis, too. These signals will regulate gene expression in different
ways depending on their concentrations in different parts of an organism (Turing
1952) (Muller et al. 2013) (Durrieu et al. 2018) (Hall et al. 2023).

More recently, evidence shows that mechanical forces also influence develop-
ment. Certain groups of cells and their proliferation can exert forces in different
tissue regions that can activate different functional programs. Inside the cell, active
stresses can direct different behaviors that collectively influence tissue morphogen-
esis. This means mechanical processes can interplay and influence gene expression
programs regulated during morphogenesis. Properties such as elasticity, friction,
and viscosity can generate gradients or self-organize, generating the driving force
for patterning. Thus, morphogenesis can be encoded by genetic material and me-
chanical forces (Maroudas-Sacks and Keren 2021).
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1.4 The elements behind Positional information and Self-
organization.

During the second half of the XX century, works in the Fruitfly, Sea Urchin, Frog,
and Hydra started to uncover the interactions among morphogens and genes es-
sential for development. These discoveries allowed the proposal and mapping of
developmental gene regulatory networks. With this evidence, positional informa-
tion and early heterogeneity mechanisms have been prevalent as the main drivers
of pattern formation. Nowadays, there are many beautiful examples of biological
patterning where their gene networks have been at least partially characterized,
such as the hydra body plan, the eyespots for the butterfly wings, somitogenesis in
vertebrates, pigmentation in fishes and wildcats, and body segmentation, wing and
eye development in the Fruitfly (Driever and Nüsslein-Volhard 1988) (McGinnis
2005) (Carroll 2008).

When Alan Turing formulated his theory, he proposed a simple 2-node chem-
ical network that could produce instability in a homogeneous chemical system.
This phenomenon could be interpreted as the generation of a pattern. Certain pa-
rameters and conditions must be fulfilled for such a system to generate a pattern.
Even though the parameters regime has been criticized for being biologically im-
plausible, biological systems with morphogen gradients and GRNs in multicellular
organisms have complex architectures that could make a Turing-like mechanism
plausible. Larger networks allow a broader range of dynamic behaviors that could
drive morphogenetic processes. Some TFs are interconnected in complex networks
involving feedback. This feedback provides interesting dynamical behaviors such
as robustness, oscillations, and spatial instabilities such as the ones required for the
patterns proposed by Turing. Several biological systems have been suggested to be
controlled by Turing-like self-organization processes, such as the palatal ridge and
digit patterning development in mice (Turing 1952) (J. B. A. Green and Sharpe
2015).

In Drosophila melanogaster, the Gap genes network is one of the most studied
examples of how a biochemical system drives pattern formation. Different sections
from these networks have been suggested to have different dynamical behaviors,
such as bi-stability and oscillations. For many years, this system inspired the
search for self-organization and positional information mechanisms for develop-
ment (Jaeger 2011) (J. B. A. Green and Sharpe 2015).

Different network architectures can be manipulated in a multicellular system,
which can be used to identify the mechanism behind a pattern. The work from
Raspopovic et al. is an example of the successful identification of components from
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a putative Turing network involved in digit patterning. These components include
Sox9, Bmp, and Wnt regulatory pathways identified in mouse limb buds, which are
responsible for the position where digits will appear. Additional examples have
shown the role of mutual repression in sharp boundaries in the Dorsal-Ventral
neural tube development and the anterior-posterior development of Drosophila.
Other examples show the possibility of genetic oscillators for gene patterning in
the early embryo from Tribolium, Drosophila melanogaster, and in the presomitic
mesoderm of vertebrates (Tsiairis and Aulehla 2016) (Verd et al. 2018).

This historical overview I have put here shows that theoretical approaches can
often propose the mechanisms for pattern formation (Britten and E H Davidson
1969) (Turing 1952). The complex regulatory network knowledge nowadays makes
it difficult to pinpoint a mechanism for a given pattern due to many parameters
lacking experimental measurements. Additionally, the system’s delimitation is of-
ten difficult since many elements are still unknown in a regulatory network. From
the mathematical perspective, using differential equations of variables that rep-
resent chemical concentrations has helped to predict certain regulatory systems’
dynamics (Jaeger et al. 2004). These models can be approached by including spa-
tial variables like the reaction-diffusion physical models. But even theoretically,
given their complexity, many of these models are limited in their analytical so-
lutions and can only be approached with simulations that will depend on more
assumptions. Nonetheless, this hasn´t limited scientists, and many of these ap-
proaches keep inspiring the identification of mechanisms with new experimental
data.

Applying these approaches in a biological context has many experimental lim-
itations, too. For example, identifying certain parameters might require broad
mutagenesis screenings for each system’s components. This will require imple-
menting high throughput approaches for multicellular systems. Another difficulty
includes the lack of the right level of coarse-graining since some molecular events
that were not considered relevant in reality have an influence, and current tech-
niques might not be able to observe them.

One of the solutions to reduce the complexity of endogenous systems would
be to encode pattern formation through synthetic networks. These networks can
be controlled inside a multicellular organism, and the chances of interaction with
other endogenous elements can be reduced. This will be done first by understand-
ing how to make targeted synthetic enhancers and synthetic TFs. Then, using this
approach, it will be possible to integrate synthetic enhancers with their respec-
tive synthetic Transcription Factors. This coupling can help to achieve and test
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pattern formation questions in a specific time and space with the right regulatory
parameters. In summary, future advances in synthetic pattern formation will be
accomplished by combining knowledge from theoretical and endogenous network
architectures and a characterization of cis-regulatory modules.

1.5 The Drosophila embryo as a model for Pattern forma-
tion

Drosophila melanogaster is one of the best-understood model organisms in Biol-
ogy. Its developmental processes and genetics have been deeply described for over
a century. In this model, as in most insects, there is superficial cleavage and nu-
clear divisions before cell formation. During the early embryogenesis of Drosophila
melanogaster, a series of nuclear division cycles occur first with a short uniform
duration of 8 min per cycle per cell. After this, the nuclei start moving to the sur-
face, and their division becomes slower. The new conformation receives the name
of the syncytial blastoderm, and additional nuclear divisions still occur. Cellular-
ization occurs after the 13th nuclear cycle, giving origin to the cellular blastoderm
(Scott F 2006). In the main part of this work, I will focus on the 14th nuclear
cycle since it shows a beautiful example of precise patterning at the molecular
level, which I will detail in the next paragraphs.

At the molecular level, during the very early stages of development, mater-
nally deposited morphogens carry a positional cue that will allow other genes to
be activated. These morphogens are called maternal effect genes and are com-
posed of mRNAs that code for Transcription Factors. Two of the systems that are
initially regulated by different maternal effect genes are the Dorsal-Ventral (DV)
and Anterior-Posterior (AP) axis determination processes (Alberts et al. 2002).

Bicoid and Nanos are maternal effect genes involved in the AP-axis deter-
mination. These mRNAs are inserted in each of the poles of the egg during its
maternal deposition The genes that are subsequentially activated by the mater-
nal effect genes are called Gap genes. The Gap genes are conformed by Krüppel,
Giant, Knirps, and Hunchback, among others. The Gap genes will activate the
segmentation pathway of the fruitfly represented by the Pair-rule genes. After
approximately 3 hours, a precise expression pattern of these pair-rule genes will
appear, forming different stripe patterns known as parasegments. Examples of the
pair-rule genes are even-skipped (eve), fushi-tarazu (ftz), hairy (h), among others.
From these genes I mentioned above, I will focus on the expression pattern of the
gap genes and eve (Nüsslein-Volhard and Wieschaus 1980) (Alberts et al. 2002).
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From the pair-rule genes, other classes of TFs are activated, like the segment
polarity genes. These genes do not affect the number of segments, but each seg-
ment gets reduced and modified (Nüsslein-Volhard and Wieschaus 1980). The
segment polarity genes will drive the expression of the homeotic genes. Homeotic
genes are more directly connected with segmentation, organogenesis, and defining
specific parts of the fruitfly’s body(Alberts et al. 2002).

The DV-axis determination is another early process in Drosophila’s embryo
development that has been explored for connecting its gene regulatory elements
to pattern formation and morphogenesis. In this process, maternally deposited
morphogens such as Dorsal will define different regions through gene regulation
of its target TFs. In addition, mechanical forces have been deeply explored in this
system by the role of gene regulatory networks in the ventral furrow formation.
The DV-axis determination system gives origin to the mesoderm and neuroecto-
derm that later will differentiate into different tissues from the heart, gut, and
nervous system (Leptin 1991) (Alberts et al. 2002).

The early embryogenesis in Drosophila melanogaster presents several interest-
ing puzzles. For example, in its development, information has to be encoded and
interpreted to generate such precise patterns in a limited time. The cephalic fur-
row, or the boundary where the head will form, is an example of how evolution can
push a system to the limits of information processing. Although the mechanism is
still in debate, it is clear that the effective time for gene regulation to originate a
precise cephalic furrow pattern is very limited (Tkacik, Callan, and Bialek 2008)
(Tran et al. 2018).

After the maternal and gap genes have been expressed, the seven stripes of the
pair-rule genes appear. These stripes get a defined expression pattern around the
Nuclear Cycle 14 (NC14) (see Figure 2). This is an excellent model for segmenta-
tion patterning since several genes and the general mechanism that controls this
pattern have been identified (Akam 1989). Moreover, several cis-regulatory mod-
ules of the Even-Skipped gene, which encode for a single stripe, have been isolated.
Nonetheless, even though this pattern is controlled by positional information, it is
still unknown how it can be encoded in a sequence (Small et al. 1991a) (Vincent,
Estrada, and Angela H DePace 2016a).

The regulatory elements that control specific stripes from eve have already
been well described. These TF networks reach a descriptive level that has been
experimentally tested in different ways, such as TF perturbation assays and re-
porter lines with binding sequences for these TFs. In the context of the enhancer
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that encodes for the second stripe pattern of eve, the TFs Kruppel and Giant have
been proposed to be repressors. Hunchback, Caudal, and Bicoid have been pro-
posed to have an activator role for this specific enhancer (Small et al. 1991a).

Besides understanding the role of the TFs, it is important to understand how
they change in space and time. Many of the essential patterning elements in the
early embryo have been spatially tracked using chemical and fluorescent labels for
mRNA and proteins. Additionally, reporter lines have allowed us to identify essen-
tial cis-regulatory elements for a given pattern and how they operate. Combining
these techniques has helped identify that the role of different TFs can depend on
the enhancer context.
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Figure 2: Gene regulation of a Drosophila’s stripe pattern. In the upper part,
the locus for the gene even-skipped is shown in a linear coordinate system, where
the start of the gene is located in the +1 position. Different regulatory elements
can generate their respective stripe pattern, represented by numbers in this plot.
Focusing on the second stripe pattern, going to the middle panel, one can observe
that this regulatory region is controlled by different activators and repressors with
binding sites distributed along the sequence. In the lower panel, the spatial overlap
of these activators and repressors has a net area where transcription can occur,
corresponding to the second stripe’s location. This scheme was created based on
figures from (Vincent, Estrada, and Angela H DePace 2016a) and (Stephen Small
and David N Arnosti 2020)
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So far, I have been talking about gene regulation during early embryogenesis.
The subsequent processes after cellularization will involve spatial reorganization
of the cells and tissue formation. Different tissue layers will arise during gastru-
lation, which will give origin to more specialized tissues later on. The tissue type
divergence, additional expression of more TFs, the different activities in regulatory
regions of such tissues, mechanical forces, and the dynamic spatial reordering of
the cells add much more complexity to the analysis of the system. This mixture
of processes complicates understanding the mechanisms behind the observed pat-
terns.

1.6 Measuring gene regulation on patterns across develop-
ment

There are different ways to track the effects of gene regulation in developmental
processes. Classical genetics uses approaches such as mutagenesis, knock-outs, and
overexpression approaches to determine the role of a genetic factor in development.
Besides the phenotypes at the anatomical level, gene expression patterns can only
be observable at the molecular level using different techniques, such as fluorescent
labels. These approaches have been essential to identify the input TFs of a gene
regulatory system (Alberts et al. 2002).

On the other hand, to visualize the output of a gene regulatory system, several
cis-regulatory modules in Drosophila development have already been well described
to the point of narrowing them to sequences named minimal enhancers. Minimal
enhancers serve as a simplified model to decode the mechanisms for synthesizing
such patterns (S. Small, Blair, and M. Levine 1992). Using these regulatory re-
gions with reporter lines, it is possible to explore which parts of the sequence have
certain functions in a determined developmental stage. Synthetic biology allows
the simplification of these systems and tests the effect of the presence, arrange-
ment, and evolvability of certain sequences in these regulatory models (Crocker
and Ilsley 2017).

A molecular phenotype of an organism can be described by labeling the compo-
nents involved in a determined pathway; in the case of gene regulation, messenger
RNAs and proteins can be labeled. Additionally, some systems can incorporate
a cis-regulatory module with a reporter gene where the output activity can be
evaluated isolatedly. A reporter gene can be observed with different staining pro-
cesses, such as fluorescence and colorimetric assays. One can label the protein or
the RNA to see the effects of a determined sequence presence, perturbation, or
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context in gene expression (Levsky and Singer 2003). Combining classical genetics
approaches with reporter lines and biochemical assays for TF-DNA interaction has
been a major force in the building of gene regulatory networks.

Different molecules in certain stages of development can be studied using chem-
ically fixed samples. Then, one can get a population of individuals with a molecular
phenotype of interest. mRNAs and proteins can be detected with RNA and DNA
probes and antibodies designed to bind specific features of their targets. Addition-
ally, it is possible to track the concentration and position of determined molecules
in the same individual across different stages using live imaging techniques (Gar-
cia, Tikhonov, et al. 2013).

New techniques allow the measurement of dynamic phenotypes focused on pa-
rameters such as polymerase loading, pausing, and transcription initiation rates
to understand which kinetic parameters are important for morphogenesis. These
parameters have already been measured for different patterns in Drosophila. For
example, for the second stripe pattern of eve, controlling the transcriptional win-
dow in which a regulatory region is active is essential and not just the modulation
of the bursting rate (Lammers et al. 2020). Other dynamic features, such as
diffusion, transport, and energy dissipation processes, are also being studied for
developmental systems. However, the experimental techniques are still quite indi-
rect and under development.

Complementary to the previously mentioned approaches where the observa-
tions are directly associated with visual phenotypes, genomics, structural biology,
and evolutionary biology tools can also address the mechanisms by which the reg-
ulatory elements work.

Genomic tools can provide alternative evidence for identifying essential regula-
tory regions and the role of TF binding in some of them. Genome-wide explorations
also provide different sources of information for generating maps that explore the
specificity and affinity of different DNA sequences. With single-cell omics and spa-
tial transcriptomics, it is possible to get information about the regulatory processes
during differentiation and development. Different cell types can exhibit different
regulatory programs that can be tracked in different stages of the process, allow-
ing the building of more global GRNs across development (Badia-I-Mompel et al.
2023). Sometimes, it is easier to associate these regulatory programs with de-
velopmental processes, but there are still challenges in cell type assignation. For
example, when gradients of morphogens and the cell types are not fully differen-
tiated, the signal can be lost without a spatial input. Additionally, evolutionary
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biology has helped to determine important regulatory regions based on natural
selection and conservation signatures. Using selection signatures, it is possible to
formulate hypotheses and predict mechanisms that allow exploring the phenotypic
space in development.

Synthetic biology allows the measurement and control of different activities of
regulatory elements, reducing the system’s complexity. Different contributions for
each element can be measured using reporter lines, optogenetic approaches, and
synthetic gene regulatory elements. Transcription factors from other organisms,
such as Gal4, can be used with specific promoters to drive the expression of this
TF under specific developmental times and locations and activate specific targets
in those contexts. Transcription factors can also be designed with protein domains
such as zinc fingers and TALEs. These elements can be designed to bind specific
DNA sequences to regulate a target gene. Synthetic cis-regulatory modules can
be designed to introduce arrangements of binding sites for TFs, either endogenous
or synthetic. Together, these approaches allow us to understand the cis-regulatory
grammar and how TFs work in specific contexts to generate a pattern (Garcia,
Brewster, and Phillips 2016a) (Crocker, Tsai, and Stern 2017a).

1.7 Mechanistic sequence to Expression models

One of the current goals in Developmental Biology is to understand how, when,
and where a gene is regulated in a multicellular organism. The XX-century success
of statistical mechanics in understanding chemical reactions inspired biochemists
to test this approach in living organisms. In 1982, Shea and Ackers and, later on,
Berg and Von Hippel showed that similar principles can be applied to understand-
ing gene regulation. These models have successfully grasped the logic based on
the binding energies of transcription factors, cooperativities, and other interaction
energies with the transcriptional machinery, at least in some systems, such as the
phage lambda operon and Lac-operon (Ackers, Johnson, and Shea 1982) (Berg and
Hippel 1987).

The architecture of the Lac Operon system allows different parameters to be
controlled. In this system, parameter-free models were created where it was pos-
sible to capture the experimental data accurately on how the effects of different
perturbations, such as the combination of different binding affinities with different
concentrations of the inducer molecule, could be predicted (Garcia and Phillips
2011).

These thermodynamic gene regulatory functions are built based on the prob-

15



ability of a gene being active. One of the goals of thermodynamic modeling is to
account for the mechanisms behind each specific gene regulatory sequence. These
systems can consider cooperativities among TFs, different mechanisms for repres-
sion and activation, different roles for each TF, and chromatin accessibility, among
other features. This probability of an active gene is determined by a quotient be-
tween the active states and the partition function in the denominator, which is the
sum of all the possible states of the transcriptional machinery (see cartoon in the
first principles panel in Fig. 3). The energy corresponding to each state can be
derived from the Boltzmann distribution, considering the chemical concentrations
of each component. With the energies at hand, weights can be estimated for each
of these states to determine the probability of the active gene scenario (Bintu et al.
2005).

1.8 Mechanistic Sequence to Expression models in Multi-
cellular Systems

With the characterization of cis-regulatory elements in animals and molecular gene
expression patterns, a similar goal was set to understand gene regulation in devel-
opmental systems. In this scenario, the position and intensity of gene expression
are measured in different stages of development. These models can be applied
to developmental systems by microscopy imaging gene expression and single-cell
omics.

Thermodynamic modeling approaches have already been implemented in de-
velopmental systems with a limited extent of success. The efforts to achieve this
understanding have been hampered by the high complexity of the eukaryotic gene
regulation and the spatio-temporal lack of characterization of multicellular sys-
tems. Animal regulatory regions are highly complex, with many regulatory sites.
Some of them operate with low-affinity sites, and some steps in the process might
involve energy dissipation (Crocker, Abe, et al. 2015a) (Estrada, Wong, et al. 2016)
(Fuqua et al. 2020a). On top of that, the spatiotemporal information of the input
concentration gradients and inherent structure of the enhancers is required. With
this in mind, it is necessary to pick a starting point, and from the positive expe-
rience in synthetic systems in bacteria and eukaryotes, together with the current
knowledge from native enhancers, the thermodynamic models are a good approach
to uncovering the regulatory logic in animals.
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1.8.1 Data-driven Sequence to Expression models

With the advent of multiomics, single-cell omics, and tissue-specific datasets, it is
now possible to generate predictive models for developmental systems using data-
driven approaches such as Deep Learning. These models integrate genomic data
from chromatin accessibility, histone marks, binding of Transcription factors, and
gene expression in different tissues and stages. The integration of these datasets
allows the finding of specific features from the genomic sequences regulated and
controlled by the TFs, including long-range interactions. These approaches are
also successful in predicting the effects of gene expression in different perturba-
tions, such as mutations in reporter assays and natural variants obtained from
populations. Even though these approaches are promising, their success depends
on specific features, and not all tissues and TF binding sites perform well in pre-
dictability (Avsec, Agarwal, et al. 2021a) (Taskiran et al. 2023) (Almeida et al.
2023).

1.9 An experimental and theoretical setup for studying pat-
tern formation in Drosophila

In this work, I will be focusing on reporter lines as a tool to study pattern forma-
tion. These genetic lines allow the exploration of expression patterns of a given
enhancer inside a chromosomal context. They include an enhancer sequence, a
promoter, and a reporter gene. The reporter gene will be used to understand how
cis-regulatory sequences generate a pattern.

2 different kinds of systems will be evaluated with these reporter lines:

1) Endogenous enhancers from Drosophila melanogaster using reporter lines
with different mutations in their enhancer sequence.

2) A semi-synthetic system where the cis-regulatory regions are artificial but
include binding sites of endogenous transcription factors from Drosophila.

1.9.1 Endogenous systems

Native systems were explored in light of their gene regulatory elements. 2 different
minimal enhancers were mutated, and the resulting phenotypes were explored to
see if different features would allow me to understand the regulatory logic based
on the input transcription factors and enhancer sequence. This was done using
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Figure 3: Sequence to expression models schematic, where only the input sequence
can predict an expression pattern. The models can be trained in a data-driven ap-
proach, with neural networks, for example. On the other hand, one can build first
principle models, such as thermodynamic models, that estimate the probability of
a gene being in the ON or OFF state. The trained models can include additional
information, such as the presence or absence of certain TFs in different parts of
the embryo.

two different sorts of mutagenesis. For the minimal stripe 2 enhancer (MS2E),
the sequence was mutated systematically in the regions between already described
TFBSs, which I call "spacers" in this work. Rafael Galupa and Esther Karumbi
synthesized, crossed, and acquired microscopy images for this systematic mutation
screen. The second enhancer dataset I studied is the E3N enhancer, which encodes
a stripe pattern related to the trichome appearance in larvae later in development.
The E3N enhancer sequences were generated and mutated by Tim Fuqua and Noa
Borst, in a randomized fashion with different amounts of point mutations. In
this work, I analyzed phenotypes from different mutated versions of these minimal
enhancers to find additional regulatory elements essential for this pattern. Addi-
tionally, these mutants allowed me to test if our current understanding of these
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enhancers would allow me to build a predictive model of their expression patterns
after a mutation.

1.9.2 Semi-synthetic systems: Random and Tailored enhancers

The complexity of the previously mentioned endogenous systems can be harnessed
using simplified synthetic enhancers that will allow me to ask how currently known
TFBSs can generate a pattern. Together, Rafael Galupa, Mindy Perkins, and I,
focused on disentangling the ways that known binding sites of endogenous TFs can
be coordinated to generate an output of a gene expression pattern in a determined
developmental stage. This was contrasted with a randomized set of enhancers de-
signed and measured by Justin Crocker, Kerstin Richter, Natalia Misounou, and
Rafael Galupa. Comparisons of both sets of enhancers reveal how the sequence
space can be shaped by developmental constraints, given that these enhancers be-
have differently at different developmental stages.

The series of targeted design enhancers was designed by Garth Ilsley, Rafael
Galupa, Justin Crocker, and me. This exploratory approach consisted of different
binding site arrangements for the Gap genes and maternal effect genes transcrip-
tion factors. Bicoid (Bcd), Hunchback (Hb), Giant (Gt), Kruppel (Kr), Caudal
(Cad), and Zelda (Zld). These sequences include synthetic spacer regions depleted
of these TFs binding sites and can vary in length. Different versions of binding
sites were also explored in their affinity and sequence overlapping context. Using
different thermodynamic models, I used this dataset to evaluate our current un-
derstanding of these TFs.
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2 Part I. Decoding pattern formation in Endoge-
nous systems

2.1 Introduction

2.1.1 Understanding the language that controls minimal enhancers

The amount of enhancer sequences present in a single Metazoa is vast. For exam-
ple, for a human, it is estimated that the number of enhancers is in the order of
millions. In Drosophila melanogaster, this number is estimated to be something in
the order of 104 to 105 enhancers (Jindal and Farley 2021) (Kvon, Kazmar, et al.
2014a). Analyses of these sequences have provided a broad range of interpretations
of their operation mechanisms where affinity, orientation, type, and arrangement
of Transcription Factors Binding Sites (TFBSs) are important (Fig. 4A). These
complex rules of an enhancer regulatory logic are called "Regulatory Grammar."

The regulatory grammar can behave in contrasting ways. On the one hand,
there is a special case named the ’enhanceosome’ model, where the grammar is
highly constrained (Fig. 4B, right). In this system, the regulatory elements are
tightly dependent on each other, and any perturbation can affect the output ex-
pression. On the other hand, there are enhancers where the grammar allows a
high level of flexibility; this system is known as the ’billboard’ model. The bill-
board model allows for modifications in the system, such as rearrangements of the
elements, without affecting the output expression (Fig. 4B, left).

One example of the enhanceosome is the mammalian β-interferon gene en-
hancer. This enhancer is regulated by 3 protein complexes that form a specific
interaction arrangement. A crystal structure of this enhancer shows that every
base pair of its sequence seems to interact with the protein assembly (Fig. 4B,
right) (Panne, Tom Maniatis, and Harrison 2007). These structural observations,
together with the highly evolutionary conservation of the sequence, served as an
indication of a very constrained grammar for this enhancer. Examples of enhancers
that follow the billboard model can have a broad range of behaviors since the mere
definition of an enhancer implies information structure in the sequence. One ex-
ample of an enhancer that is highly flexible is the ASE5, which tolerates shuffling
of binding sites, change in the spacer sequences outside the known binding sites,
and even the reduction of those spaces, making shorter versions of the enhancer;
in most cases, the expected expression pattern was observed (Fig. 4B, left) (Mike
Levine 2010) (Liu and Posakony 2012) (Jindal and Farley 2021).

Jindal and Farley suggest one can see the enhancers within a ’Dependency
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Figure 4: Enhancer grammar features. A) Enhancer grammar parameters that
have been described to influence gene expression. B) Dependency grammar and
its extreme examples of the Billboard and Enhanceosome models. This scheme
was created based on figures from (Mike Levine 2010) (Liu and Posakony 2012)
(Jindal and Farley 2021)

Grammar’ spectrum. The first studies that focused on the importance of gram-
mar estimated the conservation of a sequence in the endogenous locus (Erives and
Michael Levine 2004). This approach proved useful, but for some cases, it gener-
ated several artifacts since it created a perception of structure that can also emerge
by inherent mutational processes (Richard W. Lusk and Michael B. Eisen 2010b).
Additionally, other comparative approaches wouldn’t find conservation, and this
can be due to compensatory mutations or redundant enhancers, which are hidden
features not accounted for by current approaches. With the use of mutagenesis ap-
proaches in reporter lines, it is possible to evaluate the effect of specific mutations
on the functionality of a single sequence, allowing a more independent evaluation
of grammar. The caveat of using reporter lines is that the biological genomic
context is lost at the expense of dissecting and understanding the grammar in a
reduced scenario.

Drosophila melanogaster is an excellent system to explore these rules in the
context of developmental biology because it has some of the most characterized
developmental enhancer sequences where the position, timing, and regulators of a
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pattern are very well known. Some of its minimal enhancers have been mutated
deeply to understand their regulatory logic, such as the stripe 2 of eve, the E3N
enhancer of Shavenbaby, enhancers of Sparkling involved in the eye development,
or enhancers involved in the wing development. Nonetheless, these efforts have
found lots of difficulties in understanding how these elements can drive patterning
because these sequences are not as modular as a billboard model (D N Arnosti
et al. 1996) (Swanson, Evans, and Barolo 2010) (Fuqua et al. 2020b).

2.1.2 Dissection of the Minimal Stripe 2 enhancer

The Minimal Stripe 2 enhancer (MS2E) consists of 484 bp and generates a pattern
that resembles the second stripe of eve. It has a series of binding sites for some of
the Gap genes, the Pioneer Factor Zelda, and maternal genes, such as Bicoid. The
mechanism of this enhancer has been widely studied for more than 30 years with
multiple lines of experimental evidence, making it one of the best-characterized
cis-regulatory sequences in the animal kingdom (Goto, P. Macdonald, and Mani-
atis 1989) (Frasch and Levine 1987) (Struffi et al. 2011).

Trans-regulatory molecules such as TFs can be mutated, allowing the identifi-
cation of the role of possible regulators of a pattern. For example, for the MS2E
pattern, when Giant and Krüppel are knocked down, the second stripe expands,
indicating a repression role by these TFs. On the other hand, when Bicoid and
Hunchback are knocked down, the stripe expression level decreases (Frasch and
Levine 1987) (Stanojevic, Small, and Levine 1991) (Small et al. 1991b). The pre-
viously mentioned assays are based on perturbations and visual inspections of the
stripes pattern. They also validated the binding and activity using Protein-DNA
binding assays and cotransfection assays, respectively. More recently, genomics ex-
periments like Chip/Chip, DNAseI, and Chip-Seq allow the identification of TFs
that are binding to the DNA regulatory regions inside Drosophila (Bergman, Carl-
son, and Celniker 2005) (X.-Y. Li, MacArthur, et al. 2008a) (Bradley et al. 2010).

Mutagenesis experiments in the DNA sequence of MS2E enhancers using re-
porter lines help to reveal the roles of Transcription factor binding in the expres-
sion of this pattern. When mutated, binding sites for Giant repressor generate
an expansion in the anterior part of the pattern. Similarly, high-affinity sites for
Krüppel repressor have been mutated, but a posterior expansion of the pattern
was unexpectedly not observed. One possibility is that the decaying levels of ac-
tivator TFs control the posterior part of stripe 2. Mutating Bicoid binding sites
confirm its activation role proposed with TF knockdown experiments. When Bi-
coid sites are mutated, the stripe pattern is reduced significantly. The mutation of
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a high-affinity Hunchback site has shown reductions in specific parts of the stripe.
Moreover, when Hunchback is coupled with Bicoid binding sites mutations, the
stripe completely disappears. (S. Small, Blair, and M. Levine 1992).

Besides establishing the directionality of a TF gene regulation with mutagen-
esis approaches, other explanations can be approached based on the same pheno-
types. For example, there are variable levels of expression based on which Bicoid
binding sites are mutated. Certain Bicoid binding sites mutations have dramatic
effects, while in other sites, there are just moderate effects. These observations can
be explained by the existence of Bicoid -Bicoid cooperativity. The facilitation of
monomers binding in some sites is due to neighboring high-affinity sites. Bicoid -
Bicoid cooperativity has also been suggested and tested for one of the Hunchback
enhancers (S. Small, Blair, and M. Levine 1992) (Wolfgang Driever and Nusslein-
Volhard 1989) (G. Struhl, K. Struhl, and P. M. Macdonald 1989).

The experimental evidence mentioned above explains only partially the Stripe
2 pattern. For example, the lack of expression in the anteriormost part of this
pattern when Giant sites are mutated or when Giant is depleted indicates that
there could be other repressors at play, heterotypic interactions or that there is
missing activation due to modifications in Bicoid and Hunchback (S. Small, Blair,
and M. Levine 1992).

Given the complexity of the rules by which regulatory elements in the MS2E
play, experimental approaches have been combined with quantitative models of
gene expression to test the working hypotheses for Bicoid mentioned above. A
good model would predict this pattern’s behavior under different genetic pertur-
bations. For example, in 2013, Ilsley et al., using previously known experimental
data, explained better the lack of expression in the anteriormost part of the em-
bryo for the MS2E by considering that Bicoid also has a repressor role in this
enhancer (Ilsley et al. 2013). Other working hypotheses for the MS2E have been
tested with several quantitative and mechanistic models. Some of these models
have been trained with enhancer fusions. These models could predict the outputs
of experiments not included in the model training, such as enhancer patterns from
other Drosophilid and Sepsid species (A.-R. Kim et al. 2013).

Even though several experiments and endogenous enhancers have helped the
field to make a working ground truth for this enhancer, there is contradictory ev-
idence for these assumptions coming from Synthetic Biology. Different enhancer
versions of the MS2E sequence have been generated. In these enhancer versions,
the spacer sequences between the known TFBSs necessary for the 2nd stripe pat-
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tern were exchanged for putatively neutral designed sequences. This experiment
was done with 2 different versions of neutral sequences, and in both cases, the
synthetic enhancers failed to drive the 2nd stripe expression despite containing
the presumably necessary binding sites. These observations confirm the lack of
knowledge of the mechanisms behind the expression of the Stripe 2 pattern. (Vin-
cent, Estrada, and Angela H DePace 2016b).

2.1.3 Experimental dissections of other canonical minimal enhancers

Shavenbaby is a gene that will dictate where the trichomes of larvae will appear.
The trichomes are structures that emerge in a stripe-like pattern to provide traction
to the larvae of Drosophila melanogaster. One of shavenbaby ’s minimal enhancers
is named E3N. The E3N enhancer has a length of 292 bp, and it has binding sites
for Ultrabithorax (Ubx), Extradenticle (Exd), Pangolin (Pan), and Pointed (Ets),
among other TFs. This enhancer has a set of low affinity binding sites for Ubx
that can work in an additive manner (Crocker, Abe, et al. 2015b) (Fuqua et al.
2020b).

Recently, in the Crocker lab, a randomized mutagenesis experiment on the
E3N enhancer was performed, and each of the hundreds of sequence variants was
introduced in a reporter line. A phenotypic score was generated for the possible
contribution of each region along the sequence to a change in expression. The main
observation was that almost every section of the enhancer had an effect, even in
regions with no known binding sites mapped for the canonical TFs. Moreover,
sequence conservation was a poor predictor of the expected phenotypic effect.
Another study using a Drosophila enhancer for the yellow spot gene active in a
different stage of development reached the same conclusions. For the yellow spot
enhancer, instead of random point mutations, the enhancer was divided by blocks,
and each block was mutated systematically. This experiment revealed that the
enhancer for the yellow spot gene is densely encoded as well (Fuqua et al. 2020b)
(Le Poul et al. 2020a)
.

Understanding how a cis-regulatory module generates a pattern often will re-
quire integrating different indirect processes that are not yet characterized. For
example, the 3D architecture of the genome or the presence of microenvironments
are known examples that can affect transcription (Tsai, Singer, and Crocker 2018).
For this reason, a deep exploration of the regulatory logic of minimal enhancers
can help reduce unknown parameters and separate the specific tasks of regulatory
elements involved in embryo patterning.
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2.1.4 Estimation of functional features in Minimal enhancers

The internal composition of enhancer sequences can be interpreted based on their
types and numbers of TFBSs, the affinity of these sites, the orientation of bind-
ing sites, DNA shape, modularity of the enhancers, nucleotide composition, and
homology-based sequence patterns, among other features.

One of the most used tools for predicting the internal TFBS compositions of
enhancers is the Position Weight Matrix (PWM). A PWM can extract the sta-
tistical features from a set of sequences with a determined functional role, for
example, sequences from a TF-DNA interaction assay (Stormo 2013). These sta-
tistical features can be summarized in a characteristic sequence motif representing
the probability of seeing a certain nucleotide in a determined position. Once a
PWM from a TF is available, one can look for binding sites for that TF in a se-
quence and estimate their affinity. For Drosophila melanogaster there are different
sources of sequences from which these motifs have been extracted, for example,
from Chip-Seq, SELEX, DNAse I, or bacterial 1-hybrid experiments (L. J. Zhu
et al. 2011a) (Hammal et al. 2022).

Current TF-DNA interaction approaches are generally biased for high-affinity
sites since detecting a binding site depends on the strongest signal to avoid exper-
imental errors. Recently, a tool called NRLB (No Reads Left Behind), which uses
data from SELEX-seq experiments coupled with a biophysical model of TF-DNA
interaction, allows the inclusion of additional data that has been shown to find al-
ready characterized low affinity binding sites (Rastogi et al. 2018) (Crocker, Abe,
et al. 2015b). This tool is useful for enhancers active in the late embryo and can
map Hox-genes binding sites .

For decades, scientists have tried to identify DNA sequence features that can
differentiate enhancers from other non-coding DNA regions. Although different
methods have been implemented, none have been sufficient to find enhancers based
on general sequence principles like nucleotides or TFBSs composition. Multi-
omic approaches seem more promising for this task, integrating DNA sequence
features and experimental data from chromatin accessibility assays, polymerase
binding, and epigenetic information such as acetylation marks (Avsec, Agarwal,
et al. 2021b).
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2.1.5 Identifying elements for enhancer grammar in Endogenous sys-
tems through systematic and randomized mutations

In a joint effort, Rafael, Tim, Noa, Mariana, Esther, and I evaluated the effect of
mutations of different endogenous enhancers in different embryonic stages. This
set of enhancers is relevant to the embryogenesis of Drosophila. For this approach,
I focused on minimal enhancers that were mutagenized and introduced inside re-
porter lines. The resultant expression patterns for each mutant were imaged using
confocal microscopy.

For the minimal enhancer of the second stripe (MS2E), here, Rafael, Esther,
and I synthetically generated different systematic mutated versions of MS2E. This
systematic approach was done by mutating one spacer sequence at a time to see
which missing sequences are required for the stripe pattern. This knowledge makes
searching for new regulators and the importance of flanking sequences of already-
known motifs possible. These results reveal that additional elements across the
enhancer are necessary for this expression pattern. According to this experiment,
these critical sequences are distributed across the entire enhancer length.

For the E3N minimal enhancer, Tim, Noa, and Marlize generated a series of
reporter lines with different randomly mutated versions of this enhancer. Then,
I analyzed how these different mutations affected the affinity of already-known
TFBSs. Additionally, I predicted putative novel regulators for this enhancer for
different regions.

2.2 Results

2.2.1 Eve Stripe 2 enhancer: Extended binding sites for activators are
not sufficient to generate MS2E expression

In the work of Vincent et al. from 2016, there are two alternative versions of the
endogenous MS2E named spDP1 and spDP2 in this work. All the known binding
sites were preserved in these 2 versions of the MS2E, and the spacers were mu-
tated (Fig. 5A). This mutagenesis was controlled to avoid creating new binding
sites (Estrada, Ruiz-Herrero, Scholes, Wunderlich, and Angela H. DePace 2016b)
(Vincent, Estrada, and Angela H DePace 2016b). Rafael Galupa commercially
synthesized these 2 enhancers and cloned them into a lacZ -reporter plasmid. This
genetic construct was integrated into the fly genome at a specific genomic loca-
tion. This approach of reporter lines was used for all the enhancer sequences in
this section.
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In Figure 5B and Figure 6A, both spDP1 and spDP2 enhancers drove anterior
expression, and these observations are consistent with the work from Vincent et
al. in 2016. This expression pattern doesn’t correspond to the expected MS2E
expression region, which is located at 35-45% of the AP axis (Fig. 5C).

Figure 5: Two spacer mutant versions of the MS2E enhancer do not drive the
expected stripe pattern. A) MS2E enhancer schematic (top) that represents its
TFBSs and “spacer.” In the middle and bottom are the sequences of the two
mutant versions of this enhancer designed by Vincent et al. 2016. On the right is
an example of mutated versions of spacer-4. B) RNA in situ hybridization for lacZ
from endogenous MS2E and the spDP1 and spDP2 enhancers. C) Distributions
of fluorescent intensities per embryo for each line at 35-45% of the anteroposterior
(AP) axis. The intensities are normalized to the average WT intensity. Number
of embryos used for each sample (n). Mann-Whitney tests were done for this
statistical analysis (**** p < 0.0001). The figure was done by Rafael Galupa
and Gilberto Alvarez. Gilberto Alvarez processed the sequences and analyzed the
images, and Rafael Galupa did the experiments and plotted the data.
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The mutation of the spacer sequences could have interfered specifically with
transcriptional activation since these enhancers fail to generate expression in the
MS2E region. This can be caused by affecting the known binding sites for acti-
vators or the existence of binding sites of activators that haven´t been previously
suggested for this enhancer.

Figure 6: Anterior expression intensities for the different mutant versions of the
MS2E. A) There is a gain of anterior expression on both mutant versions. B)
The spDP1 mutant line did not show a gain of expression when extending Bcd
motifs but the spDP2 mutant line showed a gain of activity when extending these
Bcd motifs. C) Motif extension increases expression levels for several conditions
of extension length. D) The addition of Caudal doesn’t generate a stripe pattern,
but in one of the mutant versions, it generates a gain of anterior expression.

Rafael Galupa first hypothesized that the known motifs for activators in spDP1
and spDP2 might lack flanking sequences to perform their adequate function, as
was shown to be the case in the context of other enhancers (Gordân et al. 2013)
(Farley et al. 2015) (X.-Y. Li and Michael B Eisen 2018) (Park et al. 2019a). The
Bicoid motif sequence from Ronch et al. 1993 was selected and mapped in the
MS2E. Two annotated Bcd sites were found to be affected in spDP1 and spDP2
(Fig. 7A). Rafael Galupa and Esther Karumbi reconstituted those “extended” Bcd
motifs in the mutated lines. The reconstitution was done for each site alone or in
combination (Fig. 7A). (Ronchi et al. 1993)

The extended Bcd motifs did not affect expression in the MS2E region in the
spDP1 background. In contrast, the spDP2 background shows higher intensity
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levels in the same region (Fig. 7B-C). However, these expression levels did not
correspond to a stripe pattern based on visual inspection of the embryos. To
quantify this observation, I made an image analysis pipeline coupled with a stripe
detector algorithm (see Methods for further details). No stripe patterns were de-
tected (Fig. 7D). I also observed higher intensity levels for the anterior region
where the original spDP1 and spDP2 enhancers already show expression (Fig.
61B). This indicates that this Bicoid motif sequence can increase the expression
but cannot rescue the MS2E pattern.

Rafael Galupa generated new enhancer sequences based on spDP1 and spDP2
in which he preserved varying lengths of endogenous flanking sequences (2bp, 5bp,
7bp, and 10bp) for each possible motif of activating TFs (Bcd, Hb, Zld) (Fig. 7E).
No observable stripe was found in any of these lines (Fig. 7F). The quantification
of the expression profiles in the MSE2 region revealed an increase in intensity lev-
els for most of the extended motif mutant lines (Fig. 7G). Still, this increase in
intensity did not correlate with the length of the endogenous flanking sites. This
suggests that important sequences for known TF binding sites do not go beyond
2-5bp on each side of the core motif. Using the computational quantification and
stripe detection method, I find that the extended activator binding sites do not
rescue MS2E expression. These findings suggest that the failure to rescue a stripe
in the MS2E position in these mutated enhancers is not due to the known activa-
tors TFBSs.
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Figure 7: Expanded versions of canonical activator TFBSs are insufficient to
generate MS2E expression. A) The two extended Bicoid motifs, Bcd(A) and
Bcd(B), were added in spDP1 or spDP2 constructs. B) RNA in situ hybridization
examples for lacZ from indicated transgenes. C) Distribution of fluorescence
intensities per embryo for each line at 35-45% of the anteroposterior (AP) axis.
The intensities are normalized to the average WT intensity. Number of embryos
used for each sample (n). Mann-Whitney tests were done for this statistical
analysis (*** p<0.001, **** p<0.0001). D) Mutants where a stripe was found
with the detection algorithm are indicated in green. E) Activator motifs scheme
where sites are extended by 2 or 5 bp. F) A set of embryos with RNA in
situ hybridization for lacZ for the indicated mutant lines. G) Distribution of
fluorescence intensities per embryo for each line at 35-45% of the anteroposterior
(AP) axis. The intensities are normalized to the average WT intensity. Number
of embryos used for each sample (n). Mann-Whitney tests were done for this
statistical analysis (* p<0.05, ** p<0.01, *** p<0.001, **** p<0.0001). H) Mu-
tants where a stripe was found with the detection algorithm are indicated in green.

This figure was done by Rafael Galupa and Gilberto Alvarez. Gilberto Alvarez
processed the sequences and analyzed the images and expression profiles; Rafael
Galupa did the experiments and plotted the data.

2.2.2 Most of the spacer sequences contain important information for
the MS2E expression pattern

The next reasonable hypothesis is that missing regulatory elements (e.g., binding
sites) could be located within the spacer sequences. To narrow down which are the
critical spacers, Rafael mutated one spacer sequence at a time. Rafael synthesized
two mutant versions for each of the eleven spacers based on the spDP1 and spDP2
enhancers (Fig. 5A).

In general, mutating any of the spacers reduced the intensity levels of the
MS2E stripe (Fig. 8A-B). Several cases showed no expression, while a vestigial
stripe could still be observed in others. I extracted the signal from the images and
processed it with the stripe detector algorithm. This method found that in (54%)
of the cases, no stripe was detected in the right position, regardless of the mutant
version (spDP1- or spDP2-based). In (27%) of the cases, a stripe was detected
for only one of the mutant versions. For three spacer mutations (27%), a stripe is
detected in both mutant versions.
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Interestingly, mutating the same spacer with different sequence versions does
not have the same effect. This suggests that these expression patterns are not only
due to losing the original sequences but that different spacer contexts matter. In
all the cases, except for sp11.1, MS2E expression was significantly affected. These
results indicate that all spacer sequences could include elements that affect MS2E
expression.
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Figure 8: Most spacer sequences contain critical information for the MS2E expres-
sion pattern. A) Examples of embryos stained with RNA in situ for lacZ from
indicated spacer mutants. B) Distribution of fluorescence intensities per embryo
for each line at 35-45% of the anteroposterior (AP) axis. The intensities are nor-
malized to the average WT intensity. Number of embryos used for each sample
(n). Statistical analysis was performed using a Mann-Whitney test (* p<0.05, **
p<0.01, *** p<0.001, **** p<0.0001). C) Mutants where a stripe was found with
the detection algorithm are indicated in green. The figure was done by Rafael
Galupa and Gilberto Alvarez. Gilberto Alvarez processed the sequences and ana-
lyzed the images and expression profiles; Esther Karumbi and Rafael Galupa did
the experiments and plotted the data.

2.2.3 Identifying novel putative regulators of MS2E expression

One possibility to account for the lost information in the mutants is that the spacer
sequences harbor binding sites for additional regulators. Caudal, an important ma-
ternal effect TF, has been proposed as a possible activator of MS2E. Additionally,
there are predicted binding sites for Caudal in the MS2E sequence (Berman et
al. 2002) (Janssens et al. 2006) (A.-R. Kim et al. 2013) (Vincent, Estrada, and
Angela H DePace 2016b). To test this hypothesis, I mapped caudal motif across
the MS2E sequence and found three binding sites (p-value<0.001; see Methods).
One of these binding sites was already within preserved sequences in spDP1 and
spDP2. Then, Rafael and Esther synthesized new versions of spDP1 and spDP2
enhancer sequences in which these caudal motifs were preserved. (Fig. 9A). One
variant successfully generated expression in the MS2E region (Fig. 6D). However,
this expression pattern doesn´t fulfill the conditions to be detected as a stripe
(Fig. 9B-D). In conclusion, Caudal motifs alone cannot rescue MS2E expression.

Next, I wanted to identify new TFs as candidate regulators by scanning the
MS2E sequence for motifs from 218 TFs present at the early embryonic stages (see
Methods). Among the top 15 hits for each spacer, I detected that 83 of the 218
TFs (38%) have at least one motif in one of the spacer sequences (p-value < 0.01).
In all the spacers, 89% of the motifs occur only once or twice (Fig. 9E). Now, by
looking at each spacer 92% of the motifs occur in only one or two spacer sequences
(Fig. 9F).
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Figure 9: Motifs of Caudal alone are insufficient to rescue the MS2E expression
pattern. A) Synthetic sequences diagram where the motifs of Caudal were recon-
stituted. B) Embryos stained with RNA In situ for lacZ Embryos. C) Distribution
of fluorescence intensities per embryo for each line at 35-45% of the anteroposterior
(AP) axis. The intensities are normalized to the average WT intensity. Number
of embryos used for each sample (n). Statistical analysis was performed using a
Mann-Whitney test (* p<0.05, ** p<0.01, *** p<0.001, **** p<0.0001). D) Mu-
tants where a stripe was found with the detection algorithm are indicated in green.
E) Distribution of frequency of motifs by spacer. F) Distribution of the number
of spacers that contain a certain motif. G) Candidate TFs identified through
motif analysis. The images from the expression domains of these TFs are from
the Berkeley Drosophila Genome Project. The figure was done by Rafael Galupa
and Gilberto Alvarez. Gilberto Alvarez processed the sequences and analyzed the
images and expression profiles; Esther Karumbi and Rafael Galupa did the exper-
iments and plotted the data

The next task was to generate a distribution of frequencies of motifs for each
spacer. This analysis shows that there are six motifs are present in more than three
spacers: Deaf1 (3 spacers), exd (5 spacers), Hth (4 spacers), phol (3 spacers), Six4
(3 spacers) and zen or zen2 (3 spacers). From these genes, their expression patterns
were corroborated to be in stage 5 (Fig. 9G). All these TFs are thus promising
candidates for MS2E regulation; of note, Exd and Hth work together as a complex
(Kurant et al. 1998) (Pai et al. 1998). and their motifs do appear adjacent to each
other in three spacer sequences.

From the previous analysis, a list of candidate TFs was proposed. I performed
TF depletions by RNAi (see Methods) to see if a list of 11 putative TFs could
disrupt the early embryo’s MS2E pattern at a molecular level. Additionally, I
evaluated developmental defects in larvae. In none of my depletion lines I observed
molecular phenotypes where the Stripe pattern for the endogenous eve was affected
in the number of segments. These observations indicate that the depletion of
this selection of TFs might not affect the endogenous pattern of eve. Additional
validations need to be done since the RNAi depletion can be mild enough to allow
still lower concentrations of TFs to work normally and generate a WT phenotype.
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2.2.4 Analysis of the E3N enhancer reveals that dense encoded fea-
tures constrain predictability from sequence

2.2.5 Affinity profiles of minimal embryonic enhancers

The E3N enhancer is positively regulated by several Hox genes such as Ubx and
AbdA and other TFs such as Pnt and Exd. For each of the mutated versions of the
E3N enhancer, I mapped the binding sites using PWMs for transcription factors
present in Drosophila melanogaster. Affinities for the Hox genes binding sites were
also mapped with NRLB to include low-affinity sites. Both approaches were used
to estimate the effects of the mutations in each affinity of the existent sites and to
explore the gains or losses of other binding sites.

I created an automatic pipeline for generating sequence profiles for the binding
sites’ identities and their affinities for each enhancer and mutant. Assuming bind-
ing sites are discrete entities, motif turnover was estimated based on the gains and
losses of binding sites that fulfilled the statistical significance threshold and had
at least 20 percent affinity from a WT affinity site.

2.2.6 Associating affinities to expression output using a β-galactosidse
assay

To test the predictability of sequence features in this enhancer, I mapped the affini-
ties for all these genes reported to contribute to its expression in the 274 mutant
reporter line sequences. These reporter lines were stained with a β-galactosidse
assay by Tim Fuqua and Marlize Van Breugel. The affinity for each TF for each
mutant enhancer was summed up along the sequence length. Then, I performed a
ratio of affinities for the mutant over the wildtype enhancer to determine if there
was a total gain or loss of affinity for each TF (Fig. 10).

37



38



Figure 10: Heatmap of the total gain and loss of affinities for each mutant line’s
relevant TFs present in the NRLB model. Affinity values are normalized to the
WT. A blue color represents a gain of affinity, while a red color represents a loss
of affinity. The phenotype bar represents the experimental evaluation from the
galactosidase assay.
The experimental expression data used for this plot was done by Timothy Fuqua
and Marlize Van Breugel (Fuqua et al. 2020b).

Enrichment tests were done to assess the predictability of expression pheno-
types on these affinities alone. I tested for the over-representation of an E3N-like
phenotype for lines with high-affinity sites and loss of phenotype for lines with
lower-affinity sites. Using different set sizes of highest and lowest affinities, it is
shown that for the top 20 lines in the extremes of the affinity distribution, the hy-
pergeometric tests are significant (Affinity gain and Affinity loss, p-value<0.05).
Nonetheless, these significance values are non-robust to larger set sizes, indicating
the presence of additional elements that could influence this enhancer. For exam-
ple, the loss of phenotypes can be due to other unaccounted sites for most of the
mutants.

Additionally, the mutant lines from this assay have, on average, more than
10 mutations, which makes it difficult to attribute the affinities of these TF sites
as the only reason for the disruption or maintenance of phenotypes. Tim Fuqua
identified putative binding sites for additional TFs with the statistical scores he
obtained from this mutational screening. One of these TFs is Homothorax (hth),
and another is Pangolin (pan), which behaves as an activator and a repressor, re-
spectively. I generated profiles of affinities using PWMs this time to include these
TFs, too.

I did a PWM mapping to estimate the affinities for each mutant, including the
additional TFs proposed by Tim Fuqua. The results for each of the affinities for
each TF in contrast to the wild-type are shown in Fig. 11.
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Figure 11: Heatmap of the total gain and loss of affinities for each mutant line’s
relevant TFs present in a PWM-based model. Affinity values are normalized to
the WT. A blue color represents a gain of affinity, while a red color represents a
loss of affinity. The phenotype bar represents the experimental evaluation from
the galactosidase assay.
The experimental expression data used for this plot was done by Timothy Fuqua
and Marlize Van Breugel (Fuqua et al. 2020b).

This PWM-based method did not find an over-representation of expected phe-
notypes by changes in affinities. Since PWMs can only consider high-affinity bind-
ing sites, a subset of the lines with 5 mutations or less was chosen. Although
for the previously tested TF sites, I see a robust over-representation of loss of
phenotype in loss of affinity lines (p-value<0.05) for different set sizes, this is not
observed for a gain of affinity. Additionally, including Pan and Hth does not im-
prove the signal, and the direct effects of mutations on affinities were not possible
to assign ( Affinity loss, p-value< NS; Affinity gain, p-value< NS). These obser-
vations indicate different possible non-exclusive scenarios: a) There is a greater
complexity in the E3N sequence, b) the galactosidase assay fails for the assigna-
tion of phenotypes, or c) our current models for transcription binding are incorrect.

2.2.7 Correlating affinities to expression output using antibody stain-
ing

Noa Borst and Tim Fuqua selected a different set of mutated E3N enhancer se-
quences. These sequences have different levels of mutations, from 1 to 10 point
mutations and 10 lines per each amount of mutations. These reporter lines were
immunostained and quantified by Tim Fuqua and Noa Borst. I mapped the bind-
ing affinities for the Hox genes in this set of sequences using the tool NRLB. Since
different TF affinity changes can have different effect sizes on gene expression, I
did a multiple regression to see which TF has a significant role in gene expression
changes.

For the multiple regression, I used a model that combined the information
from NRLB and PWM-predicted affinities. A model with the essential known TFs
identifies the affinities from Extradenticle-UbxIVa, Homothorax, and Extradenti-
cle as statistically significant in predicting the expected expression behavior upon
mutation on this enhancer. Nonetheless, the R-squared is very low (0.16), which
indicates that there are lots of unexplained expression values. For example, I se-
lected the mutant lines with only one mutation and estimated the affinity change
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for each TF (Fig. 12).

Figure 12: Heatmap of the total gain and loss of affinities for each mutant line’s
relevant TFs present in a mixed model with NRLB and PWM-based data. Affinity
values are normalized to the WT. A blue color represents a gain of affinity, while
a red color represents a loss of affinity. The phenotype bar represents the experi-
mental fluorescence intensity from an antibody staining assay.
The experimental expression data used for this plot was generated by Timothy
Fuqua and Noa Borst (Galupa et al. 2023).

As I observed with the previous analysis, it is impossible to explain the observed
expression levels for several lines, even in cases of a single-point mutation. The
mutant line 108-4 only has a gain of affinity on one of the well-characterized Ubx
binding sites; however, it shows expression levels lower than the WT. The same
goes for lines 162-7, where the only differences are the gains of the Ubx sites and
a gain of a small Pan site.
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2.3 Discussion

2.3.1 Stripe 2 pattern

With the systematic mutagenesis for the MS2E, the aim was to identify the “miss-
ing” sequence elements important for its expression. The results from these experi-
ments suggest that essential information for the MS2E pattern is located across the
entire enhancer. In previous studies, discrete deletions in this enhancer (Andrioli
et al. 2002) or single mutations (Galupa et al. 2023) across the MS2E sequence led
to reduced or no activity. Recent studies on other enhancers show that the infor-
mation necessary to determine enhancer-driven spatial (and temporal) patterns is
densely and broadly distributed across an enhancer sequence. (Fuqua et al. 2020b)
(Kvon, Y. Zhu, et al. 2020) (Le Poul et al. 2020a) (Galupa et al. 2023) (X.-Y. Li
and Michael B Eisen 2018).

The motif search analysis I performed suggested that MS2E might bind more
transcription factors than previously known, and Rafael and I, proposed seven new
regulators based on the motifs that occur more frequently and in their expression
domains (Fig. 9). The expression domains from Fig. 9 come from the Berkely
Drosophila Genome Project (Tomancak, Beaton, et al. 2002) (Tomancak, Berman,
et al. 2007) (Hammonds et al. 2013). This approach does not exclude the fact that
motifs that occur only once or twice might also be important for expression. Previ-
ous studies have also predicted binding sites for Tailless, Knirps and Sloppy Paired
1 within MS2E (Berman et al. 2002) (Janssens et al. 2006) (X.-Y. Li, MacArthur,
et al. 2008b). It will be interesting to test the potential contribution of these TFs
and their motifs for MS2E-driven expression.

In summary, this study has allowed the exclusion of some hypotheses regarding
the regulation of the MS2E enhancer and proposed new alternatives by identifying
potential new regulators and highlighting the need to look beyond binding sites
for transcription factors. Further functional studies combining extensive synthetic
approaches and enhancer sequences in their native context will be necessary to get
closer to cracking the regulatory code of developmental enhancers.

2.3.2 The role of Caudal in the reconstituted MS2E enhancers

The fact that Caudal improves the signal indicates that it might be a necessary
element for the MS2E pattern, but it requires additional motifs or information lay-
ers. One possibility of the lack of activation for Caudal is that the motif version
for Caudal I selected differs from that suggested by Vincent et al. in 2016. I used
a PWM generated through DNAseI assays intrinsic from Drosophila, and Vincent
et al. in 2016 suggested a PWM obtained with bacterial 1-hybrid experiments.
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2.3.3 Novel regulators

Interestingly, all of the seven TFs identified as possible novel regulators are asso-
ciated with homeotic genes: Exd, Hth and Six4 are homeodomain-containing TFs
(Rauskolb, Peifer, and Wieschaus 1993) (Rieckhof et al. 1997) (Seo et al. 1999),
Deaf1 and Phol bind homeotic response elements (Brown et al. 2003) (Gross and
McGinnis 1996) (Brown et al., 2003; Gross and McGinnis, 1996) and Zen and
Zen2 are part of the Hox gene complex ANT-C (Rushlow et al. 1987). Maternal
and early embryonic depletion of Zen and Zen2 have been reported to have no
early embryo phenotype based on larval cuticles (Staller et al. 2013), but the other
factors have not been formally tested in the early embryo.

Recently, Rafael and I, have reported single-point mutations that decrease or
abolish MS2E expression (Galupa et al. 2023). Half of those mutations occur
within spacer sequences, and the other half within binding sites for repressors. 5
out of 6 significantly decreased MS2E expression. Using motif search analysis, I
investigated whether those single-point mutations affected predicted motifs within
the respective spacers (see Methods). Interestingly, I found that for each of those
single-point mutations, certain motifs predicted in the wild-type sequence were
“lost”, i.e., they were either not predicted in the mutant sequences or their score
was significantly decreased (Fig. 4H). These include motifs for TFs such as Exd
and Zen/Zen2, identified in the analysis above, and CG12155.

Interestingly, I did not observe any molecular phenotype on the eve stripe pat-
tern staining from all the candidates I tested for their regulatory impact using
RNAi for each of the selected TFs. One of the possible explanations is that I am
evaluating the phenotype at the level of the whole gene. At this scale, robustness
mechanisms, such as the presence of redundant enhancers, can compensate for the
TF perturbation. One solution is to repeat the experiment using a reporter line
for the MS2E and see the effects only at the minimal enhancer level.

Additionally, the RNAi experiments partially deplete the expression levels of
a given TF, and it is expected that the effects won´t be as strong as those of a
TF knockout. Anyway, both kinds of perturbations can have indirect effects on
other elements of the regulatory network. Protein-DNA binding assays can solve
this problem and directly validate the interaction of a TF with a given enhancer.

44



2.3.4 E3N enhancer pattern

In the case of the enrichment tests with X-gal, I assumed that a gain of affinity
could be directly associated with the maintenance of the typical stripe phenotype
of the WT E3N sequence. This was decided based on the experimental obser-
vations that show that when there is an affinity gain for Ubx, the embryo keeps
a stripe pattern. These observations could not be true for other TFs that their
behavior upon affinity changes hasn´t been evaluated in a targeted manner. For
the quantitative dataset with Antibody staining, linear relations were made be-
tween affinity and intensity changes in the observed fluorescence. This approach
assumes that phenotypic changes can be directly associated with the binding kinet-
ics of TFs; this approach has the caveat that it cannot take into account non-linear
effects of the affinity such as loss of specificity, for example (Crocker, Abe, et al.
2015b). Additionally, binding sites could be created for other TFs that haven´t
been described in the literature so far.

The E3N enhancer features a dense encoded regulatory region. This kind of
system challenges the predictability of effects upon evolutionary and experimen-
tal effects. Quantitative models often account for separate features such as motif
binding sites or DNA shape. Nowadays, Deep Learning models can account for
any feature. Still, if scientists in the field want to understand its mechanisms,
systematic regulatory dissections must be performed to understand the essential
elements of the E3N expression.

Using the multilinear model, I observe that only UbxIVa-Exd and Hth are iden-
tified as significant variables. Interestingly, these are the only TFs that have been
validated through protein-DNA binding for this enhancer. However, the role of
Hth suggested by the model is a negative one instead of an activator. It could
be that this role is a context-dependent one since, according to Fuqua et al. in
2021, it is shown that in one of the binding sites they mutated, Hth works as an
activator when it is together to an Ubx binding site. On the other hand, a Hth
repressor role has been suggested for Drosophila’s eye development (Pichaud and
Casares 2000).

One problem is that the models, using correlation from sequence mutations to
expression output, change their accuracy using different input TFs. I did not find
other additional significant TFs, meaning that the proposed additional TFs, such
as Pan and Pnt, might behave context-dependent or non-linearly. Additionally,
validations of the binding of these TFs to the E3N enhancer would be necessary.
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2.3.5 Possible evolutionary implications of densely encoded enhancers:
E3N and MS2E

The difficulties in assessing predictability by affinities alone could be due to ad-
ditional TF binding sites being created, destroyed, or uncovered. Moreover, since
some minimal enhancers have a dense abundance of known TFBSs, this implies
that the newly identified TFBSs can overlap known binding sites. Under these
circumstances, densely encoded regions can generate different outputs. For ex-
ample, a binding site mutation can be compensated by another binding site that
overlaps its sequence (Figure 13A). On the other hand, it can happen that instead
of buffering the mutational effects, one can see an amplification of the same. The
buffering of mutational effects is an attractive question from the evolutionary per-
spective to get robust sequences to mutations (Figure 13A, lower panel).

I started to explore the possible neighboring sequences of these overlapping
binding sites to see how point mutations will affect the affinities of both TFs sites.
This approach gives me an idea of the expected predictability of the effects of
such mutations in random mutagenesis experiments. The distribution of effects of
having a mutation on the WT sequence was plotted for each transcription factor,
and the expected net output resulted from having overlapped binding sites (Figure
13 B). If there is a signature of stabilizing selection at the sequence affinity level,
one would expect that mutations will compensate for the effects of one binding
site against the other. This future direction will test how certain binding sites
could provide robustness. There are several missing aspects on which this ques-
tion needs to be refined. For example, the non-proportionality of affinity changes
between different TFs. Additionally, experiments will be needed to know at what
precise affinity one TF can take over the other TFBSs, for example, when there is
a concentration dependence for a given pattern. Another possible direction is to
evaluate how many mutations away the WT phenotype is still maintained and if
there are specific paths to robustness for a different starting sequence.
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Figure 13: Overlapping sites can be a source of robustness to mutations. A)
Upon mutation, when binding sites overlap, various effects can be expected, such
as compensatory or amplifying effects. B) Predicted distribution of effects in
affinities for overlapping sites of Pangolin and Ci (upper panel) and Bcd and Kr
(Lower panel). C) and D) are graph representations of the mutational effects on
these initial overlapping binding sites. The node size represents the maximum
affinity for both sites, and the color represents the ratio between both affinities.
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Previous works have highlighted a longer half-life for overlapping sites and that
their emergence can happen just by evolutionary biases such as a dominance of
deletions over insertions and selection of composition alone (Richard W. Lusk and
Michael B. Eisen 2010b); one caveat of this approach is that the phenotype is
still susceptible because changes in affinities can lead to diverse pattern outcomes
even if the binding sites are still present. In this case, instead of focusing on the
existence or absence of these sites, one can focus on the capacity of affinity compen-
sation due to the role that each TF has. I think combining both approaches that
consider the evolutionary trends towards shorter sequences, compositional biases,
the half-life of binding sites, and the developmental implications of this architec-
ture will provide us with a better idea of the emergence of cis-regulatory grammar.

Tim Fuqua, Noa Borst, and I looked for additional TFs that could explain
specific phenotypes. Tim proposed that Cubitus interruptus a TF involved in the
Hedgehog signaling pathway and could be involved in the width of the stripe. I
mapped the PWM for this TF and found the putative binding sites. This bind-
ing site, in effect, is detected in a hotspot for mutations involved in stripe width
phenotypes, and I observed that it overlaps one of the binding sites for Pan. As a
contrast, I included the pair Kr-Bcd, a well-described model of overlapping binding
sites for the early embryo in Drosophila.

Also, I explored if, given an initial wildtype sequence condition, how many
steps are required to reach a maximal affinity or abolish a binding site. I found
conflicting evidence in some cases, such as overlapping Pan and Ci sites in con-
trast to Kr and Bcd, since the starting point for relative affinity values are very
different. Additional low-affinity sites and the importance of extended sites reflect
the need to understand better the thermodynamics of transcription factor binding.

2.3.6 General remarks on our understanding of endogenous enhancers

It seems necessary to do an exhaustive screening to get an accurate enhancer map
to manipulate them. For this, additional low-affinity binding site exploration in
the minimal MS2E and E3N enhancer can be a fruitful direction to complete pre-
vious efforts already done with Ubx in the E3N enhancer. Similar to our approach,
other variables, such as extended TF sites from other TFs and protein-DNA bind-
ing validations, will be necessary to complete an enhancer picture.

The PWMs available in current databases are quite limited since they can come
from indirect evidence such as bacterial hybrids or in vitro assays. Additionally,
most technologies that read in vivo binding have constraints due to the experi-
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mental technique used. For example, Chip-Seq tends to get false positives because
it detects non-specific binding. New technologies such as Chec-seq try to solve
this problem by avoiding crosslinking and chromatin solubilization (Grünberg and
Zentner 2017).

Besides testing the capacity of TFs to bind in a certain sequence, the temporal
and spatial dynamics of a TF are essential to determine whether it is present in
a given cell type. Antibody atlases efforts would be necessary to complement the
observations of the effects of disrupting input TF binding sites.

However, the missing regulatory elements do not have to be TFBSs, they might
instead be involved in nucleosome positioning, DNA shape or 3D organization of
the chromatin, local features known to influence and contribute to enhancer func-
tion (Barozzi et al. 2014) (Fujioka et al. 2016) (Levo et al. 2015) (Rohs et al. 2009)
(White et al. 2013) (Yáñez-Cuna et al. 2014). The fact that Rafael, Esther, and I
often observed different results between the spDP1 and spDP2 backgrounds, both
harboring different mutated sequences but chosen to be absent of TF binding sites,
supports the idea that elements other than the known TF binding sites play a role
in the enhancer-driven expression (Estrada, Wong, et al. 2016) (Vincent, Estrada,
and Angela H DePace 2016b).

Rafael and I note that it is possible that the results observed here are exacer-
bated by the transgenic context in which the different MS2E variants were tested.
At the endogenous locus, the effects of such mutations could be buffered, as was
shown to be the case for a mutation in a single TF binding site within MS2E
(López-Rivera et al. 2020a).

Finally, one of the consequences of having a dense encoded enhancer is that
these systems seem fragile under perturbations like mutations on binding sites.
Do these exact sequences are more robust in the endogenous genomic context?
As mentioned, mutations on the minimal enhancer can be compensated by having
additional information from redundant enhancers or the genomic context (López-
Rivera et al. 2020a). It could be that local perturbations behave differently in the
endogenous context since there could be microenvironments, and the recruiting of
proteins won´t be affected by these mutations (Tsai, Alves, and Crocker 2019). It
could be that this apparent fragility in a minimal enhancer in a reporter line is
not even perceived as fragility in the endogenous context.
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2.4 Contributions

2.4.1 Systematic mutations on the MS2E

Gilberto Alvarez (me) performed the sequence analysis in search of DNA motifs
and participated in the sequence design of the lines with Caudal motif. I also
developed the image analysis pipelines for the embryos from the MS2E systematic
mutation. Additionally, I did the TF-RNAi depletion lines fly husbandry, embryo
collections, and antibody staining.

Rafael Galupa conceived the MS2E systematic mutation assay departing from
the synthetic sequences in the work from Vincent et al. 2016. He designed the se-
quences and was in charge of generating the fly lines. Additionally, he coordinated
the project.

Rafael Galupa and Esther Karumbi did the fly husbandry, embryo collections,
and the experiments for the RNA in situ hybridization assay. They also did the
microscopy and acquisition of embryo images.

Mindy Perkins provided us with advice on developing the image analysis pipeline.

Justin Crocker supervised, contributed intellectually, and funded the project.

2.4.2 E3N enhancer

I performed the sequence analyses for all the mutants with NRLB and PWM
approaches. I performed the statistical analyses to find associations of sequence
affinity with the experimental phenotypes.

Timothy Fuqua and Marlize Van Breugel generated the experimental data with
X-gal phenotyping. Timothy Fuqua helped to coordinate the directions for ana-
lyzing this data set.

Noa Borst and Timothy Fuqua performed the experiments and generated the
quantitative phenotype information from the 100 mutant lines of E3N. Timothy
Fuqua and Noa Borst suggested putative transcription factors binding sites from
this data set, on which I performed sequence analyses.

Mindy Perkins and I explored the idea of robustness by overlapping binding
sites. She developed a quantitative metric to learn the distribution of effects upon
mutations. Additionally, I analyzed the mutational implications of overlapping TF
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binding sites using motif predictions.

Justin Crocker conceived and contributed intellectually to the mutant screen-
ing design and interpretation of my sequence analyses. Justin Crocker supervised
and funded the project.
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2.5 Methods

2.5.1 Mutant lines libraries generation

Rafael Galupa designed the systematic mutagenesis for the MS2E enhancer. Gen-
script synthesized and cloned the sequences into a pLacZattB plasmid at the
HindIII/XbaI site upstream of the Hsp70 promoter. Genetivision then integrated
these sequences into the attP2 landing site. Rafael Galupa and Esther Karumbi
homozygosed and genotyped the transgenic lines.

Timothy Fuqua was in charge of generating the mutant lines for the E3N en-
hancer random mutagenesis. For the antibody-stained library, Noa Borst and Tim-
othy Fuqua randomly selected 10 different lines for each category encompassing 1
to 10 mutations, aiming for 100 lines in total. The enhancer library for the X-gal
experiment was assembled with Genscript. The X-gal library used a degenerate
PCR with a 2% mutational frequency (Fuqua et al. 2020b). The enhancer library
for the Antibody staining experiment was assembled with Genscript, too. These
constructs were cloned into a pLacZattB plasmid at HindIII/XbaI site. These
lines were injected into a VK33 line by Genetivision. These transgenic lines were
homozygosed by Timothy Fuqua and Noa Borst.

2.5.2 TF-RNAi lines

Rafael and I selected a set of 11 candidate TFs with a putative regulatory role for
the second stripe for performing TF depletion with RNAi. Charalampos Galouzis
provided us with Exd and Phol RNAi-TF lines. The rest of the RNi-TF fly lines
were ordered through Bloomington. All these lines were crossed with a maternal
Gal4 driver line at 25 degrees Celsius, and the F2 generation was selected to screen
for phenotypes.

2.5.3 TF-RNAi lines: Fixation and Antibody staining

Embryos were collected from egg-laying chambers where the parental line was left
for acclimatization for 2 days. I collected embryos 4 hours after swapping plates
to get them to stage 5. Embryos were collected in baskets. A 50% bleach solution
is used for removing the chorion for 90 seconds. A rinsing step removes the resid-
uals, and then an additional wash with a buffer is performed (0.1 M NaCl,0.04%
Triton X-100). Embryos were transferred with a brush to scintillation vials with
a solution of 700 µl of 16% PFA, 3 ml of 100% Heptane, and 1.7 ml of a solution
PBS/EGTA. Then the scintillation vials with the embryos were shaken at 250
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rpms. The aqueous fraction was removed, methanol was added, and a vortexing
step was performed for a minute. Embryos in the interphase were discarded, and
the upper fraction containing heptane was discarded. Two additional washes were
done with methanol, and the embryos were stored at -20C.

I used an Even-skipped antibody from DSHB for the antibody staining. I passed
the samples that were in methanol to 1.5ml tubes and rehydrated them. For this, I
put the embryos in a solution of PBT/MeOH (50%), and the samples were rocked
in a nutator for 10 minutes. Then I did 4 washes with PBT, and in each wash,
I put the samples to rock in the nutator. I prepared a solution of PBT/blocking
reagent (diluted 1:5) and washed the samples with this solution. Another washing
step was done with this solution, and I put the samples to rock for 30 minutes in
the nutator. A primary antibody solution was prepared in a PBT/Block solution
with 200 microliters per tube. The samples were left rocking for 2 hours at room
temperature. I removed the primary antibody and the blocking reagent by doing 3
quick washes with PBT. I did 5 more washes with PBT and rocked them in a nuta-
tor for 10 minutes between each wash. Later, I made a wash with a PBT/blocking
solution and an additional wash with PBT/Block for 1 hour rocking in a nutator.
I prepared the secondary antibody with a PBT/blocking solution. The samples
were rocked in a nutator overnight at 4◦C and protected from the light. The next
day, I removed the secondary antibody by rinsing twice with PBT and performed
7 additional washes with PBT by putting them to rock in a nutator for 10 minutes
between each step. ProLong Gold was acclimated at room temperature, and in
the meantime, I removed as much as possible of PBT from the samples. I added
150 microliters of ProLong Gold to each sample. The samples were resuspended
and left to incubate for 10 minutes. Finally, I mounted the samples on slides, and
sealed them with nail polish the next day.

2.5.4 E3N and MS2E affinities profiles

Affinity predictions for all the TFs sets used in this study were done through PWMs
and for the Hox genes with NRLB. For the E3N enhancer, NRLB was used to get
the affinity profile along the enhancer sequence for Ubx,Abd-A, Pointed, and their
coupling with Exd (Rastogi et al. 2018). Then, a total affinity score was estimated
by summing all the affinities for each mutant sequence. The total affinity for each
TF for each sequence was normalized to the total affinity of the WT sequence for
that TF.

A similar approach was taken with the PWM estimated affinities. These PWMs
were obtained from the FlyFactorSurvey and MotifDB databases. For the E3N
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enhancer mutant sequences, the software PWMenrich was used since it allows the
estimation of affinities per base pair and can generate a total affinity score for each
sequence (Robert Stojnic 2017). Similarly to the approach with NRLB, the total
affinity for each TF for each sequence was normalized to the total affinity of the
WT sequence for that TF.

2.5.5 Correlating affinities to Output expression for the E3N enhancer

To associate affinity changes with phenotypes, I took two approaches since I was
provided two different classes of datasets: On the one hand, Timothy Fuqua and
Marlize Van Breugel provided me with a qualitative dataset with binary pheno-
types observed through an x-gal approach; on the other hand, Noa Borst and
Timothy Fuqua provided me with a quantitative dataset from antibody staining.

For the qualitative dataset, I selected the extreme sets in the distribution of
affinity changes. Then, I performed a Hypergeometric test in R to see if a loss
of phenotype was associated with a loss of affinity and if a gain of affinity was
associated with the maintenance of phenotype.

For the quantitative phenotype. Noa Borst and Timothy Fuqua gave me the
expression values for each mutant reporter line. I performed a multilinear model
in R to see if the affinity variables could explain the expression gain or loss. The
affinity variables were joint affinities from PWMs and NRLB output values.

2.5.6 In situ hybridization protocol for the MS2E

In situ hybridization (probes): probes for lacZ (reporter) and snail (internal con-
trol) were generated from PCR products using the in vitro transcription (IVT) kit
from Roche (#11175025910) and following manufacturer’s instructions. A list of
primer sequences for each PCR product can be found in Table S1 from (Galupa
et al. 2023). For each gene, distinct PCR products were pooled before IVT reac-
tion. Probes were diluted in hybridization buffer (Hyb; 50% formamide, 4X SSC,
100 μg/mL salmon DNA, 50 μg/mL heparin, 0.1% Tween-20) at 50ng/μL. Prior
to hybridization, a probe solution was prepared (per sample, 50 ng of each probe
in 100 μL), denatured at 80 ºC for 5min, then immediately put on ice for 5min,
and finally incubated at 56 ºC for 10min before added to the embryos.

In situ hybridization (procedure): embryos stored in methanol were washed in
methanol/ethanol (50:50), three-times in 100% ethanol and then permeabilized in
xylenes (90% in ethanol) for 1h, after which embryos were washed six times in
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ethanol and three times in methanol. Embryos were then washed three times in
PBT (PBS + 0.1% Tween-20) before post-fixation for 25min in fixative solution
(225 μl 16% PFA, 500 μl PBT). Embryos were then washed several times in PBT
for 40 min, followed by a wash in PBT/Hyb (50:50) at room temperature and
a 30min-wash in pre-warmed Hyb at 56 ºC. Embryos were then incubated with
probe solution at 56ºC overnight. The next day, embryos were washed in Hyb
(three quick washes followed by three 30-min washes), then in Hyb/PBT (50:50),
then in PBT several times for one hour before incubated for 30 min in blocking so-
lution (Roche #11921673001; diluted 1:5 in PBT). Embryos were then incubated
in blocking + primary antibodies diluted 1:500 (anti-DIG, Roche #11333089001;
anti-FITC, ThermoFisher #A889) at 4 ºC overnight. The next day, embryos were
washed in PBT (three quick washes followed by four 15-min washes), and then in-
cubated at room temperature in blocking solution + secondary antibodies diluted
1:500 (AlexaFluor 488 and 555, ThermoFisher #A21206 and #A21436, respec-
tively). After 2 hours, embryos were washed in PBT (three quick washes followed
by four 15-minute washes), mounted on Prolong Gold with DAPI (ThermoFisher,
P36935), and left to curate overnight before imaging.

2.5.7 Image Acquisition and Analysis for the MS2E

Embryos were imaged using a confocal microscope Zeiss LSM 880 confocal. Images
were processed using a combination of automated scripts with manual curation.
For this analysis, images of stage 5 embryos were selected, and Rafael Galupa and
Esther Karumbi performed a maximum-intensity projection in ImageJ. I developed
an automatic pipeline in Matlab (version R2019b; The MathWorks, Inc.) where
embryo rotations to their AP-axis are performed by using their Feret diameters
after fitting an ellipsoid. From this image, I averaged all rows’ intensity values for
each pixel’s horizontal position, excluding the ones in the background outside the
embryo.

After obtaining an AP intensity profile for each embryo, I performed statistical
processing for all of them in R. I used a Gaussian filter to smooth the signals.
Then, I subtracted the general background by taking only the values higher than
half of the maximum intensity detected for each embryo. After this, I performed
a linear interpolation, which allowed me to associate equal AP coordinates to all
embryos. Another background removal is done using the 10% quantile of inten-
sities to obtain a net expression value from the background intensity within the
embryo. Additionally, the signal is normalized to 50% quantile of the intensity
within the embryo in the 60% to 80% coordinates from the AP axis. These in
situ hybridization assays were done in different batches, and to control for each
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batch effect, the threshold for background removal was based on the second stripe
from a WT reference line. To get the interval confidence for each mutant set,
I performed a bootstrapping for all the signals using 1000 replicates and a 95%
interval confidence.

The automatic stripe pattern detection code I designed looks for the region
within 15% to 75% of the AP axis. In this region, the detector looks for an inten-
sity peak above a threshold; its minimal width is 5% of the AP axis, and a decrease
below the threshold surrounds this peak. The defined threshold value was 5% of
the maximum intensity using a stripe 2 pattern from the WT control experiments.
The values of these parameters were chosen as the minimal criteria that allow the
detection of all stripes in the WT control patterns. Finally, the collected data
was plotted by Rafael Galupa, using GraphPad Prism version 10.2.3 for Windows,
GraphPad Software, Boston, Massachusetts USA, www.graphpad.com.
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3 Part II. Encoding synthetic patterns in Drosophila
embryos

3.1 Abstract

The spatiotemporal evolution of chemical and mechanical agents provides the re-
quired information for the developmental processes of an organism. Gene regula-
tory networks modulate the concentration and identity of the required regulatory
molecules. Nonetheless, the lack of knowledge of mechanisms and components
from developmental gene regulatory networks limits the generation of predictable
outcomes of pattern formation under genetic and environmental perturbations.
Cis-regulatory elements are important components of these networks controlled
by the input concentrations of different TFs in different locations of an organism,
generating a gene expression pattern. Several efforts have been made to create
predictive models for these expression Patterns based on DNA sequence alone. In
this work, I systematically test the capacity of sequence-to-expression models us-
ing the well-known gene regulatory network of the maternal and Gap genes. These
genes are involved in developing the Drosophila blastoderm and are responsible for
creating precise stripe gene expression patterns in a limited time. For this purpose,
I use a set of synthetic enhancers that include binding sites for repressors and acti-
vators essential for the Anterior-Posterior patterning in Drosophila´s early embryo.

3.2 Introduction

3.2.1 Synthetic biology for understanding gene regulation

The first identified enhancer sequences came from the SV40 virus DNA to see if
additional pieces of DNA outside the promoter could affect gene expression. In
these experiments, candidate viral sequences known to have essential activity for
the virus were located upstream of a reporter gene in mammalian cell lines. These
sequences were fused with a promoter containing a transcriptional start site and a
reporter gene. Interestingly, these sequences showed a remarkable increase in the
reporter expression (Banerji, Rusconi, and Schaffner 1981). After these first exper-
iments, more enhancers started to be identified in more organisms and within the
context of developmental biology. Some of these experiments include the mutage-
nesis experiments that started to uncover the role of TFs and the cis-regulatory
grammar of different arrangements of TFBSs.

The understanding of endogenous systems has been improved with exploratory
approaches using comparisons of sequences among different species. These ap-
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proaches allowed the field to identify putative regulatory elements on a large scale.
Using conservation as a proxy for functional role has allowed the mapping of im-
portant non-coding elements that help regulate expression. For example, before
the whole genome sequencing era, for the gene Hoxb-4, which is known to be impor-
tant for vertebrate development, distant comparisons between mice and putterfish
DNA sequences allowed identifying some of its regulatory elements. Since the put-
terfish genome is compact, it was very useful for identifying conserved regulatory
elements (Aparicio et al. 1995). When the whole genomes of mice and humans
were available, the first comparisons showed that around 5% of them are con-
served while only 1.5% of them encode for proteins. More importantly, when these
possible important conserved non-coding sequences were functionally tested, the
outputs showed roles for tissue and time-specific expression. (Visel, Bristow, and
Pennacchio 2007).

Although comparative approaches allow the finding of important regulatory
sequences, it is important to consider that most of them would be difficult to iden-
tify since these regions are more susceptible to evolutionary changes. Even more
interesting is that when new sequences are added to the alignments, conserved ar-
rangements of TFBSs can appear just by random effects and create the idea that
certain organizational forms of TFBSs are being selected (Richard W Lusk and
Michael B Eisen 2010a). This artifact can create the impression of the existence
of certain regulatory grammars when there are not. Another difficulty can be that
the TF mechanisms might have diverged among the different species even though
they might have a similar DNA binding domain.

Methods like Chip-Seq, ATAC-seq, and RNA-seq allowed the search of sta-
tistical trends on the presence of regulatory molecules and their targets. These
approaches can provide evidence for a regulatory role in specific segments of the
non-coding genome. Nowadays, with single-cell omics, the sequence space that can
be explored to understand the gene regulation grammar can be expanded since dif-
ferent sequences are active and accessible for different cell types that work with
different subsets of transcription factors (Berest et al. 2019) (Bravo González-Blas,
De Winter, et al. 2023).

The previously mentioned genomic approaches are helping to fill the gaps in the
enhancer genomic map using the endogenous system. The integration of natural
variation and its effects in the binding of TFs, chromatin accessibility, expression
level, and timing of the gene regulation allows the association of genotype and
phenotype. Additionally, the genome harbors millions of sequences that can be
compared to find statistical signals that might represent the grammar. These ap-
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proaches have successfully identified key elements for gene regulation, and new
techniques are being developed to improve the extent of these approaches to find-
ing grammar rules. One of them is Chip-Nexus, whose base-pair resolution allows
for the search of grammar rules such as cooperativity (Avsec, Weilert, et al. 2021).
Spatial assays provide an additional layer of information since gene regulation
works differently depending on the context; for example, spatial multi-omics cou-
pled with deep learning allowed decoding of how regulatory grammar controls cell
identity in hepatocytes (Bravo González-Blas, Matetovici, et al. 2024).

Nonetheless, there may be a limit to the inference problem using endogenous
sequences alone. Even with the use of multiomics and comparative approaches, the
extent of the regulatory complexity indicates that it cannot be handled without
adding synthetic sequences to the equation. For example, while using a simplified
toy model of human TFs binding, De Boer and Taipale, show that to understand
pairwise heterotypic cooperativities, one would require 220,0000,000 parameters
to test an accurate picture of a regulatory model (Boer and Taipale 2024).

Additionally, the complexity increases if one considers the other layers of cis-
regulation, such as higher-order cooperativities and low-affinity binding sites, which
are often non-detectable until tested experimentally. Feedback and non-equilibrium
processes have been suggested to work as mechanisms for some enhancers (Park
et al. 2019b) (Sönmezer et al. 2021), and even if one can get parameters related
to these phenomena, the current theories have difficulty predicting these systems’
outcomes and time evolution.

As García and Phillips said in 2016, synthetic biology allows us to bend nature
to test specific hypotheses instead of bending our models to explain our biological
data (Garcia, Brewster, and Phillips 2016b). The genetic engineering of the first
promoter fusion experiments in SV40 and the development and import of molecu-
lar tools that don not exist in endogenous systems have allowed us to simplify the
complexity of biology to tackle specific questions. For example, using foreign TFs
such as Gal4 from yeast and generating modified versions of TFs using different
activation, cooperativity, and binding domains opened the doors to control gene
expression in a specific spatial and temporal context. Synthetic transcription fac-
tors allow cleaner testing of specific hypotheses, such as the role of cooperativity,
binding affinity, input concentration, and non-equilibrium in gene regulation. On
the other hand, biological systems have many unknown molecular components,
making the synthetic approach an essential method to uncover the principles of
the known molecules of interest, in this case, Transcription factors and their bind-
ing sites.
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Creating synthetic promoters and synthetic enhancers with features outside the
natural variation allows us to test the effects of mutations on the mechanisms of
the transcriptional machinery. Crocker and Ilsley suggest that a suitable synthetic
enhancer that works as a null hypothesis is required to test fundamental enhancer
hypotheses. A null hypothesis enhancer is normally outside of what is available
with natural variation of endogenous systems,

Integrating both sources of knowledge, from endogenous and synthetic sys-
tems, is beneficial for understanding and guiding experimental tests of putative
hypotheses. For example, training thermodynamic models with data from the
endogenous stripe 2 enhancers under different experimental perturbations and its
integration with comparative genomic sequences from these enhancers has allowed
the selection of putative models to explain the experimental data better. Recently,
Deep-learning methods have been trained using multi-omics datasets and/or in
vivo enhancer activity assays with success but only for specific cell types and TFs
contexts (Almeida et al. 2024) (Taskiran et al. 2024).

3.2.2 Building synthetic enhancers

In the previous section, I highlighted the importance of Synthetic Biology for deal-
ing with the high complexity in cis-regulatory regions. For this chapter, I will refer
to synthetic enhancers as sequences with features outside natural variation or with
a synthetic edition distance larger than the one generated by natural variation by
point mutation.

Synthetic enhancers can be generated by the edition or introduction of the se-
quence in endogenous loci or at independent genomic locations like landing sites
and vectors outside the chromosomes. The synthetic enhancers I will refer to in
this work are introduced in an independent locus, specifically in a landing site.
In these circumstances, the grammar effects are less likely to be affected by the
redundant enhancers, which can be present in their endogenous context or by ad-
ditional information outside the minimal enhancer. In the endogenous loci, the
genomic context has been through similar evolutionary processes and is likely to
affect the minimal enhancer (López-Rivera et al. 2020b).

There are several difficulties with the design of synthetic enhancers. Sequences
added in an independent locus can still be influenced by the information in that
new genomic context. Another difficult task is the design of neutral sequences for
filling spaces between binding sites in a synthetic enhancer. There is no such thing
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as a neutral sequence model of DNA. There are methods to generate sequences
that avoid specific TFs binding features, but by chance, these sequences can in-
clude the unexpected binding of other TFs. Some TF families have similar binding
sites, making the sequence specificity difficult to contain (Estrada, Ruiz-Herrero,
Scholes, Wunderlich, and Angela H DePace 2016a).

Another factor to consider when generating synthetic sequences is the cost of
the synthesis. Overall, the ideal scenario is to explore the sequence space with
millions of combinations to understand specific scenarios. According to De Boer
and Taipale, one alternative is the generation of randomized sequences on a large
scale, which can provide enough data to dissect cis-regulatory grammar mech-
anisms. Randomized DNA can be synthesized in a pool by random processes
compared to a directed design. This approach has been successful in addressing
questions regarding the enhancer grammar.

3.2.3 Exploring enhancer grammar through synthetic enhancers

In Chapter 1, I explained how to infer cis-regulatory grammar code using endoge-
nous enhancers and their synthetic mutagenized variants. Large-scale mutagenesis
allows the exploration of certain grammar features; for example, point mutations
can likely generate affinity changes in existent binding sites or even disrupt their
function. Point mutations can also shift the preferred position of a binding site.
Depending on the context, these mutations could generate new binding sites by
chance if there are already sequences with a predisposition for them. The caveat
with this approach is that based on empirical evidence from previous works and
my observations in Chapter 1, endogenous enhancers seem to have important in-
formation even between the known binding sites (Fuqua et al. 2020c) (Le Poul et
al. 2020b). Additionally, binding sites can overlap with another TF binding site,
often making a targeted mutation difficult to achieve since it will have unexpected
effects.

One solution to this problem is to systematically design enhancers with specific
binding sites while avoiding generating other important binding sites in that con-
text (Estrada, Ruiz-Herrero, Scholes, Wunderlich, and Angela H DePace 2016a)
(Crocker, Tsai, and Stern 2017b). Designed enhancers can evaluate different fea-
tures, such as different versions of a binding site with different affinities, arrange-
ments, and number of TFBBs. This systematic exploration could gradually in-
clude new TFBSs and start evaluating questions about heterotypic interactions,
chromatin modifications, and synergistic activation. Using these systems, one can
question TFs’ role one step at a time. After these tests with specific, separate
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binding sites, higher complexity sequence designs can evaluate the effect of over-
lapping and low-affinity binding sites. In summary, Synthetic enhancers can allow
us to understand the endogenous system better and help us to choose from dif-
ferent hypotheses on grammar mechanisms. After finding mechanistic features on
synthetic enhancers, one can look in the endogenous genome for these features or
their absence due to evolutionary constraints.

In addition to a systematic enhancer design, a Null model has to be generated
to see the expected behavior regarding expression patterns after inserting DNA
sequences of any kind in an organism. For this purpose, I use a set of synthetic
random sequences whose expression output was evaluated across different stages
of development.

3.2.4 Quantitative modeling of Synthetic enhancers: First-principles

In this work, I gradually built several models, step by step, from the simplest set of
enhancers to a more general model for early embryonic developmental enhancers.
By following this approach, I could choose and discard among the models that
can equally fit the data due to the large number of parameters in more complex
enhancer architectures and avoid overfitting. Similar systematic approaches have
also been applied in other Drosophila enhancers and in bacterial cis-regulation
to avoid the simultaneous fitting of many parameters and ambiguous predictions
(Samee et al. 2015) (Razo-Mejia et al. 2018) (Y. J. Kim et al. 2022).

The gradual fitting scheme works by choosing the best mechanistic models that
can explain the simplest dataset, in this case only Bcd enhancers, and when adding
new TFs, evaluate which models still can explain the expanded dataset, which role
plays the newly added TF, and if new heterotypic interactions can happen (Fig.
14A). The models that I can test are the most general thermodynamic models,
which take into account the affinity of the TFBSs and the concentration of a TF
in a given A-P position, the role of the TF, whether it functions as an activator,
as a repressor, or if it is bifunctional. For this purpose, I adapted a computational
implementation of thermodynamic models, known as GEMSTAT, to my sequential
fitting scheme. This implementation assumes that gene expression depends on the
occupancy of the promoter by the polymerase, and this value can be estimated
by the probability of this event (Fig. 14 A, second panel, cartoon representation
of this probability). GEMSTAT is a very convenient implementation for explor-
ing a broad extent of models since it can automatically find TFBSs for a set of
TFs while using PWMs and assign their statistical weights based on their relative
affinity. Likewise, this tool can consider different modes of regulation, for example,

62



whether the interactions are direct with the polymerase, if there is a synergistic
multiplicative role by these TFs together, and if there is inhibition by modifying
the chromatin in the neighborhood of a repressor. (He et al. 2010).

Figure 14: Model fitting schemes. A) Diagram of the iterative fitting approach
for thermodynamic models that goes from the simplest enhancer architectures to
more complex ones with several binding sites for different TFs. B) Sequence of
enhancers sets that were fitted to focus on TF-specific parameters at each stage

For this approach, the sequential order goes from Bicoid binding sites only
enhancers, then Hunchback binding sites are added, followed by either the addition
of Giant or Krüppel binding sites separately and together. Finally, Zelda binding
sites are added.
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3.3 Results

3.3.1 Generating a Null model of expression patterns using synthetic
enhancers made of random DNA

Kerstin Richter, Natalia Misonou, and Rafael Galupa synthesized enhancers with
random DNA sequences that followed a uniform distribution in the composition
of nucleotides. These enhancers were inserted upstream of a heat shock promoter
(hsp70) and a lacZ reporter gene. The expression patterns from these enhancers
were obtained by immunostaining the galactosidase protein. Gene expression ac-
tivity was measured for these random enhancers (Fig 15A-C). The expression
patterns from some of these enhancers matched the spatial distribution of some
TFs, especially those known to have a role in chromatin accessibility (Fig 15F-H).
These findings show that even for randomized sequences, there is an extent of pre-
dictability depending on the class of TFBSs that happened to be present in these
sequences.

Then, I estimated and compared the information content of some of the known
TFs with chromatin accessibility activity and an activation role to see how likely
these TFBSs can occur by chance (Fig 15E). For the essential TFs in the early
embryo, Bcd binding profile has a low information content while Zelda binding
profile has a high information content. This means that Bcd sites are relatively
easy to find by chance, but still, the embryos that had Bcd TFBSs did not show
activity (Fig 15I). This is consistent with the idea that Bcd works in homotypic
clusters (Lifanov et al. 2003).
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Figure 15: Predictability of expression patterns and its limitations on a synthetic
randomized DNA set of Enhancers (Galupa et al. 2023). A) Randomized
DNA sequences were synthesized and inserted in a landing site of Drosophila
melanogaster with a reporter gene. B-D) Most of these sequences showed positive
or negative activity, indicating its possible role in gene regulation. E) Different
essential transcription factors were ranked based on their information content
and role in development. F-H) Some of these sequences, when scanned for their
TFBSs, show a characteristic pattern corresponding to their respective regulatory
TFs.
The experiments used for this analysis were done by Rafael Galupa, Natalia
Misunou, and Kerstin Richter. The statistical and motif analyses were performed
by Gilberto Alvarez.
This figure is reproduced from Galupa et al., 2023 un-
der Creative Commons Attribution (CC BY 4.0), license at
https://creativecommons.org/licenses/by/4.0/legalcode.
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3.3.2 Constraints in early embryo enhancers

Interestingly, most of these enhancers had any activity in the late-stage embryos,
while none had activity in the early embryo (Fig 16A). From the expression pat-
terns from the active enhancers in the late embryo, I mapped significant TFBSs
with high affinity. To understand why there is no observed early embryo expres-
sion with randomized sequences of DNA, I tested if this set of random sequence
enhancers had a composition in the number of TFBSs favorable for TFs expressed
in later stages (Fig 16B). Measuring the total number of binding sites, I observed
more binding sites for late TFs than early ones (Wilcoxon test, p-val < 0.05). This
is due to the presence of more TFs in later stages than in the early ones, and when
I normalize the number of TFs in each stage, this difference disappears. More
importantly, even though the number of late TFBSs is higher, this is not a plau-
sible hypothesis to explain the activity differences between early and late stages
since, in the lines that show a loss of activity in the late stage (named inactive),
the number of TFBSs for late TFs in inactive enhancers is even most likely to be
higher than in the ones that showed activity in the late stage (Fig. 16B) (Wilcoxon
test, p-val < 0.001). Another feature that I tested was the enhancer lengths since
it is known to be important in distinguishing enhancers by complexity (Lily Li and
Wunderlich 2017). No differences were observed with enhancer length distribution
between the active and inactive randomized DNA sequences.
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Figure 16: Comparison of different enhancer families with a randomized DNA
set of enhancers. A) None of these randomized cis-regulatory sequences showed
expression in the early embryo, compared with later stages, where more than a
third showed a gain of activity. B) The number of TFBSs for early or late TFs is
not enough to explain the observed activity patterns since the inactive enhancers
in the later stage have a similar number to the active ones in the late stage. C)
The homotypic tail score can differentiate endogenous enhancers from randomized
enhancers but can only differentiate Anterior-Posterior developmental enhancers
from Late enhancers. The rest of the early enhancers do not score differently from
the Late enhancers. D) The information score allows me to distinguish early and
late enhancers. E) All the enhancers that were designed targeted with specific
known TFBSs show late expression activity, including those that could not get
expression in the early embryo.
The experiments used for this analysis were done by Rafael Galupa, Natalia Mis-
unou, Kerstin Richter, and Gilberto Alvarez.
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I tested if endogenous early embryo enhancers count with specific features dis-
tinguishing them from late enhancers in Drosophila melanogaster. For example,
since it is known that some TFs come in homotypic clusters, I tested the hypothesis
that these random enhancers lack homotypic clusters since they are very unlikely
to happen by chance and that they would be distinguishable from groups of en-
dogenous enhancers known to have homotypic clusters (Fig 16C) (Long Li et al.
2007). I selected different sets of enhancers; for example, I used a set of enhancers
responsible for Anterior-Posterior and Dorsal-ventral patterning for the early em-
bryo (Papatsenko, Goltsev, and Michael Levine 2009) (Lily Li and Wunderlich
2017). Additionally, I used the set of enhancers of the Vienna Tiles that have been
validated with reporter lines and checked for activity at different stages (Kvon,
Kazmar, et al. 2014b) (Lily Li and Wunderlich 2017). I applied the Fluffy-tail
test, which has been suggested as a measure for homotypic clusters since it looks
for the overrepresentation of k-mers (Abnizova et al. 2005) (Long Li et al. 2007).
Comparing the distributions of these sets of enhancers with the randomized DNA
enhancer set, I see that the early enhancers, in this case, the AP and VT (early)
enhancers, have a higher tail score than the randomized enhancers (Wilcoxon test,
p-val < 0.001). I also tested if the VT late enhancers differed from the VT early
enhancers’ tail score. However, I did not observe differences (Wilcoxon test, p-
val=NS).

The previous metric provided only a partial distinction between our random
and endogenous enhancers and no difference between late and early enhancers com-
position. I attempted other metrics that could encompass more general features of
TFBS composition in enhancers. One of these metrics uses the information con-
tent of a TF, which tells me the probability of observing a TFBS by chance. First,
I compared the information content of late versus early TFs, but no differences
were found (Fig. 17B) (Wilcoxon test, p-val=NS).

Recently, a modified version of an information content metric was implemented
to get this score at the level of a whole enhancer, encompassing different numbers
of binding sites for different TFs (Lily Li and Wunderlich 2017). Although the
length of the sequence is part of the information of an enhancer, I am interested in
the intrinsic sequence composition features that have shaped enhancers in different
developmental contexts. For this reason, I modified this metric by normalizing the
probability of observing this enhancer by each enhancer’s length (See Methods).

Using the new information score per enhancer, it was possible to distinguish
late and early enhancers from different subsets (Wilcoxon test, p-value<0.001) (See
Fig. 16D). The information content depends on the technology used to get the
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binding profile of a TF (See Fig. 17A). Statistical tests show that these differences
among the different technologies were significant (Kruskal Wallis, p-val < 2e-16).
To see if these results are consistent based on a single technology, I selected only
the PWMs obtained with a bacterial 1-hybrid experiment and Sanger sequencing
since this subset was the most numerous one to avoid losing data. This analysis
showed that for the PWMs from Sanger sequencing, I observed the same trend of
distinguishability of late enhancers versus early enhancers. Also, late enhancers
tend to decrease their information content, behaving more similarly to random
enhancers, although they still have a significantly higher information content.

Figure 17: Technology used for TF Information content doesn´t affect the enhancer
family trend. A) Information content for each TF depends on the technology that
is used to infer a PWM. B) There are no differences between information content
of TFs from different stages. C) The same trend was maintained when I delimited
the PWM technology for bacterial 1-hybrid sequenced by Sanger. Early enhancers
show a higher information score than late enhancers.

So far, these analyses have been done using only the early-stage TFs since the
question concerns the absence of expression in the early stage. Alternatively, I
compared the random enhancers using early and late TFs, but this did not af-
fect the original results since the information scores of random enhancers were
still significantly smaller relative to the endogenous enhancers (Wilcoxon test, p-
value<0.001). Also, I tested if the random enhancers, active in the late stages, have
a higher information content than the inactive ones, and no differences were found.

This set of randomized DNA enhancers opened a question of the constraints in
the sequence space to achieve expression in the early developmental stages. To see
how likely and predictable early expression patterns are, I compared our random-
ized DNA enhancer observations with a synthetic set of enhancers that contains
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binding sites for TFs active in the early stages. From the set of randomized DNA
sequences, none had expression activity in the early embryo, while around 35%
had a gain of expression in the late embryo. On the other hand, from our targeted
set of synthetic-designed enhancer sequences, I see that around 60% of them had
activity in the early embryo. Interestingly, from a selected subset of 8 of these
enhancers, some with early activity and some without, all of them had activity in
the later stages. This is consistent with the observations from the random DNA
enhancers, where later stages seem more permissive in generating gene expression
(See Fig. 16E).

3.3.3 Encoding patterns using synthetic enhancers made of known mo-
tifs

Now that I see that these synthetic enhancers can drive early expression, new
questions emerge with this dataset, for example, what kind of TFBSs are required
to generate early expression? and How the concentration and position of the in-
put TFs and the type and arrangement of TFBSs will shape the output expression?

A mechanistic point of view was selected for a quantitative understanding of
the required logic to build different patterns from this set of TFBSs. For this
purpose, I trained thermodynamic and statistical models to test their capacity to
predict the position and intensity of gene expression in reporter lines. These mod-
els take the concentrations of TFs and different genomic architectures of synthetic
enhancers as input. Different concentrations of the input TFs can play a role in the
observed patterns in the multicellular context since each cell can have a different
TF concentration. On top of that, these regulatory rules become complex since
the regulatory regions can be densely encoded with many sites for different TFs.
This can make difficult to interpret the experiments without a quantitative model.

An automatic implementation for thermodynamic models known as GEM-
STAT, was used as a starting point to explore the different putative mechanisms
behind well-known TFs and their binding sites. The set of synthetic enhancers I
used, include different combinations for the known binding sites of Hb, Bcd, Gt,
Kr, Zld. I made an automated iterative implementation from GEMSTAT, a tool
that trains different thermodynamic models and evaluates possible mechanisms
to help understand and predict complex synthetic expression patterns (He et al.
2010).

This set of synthetic enhancers has different levels of complexity in the arrange-
ments of TFBSs. The simplest enhancers have only Bicoid binding sites, and I
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chose this set as the starting point for the iterative approach. This set of enhancers
contains 3, 5, 7, and 8 Bcd binding sites. These enhancers were used to train and
select putative models for Bicoid mechanisms and modes of regulation. As ex-
pected, the expression level of the reporter increases with the increasing number
of Bcd binding sites. In the case of 3 Bcd binding sites, the signal could not be
detected from the background. Interestingly, even for this simpler architecture,
GEMSTAT could not accurately fit these enhancers’ expression boundaries since
they seem quite sharp given their position, which is more anterior than expected.

I numerically measured the expression profile’s steepness to evaluate the ob-
served expression boundaries by plotting Bicoid concentration against the enhancer
expression. The steepness values were also measured for all model fits and then
ranked, but none of the models could reach the observed steepness (Figure 18B).
Additionally, I explored if there was a tendency to have sharper boundaries de-
pending on the mode of regulation, but no specific trends were observed. Another
way to measure the steepness is through the Hill function, which has been used for
molecular saturation through binding. The Hill function for a Hb enhancer, known
as HbP2, has been reported to be around 5 (Park et al. 2019b). For the endogenous
Hb, it has been reported to be 5 with protein immunostaining and 6 with RNA In
situ hybridization (Gregor et al. 2007) (Park et al. 2019b). In this case, I find a
large Hill-coefficient corresponding to approximately 9, which cannot be fitted by
a classical thermodynamic model of Bicoid in equilibrium (Figure 18C). Since this
enhancer has 8 Bcd binding sites, a Hill coefficient of 8 or 9 can imply the need to
consider higher-order cooperativities and non-equilibrium mechanisms (Park et al.
2019b) (Martinez-Corral et al. 2024). Additionally, I fitted the number of binding
sites using the same parameters from a known Hb thermodynamic model (Phillips
2020). This model suggested 11 Bcd binding sites to observe this level of sharpness.

To study the sharpness of our synthetic lines more deeply, I selected the line
with 8 Bcd binding sites. I hypothesized that changing the promoter would affect
the sharpness if the effect comes from higher-order cooperativities involving the
promoter. For this reason, Rafael Galupa and I designed 2 alternative enhancers
with the same 8 Bicoid binding sites with different promoters, the promoter for
the Armadillo gene and the synthetic core promoter DSCP. Blanca Pijuan-Sala
and I performed the experiments to get the RNA expression profiles for these re-
porter lines. Blanca and I only observed expression from one of these enhancers,
specifically the one with the DSCP promoter. Blanca and I collected the images
for this enhancer and the control with an HSP70 promoter.

From these different promoter lines, I compared their expression profiles and
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Figure 18: Fitting of Enhancers with different number of Bicoid binding sites. A)
Enhancers that contain 8 binding sites for Bicoid show a sharp gradient decay
that the generalized models cannot explain. B) Steepness and position cannot be
reached by any tested models. C) A fitting with a Hill function shows a high Hill
coefficient, which a classical thermodynamic model for this enhancer cannot fit for
this number of binding sites.
The experiments used for this analysis were done by Rafael Galupa. Gilberto
Alvarez performed the models, analyses, and plots.

steepness (Fig. 24A). I measured the sharpness by fitting a Hill function. The
Hill coefficient for the lines with the HSP70 promoter was 1.66 larger than that
of the DSCP promoter Hill coefficient. Additionally, the expression levels of both
enhancers differ; the enhancer with a DSCP promoter has higher expression, and
its variation is larger. This finding paves a new direction for questions regarding
promoter involvement in higher-order cooperativities in sharp boundaries.

In order to continue with more complex enhancer architectures, from all the
fitted models, the ones with the most lines with a high correlation coefficient (See
Methods) were selected for the next fitting stage with a new TF. For the model-
ing, I added a new TF with its corresponding expression profiles and PWM, which
was used to fit the new set of synthetic enhancers with additional TFBSs. This
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approach was used for all the next steps, where I introduced a new TF to the model.

In the next stage of our fitting scheme, there is a series of enhancers with Bcd
binding sites and different numbers and arrangements of Hb sites. Interestingly,
the fittings with GEMSTAT for this enhancer series always showed high anterior
expression for lines where no anterior expression was observed in the experiments
(Fig. 19A). I implemented an anterior expression correlation score to quantify the
experimental data’s agreement with our thermodynamic models (Figure 19B). This
score quantifies how the model correlates with the reporter lines lacking anterior
expression (Figure 19C). While checking the lines that lacked anterior expression
compared with the nest GEMSTAT predictions, it turns out that these lines had
2 isolated binding sites of Hb. I hypothesized that these 2 isolated binding sites of
Hb could have a role of repression, which is consistent with propositions that Hb
can have a dual role (Figure 20A). GEMSTAT can test the hypothesis that a TF
can have a dual role, but it can do it only in the simplest assumption of having an
alternative version of a TF with an opposite role. In this case, it seems that the
dual role can only happen when 2 binding sites are present in isolation, and that’s
why GEMSTAT fails in doing the fitting.

A previously suggested hypothesis with a pair of endogenous enhancers pro-
poses that Hb, when present in a palindromic array, can form dimers with an
inhibitory effect (Papatsenko, Goltsev, and Michael Levine 2009). However, I ob-
serve that the condition of a palindromic site is unnecessary, at least for these
cases, since our enhancer sequences do not include such palindromes. In both
scenarios, dimers can form and have a repression activity. Additionally, one can
observe that the repressor dimer loses its inhibitory effect when an additional site
of Hb is present. In other words, the balance between activation and repression
should ensure that repression only exists in the isolated pairs of binding sites with-
out invoking special conditions. To test if this is possible under the most general
thermodynamic model for a repressor Hb dimer in equilibrium with activator Hb
monomers, I built the model for each of our enhancers (See Methods). I per-
formed an MCMC parameter fitting to see if the suggested dimer would behave as
a repressor. The results from the MCMC parameter fitting show that the dimer-
polymerase interaction parameter (Crp, see functions in the Methods) reflects the
possibility of this dimer as a repressor since its value is less than 1.

With this model, I can observe a significant alternation (Correlation Coefficient
of 0.97, p-value<0.01) between high and lower anterior expression, depending on
the isolation of Hb pairs (Fig. 20D). Nonetheless, even though this model can
generate this behavior, it also shows a trend of higher activation in the anterior
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Figure 19: Generalized thermodynamic model fittings for Bicoid (green) enhancers
with different arrangements and numbers of Hunchback binding sites (magenta).
A) AP expression profiles for each tested enhancer and one of the best fits. B)
Schematic of the expected anterior expression trend with this set of enhancers.
C) The models with higher correlation coefficients and lowest root mean squared
error include Direct and Range repression modes of regulation.
The experiments used for this analysis were done by Rafael Galupa. Gilberto
Alvarez performed the models, analyses, and plots.

that decreases to the posterior. This trend is not observed in the experiments
in the enhancers where there are isolated pairs of Hunchback binding sites. This
means other mechanisms can be at play, such as the dimer being a more stable
molecule where there is not an equilibrium exchange with its monomers or in-
teracting heterotypically with activators like Bicoid. Including these additional
mechanisms can be an interesting direction in which to test this hypothesis with
newer experiments. The possibility that a dimer can have a repression role while
having its activator monomers in equilibrium tells us that under the most general
circumstances, without adding extra parameters or conditions, this mechanism
could explain the experimental observations with our synthetic lines.

For the next stage of the proposed fitting scheme, I only fitted the parame-
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Figure 20: MCMC fittings for a simplified Hb Dimer model for a set of Bicoid
binding sites with different arrangements and numbers of Hunchback binding sites
enhancers. A) A repressor dimer can be formed when 2 Hb binding sites are
contiguous. B) The simplest model assumes the repressor dimer can coexist in
equilibrium with 2 bound Hb monomers. C) The system gets more complex with
more binding sites. With 3 Hb binding sites, the simplest model assumes the
coexistence of an activator with the repressor dimer or 3 Hb activator monomers.
D) MCMC fitting results: in red is the model prediction with its variance, and in
green are the experimental data points. Gilberto Alvarez performed the models,
analyses, and plots.

ters for a baseline architecture of binding sites, including three Hb sites followed
by three Bcd sites(See Figure 14B, second step). This baseline architecture will
be present in most of our synthetic enhancers. As no more pairs of isolated Hb
sites exist in these constructs, these specific conditions and parameters for the new
Hb dimer model won´t be considered for the next fitting steps. This allowed me
to keep exploring mechanisms through the generalized models’ framework from
GEMSTAT since I do not require additional special modes of regulation, such as a
repressor dimer. The next fitting steps include separate binding sites for 2 binding
site versions of Giant and Krüppel.

After fitting the baseline Hb and Bcd enhancer, the best models were chosen for
fitting independent sets of enhancers that include additionally Giant or Krüppel
binding sites. Interestingly, increasing the number of binding sites of either TF
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increases the fluorescence signal; this can be explained by a) the bifunctional role
of these TFs under specific contexts, b) the existence of a background expression
that gets subtracted and generates an impression of a gain of activity and c) spe-
cific heterotypic interactions.

It is suggested that a central expression pattern can emerge with binding sites
for activators such as Bicoid and Hunchback together with Giant, as it has been
proposed for the Krüppel enhancer (Papatsenko, Goltsev, and Michael Levine
2009). This dataset helps to validate that hypothesis with these synthetic en-
hancers. Nonetheless, the fact that there are many equally good-performing mod-
els suggests that there are many putative mechanisms by which this can happen.
On the other hand, for the anterior expression pattern that emerges when adding
Krüppel binding sites, there are no reports besides the suggestion that Krüp-
pel could work as an activator in lower concentrations (Sauer and Jäckle 1991).
Nonetheless, these concentrations, if existent, require more sensitive quantifica-
tion, and there is no data available that I could include in the model. I found a set
of models that can predict the presence of anterior expression for this textitKrüp-
pel’s constructs, and these models were selected for the next fitting step.

In the next step, after selecting the top 20% quantile of putative models for Gt
and Kr, the set of enhancers composed of Hb, Bcd, Gt, and Kr were fitted to get
insights on possible heterodimeric interactions of Gt and Kr. All these enhancers
had no reporter expression, which could imply that the role of the repressors is
spatially complementary in the expression domain for these activators. Another
explanation is that the repression overcomes the activation in this specific context.
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Figure 21: Fittings for enhancers with Giant and Krüppel binding sites. A) An
example of one of the best fits of enhancers with Giant binding sites, as one can
observe. There is a central expression domain, which can be predicted with a
generalized thermodynamic model. This expression domain gets refined by adding
Giant binding sites. B) An example of one of the best fits of enhancers that
include Krüuppel binding sites. There is an anterior expression domain, which can
be predicted with a generalized thermodynamic model. This expression domain
gets higher by adding Krüppel binding sites. C) An example of one of the best
fits for enhancers that include Giant and Krüppel binding sites. No expression is
observed in these enhancers, and such expression levels can be fitted, fulfilling the
condition of having expression when the different binding sites are added separately
but lacking expression when the binding sites are together.
The experiments used for this analysis were done by Rafael Galupa. Gilberto
Alvarez performed the models, analyses, and plots.
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In the last step of the sequential model building, I included the enhancers with
binding sites for Bcd, Hb, Kr, and Gt. As mentioned above, these enhancers did
not show expression, but when adding binding sites for Zld, expression activity is
acquired in most synthetic enhancers. From these enhancers, Krüppel’s repression
role may be surpassed by activation since the reporter expression is located in
Krüppel’s expression domain. With the results from the model fits, I can con-
firm that these observations are possible by the action of activators being stronger
than Krüppel’s repression or by heterotypic interactions; these patterns can be
observed without invoking additional modes of regulation. However, the fact that
few particular enhancers lack expression suggests the existence of specific binding
site arrangement interactions that can inhibit the activation from the present TFs
(Fig. 22B, left panel).

Another observation is that these models fail to fit the stripe intensity and tend
to overestimate it. The right panel of Figure 22B and its corresponding embryo
show that a central domain of expression is present, but the model fails to fit the
intensity of the stripe. This problem can be due to the high variance in certain
enhancers, which causes the mean intensity values in the bootstrapping to go very
high. I am working on a new statistical analysis to solve this problem. However,
it is important to highlight the relevance of including variation in fitting model
schemes, like Bayesian and Monte Carlo approaches do. By adding variation in the
fitting of models, one can learn more about a system since it is an additional source
of information that can help distinguish equally performing mean-expression-based
models.
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Figure 22: Fittings for enhancers when Zelda binding sites are added. A) Adding
the pioneer activity from Zelda binding sites allows the expression gain in a cen-
tral domain in comparison to the control line with the same architecture lacking
Zelda binding sites. B) This central reporter expression domain can be explained
by thermodynamic models, and it is observed in most of the lines with all the
same TFBS but different architectures. There are some important exceptions; for
example, in the left panel, no expression was observed for this architecture, and
the model still suggests a central expression domain. In the right plot panel, there
is a central expression domain, which can be observed in the embryo picture next
to it, but the levels do not correspond to the fit. C) The testing of the best models
with a different set of enhancers shows that most of the observed stripes can be
predicted and that the shape of the stripe can change on different enhancer ar-
chitectures. However, a similar problem is presented with some lines that behave
exceptionally where it fails to predict the observed pattern.
The experiments used for this analysis were done by Rafael Galupa and Esther
Karumbi. Gilberto Alvarez performed the models, analyses, and plots.
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The addition of Zelda binding sites opened a new scope to explore the grammar
since many of these interactions with the known binding sites, capable of generat-
ing stripe patterns alone, did not show any activity. After adding Zelda binding
sites, most of these synthetic enhancers generated a broad central stripe pattern,
which a large set of models can also explain. After training the last set of models
with different enhancer architectures that include binding sites for all 5 TFs, I ex-
plored how the best models from this last fitting step would perform with another
set of synthetic enhancers not included in the model training. The best-performing
models predict the existence of a stripe when all the TFs binding sites are present,
which matches most of the patterns. However, they fail for specific cases where
anterior expression is strong (Figure 22C, right panel) or the stripe is narrowed
due to overlapping binding sites (Figure 23B, right panel). Many of these lines
with stripe patterns also present a high variability among embryos, making the
mean expression level a misleading metric. In this case, the pattern position and
shape could be a better metric for estimating the accuracy of the models.

Some of the most interesting patterns obtained with these transcription factors
are narrow stripes, such as the ones from the pair-rule genes. The narrow stripe
pattern is formed when an overlapping Krüppel is added on the Bicoid sites (Fig
). As mentioned in the first chapter, this configuration occurs in the second stripe
enhancer of eve. No models could reduce the stripe from the non-overlapping line
to the size and position of the stripe in the overlapping sites. This can be explained
by the fact that generalized thermodynamic models cannot consider the overlap-
ping of sites since its effects will depend on different regulatory modes. These
observations provide a new direction for the project, which I will deepen in the
discussion since controlling these overlapping sites can be crucial for positioning
narrow stripe patterns.

3.4 Discussion and Conclusions

3.4.1 Statistical features of endogenous enhancers vs Random DNA

Generating synthetic random enhancers allows the creation of a null model in
different developmental contexts. This approach helped me to uncover specific
features of early transcriptional enhancers since randomized sequences can only be
expressed in later stages. This led me to hypothesize that late embryonic enhancers
would behave more similarly to the randomized sequences in specific sequence fea-
tures. An information content analysis showed a lower information density for late
embryonic and randomized enhancers compared to early embryonic enhancers.
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These informational metrics seem consistent even for different technologies that
allow the inference of PWMs. Something that needs to be considered is that this
is under the assumption that the PWM sampling of TFs has been enough and is
representative of the actual extent of TFs, which haven’t been described yet for
any organism. On top of that, many TFs do not work in a way that makes current
PWMs a good way to represent their function; for example, low-affinity sites can
have important activity, and Non-DNA binding domains can lead the recruitment
of the transcriptional machinery (Kribelbauer et al. 2019) (Kumar et al. 2023).

One possible future direction from these results is the evaluation of develop-
mental constraints in the evolution of enhancers by comparing them with other
Drosophila species. Early enhancers seem more constrained in their sequence space
upon mutations, and their features require more information than later-expressed
enhancers. This led me to question if the early enhancers are under selective
pressure since the embryonic development of Drosophila melanogaster has a fast
rate compared with other species of Drosophila. For example, Drosophila virilis
is known to take as long as almost double the time to reach the late blastoderm
stage (Ninova, Ronshaugen, and Griffiths-Jones 2014).

To better understand the constraints of gene expression during development,
it would be necessary to explore how these randomized enhancers behave in more
developmental stages and tissues. This is an ongoing project with Anna-Lena
Vigil and Ian Laiker, who are testing these enhancers for transcriptional activity
in adult testis and several larval tissues.

3.4.2 Learning grammar through synthetic enhancers

As Lewis Carroll wrote, "What do you consider the largest map that would be
really useful?" this question has inspired novelists, philosophers, and plenty of dis-
cussions on creating mathematical models. In this work, using generalized ther-
modynamic models as a departure point has provided a way of mechanistically
explaining how expression patterns can emerge from a simple set of rules of a few
TFs. Nonetheless, the cases where these models fail to explain the experimental
data are an opportunity to learn new mechanisms unknown to a given system. As
I found at the beginning of this work, certain enhancers seem to contain higher
information, implying that they are more constrained in their evolution, and prob-
ably their TF composition has a high parametric space. Complementary to these
findings, the experiments with the synthetic enhancers with the 5 TFs, essential
for embryo development, show that to achieve expression, these enhancers need a
considerable amount of binding sites. Likewise, the expression patterns sometimes
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showed specific context-dependent behaviors based on the particular arrangements
of binding sites. Additionally, the generalized thermodynamic modeling approach
helped me to associate putative explanations with expression patterns that could
not have been easily predicted without models.

As it has been seen and suggested, in some contexts, animal enhancer grammar
is a highly parametric system that will require extensive screenings to understand a
single endogenous enhancer example. This is where uncovering general trends can
be important in reducing the space to relevant features, such as specific constraints
in sets of enhancers due to their biological context. These general constraints can
teach us how evolutionary and developmental processes interact at the level of
cis-regulation. If what I observe for these synthetic enhancers is a pervasive rule
for constrained developmental enhancers, these systems could require millions of
experiments and still miss some essential features since each spatial and temporal
context will matter, too. The advantage of this work is that it was done with an
extensive gradual exploration of a synthetic system that allows testing the role of
different TF binding sites in isolation and combination.

What is the purpose of learning Enhancer grammar? Using the philosophy of
a synthetic biologist, If one can synthesize patterns at will, this would mean that
the system is understood. Nonetheless, for highly parametric systems, one can run
into the problem of being unable to prove a general model. Similar to the prob-
lem posed by Chomsky on the existence of a Universal grammar in Linguistics.
There is no way to prove the reduction of the problem to a generalizable set of
grammar rules. Nonetheless, the impact of grasping some of these rules is big. For
example, finding major controlling transcription factors can have broader medical
and biotechnological applications, like controlling gene expression inside a specific
tissue using genetic engineering. From the fundamental science point of view,
for example, in Evolutionary biology and Developmental biology, the challenge is
larger, and one way to delimit it is to learn the essential elements to generate a
pattern and how they impact the evolution of cis-regulation.

Here, I want to point out a difference between having an enhanceosome model,
which does not necessarily mean having a high number of parameters. In the en-
hanceosome, it could be that the parameter space is simple, and it’s just a fragile
enhancer because it happens to be constrained in its current state, for example,
just by steric occupancy. For the AP enhancers, my findings indicate that specific
sections of the enhancer should be maintained through evolution despite the as-
sumption that compensatory evolution is the main driver of their evolution. One
future direction for testing the essentiality of some of these modules in generating
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expression patterns such as the ones from the Pair-Rule genes is testing overlap-
ping binding sites, which generates precise, narrower stripe patterns (Fig. 23B).

3.4.3 The role of Giant and Krüppel

Interestingly, the observations with these TFs show that either the background
signal decreases or these TFs work as activators in low concentrations. For Krüp-
pel it has been shown in vitro that it can work as an activator in its monomeric
form that can be present in higher quantities in low concentrations (Sauer and
Jäckle 1991). On the other hand, assuming these TFs only work as repressors,
The total background reduction hypothesis is possible under the assumption that
low concentrations of these TF would be uniformly distributed along the embryo.
Another possibility is that under specific interactions with Hb or Bcd these TFs
can work as activators. So far, the propositions of Krüppel being an activator in
low concentrations come from some in vitro assays and outside the second stripe
enhancer context. Giant has been proposed as an auto-activator in its enhancer
(Hoermann, Cicin-Sain, and Jaeger 2016). Hunchback has been proposed to have
a dual activator and repressor role based on cooperativities regulating Kruppel
enhancers (Papatsenko, Goltsev, and Michael Levine 2009).

The fact that I could not find models capable of explaining the specific en-
hancers, with all TFs present, that lacked expression in the central stripe area
indicates that very specific interactions may be at play. These interactions can
depend on the TF binding site arrangement order or more complex traits. It could
be possible that other TFs that I am not aware of might be binding the enhancer
sequence and causing this specific effect.

3.4.4 Generation of stripe patterns

Most models could achieve stripe patterns, even by the simple rules of generalized
thermodynamic models. This tells us that it is relatively easy to generate stripe
patterns in the center of the embryo using these 5 TFs. Given the spatial domain
and role of some of these TFs, such as Krüppel, which works as a repressor, these
central stripes might seem counterintuitive. Interestingly, when overlapping Bcd
and Kr binding sites are present, the central stripe gets narrower towards its pos-
terior part. However, GEMSTAT is not capable of taking into account overlapping
binding sites, which can be seen in the lack of fitting for the lines where Bcd and
Kr binding sites are overlapping (Figure 23 B, left panel).
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Figure 23: Putative directions and Ongoing work. A) Some of these enhancers
show sparse, strong transcriptional spots that become a source of variation. Ad-
ditional work must be done to include variation in an automated system for ther-
modynamic models and the role of opening the chromatin by Zelda. B) The
overlapping of TFBSs of Bcd and Kr, can make a narrower stripe of expression,
prompting to a candidate mechanism for endogenous stripe enhancers. C) A syn-
thetic enhancer intended to be only made of Zelda binding sites, was found to
overlap with binding sites for Odd. The image of the Odd expression domain is
from the Berkeley Drosophila Genome Project.
The experiments used for this analysis were done by Rafael Galupa and Esther
Karumbi. Gilberto Alvarez performed the models, analyses, and plots.
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Overlapping sites could provide space for a more precise spatial activation do-
main since the repression mechanism of Krüppel can work by blocking the binding
of the activators at high concentrations. Additionally, for other stripes, such as
the second stripe enhancer of eve, a possible mechanism is that the overlapping of
Giant with either activator is required to get the anterior stripe pattern since the
enhancers that only include Bicoid and Krüppel overlapped binding sites cannot
generate a second stripe. For example, in the second stripe of eve, there are Giant
binding sites which are overlapping Hunchback sites. A combination of different
types of overlapping sites and activation strength could play a role in positioning
these narrow stripes, and it is an interesting direction for completing this work.
For this, an expansion of the thermodynamic model scheme will be required to
consider the possibility of overlapping binding sites. Additional experiments with
different number types and overlapping sites will be required to test this model.

Another interesting stripe pattern was observed on enhancers designed to be
composed of only Zelda binding sites. This pattern shows a negative stripe pat-
tern, which can be explained by the presence of a TF, which affects the activation
by Zelda binding sites. I performed a motif analysis for putative pair-rule genes
that could bind this enhancer. Interestingly, I found that odd-skipped can over-
lap binding sites of Zelda, which can explain this negative stripe pattern due to
the lack of activation by the overlapping Zelda or by the repressor role that this
transcription factor can have (Figure 23C).
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"A thing that doesn’t change with time is a memory of younger days"
-Sheik, The Legend of Zelda.

3.4.5 Time dependent processes: Bistability, Zelda and Non-equilibrium
mechanisms.

The experiments with different promoters indicate that a promoter won’t only
affect expression levels but also the sharpness of a pattern (Fig. 24A). It would
be necessary to do further tests to understand if this can be explained only by
a parameter associated with higher-order cooperativities or if there are mecha-
nisms outside thermodynamic equilibrium playing a role here. The presence of
higher-order cooperativities has been suggested in a systematic study to explain
the role of Runt binding sites that have been inserted in the Hunchback promoter
(Y. J. Kim et al. 2022). Higher order cooperativities have also been suggested
as a putative candidate for explaining the sharp patterns from the HbP2 pro-
moter; nonetheless, in that work, the cooperativities failed to reach the observed
experimental steepness, and mechanisms outside equilibrium were suggested to ex-
plain this phenomenon (Park et al. 2019b). Based on the experiments I report in
this work, this doesn’t exclude the fact that TF-TF-Pol interactions might happen.

Another putative mechanism for sharpness comes from the theory of Dynami-
cal systems. When a system has autoactivation, bistability can emerge depending
on the shape of a gene regulatory function (Fig. 24B, left panel) (Alon 2006). The
intersection points from the degradation and activation function indicate the fixed
points where the system will evolve towards or move away, depending on their
nature. In yellow, I highlighted the stable fixed points that indicate where the sys-
tem will move depending on its initial concentration (Fig. 24B, central panel). As
each of the nuclei in the Drosophila embryo has a different starting concentration
of the morphogen, depending on the shape of the activation function, the distance
between the stable points can modify the sharpness of a pattern. For example,
it has been suggested that bistability from Hb contributes to its sharp patterns
by mutating the capacity of Hb to self-regulate. (Lopes et al. 2008). Addition-
ally, Hb’s pattern dynamics can be explained when spatial bistability is considered
(Perkins 2021).
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Figure 24: Future directions in the sources of sharpness A) The use of differ-
ent promoters in Bcd enhancers produced different expression levels and different
steepness values B) A self-regulating system can generate bistability and different
steepness values in a multicellular context, where the initial concentrations are
different in each nucleus. An experimental test was performed, and a higher steep-
ness and lower posterior expression were detected in the enhancer with a higher
number of self-activation binding sites, suggesting the role of spatial bistability in
this system. C) Synthetic enhancers with an increasing number of Zelda binding
sites show changes in steepness, which can be due to additional interactions or the
pioneer activity of this TF. Additionally, a more targeted way to test the role of
cooperativities and energy expenditure in patterning would be with a synthetic
system that has activation domains with different extents of propensities in inter-
action formation.
The experiments used for this analysis were done by Gilberto Alvarez, Rafael
Galupa, and Blanca Pijuan-Sala. Gilberto Alvarez performed the models, analy-
ses, and plots.
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To test the role of bistability in a synthetic system, Rafael and I designed en-
hancers composed of a Hunchback promoter, which receives the morphogen input,
0,2 and 5 UAS binding sites for Gal4, a DSCP promoter, and the coding sequence
of Gal4, which will generate the self-regulation. Based on the hypothesis that
different shapes of the activation sigmoid function can affect the sharpness of a
pattern, the steepness was measured for this experiment. In the first experimental
test, I focused only on steepness. As expected, the enhancer with 5 UAS sites
generated a larger steepness than the control and the enhancer with 2 UAS sites
line (Hill coefficient: 5 UAS= 5, Empty= 4.7, 0 UAS= 4.7 and 2 UAS= 4.5).
Interestingly, the line with 2 UAS binding sites had a less sharp boundary than
the control, contrary to what one could expect since there are additional activator
binding sites. More interestingly, the 5 UAS sites line showed a lower intensity
signal in the posterior half of the embryos.

Rafael and I performed an additional experiment with control embryos on the
same slide to measure intensity levels at the whole embryo level and further tested
if this is a consequence of the dynamics of the concentrations given the stable fixed
points in the system (Figure 24B, right panel). As it is observed in the plot, the
line with 2 UAS sites has a higher posterior expression (t-test, p-value < 0.02),
meaning that either there is a gain of posterior expression from this specific en-
hancer or the line with 5 UAS binding sites pushes down a basal level of signal that
is present in the second half of the control and 2 UAS sites enhancers. Both possi-
ble scenarios are consequences of spatial bistability playing a role in the observed
steepness differences. This experiment also confirms a 0.5 higher Hill coefficient
difference in the 5 UAS sites enhancer than in the 2 UAS sites enhancer line. Ad-
ditional experiments would need to be done to see if there is a basal signal in the
posterior of the embryos and if a different number of UAS sites would allow me to
better map the parameters that control spatial bistability.

Finally, the role of Zelda was explored while adding different numbers of its
binding sites in an enhancer with Bicoid. The gradual addition of Zelda binding
sites showed increased intensity and expression activity in more posterior regions
(Fig. 24C, left panel). This posterior shift is consistent with recent observations
with a parallel synthetic system that uses Bicoid and Zelda binding sites enhancers
(Fernandes et al. 2022). Adding a Zelda binding site drastically reduced the steep-
ness since more expression was allowed in the posterior (from a Hill coefficient of
6.8 to 3.7). However, I also observed that increasing the number of Zelda binding
sites increased the steepness, where the line with four Zelda binding sites has a
Hill coefficient of 5. This increase in steepness from the addition of Zelda binding
sites hasn’t been reported yet, and it might require a temporal dissection to see if
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this is due to the pioneer activity of this TF or if it’s due to TF-TF interactions.
Another way to explore the role of non-equilibrium processes in the activity from
an enhancer and patterning would be to design synthetic TFs such as Zinc Fingers
(ZF) with different activation domains. These activation domains can have dif-
ferent propensities to form interactions; for example, the activation domain VP16
has been observed to have lower interactions than the ones with a VPR activa-
tion domain. Additionally, the experiments with VPR suggested the existence of
energy-dependent steps in the transcriptional process of its reporter (Trojanowski
et al. 2022). Nevertheless, the role of these processes remains to be uncovered in
the context of patterning.
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3.5 Contributions

3.5.1 Randomized set of DNA

Gilberto Alvarez (me) did all the statistical analyses for the different sequences,
including motifs, k-mers, and information content. I also did image analyses and
microscopy for the antibody staining of synthetic enhancers.

Rafael Galupa, Kerstin Richter, and Natalia Misonou did the experimental
Drosophila work for the randomized DNA, which included fly crosses, embryo col-
lections, fixations, antibody staining and microscopy.

Justin Crocker supervised the project, contributed intellectually and funded
the project.

3.5.2 Modeling the enhancer grammar of TFs in the early embryo

Gilberto Alvarez (me) wrote the scripts and performed the sequential modeling
scheme and the exploratory pipeline that uses GEMSTAT for the selection of
best-fitting models. I developed the image and statistical analysis pipeline for the
embryos. I performed statistical analyses of the modeling results. I did sequence
motif analyses of these synthetic lines to corroborate and explore possible phe-
notypes. I performed fly crosses for the different promoter lines and microscopy
image acquisition of these Drosophila genetic lines.

Rafael Galupa supervised me with the directions for the project. He performed
the sequence design and experimental work for most of these lines, including fly
husbandry, embryo collections, RNA in situ hybridization, and microscopy image
acquisition.

Mindy Perkins supervised me on the modeling and fitting scheme I performed
with GEMSTAT and MATLAB. She also supervised us in the image analysis pro-
cessing.

Esther Karumbi performed the experiments on several synthetic enhancer lines,
including fly crosses, embryo collections, RNA in situ hybridization, and imaging
in the microscope.

Blanca Pijuán-Sala did the embryo collection, fixations and RNA in situ hy-
bridization, and microscopy image acquisition of the Drosophila genetic lines with
Bicoid binding sites and different promoters.
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Garth Ilsley participated in the design and motif analysis for the binding site
selection on these sequences.

Justin Crocker supervised, participated in the design, and funded this project.
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3.6 Methods

3.6.1 Random library and Enhancers with a targeted design library
synthesis

Justin Crocker, Rafael Galupa, Natalia Misunou, and Kerstin Richter were re-
sponsible for the sequence design, synthesis, and generation of the fly lines of the
enhancers with randomized DNA sequences. Justin Crocker, Garth Ilsley, Rafael
Galupa, and Kerstin Richter were responsible for the sequence design, synthesis,
and generation of the fly lines of the enhancers with a targeted design for known
TFs.

Genscript synthesized both sets of sequences. The only selection requirement
for the randomized DNA sequences was size, which was approximately 180 bp.
These sequences were mixed and assembled using digestion enzymes (HindIII,XbaI,
and BsaI) and inserted in a pLacZattB plasmid. The randomized DNA library was
injected in a VK33 landing site line, and the targeted design enhancer library in
an attP2 line. Genetivision made injections of both libraries. The homozygosing
and genotyping of these lines were made by Natalia Misunou, Kerstin Richter, and
Rafael Galupa.

3.6.2 Sequence analyses

I used PWMs for Drosophila melanogaster from FlyFactorSurvey(L. J. Zhu et al.
2011b). For the early TFs I restricted the search to motifs from TFs present from
stage 1 to 6, and for the late TFs I used the 13 to 16 stage(Lily Li and Wunder-
lich 2017). Motif search analysis was done using FIMO (Grant, Bailey, and Noble
2011), setting a threshold p-value of 0.01.

For the Tail Fluffiness score, I estimated the distribution of all 5-mers for each
enhancer sequence, and for each 5-mer, a list of its similar words is estimated (1
mismatch away). The maximal similar word list is obtained according to (Abnizova
et al. 2005), and a null distribution is estimated by generating 50 shuffled sequences
maintaining its nucleotide composition. The fluffiness coefficient is estimated by:

F =
Lmax − Lrandom

σrandom

Where Lmax is the actual size of the maximal word list in the sequence, and
Lrandom and σrandom are the mean and standard deviation estimations from the
shuffled set of sequences. This score comes from (Abnizova et al. 2005).
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The Enhancer Information score is a modification from the one proposed in
(Lily Li and Wunderlich 2017). First, I estimated the information content per TF
using the Kullback-Leibler distance (Schneider et al. 1986).

ITF =
S∑

i=1

T∑
j=A

pi,jlog2
pi,j
bj

Where pi,j is the probability of seeing the "j" nucleotide at the position "i".
bj is the estimated background frequency in the genome of "j". I performed the
cumulative distribution of these values in R. Then, according to (Lily Li and
Wunderlich 2017), one can estimate the probability of seeing an enhancer with a
certain motif composition by:

Penh =

∑
i ni2

−Ii

nsites

Where Penh is the average probability of seeing a given motif hit composition
in an enhancer. ni is the number of TFBSs for TF "i", Ii is the corresponding
information content for that TF, and nsites is the total number of TFBSs for the
different TFs that have a hit on that enhancer. Since this score depends on the
enhancer length, I normalized it by the length of each corresponding enhancer,
and then I took the reciprocal value for visualization in my analysis.

I validated the synthetic sequences with a targeted design to see if they were
depleted from known motifs. These motifs are PWMs selected for the early em-
bryo, and they are included in SiteOut. SiteOut was used to deplete additional
control sequences for Bicoid binding sites (Estrada, Ruiz-herrero, et al., 2016).

3.6.3 Embryo manipulation for synthetic enhancers

Embryos were collected and fixed after 4 hours, using the same protocol described
in Chapter 1. Rafael Galupa and Esther Karumbi performed the in situ hybridiza-
tion protocol for this set of designed enhancers according to the protocol in the
Methods section in Chapter 1. To have an internal control, a co-staining was im-
plemented. The staining was done for LacZ, which was used as a reporter gene,
and for Forkhead as an internal control (Wunderlich, Bragdon, and Angela H De-
Pace 2014).
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3.6.4 Image processing for Synthetic enhancers

Embryo images were acquired with confocal microscopy (Zeiss LSM 880) at 20x.
Images were processed using a combination of automated scripts with manual cu-
ration. Rafael Galupa, Esther Karumbi, and I performed a maximal projection for
the channel with the output fluorescence. I developed an automated pipeline for
embryo orientation and measuring AP expression profiles. I describe the details
of this pipeline in Chapter 1. The profiles were smoothed for each of the embryos
and rescaled to make composite profiles of the AP axis for all the embryos. The
background was obtained from the first half of the embryo to acquire the signal.
Then, as these embryos were co-stained with Forkhead, I normalized the intensity
across the AP axis by the posterior 90% of the embryo. Once the data was ac-
quired for all the embryos, bootstrapping was done to obtain confidence intervals
for the expression profiles.

3.6.5 Automated thermodynamic model implementation.

An automated pipeline based on general thermodynamic models was implemented.
The thermodynamic functions and fitting were done through GEMSTAT (He et al.
2010). The PWMs used were the standard for the Gap and maternal genes already
included in the software. This new pipeline was adapted to explore different modes
of regulation, different possibilities of TF roles, and possible pairwise cooperativ-
ities to uncover unexplored mechanisms for each of the factors or grammar rules
that arise with them based on our experimental observations. In each step of the
sequential process, the best models were selected based on how many lines can
be fitted according to a correlation coefficient higher than 0.6 (following the same
threshold as (He et al. 2010)). This value is flexible enough to avoid models that
will only overfit. For each model, I quantify how many lines fullfill that criteria
and I select the top 20% of models from that distribution.

For the Hill function and MWC model fits for the Bcd lines, expression pro-
files were smoothed using local regression in R. Then, differentiation was used to
estimate steepness and position. The Hill Function and MWC model were fitted
using non-linear least scores in R. The MWC model for an enhancer regulated by
Bcd comes from (Phillips et al. 2012) (Phillips 2020).

For the Hill function I used this formula:

GRFHill =
lacZmaxBcdn

Bcdn +Bcdnhalf

Where lacZmax is the maximum intensity of the reporter expression profile.
Bcd is the intensity value from the Bicoid protein and Bcdhalf is the value of Bi-
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coid concentration at half of the maximal expression of the reporter."n" represents
the Hill coefficient that was fitted.

For a simple thermodynamic model (MWC) of Bcd

GRFMWC =
e−β∆ϵ(1 + [Bcd]

Ko
)n

e−β∆ϵ(1 + [Bcd]
Ko

)n + 1

Where e−β∆ϵ, it is known as the Boltzmann weight, which represents a prob-
ability that is associated with the energy difference for the active and inactive
states. Ko is the dissociation constant for Bcd. "n" represents the number of sites
that were fitted.

3.6.6 Dimer model implementation

Thermodynamic models were used for each of the lines with different number and
arrangements of Hb binding sites (See below). Parameters were fitted with Markov
Chain Monte Carlo using the Matlab package MCMCstat (Haario et al. 2006). The
fitting was done simultaneously for all the lines.

For each enhancer model, below, I show the states included in the function
for estimating gene expression. To avoid redundancy, I only represent the unique
states, the empty promoter, and all the possible combinations of TFs bound with
a Polymerase bound. To make the partition function, one must consider the states
without the polymerase bound.

For writing the thermodynamic models, I followed a similar approach from
(Y. J. Kim et al. 2022). In this model, the concentrations and their dissociation
constants are written as b = [Bcd]/Kb, h = [Hb]/Kh and r = [Hb]/(2Kr). The
parameters for the interaction with the polymerase are written as "c" and their
subindexes indicate if it is from Bcd, Hunchback or Repressor (Hb-dimer). The
parameter values were chosen in the same range as in (Y. J. Kim et al. 2022),
depending on the role of the TF. Concentrations for the TF in the AP axis were
taken from (He et al. 2010).

Each line’s number is the identifier assigned for each enhancer.
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Line 425 

1 Hb sites + 3 Bcd Sites 

 

Line 426 

2 Hb sites + 3 Bcd Sites 

Assumption: 

While bound to the DNA the dimer can be formed and it is in equilibrium with 

the 2 monomer activators from Hunchback  

 

 

    

 

 

 

In order to avoid redundancy 

in the text,  states without the 

Polymerase bound are not 

shown, however they were 

used for the estimation of the 

transcriptional rate. The same 

applies for the rest of the 

architectures. 
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Continuation: Line 426  
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Line 420 
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Continuation: Line 420 

Equilibrium states with 3 Hb sites occupying the 3 sites 
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Line 427 

 

4 Hb sites + 3 Bcd Sites   
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Line 428 

5 Hb sites + 3 Bcd Sites                
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Continuation: Line 426  

 

 

 

104



Line 420 
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Continuation: Line 420 

Equilibrium states with 3 Hb sites occupying the 3 sites 
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Line 427 

 

4 Hb sites + 3 Bcd Sites   
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Line 428 

5 Hb sites + 3 Bcd Sites                
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