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Abstract

Carbon-ion radiotherapy (CIRT) offers highly localized dose delivery and enhanced bio-
logical effectiveness. However, its precision also makes it highly sensitive to anatomical
changes between treatment fractions. In-vivo monitoring of the dose delivery via detection
of secondary radiation has emerged as a non-invasive method for assessing such changes.

The ongoing InViMo clinical trial conducted at the Heidelberg lon-Beam Therapy Cen-
ter (HIT) and the German Cancer Research Center is evaluating the feasibility of identifying
and localizing anatomical changes in patients with skull base tumors by measuring the local-
ization of the primary carbon ions’ breakup (fragments) in the patient. The results are very
promising to date. For this purpose, a monitoring system composed of seven mini-trackers
was designed and developed in order to measure fragment tracks outside the patient. In-
terpreting the signals proved highly complex, highlighting the need for access to physical
quantities that cannot be measured experimentally, such as the true origin of the fragments.

The primary objective of this thesis was to develop, validate, and implement a Monte
Carlo (MC) simulation framework for in-vivo monitoring of CIRT. The developed simula-
tion framework, based on the FLUKA MC code, was first validated against experimental
data using a single mini-tracker. Thereafter, the framework was extended to simulate the
full monitoring system, comprising the seven mini-trackers, and integrated into FICTION, a
CT-based dose calculation Monte Carlo environment developed at HIT. It was used to simu-
late a cohort of eight patients treated at HIT, including retrospective cases, patients from the
InViMo study, and a prostate cancer case, all under realistic clinical conditions. Signal anal-
ysis demonstrated that shallow anatomical changes, such as nasal swelling or cavity filling,
were successfully detected and localized using reconstructed fragment origin. Deep-seated
changes, those distant from the detector or near the end of the beam range proved more
challenging to resolve. For the prostate case, the signal from the clinical InViMo detection
system was found not to be sufficient to capture the changes in the rectal filling. There-
fore, an alternative in-table detection system was designed using the simulation framework.
A significant improvement in the detectability of such changes was demonstrated. These
results highlight the framework’s versatility.

In conclusion, an MC-based simulation environment for studying in-vivo treatment
monitoring in carbon-ion therapy was established and validated in this thesis. By enabling
detailed modeling of the fragment creation and tracking in patient-specific geometries, the
framework can be used for a deeper understanding of the complex clinical signal and for
the optimization of monitoring strategies. Its flexibility across anatomical sites makes it
a highly valuable tool for future investigations of the clinical potential of fragment-based
treatment verification.
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Zusammenfassung

Die Kohlenstoffionen-Strahlentherapie (CIRT) ermoglicht eine hochlokalisierte Dosisverteilung
und eine erhohte biologische Wirksamkeit. Thre Prizision macht sie jedoch auch besonders
empfindlich gegeniiber anatomischen Verdnderungen zwischen den einzelnen Behandlungs-
fraktionen. Das in-vivo Monitoring der Dosisverteilung durch die Detektion sekundérer
Strahlung hat sich als nicht-invasiver Ansatz zur Bewertung solcher Verdnderungen etabliert.

Die laufende InViMo-Studie, die am Heidelberger lonenstrahl-Therapiezentrum (HIT)
und am Deutschen Krebsforschungszentrum durchgefiihrt wird, untersucht die Machbarkeit
der Identifikation und Lokalisierung anatomischer Verdnderungen bei Patient*innen mit
Schédelbasistumoren durch Messung der Lokalisation des Zerfalls (Fragmente) der priméren
Kohlenstoffionen im Patienten. Die bisherigen Ergebnisse sind sehr vielversprechend. Zu
diesem Zweck wurde ein Monitoringsystem, bestehend aus sieben Mini-Trackern, entwor-
fen und entwickelt, um Fragmentspuren aullerhalb des Patienten zu messen. Die Interpre-
tation der Signale erwies sich als hochkomplex und verdeutlicht die Notwendigkeit des Zu-
griffs auf physikalische GroBen, die experimentell nicht gemessen werden konnen, wie z. B.
der wahre Ursprung der Fragmente.

Das Hauptziel dieser Arbeit war die Entwicklung, Validierung und Implementierung
eines Monte-Carlo-(MC)-Simulationsframeworks fiir das in-vivo Monitoring der CIRT. Das
entwickelte Simulationsframework, basierend auf dem FLUKA-MC-Code, wurde zunichst
anhand experimenteller Daten unter Verwendung eines einzelnen Mini-Trackers validiert.
AnschlieBend wurde das Framework erweitert, um das vollstindige Monitoringsystem, beste-
hend aus den sieben Mini-Trackern, zu simulieren, und in FICTION integriert, einer CT-
basierten Monte-Carlo-Umgebung zur Dosisberechnung, die am HIT entwickelt wurde. Es
wurde verwendet, um eine Kohorte von acht am HIT behandelten Patientinnen zu simulieren,
darunter retrospektive Félle, Patientinnen aus der InViMo-Studie und ein Fall mit Prostatakrebs,
alle unter realistischen klinischen Bedingungen. Die Signalanalyse zeigte, dass oberflichen-
nahe anatomische Verdnderungen, wie Nasenschwellung oder das Auffiillen von Hohlrdu-
men, erfolgreich erkannt und lokalisiert wurden, basierend auf dem rekonstruierten Frag-
mentursprung. Tiefsitzende Verdnderungen, solche in grofBerer Entfernung vom Detektor
oder in der Nédhe des Reichweitenendes des Strahls, erwiesen sich als schwieriger zu er-
fassen. Im Prostatakrebsfall erwies sich das Signal des klinischen InViMo-Detektionssystems
als nicht ausreichend, um die Verdnderungen in der Rektumfiillung zu erfassen. Daher
wurde mit dem Simulationsframework ein alternatives Detektionssystem im Behandlungstisch
entworfen. Eine signifikante Verbesserung der Detektierbarkeit solcher Verédnderungen kon-
nte demonstriert werden. Diese Ergebnisse unterstreichen die Vielseitigkeit des Frame-
works.
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Zusammenfassend wurde in dieser Arbeit eine MC-basierte Simulationsumgebung zur
Untersuchung des in-vivo Monitorings in der Kohlenstoffionentherapie etabliert und vali-
diert. Durch die detaillierte Modellierung der Fragmenterzeugung und -verfolgung in pa-
tient*innenspezifischen Geometrien kann das Framework fiir ein besseres Verstindnis des
komplexen klinischen Signals und zur Optimierung von Monitoringstrategien eingesetzt
werden. Seine Flexibilitdt tiber anatomische Regionen hinweg macht es zu einem duflerst
wertvollen Instrument fiir zukiinftige Untersuchungen zum klinischen Potenzial der frag-
mentbasierten Behandlungsverifikation.
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Chapter 1

Introduction

Carbon-Ion Radiotherapy

Ion-beam therapy offers precise tumor targeting while sparing healthy tissues. Unlike con-
ventional photon-based radiotherapy, which deposits energy continuously along its path,
ion beams exhibit a steep dose fall-off beyond the target, reducing unnecessary radiation
exposure to adjacent organs [1].

Among the clinically available ion-beam therapies—proton, carbon, and helium ions—
carbon-ion radiotherapy (CIRT) stands out due to its superior physical and biological prop-
erties. The higher mass of carbon ions reduces lateral scattering, resulting in a more confined
dose distribution compared to protons. This makes CIRT particularly effective for tumors
near critical structures, where precision is essential. Additionally, carbon ions have a higher
relative biological effectiveness (RBE), particularly in hypoxic and radio-resistant tumors,
where conventional radiotherapy often fails [2]. These properties have made CIRT a pre-
ferred modality for head and neck cancers, skull base tumors, and central nervous system
malignancies, where precise dose delivery is crucial.

Despite these advantages, the steep dose gradients of CIRT introduce significant treat-
ment challenges. Unlike photon-based radiotherapy, where dose deposition is more dis-
tributed, CIRT relies on anatomical stability throughout treatment. Even small anatomical
variations, such as tumor shrinkage, weight loss, tissue swelling, or air cavity changes, can
cause substantial deviations between the planned and actual dose distributions [3]. These
variations may lead to tumor underdosage, reducing treatment efficacy, or excessive irradi-
ation of healthy tissues, increasing the risk of complications.

Safety margins are applied around the tumor to address these uncertainties, compen-
sating for potential anatomical changes. However, this strategy increases the volume of
irradiated healthy tissue, raising the likelihood of radiation-induced side effects [4]. While
safety margins help manage unpredictable inter-fractional changes, they do not provide a
systematic method to determine when and how anatomical variations significantly impact
dose distribution. A treatment verification approach is needed to monitor these changes,
guiding adaptive treatment strategies to ensure optimal dose delivery throughout therapy [5].



Carbon-Ion Radiotherapy Treatment Monitoring

Various in-vivo monitoring approaches have been developed, primarily relying on the de-
tection of secondary radiation produced during ion-beam interactions with tissue [6, 7].
Positron emission tomography (PET), which detects 5+ emitters generated by nuclear inter-
actions to infer beam range. While PET-based monitoring has been implemented in clinical
environments at the National Center for Oncological Hadrontherapy (CNAO) in Italy [8]
and at the National Institutes for Quantum Science and Technology (QST) in Japan [9, 10],
it suffers from biological washout effects, long acquisition times, and low signal yield, which
limit its effectiveness. Another method is prompt gamma imaging (PGI), where high-energy
~-rays emitted during irradiation are used to estimate beam stopping position. However, in
CIRT, PGI has low detection efficiency, making its clinical applicability challenging [11].

A promising alternative for CIRT treatment verification is charged secondary ion track-
ing, which focuses on detecting nuclear fragments produced in the patient during treat-
ment [12]. The use of charged nuclear fragments for in-vivo monitoring has been explored in
multiple experimental and simulation studies by our research group at the German Cancer
Research Center (DKFZ) [13—18]. To further investigate its feasibility in clinical CIRT,
our research group developed a clinical tracking system employing seven 4-chip Timepix3
mini-trackers [19]. This clinical detection system is currently used in the In-Vivo Monitoring
(InViMo) clinical trial at the Heidelberg lon-Beam Therapy Center (HIT) in Germany [20].
The clinical trial focuses on monitoring patients with skull base tumors undergoing CIRT,
aiming to assess the capability of charged nuclear fragment tracking for in-vivo monitoring
in clinical scenarios.

The core of this monitoring approach is the reconstruction of fragmentation vertices
-the origin points of nuclear fragments within the patient- over multiple treatment sessions.
By comparing fragment distribution patterns across different fractions, the system aims to
identify inter-fractional anatomical changes that may affect treatment accuracy. However,
accurately interpreting fragment data is a major challenge due to multiple Coulomb scat-
tering (MCS) [21], fragment absorption in tissue, and variations in tissue density. These
factors influence the detected fragment yield and distribution, making it difficult to directly
correlate observed signals with anatomical changes directly.

Motivation:
MC -Based Simulation Framework for CIRT Monitoring

This thesis focused on developing a Monte Carlo-based framework for treatment monitor-
ing in carbon-ion radiotherapy (CIRT) to support the experimental effort. As a first step,
a single mini-tracker unit (AdvaPIX TPX3 Quad) was implemented in FLUKA and vali-
dated experimentally through measurements of secondary nuclear fragments, as described
in [22]. Building on this, the full clinical setup comprising seven mini-trackers, reflect-
ing the detection system used in the InViMo trial, was modeled in FLUKA. This extended
implementation was coupled with FICTION (FLUKA Integrated Framework for CT-based
calculations in Ion Therapy) [23,24], a framework developed at HIT that enables CT-based
Monte Carlo simulations of CIRT monitoring in clinical scenarios. The framework’s clini-
cal applicability was initially evaluated with simulations performed on an anthropomorphic



head phantom, in which an anatomical modification was introduced in the nasopharynx to
mimic an inter-fractional density change. The results showed good agreement with experi-
mental data, confirming the validity of the framework [18].

A key contribution of this thesis is the simulation of a cohort of eight patients treated
with CIRT at HIT, using the developed FLUKA Monte Carlo-based CIRT monitoring work-
flow (see Section 3.2.4). For each patient, two simulations were performed: one using the
planning CT and another using a follow-up CT acquired later in the treatment course to
account for inter-fractional anatomical variations. The primary goal of these simulations
was not only to replicate secondary ion production and emission tracking but also to ac-
cess information that cannot be obtained from measurements alone, such as the true origin
of fragmentation vertices, heavy ion nuclear interaction points (HINIs), and physical dose
distributions. This simulation-derived data provides essential context for interpreting clin-
ical measurements, enabling a more accurate understanding of fragment signal formation.
In particular, it allows the correlation of inter-fractional anatomical changes, quantified as
differences in Hounsfield Units (HU) between CT scans, with the Monte Carlo-predicted
fragment and dose distributions.

Moreover, as the clinical detection system was tailored for head and neck treatments,
a new in-table monitoring setup was developed using seven AdvaPIX TPX3 Quad mini-
trackers (see Section 3.2.3). This configuration enables integration into treatment positions
beyond the head region and shows potential for extension to other tumor sites treated with
CIRT, such as pelvic tumors. The results presented in this work demonstrate the capability
of the developed simulation framework to support the interpretation of secondary fragment
signals in clinical workflows and to contribute toward the development of adaptive strategies
for treatment verification.






Chapter 2

Theoretical Background

2.1 Fundamental Interactions of Charged Particles

In ion beam radiotherapy, charged particles such as carbon ions must be accelerated to ther-
apeutic energies, typically in the range of 100 to 400 MeV /u, to ensure adequate penetration
into tissue. These ions are guided and accelerated using electromagnetic fields, a process
governed by the Lorentz force:

Florenz = ¢(E + T x B) (2.1)

where ¢ is the particle charge, E is the electric field, B is the magnetic field, and v is the
particle velocity. This principle underlies particle acceleration, magnetic beam steering, and
beam shaping systems used in clinical facilities.

Once delivered to the patient, carbon ions interact with matter primarily through elec-
tromagnetic and nuclear forces. The main interactions responsible for energy loss in tissue
are:

* Ionisation and excitation: The dominant mechanism at therapeutic energies, where
energy is transferred to atomic electrons via inelastic collisions.

+ Elastic nuclear scattering: The ion is deflected by the Coulomb field of nuclei with
minimal energy loss, resulting in angular spread and beam broadening.

* Inelastic nuclear interactions: Collisions that result in nuclear fragmentation and
the production of secondary particles.

Due to their velocity-dependent energy loss, carbon ions deposit energy non-uniformly
along their track. The energy loss per unit length increases as the particle slows down,
culminating in a sharp maximum near the end of its range known as the Bragg peak. This
feature is characteristic of all charged hadrons but is more pronounced for heavier ions such
as carbon, owing to reduced range straggling and lateral scattering. Range straggling refers
to statistical fluctuations in energy loss and penetration depth, while lateral scattering de-
scribes angular deviations caused primarily by multiple Coulomb interactions [25]. The
resulting depth-dose curve consists of a gradual entrance region (plateau), a sharp Bragg
peak, and a steep fall-off. Nuclear interactions and range straggling contribute to the peak’s
finite width and the low-dose tail beyond it, as seen in the Figure2.1.

5
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Figure 2.1. Normalized depth dose for 6 MV X-rays, 134 MeV/u protons, and 253
MeV/u carbon ions. The curves are sketched based on approximated data and do not
represent measured or simulated values, and are presented for illustrative purposes only.

Stopping Power and Energy Deposition The Bragg peak and depth-dose distribution
characteristic of ion beams arise from the velocity-dependent energy deposition along the
particle track. This phenomenon is quantified by the stopping power S [26], defined as the
mean energy loss per unit path length of a charged particle:

S = _% = Oel + Snuc + Srad (22)

For heavy charged particles such as carbon ions, the dominant contribution to stopping
power at therapeutic energies is due to inelastic interactions with atomic electrons, referred
to as electronic stopping power S,. Additional contributions include nuclear stopping power
(Shue), from elastic collisions with nuclei, and radiative stopping (S;.4), associated with
bremsstrahlung, though both are negligible at these energies. The electronic stopping power
is often expressed in its mass-specific form, normalized by the material density p, called

mass electronic stopping power (S¢;/p):

Sel dF B 722 2meC2 322 W inax 9 C
o), e () e g e

where K = 0.1535 MeV cm? /mol is the coefficient for stopping powers derived from phys-
ical constants, z is the charge of the incident ion, Z, A, and [ are the atomic number, mass
number, and mean excitation potential of the medium, m,, is the electron mass, c is the speed
of light in vacuum, § = v/cand v = 1/4/1 — (52 are the relative velocity and Lorentz fac-
tor, Wiax 1s the maximum energy transferable to a single electron, ¢ accounts for medium
polarization at high 3 (density effect correction), and C' is the shell correction associated
with electron binding in inner shells.

Equation 2.3 reveals several key dependencies. First, stopping power is inversely pro-
portional to 3%, explaining the rise in energy deposition as particles slow down. At rel-
ativistic energies, after reaching a minimum around ~ 1000 MeV /u, the stopping power
begins to increase again due to relativistic effects. Second, the z? scaling illustrates the
much higher stopping power of heavier ions like carbon compared to protons. Third, the
stopping power is also proportional to Z/ A of the target, reflecting the number of electrons
per unit mass: this implies lower stopping power in high-Z media such as bone. Addition-
ally, the logarithmic dependence on W,,x and the I parameter demonstrates the sensitivity
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to the medium’s electron structure. Importantly, this formulation, which integrates soft and
hard collision regimes, is independent of an arbitrary cutoff energy W ., making it suitable
for a wide range of ion types.

2.1.1 Multiple Coulomb Scattering

Charged particles undergo elastic scattering by atomic nuclei via the Coulomb force. While
a single scattering event produces a small angular deviation, the cumulative effect of many
such interactions is known as Multiple Coulomb Scattering (MCS).

The root-mean-square scattering angle 6 is approximated by:

13.6 MeV
g — L3O MeV Xi [1 +0.0381n (Xi)} (2.4)

Bep 0 0
where p is the momentum of the incident particle, x the thickness of the traversed material,
and X the radiation length of the medium. This angular spread can degrade the spatial
precision of the beam, though it is less pronounced for carbon ions compared to lighter
charged particles, owing to their greater mass and momentum.

2.1.2 Nuclear Interactions and Fragmentation

When carbon ions interact inelastically with the nuclei of the medium, nuclear fragmenta-
tion may occur. These reactions are governed by complex nuclear physics, and their cross-
sections depend on energy, target composition, and the structure of the projectile ion.

The fragmentation process is commonly described by the abrasion-ablation model. Dur-
ing the abrasion phase, the peripheral nucleons of both projectile and target are stripped due
to their geometric overlap. The excited remnants then de-excite in the ablation phase via
emission of nucleons, light fragments, and gamma radiation.

Secondary fragments produced include protons, neutrons, alpha particles, and light ions
(Z < 6). These have broader angular distributions and longer ranges than the primary ions,
contributing to a dose tail beyond the Bragg peak. While the contribution to total dose is
modest, it introduces uncertainties in distal edge definition.

Fragmentation processes are crucial for both dose calculation and treatment monitoring,
as some fragments exit the patient and can be detected externally.

2.2 Carbon-lIon Therapy

2.2.1 Overview and Clinical Advantages

Carbon-ion therapy (CIT) offers distinct physical and biological advantages over conven-
tional photon and proton radiotherapy. These benefits derive from the fundamental prop-
erties of carbon ions and have been systematically outlined in both theoretical and clinical
studies [27].

From a physical perspective, ion-beam therapy enables highly localized dose delivery
via the Bragg peak phenomenon. In contrast to photons, which deposit energy exponentially
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Figure 2.2. Lateral penumbra of 140 MeV/u carbon ions and 70 MeV protons. Reprinted
from [30].

with depth, charged particles exhibit a sharp increase in energy deposition at the end of
their range, allowing high tumor doses while minimizing exposure to surrounding normal
tissues. This depth-selective deposition is enhanced in carbon ions due to their reduced range
straggling, approximately a factor of ~ 1/4/12 ~ 3.5 compared to protons, resulting in a
narrower Bragg peak and improved longitudinal dose conformity, as illustrated in Figure 2.1.

Carbon ions also exhibit less lateral spread due to their higher mass and reduced sus-
ceptibility to multiple Coulomb scattering (MCS). This yields a narrower lateral penumbra
relative to protons [28,29], improving dose conformity in all three dimensions. Figure 2.2
illustrates the comparative lateral dose profiles for carbon and proton beams [30].

On the biological side, carbon ions possess high linear energy transfer (LET), which
induces dense ionization clusters along the track. This leads to complex DNA damage,
particularly double-strand breaks, that are less amenable to cellular repair mechanisms. The
relative biological effectiveness (RBE) of carbon ions is significantly higher than that of
photons or protons, typically ranging from 1.3 to 5, depending on LET, cell type, and bi-
ological endpoint [31]. Notably, the RBE increases along the beam path, peaking near the
Bragg maximum and enhancing the peak-to-plateau dose ratio.

A further radiobiological advantage of carbon ions is their reduced oxygen enhance-
ment ratio (OER). High-LET radiation, such as carbon ions, is less dependent on oxygen
concentration to induce lethal damage, whereas low-LET radiation (e.g., photons or protons)
typically relies on oxygen to enhance radiation effectiveness. Therefore, carbon-ion ther-
apy maintains efficacy even in hypoxic tumor regions that are typically resistant to low-LET
radiation [27].

2.2.2 Clinical Challenges: Range Uncertainty and Anatomical Changes

Despite these benefits, the precision of carbon-ion therapy also renders it particularly vulner-
able to treatment uncertainties. Even small deviations in patient setup or internal anatomy
can lead to significant variations in the deposited dose due to the steep dose gradients and
the range-dependent nature of ion beams [4].

Treatment precision is further challenged by systematic and random uncertainties. Sys-
tematic uncertainties, which affect every treatment fraction in the same way, originate pri-
marily in the planning phase. These include image artefacts and limited resolution in the
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planning CT [32], as well as uncertainties in converting Hounsfield units (HU) to stopping
power, which introduce range errors of approximately ~1 mm and dose uncertainties of
2-3% on average, increasing to 6.3% for head-and-neck cases [33,34]. An additional and
substantial contributor is biological modeling: the RBE-weighted dose is sensitive to inter-
model differences (e.g., LEM vs. MKM), patient-specific factors, and tumor heterogeneity.
RBE prediction uncertainties can reach 20-30% [35], and simulations have shown resulting
variations in dose delivery of up to ~40% [36]. Due to this variability, most carbon-ion cen-
ters use fixed RBE values in planning, although biologically optimized treatment is under
active research.

Patient positioning must also be reproduced with high accuracy across all treatment frac-
tions. Although robotic treatment couches can achieve sub-millimeter precision, as reported
at HIT in [37], residual setup uncertainties still contribute to the overall dose deviation.

Random uncertainties vary between treatment fractions and can originate from both
physiological and anatomical changes. These include respiration, heartbeat, and intra-fractional
organ motion, as well as inter-fractional changes such as tumor shrinkage, inflammation, or
patient weight loss. For instance, studies have reported body weight reductions of approxi-
mately 3-8 kg (up to 10%) and mean PTV shrinkage as high as ~150 cm? in head-and-neck
cancer patients during treatment. Such anatomical changes may lead to misalignment of the
Bragg peak, causing underdosage of the tumor or overdosage of adjacent tissues.

To address these challenges, carbon-ion therapy incorporates carefully defined safety
margins. According to [CRU Report 93 (2016) [34], treatment planning involves a hierarchy
of volumes: the gross tumor volume (GTV), which represents the visible tumor; the clinical
target volume (CTV), accounting for microscopic extension; and the planning target volume
(PTV), which adds margins to compensate for positioning and anatomical uncertainties. In
some cases, an internal target volume (ITV) is introduced to cover expected internal motion.
Although standard CTV-to-PTV margins are typically 2-3 mm in carbon-ion therapy [4],
these still increase the irradiated volume of healthy tissue and can lead to dose heterogeneity,
including hot and cold spots in both the CTV and adjacent organs at risk (OARs).

Given the sensitivity of carbon-ion therapy to anatomical and positional variability, ac-
tive research is ongoing to develop monitoring strategies capable of detecting and compen-
sating for such changes either in real time or between treatment fractions. In the following
section, the most prominent monitoring techniques are introduced, along with their physical
principles, advantages, limitations, and current stage of development.

2.3 Monitoring Methods

Monitoring the patient’s anatomy and detecting anatomical changes as early as possible is
essential for maintaining treatment accuracy. However, routine imaging is not performed for
every patient, as it would increase both radiation exposure and clinical workload. Imaging
is typically reserved for cases where significant changes are expected, increasing the risk
of undetected variations. To address this, various in-vivo monitoring techniques are under
investigation. These methods aim to detect changes during irradiation by analyzing signals
generated within the patient, based on the assumption that anatomical modifications affect
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measurable secondary emissions, as described in the following.

2.3.1 Positron Emission Tomography (PET)

Positron Emission Tomography (PET) is one of the most studied techniques for in-vivo
monitoring of ion beam range during carbon-ion therapy. When carbon ions interact with
tissue, nuclear fragmentation leads to the production of positron-emitting isotopes, such as
10¢C, 11C, 13N, and 1°0. These 5 emitters decay by releasing a positron, which subsequently
annihilates with an electron, resulting in the emission of two 511 keV photons in approxi-
mately opposite directions. By detecting these coincident photons, a spatial distribution of
the activity can be reconstructed, providing an indirect estimate of the ion beam path within
the patient [38,39].

Three acquisition modalities exist for PET-based monitoring: in-beam (during irradi-
ation) [40], in-room (immediately after irradiation within the treatment room) [41], and
offline (after patient transport to a separate PET scanner) [42]. In-beam PET requires ded-
icated detectors capable of acquiring data between beam spills, while in-room and offline
PET can use standard clinical PET/CT scanners.

Compared to proton therapy, PET monitoring of carbon-ion beams is more favorable,
as T emitters originate from both the projectile and target fragmentation. This dual con-
tribution provides better correlation with the beam range [42]. However, PET imaging
also faces several limitations. First, the temporal resolution is constrained by the half-
lives of the isotopes, which range from seconds to minutes, e.g., t; /2(10C) =~ 20s and
t1/2(*'C) =~ 20.4 min. As a result, signal decay and biological washout can significantly
alter the measured activity distribution within minutes of irradiation [38]. Second, the resid-
ual kinetic energy of the positrons introduces spatial blurring due to their travel before an-
nihilation, degrading the effective resolution of the image [43].

Another major limitation is the relatively low yield of annihilation photons, especially
in carbon-ion therapy, where fewer particles are used to deliver the same biological dose as
compared to protons. Consequently, the number of 81 emitters and resulting coincidence
events is reduced by approximately two orders of magnitude compared to diagnostic PET
scans [44]. Furthermore, PET does not measure the dose distribution directly, and interpre-
tation of the signal relies on simulations or reference distributions, typically obtained from
Monte Carlo simulations [45]. To enhance reliability, hybrid approaches have been devel-
oped that combine PET with other techniques such as prompt gamma [46,47] or secondary
ion tracking [48].

2.3.2 Prompt Gamma Imaging (PGI)

Prompt gamma monitoring is another in-vivo technique developed to verify ion beam range
during treatment. When high-energy carbon ions interact with atomic nuclei in tissue, ex-
cited nuclear states are produced. These nuclei de-excite rapidly, within less than ~ 1071,
emitting high-energy prompt gamma rays. Since prompt gamma production occurs along
the beam path and correlates well with the primary ion range, it enables real-time treatment
verification without biological washout effects [49].
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A wide variety of detection technologies have been proposed to utilize prompt gammas
using collimated and uncollimated time-based techniques such as prompt gamma timing
(PGT) [50] and prompt gamma peak integral (PGPI) [51], which exploit the time-of-flight
of gamma photons.

Prompt gamma monitoring offers several advantages over PET. It provides real-time
feedback, with no delay due to radioactive decay, and is not affected by biological washout.
Moreover, the prompt gamma emission profile exhibits a stronger correlation with the distal
dose falloff than the 3 emitter distribution used in PET [43]. Additionally, the energy
spectrum of the emitted gammas can yield compositional information about the irradiated
tissue [52].

Despite these advantages, the technique still faces important technical challenges. The
high energy of prompt gammas (up to several MeV) requires thick and radiation-resistant
collimators and fast, sensitive detection systems. Background radiation, especially from
neutrons and scattered photons, significantly affects the signal-to-noise ratio. Moreover,
the efficiency of gamma detection is limited due to Compton scattering and the need for
heavy shielding [53]. Although the count rate of prompt gamma photons can be 10 to 80
times higher than for PET signals, high-performance electronics are essential to manage the
high data throughput and to enable accurate spatial reconstruction.

Prompt gamma imaging (PGI) has been widely explored for proton therapy, and several
Monte Carlo studies have demonstrated its feasibility for carbon-ion beams. Simulations
using knife-edge slit cameras predicted accurate range verification at clinical energies [54].
These findings were recently validated experimentally with a prototype camera that mea-
sured prompt gamma profiles from carbon-ion irradiation of a plastic phantom, achieving a
spatial resolution of approximately ~ 4mm, closely matching simulation results [55].

2.3.3 Fragment Tracking

Fragment tracking is a promising method for in-vivo range verification in carbon-ion ther-
apy. It relies on detecting charged nuclear fragments emitted when carbon ions undergo
inelastic nuclear interactions in tissue (see Section 2.1.2). These secondary particles, having
sufficient energy, can exit the patient and be externally detected. Since such fragmentation
is unique to ions heavier than hydrogen, this technique is specific to carbon and heavier
beams [16].

Compared to other modalities like prompt gamma imaging, fragment tracking offers
a favorable signal-to-noise ratio, as the measured signal arises directly from therapeutic
interactions. However, spatial resolution is limited by multiple Coulomb scattering (MCS),
especially along the beam axis, and the fragment yield decreases rapidly with detection
angle [14].

Fragmentation vertices are reconstructed using tracking detectors with at least two sen-
sitive layers. A particle crossing both layers enables the reconstruction of its path, which is
extrapolated backward to estimate the origin point. Accumulating many such tracks yields
a vertex distribution that has been shown to correlate with the Bragg peak position [13,56].
Changes in this distribution between treatment fractions can reflect anatomical changes [18].

To ensure accurate vertex reconstruction, detectors must achieve high spatial resolution
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and detect individual particles. Tree technologies have been evaluated: scintillating fiber-
based trackers, CMOS pixel detectors, and hybrid pixel semiconductor detectors.

Scintillating Fiber Detectors One established method for detecting charged fragments
is the use of multi-layer trackers composed of scintillating fibers. A system consisting of
six planes—each comprising two orthogonal layers of scintillating fibers—was developed,
followed by a plastic scintillator and a calorimeter for additional event selection and char-
acterization [57]. The scintillating fibers emit light upon particle traversal, which is guided
via total internal reflection to photodetectors. Initial clinical trials with this detection system
have been initiated [58, 59].

CMOS Pixel Detectors A recent study explored the use of CMOS (complementary metal—
oxide—semiconductor) pixel sensors for four-dimensional (4D) online monitoring in carbon-
ion therapy, specifically targeting density changes induced by respiratory motion in lung
cancer patients. The experimental setup included 12 MIMOSA-28 (Minimum Ionizing
MOS Active Pixel Sensor) sensors arranged in four separate trackers, each consisting of
three stacked sensors. Each MIMOSA-28 sensor had an active area of approximately 2 x
2 cm?, composed of 928 x 960 pixels with dimensions of 20.7 ym x 20.7 um. The total
sensor thickness was 50 pm, including a 14 pm epitaxial layer. The system operated at a
frame rate of approximately 5 kHz with an integration time of 186.5 us. In experimental
evaluations at the Marburg lon-Beam Therapy Center, this setup successfully detected range
overshoots due to sharp density transitions, achieving reliability rates of 83.0 + 1.5% and
92.0 £ 1.5%, depending on the analyzed volume and iso-energy layers [60].

Semiconducting Pixel Detectors Our group has investigated the use of hybrid pixel semi-
conductor detectors, based on Timepix technology, for multiple applications including LET
measurement, helium ion radiography, and carbon-ion therapy (CIRT) monitoring. In the
latter case, the monitoring system is based on two parallel layers of hybrid pixel detectors
with high spatial and temporal resolution.

When a charged fragment traverses both layers, its trajectory is reconstructed and ex-
trapolated back to estimate the fragmentation vertex [13]. Millimeter vertex localization
has been demonstrated [20]. The compact form factor, high granularity, and robustness
of Timepix-based detectors make them well-suited for clinical use. Their performance in
beamline conditions has also been validated, confirming their feasibility for CIRT monitor-
ing [19]. An in-depth description of the physics behind semiconductor detectors is presented
below.

2.4 Detection Principles Underlying the Clinical Monitor-
ing System

Although the clinical system setup is presented in detail in the Materials and Methods sec-
tion (Section 3.1.2), this section focuses on the fundamental detection principles behind the
hybrid silicon pixel detectors (Timepix3) employed for clinical monitoring.
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2.4.1 Semiconductor Detectors

Aluminum laye

n-type silicon\

p-type silicon

Bump bond —__ ¢ g

pixel readout

electronics chip

Figure 2.3. Sketch of the Timepix3 hybrid pixel detector layout (not to scale). The
yellow region indicates the silicon sensor chip, including the high-resistivity n-type and
p-type layers. The top gray layer corresponds to the aluminum backside contact. A
green arrow emulates the trajectory of an incoming charged particle. Electrons and holes
are represented by magenta and green dots within the silicon sensor, along with arrows
indicating their respective drift directions. The diagram also shows the bump bonds, the
pixelated readout layer, and the Timepix3 electronics chip.

Semiconductor detectors operate based on p-n junction technology. A p-n junction is
created by combining p-doped and n-doped regions in a silicon substrate. P-doping intro-
duces atoms with fewer valence electrons, forming mobile positive charge carriers (holes),
while n-doping introduces atoms with excess electrons. Their junction forms a depletion
zone, free of mobile charge carriers, across which an electric field is established.

Applying an external reverse-bias voltage widens the depletion zone and strengthens
the electric field, improving the detector’s sensitivity to ionizing radiation [61]. When a
charged particle traverses the depletion region, it deposits energy and creates electron-hole
pairs. These carriers are driven by the electric field: electrons toward the anode, holes
toward the cathode. Their motion produces a measurable current, forming the basis of the
detection signal. Position sensitivity is achieved by segmenting the sensor into individual
pixels.

In hybrid detectors like Timepix3, the sensor and readout electronics are fabricated sep-
arately and connected via bump bonds [62]. Each pixel in the sensor is paired with a readout
circuit, allowing independent signal acquisition from each pixel. The bump bonds provide
both mechanical and electrical connectivity between the two layers.

The Timepix3 chip enables simultaneous measurement of the time of arrival (ToA) and
time over threshold (ToT) for each pixel. ToA records when the signal crosses a defined
threshold, while ToT correlates with the charge collected, and thus the energy deposited.
This dual readout allows for both time-resolved and energy-resolved event reconstruction.

When a particle deposits energy in the silicon sensor, it creates a charge cloud that can
spread across multiple neighboring pixels before reaching the electrodes. This may result in
clusters of adjacent pixels registering partial signals. Only pixels collecting a signal above
a set threshold are read out. At low bias voltages or low energy deposits, some charge may
be lost below the threshold, leading to underestimation of energy or merged signals from
nearby particles.



14 Monte Carlo Simulation

Another important effect is time walk, signals of higher amplitude rise faster and thus
cross the threshold earlier than lower-amplitude signals. This causes timing distortions de-
pending on the deposited energy. The combined ToA and ToT information enables post-
processing corrections for time walk.

2.5 Monte Carlo Simulation

In the context of this thesis, we develop a Monte Carlo-based simulation framework for
in-vivo CIRT monitoring via the detection of secondary nuclear fragments, to support the
analysis and interpretation of measured signals.

The Monte Carlo method provides numerical solutions to complex problems by simu-
lating the random evolution of individual components interacting according to known phys-
ical laws. In radiation transport, this involves tracking particles as they undergo random
interactions, based on cross sections, within a defined geometry [63]. By mimicking these
microscopic events many times, macroscopic quantities such as dose or energy deposition
can be estimated. The strength of the method lies in its simplicity: a complex system is
modeled through repeated sampling of its elementary processes.

2.5.1 Phase Space Description and the Boltzmann Equation

Monte Carlo simulations model particle transport by tracking individual particles as they
move and interact within a medium. Each particle’s state is represented in a multidimen-
sional phase space, encompassing its spatial coordinates x, momentum p, time ¢, and intrin-
sic properties such as particle type or spin, collectively denoted by « [64].

The distribution of particles in phase space is described by the probability density func-
tion f(x,p,«,t). The infinitesimal number of particles dN in a differential phase space
volume is given by:

dN = f(x,p,a,t)d*z d®pdn, (2.5)

The temporal evolution of f is governed by the Boltzmann transport equation, which,
in its general form, is expressed as:

%—l—v-vxf%—F-fo:(%)mH (2.6)

Here, v is the particle velocity, F represents external forces, and the term on the right-
hand side accounts for changes in f due to collisions and interactions [65].

Solving the Boltzmann equation analytically is often infeasible for complex systems.
Therefore, Monte Carlo methods are employed to simulate particle trajectories and inter-
actions stochastically, sampling from relevant probability distributions to approximate the
behavior dictated by the Boltzmann equation [64].
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2.5.2 Sampling Techniques

Sampling is integral to Monte Carlo simulations, enabling the generation of random vari-
ables that model physical processes. Common sampling methods include:

* Inverse Transform Sampling: Utilizes the inverse of the cumulative distribution
function (CDF) to transform uniformly distributed random numbers into samples from
the desired distribution.

* Rejection Sampling: Generates candidate samples from an easy-to-sample distribu-
tion and accepts them based on a criterion related to the target distribution.

 Alias Method: Efficiently samples from discrete probability distributions by prepro-
cessing the distribution into a table that allows constant-time sampling.

The choice of sampling technique depends on the specific distribution and computational
considerations [66].

2.5.3 Pseudo-Random Numbers and Reproducibility

Monte Carlo simulations rely on pseudo-random number generators (PRNGs) to produce se-
quences of numbers that approximate the properties of random sequences. These sequences
are determined by an initial seed value. Using the same seed ensures reproducibility of
simulation results, which is crucial for debugging and verification purposes [67].

2.5.4 Variance Reduction Techniques

Although Monte Carlo simulations are highly accurate, they often require substantial com-
putational time due to their statistical nature. This can be particularly limiting when sim-
ulating rare events, deep penetration problems, or regions with low particle flux. To ad-
dress this, various variance reduction techniques (VRTs) have been developed with the goal
of decreasing the statistical uncertainty of the results without proportionally increasing the
number of simulated particle histories. The overall simulation efficiency is often quantified
by the figure of merit (FOM), defined as FOM = 1/(0%T'), where o2 is the variance of the
scored quantity and 7" is the computational time [64].

Variance reduction techniques aim to improve this efficiency by focusing computational
effort on the most statistically relevant parts of the problem. For example, splitting and
Russian roulette are complementary methods that modify the number of particles based
on their importance: particles entering high-relevance regions may be split into multiple
lower-weight particles, whereas particles in low-relevance regions may be terminated with
adjusted probability [68]. Another widely used method is importance sampling, in which
particle histories are biased to occur more frequently in regions or for processes that con-
tribute significantly to the quantity of interest, while preserving the unbiased nature of the
simulation through appropriate weight adjustments [64].

In addition, forced collisions ensure interactions in designated regions by modifying the
sampling of free paths, and geometry-based biasing can enhance particle transport toward
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detectors or scoring volumes. More advanced schemes such as weight windows dynamically
control particle weights across space to maintain statistical balance and efficiency [69].

Particle Transport and Tallies

In Monte Carlo simulations, particle transport refers to the step-by-step modeling of each
particle as it travels through a medium, undergoing physical interactions governed by known
cross sections. The process begins with the generation of a primary particle, whose path is
propagated until a stopping condition is met, typically when its kinetic energy falls below a
user-defined threshold, when it exits the geometry, or when it is absorbed.

At each step, the free path length to the next interaction site is sampled from an exponen-
tial distribution based on the material’s macroscopic cross section. The type of interaction—
such as elastic scattering, inelastic nuclear interaction, or ionization—is sampled from the
cumulative probability distribution constructed from the respective partial cross sections. If
secondary particles are produced during the interaction, they are added to a particle stack
for subsequent transport. This iterative procedure continues until all particles in the stack
have been processed [64].

Throughout the simulation, physical quantities of interest are accumulated using fallies.
Tallies are scoring mechanisms that record information such as energy deposition, particle
fluence, dose, or secondary particle production. They may be defined over spatial cells, en-
ergy bins, or angular intervals. Tallies can be configured to record integrated quantities (e.g.,
total dose in a voxel) or differential quantities (e.g., energy spectra or angular distributions).

2.5.5 Transport of Charged Particles

In Monte Carlo simulations, the transport of charged particles such as protons and heavy ions
requires an accurate modeling of both electromagnetic and nuclear interactions. Electromag-
netic processes include energy loss through ionization and elastic scattering in the Coulomb
field of nuclei, both of which are typically handled via a condensed history approach in
which multiple small steps are aggregated into a single effective transport step. lonization
energy loss is often implemented as a continuous process along each step, governed by the
Bethe-Bloch equation with corrections for density effects and atomic shell structure. For
protons, specific models are used above and below 2 MeV to account for the increasing
relevance of shell corrections at lower energies. Heavy ions like helium and carbon are
modeled similarly but require higher stopping power and fragmentation cross sections due
to their mass and charge.

Besides continuous processes, charged particles may undergo discrete events such as
the emission of J-electrons or nuclear interactions. The latter are particularly relevant in
heavy-ion therapy, where inelastic collisions between primary ions and tissue nuclei result
in nuclear fragmentation. This leads to the production of lighter secondary particles such as
protons, neutrons, alpha particles, and residual nuclei, many of which contribute to the over-
all dose distribution. The fragmentation process also introduces a “tail” of dose deposition
beyond the Bragg peak, which is especially pronounced in carbon-ion therapy. Therefore,
to simulate treatment fields accurately, Monte Carlo codes must incorporate reliable mod-
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els of both the primary particle stopping and the generation, transport, and interaction of
secondaries.

Different transport models are applied depending on the projectile type and energy. For
example, in the Geant4 toolkit, electromagnetic interactions are handled by standard or low-
energy electromagnetic physics packages, while nuclear interactions rely on intranuclear
cascade models such as the Binary Cascade, Bertini, or INCL++ depending on the energy
range. The outcome of these interactions includes excited residual nuclei which are han-
dled through de-excitation and radioactive decay modules, simulating delayed processes
like gamma emission or beta decay based on evaluated nuclear data libraries.

All these transport mechanisms play a crucial role in determining the final dose distri-
bution and radiation field, particularly in therapeutic applications. Their implementation
in Monte Carlo codes must balance physical accuracy with computational efficiency, often
requiring carefully tuned transport thresholds and physics lists.






Chapter 3

Materials and Methods

3.1 Description of the In-Vivo Detection System

Timepix semiconductor pixelated detectors have demonstrated remarkable capabilities in
detecting secondary fragments for carbon ion radiotherapy (CIRT) monitoring [18]. Over
the past decade, our research group has made significant advancements in this field, culmi-
nating in the development of a clinical monitoring system tailored for in-vivo fragment track-
ing in patients undergoing carbon ion therapy [20]. This system was specifically designed
for integration into the clinical workflow of the horizontal beamline H2 at the Heidelberg
Ion Therapy Center (HIT), where the InViMo clinical trial is currently being conducted.

3.1.1 The Heidelberg lon-Beam Therapy Center (HIT)

The Heidelberg Ion-Beam Therapy Center (HIT) is equipped with a synchrotron for ion
acceleration and treatment delivery. The facility offers treatments with protons (1H), carbon
ions (*2C), and helium ions (“He) for clinical applications, while oxygen ions (60) are
available for research purposes. The generation of therapeutic ion beams follows a two-step
acceleration process. First, ions are extracted from an ion source (1 in Figure 3.1) and pre-
accelerated in a linear accelerator (2). In the second stage, they enter the synchrotron (3),
where they are further accelerated to their final treatment energies and then directed to the
treatment rooms by steering magnets (4).

The HIT facility has three treatment rooms: two horizontal beamline treatment rooms
(H1 and H2) (6 and 5 in Figure 3.1) and a gantry treatment room (7). The gantry, a 670-
ton rotating structure, allows flexible beam delivery at different angles. In addition, an
experimental room (9) is dedicated to research. The CIRT monitoring clinical trial (InViMo)
is being conducted in H2, see Figure 3.3. The clinical trial workflow is described in detail
later in the subsection 3.2.4.

For CIRT, at the HIT facility provides carbon ion beams with energies ranging from
88.83 to 430.10 MeV/u, corresponding to ranges in water from 20 mm to 300 mm. Beam
energy increments are 1.0 mm for lower energies and 1.5 mm for higher energies to allow
precise dose delivery. The full width at half maximum (FWHM) of the carbon ion beam
varies between 3.4 mm and 13.4 mm depending on the beam energy [70].

19
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Figure 3.1. Schematic representation of the Heidelberg Ion-Beam Therapy Center (HIT)
facility. The image illustrates the main components of the particle acceleration and beam
delivery system, including (1) ion sources, (2) the linear accelerator, (3) the synchrotron,
(4) the beam transport system, (5,6) the horizontal treatment rooms (H2 and H1), (7)
the gantry, (8) the beam nozzle, and (9) the experimental research area. The red arrows
indicate the ion beam path from generation to treatment. Adapted from [71].

HIT employs the active intensity-modulated raster-scanning technique [72], which en-
ables precise dose delivery by scanning the tumor volume with narrow ion pencil beams
steered by fast dipole magnets. The beam parameters, including focus size, and beam
energy, are actively adjusted for each irradiation point, also referred to as a raster point.
The raster scanning method can cover a maximum lateral field size at the isocenter of
20 cm x 20 cm [70]. The tumor volume is virtually divided longitudinally into iso-energetic
slices (IES), each corresponding to a specific beam energy level. Within each IES, the
pencil beam 1s magnetically deflected to traverse the planned target volume, delivering the
prescribed dose to each voxel. After completing an IES, the beam energy is adjusted to
target the next slice, proceeding from the most distal to the proximal regions of the tumor.
Additionally, a ripple filter in the beam nozzle broadens the Bragg Peak to homogenise the
dose in the spread-out Bragg peak. This reduces the total number of required energy layers
and optimizes treatment efficiency [73].

To ensure the accuracy and stability of this dynamic scanning technique, a real-time
beam monitoring system is required. The Beam Application and Monitoring System (BAMS),
installed within the beam nozzle in the treatment rooms (shown on the right in Figure 3.3),
serves as the final checkpoint before treatment delivery. BAMS consists of two Multi-Wire
Proportional Chambers (MWPCs) that measure pencil beam positions and three lonization
Chambers (ICs) that track the number of delivered ions. The distance between BAMS and
the isocenter is 1.12 cm [74]. During treatment, all beam parameters, including pencil beam
positions and ion counts, are recorded in the Beam Record File (BRF) for quality assurance
and treatment verification.

3.1.2 Clinical CIRT monitoring system

The system comprises seven AdvaPIX TPX3 Quad modules [75], each a customized version
developed by ADVACAM s.r.o. (Prague, Czech Republic). Each module consists of four
Timepix3 chips, functioning as a mini-tracker with two detection layers -front and back-
separated by 20.3 mm. Each layer incorporates a 300 pm-thick continuous silicon sensor,
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(a) Schematic representation of the mini-tracker positioning
relative to the isocenter.

BN

CIRS phantom on
patient table

(c) Picture of a lateral view of the clinical monitoring system
in the measurement position at HIT treatment room. The polar
angle 6 is depicted.

mini-tracker  d[mm] 0[°] ¢[°]

1 16 36 20
2 16 36 -20
3 20 28 45
4 20 28 0

5 20 28 -45
6 24 20 20
7 24 20 -20

(b) Table summarizing the positional pa-
rameters of the mini-trackers, including
distance (d), polar angle (¢), and az-
imuthal angle (¢).

(d) Beam-eye view of the uncovered seven
mini-trackers. Yellow rectangles highlight
the first sensitive layer of each detector
with IDs. Blue lines represent the az-
imuthal angle ¢.

Figure 3.2. Mini-tracker positions and clinical monitoring system at HIT treatment

room.
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Figure 3.3. Photograph of the clinical detection system for CIRT monitoring in the mea-
surement position at the horizontal treatment room (H1) at the Heidelberg lon-Beam
Therapy Center (HIT). An actor patient is immobilized on the treatment table using a ther-
moplastic mask to ensure precise positioning. The isocenter is marked (green cross). To
ensure position reproducibility of the setup during measurements, the system is securely
anchored to the concrete floor of the H2 treatment room, where the actual measurements
take place. The coordinate system (bottom left) defines the spatial orientation within the
treatment room.

covering an active detection area of 18 x 14 mm?, with a 512 x 256 pixel matrix and a pixel
pitch of 55 um. The detectors feature a time resolution of 1.56 ns, enabling precise tracking
of secondary ions using coincidence.

The seven mini-trackers are arranged symmetrically around the beam axis. The schematic
in Figure 3.2a illustrates the spatial parameters defining the mini-tracker positions in relation
to the beam axis and the room isocenter, which is depicted in light green. The positioning
decision was based on previous studies [14], ensuring a balance between the fluence rate
and the modules’ angles. The distance (d) spans from 16 cm to 24 cm, the polar angles ()
range from 20° to 36°, and the azimuthal angles (¢) vary from -45° to 45°, ensuring effective
fragment detection. The positional parameters of each detector are listed in Table 3.2b.

The proximity of the detectors to the patient’s head can be observed in Figure 3.2c, which
presents a lateral view of the detector system within the treatment room. In this setup, the
CIRS head phantom [76] serves as a patient surrogate, and the room isocenter along with
the azimuthal angles (¢) are depicted. A beam-eye view of the detector system without
the white cover, shown in Figure 3.2d, reveals the seven mini-tracker front sensitive layers
along with their respective IDs. In this view, the polar angles () are also represented.

Photograph of the clinical detection system for CIRT monitoring in the measurement
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Figure 3.4. CIRT monitoring workflow at HIT.

position is depicted in Figure 3.3. The box located under the patient table houses the water
cooling system and data acquisition computer. The system requires only two cables for
operation: a power cable and an Ethernet cable, allowing for remote control of the detector
from outside the treatment room during measurements. The system is transportable and
designed to minimize interference with the clinical workflow. It is reproducibly positioned
using floor-embedded anchors to the H2 treatment room at HIT, ensuring sub-millimeter
precision during repeated measurements [20].

3.1.3 CIRT monitoring workflow at HIT and data processing and anal-
ysis

The integration of in-vivo monitoring into the clinical workflow was designed to minimize
interference with standard radiotherapy (RT) procedures while ensuring consistent treatment
monitoring. The standard CIRT clinical workflow (shown in purple in Figure 3.4) consists
of a planning CT, followed by treatment planning, and subsequently, the delivery of the
prescribed treatment dose per fraction.

The in-vivo monitoring workflow (depicted in blue in Figure 3.4) is partially embedded
within the treatment delivery phase. Before monitoring a CIRT fraction, an inspection of the
system is performed, followed by the setup of the system in the treatment room H2, along
with a performance test to ensure proper operation. Once the patient is positioned on the
treatment table, orthogonal X-rays are acquired to verify alignment.

The patient table is then moved along the treatment fields as treatment delivery occurs.
Since only one field per patient is monitored, once the table is positioned at the monitored
treatment field, the clinical monitoring system is moved to the measurement position (as
shown in Figure 3.3), where it remains throughout the treatment field delivery and in-vivo
monitoring measurement. After the measurement, the system is returned to its parking po-
sition, and the delivery of any remaining treatment fields, if applicable, continues. The
acquired data is then processed and analyzed.

The processing of the acquired data is performed using an in-house developed data
analysis framework written in MATLAB (MATLAB version 2021b or 2024b). The data
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processing pipeline begins with cluster formation, where signals from neighboring pixels
of each Timepix3 detector (including lateral and diagonal neighbors) are grouped. A clus-
ter is defined as a group of pixels where the maximum timestamp difference between its
constituent pixels does not exceed 500 ns. The cluster timestamp is assigned based on the
earliest recorded timestamp within the cluster.

To estimate the particle impact position in the mini-tracker’s sensitive layer, the energy-
weighted centroid of the pixel coordinates within the cluster is calculated. After identifying
clusters, those detected in the two sensitive layers of the mini-tracker must be matched to
reconstruct fragment tracks. Coincidence is established if the timestamp difference between
clusters in both layers is within 75 ns, allowing for synchronization and timestamp errors.
If multiple clusters exist within this coincidence window, the pair with the smallest time
difference is assigned to the same fragment track [19].

To reconstruct fragment trajectories within the treatment room, they are transformed into
the room coordinate system, utilizing the known position of the corresponding mini-tracker.
The estimated fragment creation vertex is defined as the midpoint of the shortest connecting
line between the measured fragment trajectory and the pencil beam axis [14].

Data analysis in in-vivo monitoring for CIRT is an evolving field, with various method-
ologies under investigation to enhance the detection and localization of inter-fractional anatom-
ical changes. In the InViMo clinical trial, typically two to six treatment fractions per pa-
tient are monitored, and data from different monitored fractions are intercompared to detect
anatomical variations. The reconstructed FV distributions from two separate treatment frac-
tions are analyzed in 3D using two primary methods. First, the absolute difference in the
number of measured fragments is computed to assess variations in fragment distribution.
Second, the Kolmogorov-Smirnov (KS) statistical test is applied to determine whether the
distributions of detected fragments originate from the same probability distribution. The
KS test evaluates the maximum difference between normalized cumulative histograms and
converts this result into a p-value, providing a statistical basis for identifying significant
changes in fragment distributions.

3.2 FLUKA Monte Carlo Simulation

The primary objective of this PhD project was to develop a Monte Carlo (MC) simulation
framework for monitoring carbon ion radiotherapy (CIRT) by detecting charged nuclear
fragments using the clinical monitoring system described above. To achieve this, we em-
ployed FLUKA [77,78], a well-established Monte Carlo simulation package extensively
used and validated in particle therapy applications [79].

The HADROTHE package, with default settings tailored for ion therapy which includes
the state-of-the-art physics models, was used. The particle transport thresholds is set at
100 keV, except for low-energy neutrons, which are transported down to 10~° eV. Atomic
physics models handle continuous energy loss, energy loss straggling, delta-ray production
(production cut at 100 keV), and the multiple Coulomb scattering of charged particles. The
nuclear interaction models for hadrons, photons, muons, and neutrinos are described using
the PEANUT model [80]. For ions down to 0.1 GeV/n, FLUKA implements a modified
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Figure 3.5. Implementation of the mini-tracker in the FLUKA Monte Carlo (MC) sim-
ulation. The bottom part of the image shows a photograph of the mini-tracker, while the
upper section illustrates the sensitive region implemented in the FLUKA MC simulation
(highlighted by the orange dashed box). This region includes the silicon sensitive layer,
bump bonds, the readout element, and the U-shaped aluminum bars. The inset (blue
dashed box) provides a zoomed-in view of the bump bonds and detector layers. Adapted
from [22].

version of the relativistic quantum molecular dynamics model (RQMD-2.4) [81]. Below
150 MeV/n, nuclear reactions are handled using the Boltzmann master equation (BME)
model [82], with a smooth transition between models in the overlapping energy range.

3.2.1 Implementation of the mini-tracker in FLUKA

As a first step in building the simulation framework for CIRT monitoring, the implementa-
tion of a mini-tracker (AdvaPIX TPX3 Quad module) within FLUKA was performed, in-
cluding the experimental validation of secondary fragment tracking, published in [22]. For
this implementation, FLUKA version 2021.2.5 was used to model the custom mini-tracker
module used in the clinical detection system. The geometry included the key components
within the sensitive region of the mini-tracker, as shown in Figure 3.5 (orange dashed box),
including the silicon sensitive layers, the bump bonds connecting the layers to the readout
chip, and the aluminum support bars that support the sensitive parts of the mini-tracker.
Both the sensitive layer and the readout chip were implemented as solid silicon plates, each
with a thickness of 500 um. The bump bonds connecting the readout chip were modeled
as 256 x 512 cuboids, each with a size of 25 um (see Figure 3.5, blue dashed box). The
material composition of the bump bonds was set to a mixture of 63% tin and 37% lead,
which closely resembles the actual materials. Additionally, the U-shaped metal bars were
modeled as aluminum.

Two adapted Fortran subroutines were incorporated into the FLUKA simulation. The
first, source.f, was activated via the SOURCE card to define the particle source, delivering
the entire clinical treatment plans through the simulation of multiple raster points. This
included specific beam parameters such as focus size (FWHM), number of primary ions,
beam energy, and beam position. The second, mgdraw.f, was activated via the USERDUMP
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card to identify charged particles passing through the mini-tracker based on a predefined
detection criterion: the particle must deposit energy above the detection threshold in both
sensitive layers of the mini-tracker. In the clinical detection system, this detection threshold
per pixel was set at 3 keV. When this criterion was met, several particle attributes were
recorded, including: spatial entry coordinates, particle type, kinetic energy, energy loss in
both sensitive layers, and the Cartesian coordinates of primary carbon-ion fragmentation
(scored as true FV), among others [22].

For the experimental validation of mini-tracker geometry and the scoring mechanism
into the FLUKA [22], the detected fragments within the mini-tracker were studied for 10
different pencil-beam energies within the therapeutic range (160, MeV/n to 255, MeV/n) im-
pacting a homogeneous head-sized PMMA phantom. The performance of the mini-tracker
was evaluated by comparing the simulation results with experimental data acquired at the
HIT. Several aspects of the performance of the mini-tracker within FLUKA were investi-
gated, including the angular distribution of the detected fragment tracks, the reconstructed
fragment emission profiles represented by histograms along the beam axis indicating the
number of reconstructed fragments, and the number of detected fragments as a function of
the detector position, ranging from 0° to 40°. This includes the positioning angles of the
detectors in the clinical detection system. Furthermore, our investigation showed a robust
agreement between experimental and simulated data, confirming the effective integration
of the mini-tracker and the scoring mechanism within our FLUKA simulation.

3.2.2 FLUKA MC-based clinical CIRT monitoring system

The clinical monitoring system was modeled by incorporating the geometry and scoring of
seven 300 pm silicon thickness mini-tracker modules, which constitute the clinical detection
system, into the MC simulation. These detectors were positioned according to the configu-
ration listed in Figure 3.2. This extended implementation was integrated into the FLUKA-
based MC framework FICTION (FLUKA Integrated Framework for CT-based calculations
in Ion Therapy) [23,24], developed at HIT. This integration enables the simulation of CIRT
monitoring for patients treated at HIT. The integration process required adding, extending,
or modifying specific components within the FICTION. Figure 3.6 illustrates the general
FICTION workflow, with our custom implementations highlighted in magenta.

As an overview, FICTION converts DICOM CT data into a FLUKA voxel format and
DICOM RT data into a readable format for the SOURCE definition. The HU-based look-up
tables, generated as described in [83,84] for protons in FLUKA and later extended for carbon
ions, ensure a sub-millimeter agreement between FLUKA MC and the TPS in homogeneous
materials with varying HU values. The geometry and material definitions of beamline el-
ements, such as the ripple filter [85], are also incorporated. During code execution, the
beamline elements are rotated to the defined treatment angle around the isocenter, while
the voxelized CT geometry remains fixed in the MC coordinate system. Consequently, all
necessary transformations are applied to the beamline elements.

After compiling the FLUKA custom executable, input files and scripts for parallel execu-
tion are generated, allowing simulations to be performed at the Scientific Computing Unit of
the HIT facility. As part of our implementation into FICTION, specific physics settings were
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Figure 3.6. Simplified schematic representation of the FLUKA-based MC framework
FICTION (FLUKA Integrated Framework for CT-based calculations in Ion Therapy),
with our custom implementations highlighted in magenta.

modified to enhance the precision of light fragment generation—such as protons and alpha
particles, which are critical for accurately simulating secondary fragment production [80].
To achieve this, the evaporation and coalescence models [86] were activated. Additionally,
to optimize computational time efficiency, delta-ray production was deactivated, and an
energy threshold of 20 MeV was set for low-energy neutron interactions. Since low-energy
neutrons primarily deposit energy locally in tissue, their impact on the detection of charged
nuclear fragments escaping from the irradiated patient is negligible [22]. The geometry,
region, material definitions, and material assignments were extended to include the tracker
modules, incorporating their positions into the FLUKA-MC pipeline, as described in Figure
3.6.

In addition to the values scored by the mgdraw.f subroutine (reconstructed and true frag-
ment vertices, etc.) and the dose, we also activated the USRBIN FLUKA card to score the
Heavy Ion Nuclear Interaction (HINI). This includes all hadronic inelastic and non-elastic
interactions that encompass potential nuclear interactions along the carbon-ion beam path
within the tissue.

3.2.3 In-table CIRT monitoring prototype

The clinical monitoring system was designed and tailored to monitor head and neck cancer
patients as part of the prospective clinical trial at HIT. However, other pathologies treated
with CIRT, such as pelvic tumors (e.g., prostate cancer), could also benefit from this moni-
toring approach. In these cases, bone-soft tissue interfaces and rectum-intestine filling and
emptying introduce range uncertainties, affecting treatment accuracy.

To address these challenges, an in-table monitoring system was developed using seven
tracking modules. The modules were positioned to ensure effective fragment detection while
fitting within the hollow section of the treatment table. The treatment table (couch) used
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Figure 3.7. Tracker modules positions for the in-table prototype of a future monitoring
system. Left: axial CT view of the prostate patient showing polar angle 6, mini-tracker
nb. 4, and distances from the isocenter (neon green) to the table surface and the hollow
section. Right: sagittal CT view with the seven mini-trackers inside the hollow table
section and the azimuthal angles ¢ depicted.

in CIRT is radiotransparent, constructed from low-density materials such as carbon fiber,
allowing minimal interference with the particle beam.

Figure 3.7 illustrates the axial (left) and sagittal (right) CT slices of a prostate cancer
patient lying on the treatment table. For better visualization, the yellow shadow highlights
the rigid material of the table and also delineates the 4 cm-high hollow gap within it. The
left image depicts the main contours of a prostate cancer patient, including the PTV (blue),
rectum (pink), and femoral heads (magenta and mustard). Additionally, mini-tracker nb. 4
is marked with a white box for better visualization.

The positioning of the trackers in the FLUKA MC simulation follows the same method-
ology as in the clinical monitoring system, shown in Figure 3.2a, where the detectors are
positioned relative to a reference point in the treatment room with their corresponding polar
angle (0) and azimuthal angle (¢). In Figure 3.7, this reference point is represented in green,
located 10.2 cm from the table surface. In this case, the reference point corresponds to the
patient’s isocenter location. The right image in Figure 3.7 shows the seven mini-trackers
positioned inside the treatment table, along with the depiction of the polar angle. Table 3.1
summarizes the positional parameters used in the simulation of the mini-trackers inside the
hollow gap of the treatment table. The attenuation of detected fragments by the patient table
has not yet been quantified. In the prostate CIRT monitored patient presented in Section 4.3,
the treatment table was not included in the simulation since the thickness of the CT table
differs from that of the patient table in the H2 treatment room at HIT.

The in-table approach was conducted as an exploratory study to evaluate the perfor-
mance of CIRT monitoring for tumor sites beyond the head and neck region. Technical
aspects, such as cabling, cooling, and system integration, were not considered in this initial
exploration, as they fall outside the scope of the simulation framework defined in this the-
sis. Additionally, further evaluations, such as the impact of table attenuation on detected
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mini-

tracker d[mm] 6[°] ¢[°]
1 20.5 -40 20
2 19.0 -40 -20
3 20.5 -40 45
4 21.0 -44 0
5 21.0 -44 -45
6 18.0 -48 20
7 18.0 -48 -20

Table 3.1. Table summarizing the positional parameters of the mini-trackers inside the
hollow gap of the treatment table. The first column lists the mini-tracker 1D, the second
column shows the distance between the isocenter and the front layer of the mini-tracker
module, and the third and fourth columns provide the polar angle (#) and azimuthal angle
(), respectively.

fragments, still need to be conducted.

In an ideal scenario, the in-table system for CIRT monitoring would be adjustable and
mobile, allowing it to translate within the hollow region of the treatment table to align pre-
cisely with the patient’s isocenter. This mobility would ensure that the system does not inter-
fere with coplanar X-ray imaging, which is taken during the first step of treatment delivery
(see Figure 3.4) to verify patient alignment with CT scans. Another potential implementa-
tion could involve a modular system that can be inserted into the treatment table specifically
for monitoring measurements in horizontal beamline treatments like H2 at HIT.

3.2.4 Simulation CIRT monitoring workflow

For patient-specific simulations, CT and treatment planning (RT DICOM) data are required.
To prevent geometric overlap in FLUKA caused by the proximity of the clinical monitor-
ing system to the patient’s head, the CT is cropped accordingly. In our MC-based CIRT
monitoring methodology (detailed in Section 3.2.2), a dedicated patient folder is created
for each treatment field to be simulated. Since one treatment field from the RT dataset is
simulated per run, the field must be selected based on the specific aim of the simulation.
Within the patient folder, the executable file is configured, defining parameters such as the
treatment field name, cropped CT, RT dataset, and the number of processing cores. Once
configured, this folder is transferred to the Scientific Computing Unit at HIT, where our
FLUKA MC-based simulation of CIRT monitoring methodology is executed.

Following multicore execution, the per-core outputs are merged to generate the recon-
structed FV, true FV, dose distribution, and Heavy Ion Nuclear Interaction (HINI) data. To
ensure successful simulation execution, checkpoints were implemented during data process-
ing. Once the simulation is complete, data analysis is performed. The steps described above
will henceforth be referred to in this document as the CT-based CIRT monitoring simulation
workflow.

In the scope of this thesis, to study inter-fractional anatomical changes, two simulations
were conducted per patient. The first simulation utilized the planning CT, providing a base-
line for the monitored treatment. In the second simulation, a subsequent follow-up CT was
used. For both simulations, the initial treatment plan was simulated.
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Table 3.2.

Summary of treatment parameters for each simulated patient. The table

includes the patient ID, where the prefix S denotes simulated patients (retrospective)
and M represents measured patients monitored in the InViMo clinical trial. It lists the
treatment plan fields, with simulated fields in bold, along with the number of ion energy
steps (IES), the range of pencil beam (PB) energies, the number of days between the
planning CT and follow-up CT, and the type of tumor treated.

. o. No. of PB energies Days between Type of
Patient ID  Treatment fields (°) IES (MeV/n) CTs fumor
S-1 5,315, 265 72 [88.83 -247.74] 12 mucosal melanoma
S-2 5,313,225,175 72 [88.83 -247.74] 15 adenoid cystic carcinoma
S-3 175, 225, 280 74 [118.52 - 268.32] 46 adenoid cystic carcinoma
S-4 175, 240, 290 68 [88.83 -239.45] 12 adenoid cystic carcinoma
S-5 0,315, 265 64 [122.36 - 253.55] 14 squamous cell carcinoma
M-6 175, 215 45 [ 118.52 -218.52] 27 adenoid cystic carcinoma
M-7 5,175, 305 63 [153.66 - 273.88] 3 clivus chordoma
Prostate 0 61 [277.19 - 362.47] N/A squamous cell carcinoma

In the frame of this thesis, a comprehensive study was conducted involving eight patients
treated with CIRT at HIT. This cohort consisted of:

* Five retrospective patients with head and neck tumors treated at HIT.

* Two patients enrolled in the InViMo clinical trial.

* One prostate cancer patient for whom an in-table monitoring simulation was explored.

For the five retrospective patients, the simulation based on the planning CT was consid-
ered as the first monitored fraction. The subsequent fraction using the follow-up was named
based on the time interval between the planning CT and the follow-up CT. For patients mon-
itored within the clinical trial, the available follow-up CTs were used, and comparisons were

made with the closest monitored fractions to assess inter-fractional anatomical changes. In
the prostate case, the planning CT was modified to emulate an air-filled rectal cavity. Details
of the patient and treatment plan for each individual are provided in Table 3.2.



Chapter 4

Results

4.1 Retrospective Patient Cohort

The first part of the results presents the findings of Monte Carlo (MC) simulations performed
using the developed FLUKA framework, as detailed in the Methods and Materials section,
on a cohort of five retrospective cases treated with carbon ion radiotherapy (CIRT) at the Hei-
delberg Ion-Beam Therapy Center (HIT), see Table 3.2. The analysis focuses on key aspects
of signal interpretation in ion treatment monitoring with charged nuclear fragments. The dif-
ferences in Hounsfield Units (HU) between planning and follow-up computed tomography
(CT) images of the simulated patients are analyzed and correlated with findings from the
MC simulations. These findings include reconstructed fragmentation vertices, obtained by
back-projecting the measured fragment paths; true fragmentation vertices (true FV) of the
detected fragments, locations of all Heavy Ion Nuclear Interactions (HINIs) encompassing
all hadronic inelastic and non-elastic interactions; and dose distributions. Additionally, the
results of the Kolmogorov-Smirnov (KS) test are presented, which are used to compare dis-
tributions and identify statistically significant differences in fragment patterns. The global
gamma index is used to to assess the impact of CT differences on the dose distribution using
clinically relevant parameters: a dose difference tolerance of 3% and a spatial agreement
criterion of 3 mm (distance-to-agreement).

In the presented CT slices throughout this section, the blue contour outlines the PTV,
while the magenta cross represents the projection of the isocenter perpendicular to the axial
plane.

4.1.1 Patient 1

Patient 1, diagnosed with mucosal melanoma, underwent CIRT using three beam angles:
5°, 315°, and 265°. The selection of the beam angle for the retrospective patient cohort
simulations was based on the constraints in the treatment room, where the InViMo detection
system is anchored in a fixed position, as described in 3.1. The permissible table position
range for monitoring was limited to either 0° £ 15° or 180° &£ 15°.

Among the three beam angles used in the treatment of Patient 1 , the 5° beam was chosen
for simulation, as it falls within the measurable range and provides extensive coverage of
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the PTV. This selection ensures a higher statistical yield in the generation and detection
of charged nuclear fragments, facilitating a more robust evaluation of ion-beam treatment
monitoring. The simulated beam consisted of 72 individual energy steps (IES), with energies
ranging from 88.83 MeV/n to 247.74 MeV/n.

Figure 4.1 illustrates the dose distribution for the 5° beam, corresponding to one treat-
ment fraction, overlaid on an axial CT slice at the isocenter. The dose distribution calculated
using the HIT treatment planning system (from RTDose) is shown in Figure 4.1a. A visual
comparison of the two dose distributions reveals that the simulation, performed with the
FLUKA MC-based CIRT monitoring, shows good agreement with the HIT-calculated dose
distribution. This confirms the reliability of the simulations in reproducing clinical dose
distributions, which is essential for accurately modeling fragmentation generation and, con-
sequently, for the performance of the monitoring method.
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032 03%
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0.1 0.1
(a) Simulated dose distribution (b) Planned dose distribution
by FLUKA-MC. from RTDose.

Figure 4.1. Dose distribution of the 5° beam corresponds to one treatment fraction on
top of an axial CT slice at the isocenter. The blue contour outlines the PTV, and the
magenta cross marks the projection of the isocenter perpendicular to the axial plane.

Patient 1: CT anatomical changes

Figure 4.2 shows the HU differences, illustrating per-voxel differences between the planning
CT and a follow-up CT taken 12 days apart. These differences highlight volumetric anatom-
ical changes within a selected region of interest. Throughout this thesis, a threshold of 90
HU was chosen to account for uncertainties arising from various factors, including scanner
variability influenced by noise, calibration drift, and registration uncertainties during dataset
alignment. The spatial alignment between planning and control CT was performed using
the DICOM registration object (REG).

The region of interest was selected based on visible anatomical changes and spans 5
mm inside the PTV, covering axial slices between —1.90 mm and —5.90 mm relative to the
isocenter. Three axial CT slices from this region are displayed. The most notable differences
within the PTV in this region are observed along the nasal cavity walls, highlighted in red,
indicating potential filling due to tissue swelling or mucous accumulation. Additionally,
alterations are visible in the skin of the left infraorbital region and along the skin border
extending towards the ear, particularly evident in the amplified version of the Figure 4.2.
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Figure 4.2. Anatomical changes between the planning and follow-up CTs, taken 12 days
apart, based on HU differences. The HU differences shown represent voxel-by-voxel
comparisons, with the CT voxel dimensions being 0.6 x 0.6 x 1.0 mm?. These changes
are superimposed on the planning CT. The three images correspond to axial CT slices
spaced 2 mm apart, representing the patient’s anatomy and changes over a 5 mm span.
Slice positions relative to the isocenter are indicated above each image.

The volume differences were estimated in the regions of interest to provide a quantita-
tive assessment of volumetric-anatomical variations. To evaluate potential cavity filling or
emptying, a threshold of 600 HU was considered for the calculation, enabling differentiation
between air (—1000 HU), soft tissues (approximately —100 to 130 HU), such as adipose tis-
sue, muscle, cartilage, and mucus and bones (> 150 HU). The estimated volumetric change
within the PTV was 0.28 cm?. For the left infraorbital region, the changes were calculated
in the 5 mm region encompassing axial slices from —1.90 mm to —5.90 mm relative to the
isocenter, presented in Figure 4.2, with a volumetric change of 0.19 cm?.

Patient 1: Fragmentation vertex distributions

The interfractional CIRT monitoring of Patient 1 with a 12-day interval is presented in the
first row of Figure 4.3, where the reconstructed FV from two treatment fractions is shown.
For this analysis, two simulations were performed: the initial simulation utilized the plan-
ning CT to represent the treatment delivered during fraction 1, while the subsequent simu-
lation assumed the follow-up CT, acquired 12 days later, corresponded to fraction 12 of the
treatment.

Plots 1a and 1b in Figure 4.3 show an intense signal in the upper portion of the PTV
(outlined in blue), where the probability of fragment production is higher due to the passage
of primary carbon ions through the entrance region. The shape of the high-intensity region
reflects the proximity and geometric arrangement of the detection system. The fragments
follow a diagonal path influenced by the detection system’s positioning, illustrating the at-
tenuation of fragments as they traverse tissue before reaching the detectors. The magenta
cross marks the isocenter projection in the axial plane, providing a reference for the relative
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position between the patient and the detection system.
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Figure 4.3. Distributions of reconstructed (row 1) and true (row 2) fragmentation ver-
tices. Column a presents the distributions from the simulation using the planning CT
(fraction 1), while column b shows the distributions from the simulation using the follow-
up CT (fraction 12). Column ¢ illustrates the differences between these two simulations.
The voxel size for displaying the distributions and differences is (5.0 x 5.0 x 5.0) mm?.
In column d presents the p-values from the Kolmogorov-Smirnov (KS) test calculated
within each 5 x 5 mm voxel region along the x-axis (perpendicular to the axial plotting
slice). The data is overlaid on the planning axial CT slice at -3.90 mm relative to the
isocenter, except in column b, where the follow-up CT slice is used.

In addition to attenuation effects, the reduced number of pencil beams in the bottom of
the PTV region further decreases the likelihood of fragment rise. Furthermore, fragments
originating from higher pencil beams and from further upstream require lower emission
angles to reach the detectors.

To further minimize the influence of statistical fluctuations on the analysis of the signal,
only differences greater than two standard deviations (20) are displayed in plot 1c in Figure
4.3. Plot 1c reveals a diffuse increase in signal near the upper cheek and along the left nasal
wall, corresponding to an increase of tissue mass in these areas, which enhances fragment
production.

The decrease in fragment signal behind the tissue increase occurs because the FVs are
shifted by the thickness of the added tissue. As a result, fewer fragments are produced in
the region posterior to the tissue increase.

Plot 1d in Figure 4.3 shows p-values from the Kolmogorov-Smirnov (KS) test, high-
lighting a large signal region posterior to the nasal cavity, as well as the skin border on the
beam entry side. Based on this, the results suggest that anatomical changes in these areas
significantly alter the fragment distributions.

When comparing the true FV distributions (plots 2a and 2b) with the reconstructed FV
distributions (plots 1a and 1b) in Figure 4.3, the reconstructed distributions appear more

KS test result

KS test result
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diffuse. This is expected, as Coulomb scattering of the fragmented secondary ions can alter
their trajectories, thereby increasing the uncertainty in the reconstruction of their vertices.
As illustrated in plots 2a and 2b, the diagonal pattern is more pronounced, reflecting the
spatial relationship between the fragment generation vertices and the positioning of the de-
tectors.

Since plots 2a and 2b exhibit similar distributions, further examination in plot 2¢ reveals
an increase in fragment generation in the cheek region near the nose when comparing frac-
tion 12 to fraction 1. Additionally, an increase is observed along the inner left wall of the
nasal cavity, likely due to a slight increase in tissue mass in these areas (e.g., due to swelling),
as shown in Figure 4.2, leading to enhanced fragment production. These anatomical changes
directly impact fragment generation, resulting in a reduction of detected fragments posterior
to the nasal cavity. This reduction is attributed to cavity filling, which decreases the number
of primary particles passing through the nasal region. Furthermore, a reduction is evident
on the left side of the face at the beam entry point, correlating with a slight alteration in the
skin boundary, also observed in Figure 4.2.

In plot 2d of Figure 4.3, a prominent signal is observed throughout the region surround-
ing the nasal cavity, extending towards the upper edge of the cheek. Additionally, a low
p-value region is identified along the skin boundary leading to the ear, indicating subtle
changes in tissue density in this area.

Patient 1: Heavy Ion Nuclear Interactions (HINI)
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Figure 4.4. Heavy Ion Nuclear Interactions (HINI) from the simulation using the plan-
ning CT (fraction 1), the follow-up CT (fraction 12), and the absolute differences be-
tween these two simulations (difference). The data voxel size is (0.6x0.6x1.0) mm? and
is overlaid on axial CT slices at -3.90 mm relative to the isocenter. The distribution
from fraction 1 and the absolute difference are displayed on the planning CT, while the
distribution from fraction 12 is overlaid on the follow-up CT.

Figure 4.4 shows the HINI distribution, which refers to all hadronic inelastic and non-elastic
interactions encompassing potential nuclear interactions along the carbon-ion beam’s path
within the tissue, for the two simulated treatment fractions, numbers 1 and 12. Each voxel
in these images represents the number of HINI events per (0.6 x 0.6 x 1.0) mm?, mapped at
the axial CT slice position of —3.90 mm relative to the isocenter. In both fractions, yellow
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regions highlight areas of higher HINI density where the primary carbon ions encounter the
densest tissue.

The distribution for fraction 12 shows notable differences in HINI density and CT values
(4.2) in the nasal region compared to fraction 1. The difference plot (right) localizes and
quantifies these changes, revealing an increased number of hadronic interactions in the wall
of the nasal cavity inside the PTV, as well as in the upper part of the left paranasal sinus and
the adjacent skin. Additionally, a slight reduction in HINI events is observed on the skin
surface extending toward the left ear at the beam’s entry point.

Patient 1: Simulated physical dose

Figure 4.5 shows the simulated physical dose distributions from a single fraction of the 5°
treatment field, the absolute differences, and the results of the gamma index analysis. The
values shown correspond to voxel sizes of (0.6 x 0.6 x 1.0) mm3. The plot visualization
threshold was set to 0.1 Gy for dose and 5% for dose difference. The latter is a commonly
used dose difference threshold at HIT for evaluating treatment plan quality.

The small volumetric anatomical changes between CTs resulted in a slight overdose in
the lower part of the PTV, while changes in the nasal region led to minor dose variations
before and after the PTV at this level. The fourth plot provides a gamma index analysis,
yielding an overall pass rate of 99.28%, indicating a high degree of agreement between the
dose distributions. In the CT slice at —3.90 mm relative to the isocenter, no regions were
identified where the acceptance criteria were not met.
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Figure 4.5. Simulated physical dose distributions corresponding to one fraction of the 5°
treatment field from the simulation using the planning CT (fraction 1), the follow-up CT
(fraction 12), and the absolute differences between these two simulations (difference).
The fourth plot presents the Gamma index analysis. The data is overlaid on axial CT
slices at -3.90 mm relative to the isocenter, except in the second column, where the
follow-up CT is used. The CT and dose data voxel size is (0.6x0.6x1.0) mm?3.
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In summary, anatomical variations of 0.28 cm? within the PTV were found when com-
paring the two CTs (Figure 4.2); however, these did not lead in to clinically relevant dif-
ferences in the dose distribution (Figure 4.5). No voxels failed to meet the gamma index
acceptance criteria, and the overall gamma pass rate exceeded 99%. Despite the small mag-
nitude of these changes, the reconstructed FV distribution showed a clear signal of variation
in the nasal region (Figure 4.3). The true FV distributions confirmed the correspondence
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between the reconstructed FV signal and the underlying anatomical differences. The super-
ficial location of the anatomical changes likely contributed to their detectability.

4.1.2 Patient 2

Patient 2: CT anatomical changes

For the second patient in this section, Patient 2, treated for adenoid cystic carcinoma (ACC),
the analysis begins by evaluating the dose distribution between simulations performed using
CTs taken 15 days apart, emulating fractions 1 and 15. The treatment plan consisted of three
beam angles (see Table 3.2), with the 175° ipsilateral treatment field selected for simulation.
Figure 4.9 shows the dose distribution per fraction for this simulated field, with a voxel size
of (0.6 x 0.6 x 1.0) mm? at an axial position of 15.00 mm relative to the isocenter.
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Figure 4.6. Anatomical changes between the planning and follow-up CTs, taken 15
days apart, based on HU differences. The HU differences shown represent voxel-by-
voxel comparisons, with the CT voxel dimensions being (0.6 x 0.6 x 1.0) mm3. These
changes are superimposed on the planning CT. The three images correspond to axial CT
slices spaced 2 mm apart, representing the patient’s anatomy and changes over a 5 mm
span. Slice positions relative to the isocenter are indicated above each image.

Figure 4.6 shows anatomical differences between the planning and follow-up CTs, cor-
responding to Fractions 1 and 15, based on HU variations. Regions of change are visible
along the walls of the turbinates, as well as a minor filling in the posterior portion of the left
maxillary sinus. Additionally, alterations are observed in the cavity located below the “x”
marking the projection of the isocenter.

The amplified region in Figure 4.6 enables visualization of these anatomical variations
within a 5 mm axial stack, ranging from 13.00 mm to 15.00 mm. Within this region, a vol-
umetric change of 0.60 cm® was estimated.
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Patient 2: Fragmentation vertices distributions

Figure 4.7 shows the distribution of reconstructed and true fragmentation vertices (FVs) for
the simulated fractions 1 and 15. An increase in concentration of fragments is observed
near the upper beam entrance, as shown in plots la-b and 2a-b. Furthermore, a reduction
in fragment concentration can be observed along a diagonal trajectory extending from the
upper right to the lower left of the PTV. This diagonal reduction is caused by the detection
system’s relative position with respect to the patient, which defines the trackpath of the
detected fragments. The reconstructed FVs in plots 1a-b appear more diffuse, in contrast to
the more focused true FVs in plots 2a-b.

Column c in Figure 4.7 presents the relative difference between fractions 1 and 15. In
plots 1c and 2c, the difference plot for reconstructed FV does not exhibit a clear, localized
pattern, with variations dispersed across regions. More scattered signal appear within the
PTV in the difference in true FV plot (2c¢), although no specific observations are noted.

Column (d), within the same plot, shows the results of the Kolmogorov-Smirnov (KS)
test. In plot 1d, representing the reconstructed FV, a region of increased significance (in
yellow) is observed in the posterior part of the left maxillary sinus. In contrast, plot 2d,
corresponding to the true FVs, reveals additional changes in the skin of the right cheek, the
right infraorbital area, and within the nasal cavity. A difference is also visible in the posterior
region of the left maxillary sinus.
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Figure 4.7. Distributions of reconstructed (row 1) and true fragmentation vertices (row
2) are shown. Column (a) displays the distribution using the planning CT (fraction 1),
column (b) shows the follow-up CT (fraction 15). Column (c¢) illustrates the differences
between both simulations. The voxel data size for the fragmentation distributions and
differences is (5.0x5.0x5.0) mm?3. The fourth column (d) presents the p-values from the
Kolmogorov-Smirnov (KS) test, calculated within each 5 x 5 mm voxel region based on
the data distribution along the x-axis (perpendicular to the axial plotting slice). The data
is overlaid on the planning axial CT slice at 13.00 mm relative to the isocenter, except in
the second column, where the follow-up CT is used.
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Patient 2: Heavy Ion Nuclear Interactions (HINI)
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Figure 4.8. Heavy lon Nuclear Interactions (HINI) from the simulation using the plan-
ning CT (fraction 1), the follow-up CT (fraction 15), and the absolute differences between
these two simulations (difference). The data voxel size is (0.6x0.6x1.0) mm? and is over-
laid on axial CT slices at 15 mm relative to the isocenter. The distribution from fraction
1 and the absolute difference are displayed on the planning CT, while the distribution
from fraction 15 is overlaid on the follow-up CT.

Figure 4.8 displays Heavy Ion Nuclear Interactions (HINI) within each voxel of the CT scan
for fractions 1 and 15, at an axial position of 15.00 mm relative to the isocenter. The dis-
tribution shows a higher number of interactions concentrated in denser tissues. This pattern
correlates with the hot spot observed in the physical dose distribution in Figure 4.9, indi-
cating a high concentration of delivered primary carbon particles in these regions. Given
the sensitivity of HINI events to material composition and density, any change in tissue
characteristics along the beam path strongly affects the number and spatial distribution of
these interactions. In the difference plot in Figure 4.8, small differences are visible along the
walls of the turbinates, as well as a minor filling in the posterior portion of the left maxillary
sinus. Additionally, changes are observed in the cavity below the projection of the isocenter
marked by the x.

Patient 2: Simulated physical dose distributions

In the difference plot in Figure 4.9, an overdosage is observed in the left nasal cavity and
left maxillary sinus. This localized overdosage suggests that anatomical changes may have
influenced the dose distribution in these specific regions. In the gamma index analysis plot, a
region at the level of the left maxillary sinus did not meet the acceptance criteria, presenting a
hot spot within its air-filled cavity. The gamma index analysis yielded a pass rate of 99.02%,
indicating a high degree of agreement between the dose distributions for fractions 1 and 15.

In summary, the anatomical changes detected between the two CTs were primarily lo-
cated in the walls of the nasal turbinates, corresponding to a distributed volumetric change
of 0.60 cm®, most likely due to mucosal swelling (Figure 4.6). These changes were rela-
tively deep and centered in the midfacial region. The simulated dose distributions revealed
regions failing the gamma index acceptance criteria, indicating a localized overdosage both
inside and outside the PTV (Figure 4.9). As confirmed by the distribution of Heavy lon
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Figure 4.9. Simulated physical dose distributions corresponding to the 175° treatment
field for one fraction. Column 1 shows the distribution from the simulation using the
planning CT (fraction 1), column 2 shows the distribution using the follow-up CT (frac-
tion 15), and column 3 shows the absolute differences between these two simulations.
The fourth column presents the results of the Gamma index analysis. The data is overlaid
on axial CT slices at 13.00 mm relative to the isocenter, except in column 2, where the
follow-up CT at the same relative position to the isocenter is used. Both CT and dose
data have a voxel size of (0.6x0.6x1.0) mm?3.

Nuclear Interactions (HINI) (Figure 4.8), the affected tissue volume was narrow and mainly
distributed along the nasal walls.

Given the depth and limited extent of the anatomical changes, the probability of detecting
these modifications using the fragment-based monitoring method was low. As seen in the
differences of the reconstructed and true FV distributions (Figure 4.7), no conclusive or
statistically significant signal could be identified. The true FV distribution also suggests the
presence of additional superficial changes, possibly related to de-swelling, overlapping with
the internal anatomical modifications along the beam’s eye view. This overlap may further
obscure the detectability of the deeper variations.

4.1.3 Patient3

Patient 3: CT Anatomical changes

The patient, diagnosed with adenoid cystic carcinoma (ACC), was treated using a three-
beam plan, with the 175° beam selected for simulation. Two CT scans, taken 46 days apart,
were used for the analysis. In the case of Patient 3, three distinct regions along the axial
anatomy were identified, each exhibiting notable anatomical alterations, as illustrated in
Figure 4.10.

The axial region 1 spans from —45.00 mm to —42.00 mm. In this area, two primary
anatomical modifications are observed. The first occurs in the lower jaw at the level of the
dental region, and the second involves changes in the skin of the left mental region. This
region contains the inferior boundary of the PTV at an axial position of —42.00 mm.

The axial region 2 spanning from —2.00 mm to 2.00 mm, also exhibits significant anatom-
ical changes between day 1 and day 46. These include indications of possible tissue inflam-
mation inside the PTV, as well as a tissue reduction of 1.63 cm? in the frontal part of the left
maxillary sinus.

The axial region 3 is located between 22.00 mm and 26.00 mm, encompassing a 5 mm
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Figure 4.10. Anatomical changes between the planning and follow-up CT, taken 46 days
apart, based on HU differences. Each row contains 5 axial CT images spaced 1 mm apart,
covering a total of 5 mm of patient anatomy and representing an anatomical region where
changes occurred. All changes are superimposed on the planning CT. Three regions are
shown in total, and the slice positions, relative to the isocenter, are indicated above each
image.

segment of the patient’s axial anatomy. Within this region, anatomical alterations estimated
at 3.46 cm? are observed in the right maxillary sinus, inside the PTV (delineated in blue), as
well as in the skin beneath the left infraorbital region.

Patient 3: Reconstructed fragmentation vertices distributions

Figure 4.11 illustrates the distribution of reconstructed FV for the three regions of interest
in this patient. The first and second columns represent the reconstructed FV distributions
for Day 1 and Day 46, respectively, while the third column shows the relative difference
between these days. The data has a voxel size of (5.0 x 5.0 x 5.0) mm?.

Region 1, depicted in the first row, represents a 5.0 mm-thick axial section centered at
—43.00 mm. On Day 1 plot 1a, and Day 46 1b, the fragment distribution appears relatively
uniform. This is influenced by the plot threshold, set at 60 fragments, and the potential
impact of the detector system’s solid angle. The relative difference plot 1¢ between Days
1 and 46 indicates a reduction in fragment signal from the right-side chin region. In Re-
gion 2, represented in the second row of Figure 4.11, the reconstructed fragments exhibit
a more intense signal around the nasal area in the upper frontal part of the PTV. On Day

46 2b, the concentration of fragments in this area increases, leading to an enhanced proba-

HU Difference HU Difference

HU Difference
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bility of fragment generation. The relative difference plot 2c demonstrates a characteristic
“cavity-filling” effect, which is corroborated by observations in Figure 4.10. The reduced
fragment signal in the region preceding the filled cavity suggests that the new tissue absorbs
fragments. Conversely, within the area of possible inflammation or tissue infiltration, the
fragment signal increases, while in the posterior region, fewer fragments are detected. This
pattern indicates a reduction in the number of primary carbon particles reaching this area,
thereby decreasing secondary fragment production.
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Figure 4.11. Distributions of reconstructed fragmentation vertices by regions (1, 2, 3)
in each row. The first column (a) shows the distribution from the simulation using the
planning CT (day 1), while the second column (b) presents the distribution from the sim-
ulation using the follow-up CT (day 46). The third column (¢) illustrates the differences
between these two simulations. The data is overlaid on axial planning CT slices, except
in the second column, where the follow-up CT is used. The voxel size in all plots is
(5.0x5.0x5.0) mm>.

Region 3, situated at a distance of 26.00 mm along the axial plane, does not exhibit
significant changes in a visual comparison of the distributions on Day 1 (plot 3a) and Day
46 (plot 3b). However, the relative difference in plot 3¢ indicates a notable reduction in
fragment signal in the posterior portion of the PTV and along its left side. Minor alterations
are also visible on the skin surface, particularly in the right cheek region, corresponding to
the beam’s entry point.
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Patient 3: True fragmentation vertices distributions
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Figure 4.12. Distributions of true fragmentation vertices by regions (1, 2, 3) are dis-
played in each row. The first column (a) represents the distribution from the simulation
based on the planning CT (day 1), while the second column (b) shows the distribution
using the follow-up CT (day 46). Column three (c) depicts the differences between the
two simulations. The data is overlaid on axial planning CT slices, except for column two,
where the follow-up CT is utilized. The voxel size in all plots is (5.0x5.0x5.0) mm?.

In Region 1, illustrated in Figure 4.12, plots 1a and 1b display the true FV distributions for
Day 1 and Day 46, respectively. On Day 1 (plot 1a), an even distribution of fragments is
observed, with a slight increase in concentration near the beam’s entry point. By Day 46
(plot 1b), a reduction in fragment signal is noticeable, particularly at the beam entry point,
while an increase in fragment intensity is observed in the upper left region near the chin
area.

The relative difference (plot 1c) illustrates a reduction in fragment signal along the right
border of the head in the skin region. This decrease may indicate denser oral cavity tissue
absorbing fragments, thereby preventing them from reaching the posterior areas. Addition-
ally, this reduction may be attributed to subtle changes or shifts in the skin around the right
cheek. Conversely, an increase in fragment production is observed within the oral cavity,
extending to the left mentonian region.

Region 2, illustrated in Figure 4.12, is centered around the isocenter and depicted in
plots 2a and 2b, which show the true fragmentation vertex distributions for Day 1 and Day
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46, respectively. A higher concentration of fragments is observed in the upper frontal area
near the nose, where fragments have a shorter travel distance to the detection system and
encounter less intervening tissue. The relative difference (plot 2¢) demonstrates a notable re-
duction of fragments within the area immediately preceding the filled cavity. Subsequently,
an increase in fragment counts is observed in the region of possible inflamed or infiltrated
tissue. Beyond this cavity, fragment production decreases, as fewer primary carbon particles
penetrate into the posterior portion of the left maxillary sinus. In Region 3, the distributions
of true FV are found to be very similar between the days of the simulated CTs, as illustrated
in plots 3a and 3b. The relative difference plot 3c reveals similar differences when compared
to plot 2c, where the cavity-filling effect was described, along with variations observed at
the left skull border of the patient’s head.

Patient 3: Heavy Ion Nuclear Interactions (HINI)
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Figure 4.13. Heavy Ion Nuclear Interactions (HINI) by region (rows 1, 2, 3) from
the simulation using the planning CT (Day 1 in column a), the follow-up CT (Day
46 in column b), and the absolute differences between these two simulations (differ-

ences in column ¢). The data voxel size corresponds to the CT voxel size, which is
(0.6x0.6x1.0) mm?>.

As illustrated in Figure 4.13, the distribution of Heavy Ion Nuclear Interactions (HINI)
across three regions of interest in Patient 3 corresponds to distinct anatomical changes iden-
tified in HU differences between the 2 CTs in Figure 4.10. Region 1, located in the posterior
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portion of the PTV near the beam entry, shows a slight reduction in HINI counts near the
beam entry and along the left side of the region, as indicated by the difference plot Ic.
Additionally, a slight increase in HINI interactions is observed in the buccal region.

Region 2, centered around the isocenter and including part of the nasal cavity, shows
similar trends. The difference plot 2c indicates an increase in HINI interactions along the
inner border of the cavity in the PTV, as well as small differences in the left maxillary sinus
and other scattered regions.

The region 3, corresponding to the lower boundary of the PTV and including the max-
illary sinuses, shows an increase in the number of HINIs in the filled right maxillary sinus
cavity and a decrease in HINI counts in the posterior part of this region, as indicated by the
difference plot 3c. All observed changes in the number of HINIs are consistent with the
anatomical modifications seen in Figure 4.10.

Patignt 3; Simulated physical dose distributions
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Figure 4.14. Simulated physical dose distributions by regions (rows 1, 2, 3) correspond-
ing to the 175,° treatment field for one fraction. The distributions from the simulation
using the planning CT (Day 1) are shown in column a, from the follow-up CT (Day 46) in
column b, and the absolute differences between these two simulations in column ¢. The
fourth column (d) presents the results of the Gamma index analysis. The data is overlaid
on axial planning CT slices, except in column b, where the follow-up CT is used. Both
CT and dose data have a voxel size of (0.6x0.6x1.0) mm?.

Figure 4.14 shows the simulated physical dose distributions at the central axial slice of three
regions of interest (rows 1, 2, and 3) within a CT resolution of (0.6x0.6x1.0) mm? for a single

Gamma value Gamma value

Gamma value
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fraction of the 175° treatment field. The gamma index pass rate results for this patient were
93.87%.

Dose differences are visible across all three regions. In Region 1 (first row), plot 1c
presents various small dose differences in the overall dose distribution, but none were iden-
tified by the gamma analysis. In plot 1d, particularly in the presented axial slice at -4.30, only
a small area within the oral cavity shows any signal. In Region 2 (second row), difference
plot 2c¢ displays variations throughout the irradiated region, with a notable increase in dose
in the left maxillary sinus. However, only minor indications in plot 2d suggest significant
dose differences based on the gamma analysis. In Region 3 (third row), the area around
the midfacial region in plot 3c shows an underdose. The nose and its tip contribute to this
dose difference detected in the air in the upper left part of the plot. These two previously
mentioned dose differences are also reflected in plot 3d, where the gamma index highlights
these discrepancies.

In summary, Patient 3 presented substantial anatomical changes in three distinct axial
regions, with volumetric changes up to 3.46 cm? within the right maxillary sinus, along with
smaller alterations observed in the lower jaw and nasal cavity areas (Figure 4.10). These
changes were of greater magnitude compared to the other patients in the cohort. The gamma
index pass rate for this patient was lower (93.87%) compared to the other cases presented
in this thesis.

The reconstructed FV distributions (Figure 4.11) captured some of these anatomical vari-
ations in Region 2, where a characteristic “cavity-filling” effect was observed. However, in
Regions 1 and 3, which are located farther from the isocenter, detecting localized changes
proved more challenging, likely due to deeper fragment generation and longer path lengths,
which increase the probability of fragment stopping in tissue. Nonetheless, in all three re-
gions, most of the observed dose differences were located outside the PTV, in non-clinically
relevant areas such as air cavities.

4.1.4 Patient 4

Patient 4: CT Anatomical changes

The following patient was treated with CIRT for an adenoid cystic carcinoma. Figure 4.15
shows anatomical changes between the planning CT and the follow-up CT, taken 12 days
apart. The series captures a range of anatomical differences within a 5 mm span, from
—2.50 mm to 1.50 mm axially relative to the isocenter. Red areas indicating the presence
of additional tissue in the follow-up CT are predominantly observed across the CT slices in
the region of the sphenoidal sinus at the posterior part of the PTV, with an estimated volume
of 0.97, cm?, as well as in the left infraorbital skin area, with a volume change of 0.51, cm?.
Small turquoise areas are primarily located around the periphery of the nasal cavity and
extend slightly toward the upper nasal passages. The total volume change within the PTV
was 7.52 cm?.
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Figure 4.15. Anatomical changes between the planning and follow-up CTs, taken 12
days apart, are shown based on HU differences and superimposed on the planning CT.
The three images represent 1 mm-thick axial CT slices spaced 2 mm apart, capturing the
patient’s anatomy and changes over a 5 mm span. Slice positions relative to the isocenter
are indicated above each image.
Patient 4: Reconstructed fragmentation vertices distributions
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Figure 4.16. Distributions of reconstructed and true fragmentation vertices. The first
column (a) displays the distribution from the simulation using the planning CT (day 1),
while the second column (b) shows the distribution from the follow-up CT (day 12). Col-
umn c illustrates the differences between these two simulations, and column d presents
the Kolmogorov-Smirnov test results comparing both distributions. The data is overlaid
on axial planning CT slices, except for column b, where the follow-up CT is used. The
voxel size in all plots is (5.0x5.0x5.0) mm?3.




48 Retrospective Patient Cohort

The first row in Figure 4.16 depicts the distributions of reconstructed FV. The distributions
for Day 1 and Day 12 are strikingly similar. In the difference plot 1c, a slight increase in
fragment counts is observed in the lower region of the beam entry, while a decrease is visible
in the upper area around the nose. However, these differences are distributed in a scattered
manner and are not particularly localized, suggesting that the two distributions exhibit only
subtle changes. The KS test plot reveals no specific regions exhibiting pronounced dif-
ferences, indicating that statistically significant variations between Day 1 and Day 12 are
minimal.

The true FVs are shown in the second row in Figure 4.16. The distributions for Day
1 and Day 12 appear to be similar overall, with fragmentation vertices concentrated along
the beam entry path, particularly around the left zygomatic bone. However, the difference
(plot 2¢) demonstrates more substantial alterations. A reduction in fragment production is
evident in the nasal area and the skin in the vicinity of the left ear. The reduction in the
nasal cavity indicated a “cavity-emptiness” effect. An increase in the skin region in the left
infraorbital area. Moreover, an increase in the sphenoid sinus is visible. In the KS test (plot
2d), signals are concentrated in the nasal region, extending into the left infraorbital area, as
well as in portions of the skin on the left side of the head. Additional significant signals
are observed within the sphenoid sinus and the left nasal cavity, indicating regions where
statistically significant differences between the Day 1 and Day 12 distributions are present.

Patient 4: Heavy Ion Nuclear Interactions (HINI)

Figure 4.17 illustrates Heavy lon Nuclear Interactions (HINI) from the simulation, using the
planning CT on Day 1 and the follow-up CT on Day 12. In all three images, the presence
of a cavity is apparent in the right sphenoid sinus, as observed in the HU differences shown
in Figure 4.15. This is indicated by the strong signal in the difference plot, reflecting an in-
crease in interactions within the cavity’s region. Furthermore, minor changes are noticeable
in the left nasal cavity, possibly due to the presence of mucus. Additionally, subtle variations
along the edge of the right cheek are observable, which may result from the immobilization
mask.
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Figure 4.17. Heavy lon Nuclear Interactions (HINI) from the simulation using the plan-
ning CT (Day 1 in column a), the follow-up CT (Day 12 in column b), and the absolute
differences between these two simulations (differences in column ¢). The data voxel size
corresponds to the CT voxel size, which is (0.6x0.6x1.0) mm?.
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Patient 4: Simulated physical dose distributions

A comparison of the simulated physical dose distributions resulting from a single fraction
of the 175° treatment field is presented in Figure 4.18, revealing variations along the PTV
boundary toward the left side at the isocenter axial slice volume. Specifically, there is a dose
increase in the middle of the nasal cavity and a slight underdose along the lower left edge of
the PTV. The gamma index result identifies these areas of significant change, emphasizing
the regions with the most notable differences in dose occurred. The gamma pass rate was
98.83%.
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Figure 4.18. Simulated physical dose distributions corresponding to the 175° treatment
field for one fraction. The simulation results using the planning CT (Day 1) are shown
in column a, with the follow-up CT (Day 12) data in column b. Column ¢ illustrates the
absolute differences between the two simulations, and column d presents the results of the
Gamma index analysis. The data is overlaid on axial planning CT slices, with the follow-
up CT used in column b. CTs and dose data have a voxel size of (0.6x0.6x1.0) mm?.

In summary, in Patient 4, complex clinically relevant anatomical changes were detected
within the PTV, specifically a de-swelling in the nasal cavity and mucosal filling in the
sphenoidal sinus (Figure 4.15). These anatomical changes led to localized regions of both
overdose and underdose, occurring inside and outside the PTV. In these areas, the gamma
index acceptance criteria were not met (Figure 4.18).

While the reconstructed FV distributions suggested a “cavity-emptying” effect, evi-
denced by increased signal before the nasal cavity and a reduction afterward, the deeper
anatomical change in the sphenoidal sinus was not clearly visible. The reconstructed FV dif-
ferences in the beam-eye-view correctly indicated the regions and direction of the changes.
However, in the axial projection, the signal appeared more scattered, making it difficult to
localize changes in depth. The true FV difference plot revealed the cavity-emptying ef-
fect and the sphenoidal sinus filling more distinctly, although the signal remained diffuse
over the complex irradiation area. This demonstrates the challenge of accurately capturing
deep-seated anatomical changes.
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4.1.5 Patient5

Patient 5: Anatomical changes CT

For this patient, anatomical changes represented in HU differences between the planning
CT and the follow-up CT, taken 14 days apart, are depicted in Figure 4.19. In the region
encompassing axial positions from 24.00 mm to 28.00 mm relative to the isocenter, at the
level of the maxillary sinuses, both sinus cavities differ in filling. In this axial region, the
left sinus, which is within the PTV, had an estimated volumetric change of 1.55 cm?, while
the contralateral maxillary sinus had a change of 0.77 cm®. Another change can be observed
in the zoomed image of Figure 4.19 at the level of the right nasal fold in the infraorbital
region, where the volumetric change was estimated to be 0.35 cm?®. Within the entire PTV,
a volumetric change of 6.21 cm?® was observed, which represents only 2% of the voxels in
the PTV volume.
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Figure 4.19. Anatomical changes between the planning and follow-up CTs, taken 14
days apart, based on HU differences. The HU differences represent voxel-by-voxel com-
parisons, with the CT voxel dimensions being (0.6 x 0.6 x 1.0) mm?. These changes
are superimposed on the planning CT. The three images correspond to axial CT slices
spaced 2 mm apart, representing the patient’s anatomy and changes over a 5 mm span.
Slice positions relative to the isocenter are indicated above each image.

Patient 5: Fragmentation vertices distributions

In the first row of Figure 4.20, plots 1a and 1b depict the reconstructed FV detected, in the
simulation, within the system for CTs equivalent days of fractions 1 and 15, respectively.
In the difference plot 1c, an increase in the reconstructed FV signal is observed in the entry
region of the PTV. However, no statistically significant differences are detected in the p-
value map shown in plot 1d, as calculated by the KS test.

In the second row, plots 2a and 2b show the true FV for fractions 1 and 15, respectively.
The differential plot 2¢ reveals the characteristic footprint of a cavity filling. Specifically,
there is an increase in fragment production upstream and in the denser tissue of the left
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sinus, followed by a reduction in the immediate posterior region. The p-value map in plot
2d highlights a region of intense signal in the medial section of the nasal cavity.
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Figure 4.20. Distributions of reconstructed (row 1) and true (row 2) fragmentation ver-
tices are shown. Columns (a) and (b) present results from simulations using the planning
CT (fraction 1) and follow-up CT (fraction 15), respectively. Column (¢) shows voxel-
by-voxel differences, and column (d) displays p-values from the Kolmogorov-Smirnov
(KS) test along the x-axis. A voxel size of (5.0 x 5.0 x 5.0) mm? is used, and data are
overlaid on axial CT slices at 26.00 mm relative to the isocenter.

Patient 5: Heavy Ion Nuclear Interactions (HINI)

Compared with the HU differences between the patient CTs (Figure 4.19), the areas of
observed signal change are consistent, as can be seen in Figure 4.21. The border of the
infraorbital region in the right shows an increase in tissue density and the plot highlights the
magnitude of density changes in the left maxillary sinus within the PTV volume.
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Figure 4.21. Heavy lon Nuclear Interactions (HINI) from the simulation using the plan-
ning CT (Fraction 1 in column a), the follow-up CT (Fraction 14 in column b), and the
absolute differences between these two simulations (column ¢). The voxel size of the
data corresponds to the CT voxel size, which is (0.6x0.6x1.0) mm?3.
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Patient 5: Simulated physical dose distributions

As illustrated in Figure 4.22, the physical dose distribution for a single fraction of the 0°
simulated treatment field shows the impact of a filled left maxillary sinus on the range of
the primary carbon ions. This results in a slight underdosage in the central part of the face,
within the rightmost section of the PTV. The gamma analysis demonstrates that the region
within the PTV remains largely unaffected, with the most significant differences occurring
in the air-filled cavity on the right side. The gamma index passing rate is 98.85%.
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Figure 4.22. Simulated physical dose distributions corresponding to one fraction of the
0° treatment field from the simulation using the planning CT (fraction 1), the follow-up
CT (fraction 14), and the absolute differences between these two simulations (difference).
The fourth plot presents the Gamma index analysis. The data is overlaid on axial CT

slices at 26.00 mm relative to the isocenter, except in the second column, where the
follow-up CT is used. The CT and dose data voxel size is (0.6x0.6x1.0) mm?.
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Physical dose difference [Gy]

In summary, a significant anatomical change was observed due to the filling of the max-
illary sinus cavities, resulting in an increase of approximately 1.55 cm?® in the PTV volume
within the studied 5 mm axial region (Figure 4.19). The filling in the left maxillary sinus
extended toward the distal end of the PTV, placing the change in a deep-seated location from
the perspective of the detectors. This anatomical modification led to a slight underdosage in
the distal PTV region, as shown in the simulated dose distribution (Figure 4.22). The gamma
index pass rate was 98.85%, with the largest discrepancy observed in a hotspot outside the
PTV.

Although an increased signal was visible in the reconstructed FV distribution at the site
of the cavity filling, the signal was not conclusive, despite the anatomical change being
well-localized and relatively large. Comparison with the true FV distribution (Figure 4.20)
underscores the inherent limitations of detecting changes at the distal edge of the PTV. This
is due to both the reduced production and lower energy of secondary fragments in deeper
regions, which diminishes their likelihood of reaching the detector.
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4.2 Clinical Trial Patients from the InViMo Monitoring
Study

The second part of the results chapter presents data from two patients enrolled in the In-
ViMoo clinical trial. This is unique, as it represents the first comprehensive documentation
combining anatomical changes based on HU differences from CT images (considered the
ground truth), measured data acquired during patient monitoring, and corresponding sim-
ulation results. A comparison between measurements and simulations is provided for the
reconstructed fragmentation vertices (FV), obtained by back-projecting fragment crossing
points in the detectors toward the patient. Simulations were performed using follow-up CTs
and compared with measurements acquired on the closest possible days. The measured data
were obtained with the clinical detection system, while the simulated data were generated
using the developed FLUKA CIRT monitoring workflow (Section 3.2.4) in this work, as
described in the Materials and Methods.

True FV from the simulations are also included to aid in interpreting key signals in
ion treatment monitoring with charged nuclear fragments. Additionally, the results of the
Kolmogorov-Smirnov (KS) test, which compares distributions and identifies statistically
significant differences in fragment distributions, are presented. For the FV data, the analysis
was performed within (5 x 5) mm regions along the x-axis (perpendicular to the axial plotting
slice). The blue contour in the CT slices outlines the PTV, and the cross marker represents
the projection of the isocenter onto the axial plane (perpendicular to the axial plane).

4.2.1 Patient 6

The following patient, diagnosed with adenoid cystic carcinoma, was treated with CIRT
using a two-beam treatment plan at HIT and was part of the InViMo clinical trial. The
monitored treatment angle was 180°, and the monitored fractions were 8, 9, and 15. The
simulations were performed using a follow-up CT acquired on the day of 7 days before the
first monitored fraction (fraction 8) and a second follow-up CT obtained 2 days before the
last monitored fraction (fraction 15).

Patient 6: CT anatomical changes

Figure 4.23 illustrates the HU differences, with a plotting threshold of 600 HU, representing
anatomical differences between two follow-up CT taken 13 days apart. For this patient,
three anatomical regions of interest were identified. Region 1, located at the nasal cavity
level, spans axial positions from 28.39 mm to 38.39 mm, extending toward the distal end of
the PTV. This region highlights nasal sinus-filling or swelling, with an estimated volume
of 3.91 cm?. In the second region, a skin fold observed at the level of the right infraorbital
region (under-eye area) is depicted across 3 mm, covering slices from 13.39 mm to 15.39 mm
axially. Inregion 3, changes observed mainly due to metal artifacts in the mandibular (lower
jaw) region caused by dental implants, and differences in the tongue, are depicted within
three slices spanning a 15 mm axial region from —0.61 mm to 9.39 mm.The total voxel-
by-voxel differences within the contoured PTV, shown as the blue contour in Figure 4.23,
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amounted to 1.09 cm?.
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Figure 4.23. Anatomical changes between two follow-up CTs, taken 13 days apart, based
on HU differences. The HU differences represent voxel-by-voxel comparisons, with the
CT voxel dimensions being (0.6 x 0.6 x 1.0) mm?>. These changes are superimposed on
the first follow-up CT. Three regions are shown in total, and the slice positions, relative
to the isocenter, are indicated above each image. Per region three images correspond to
axial CT slices spaced 5 mm apart, representing the patient’s anatomy and changes over
a 10 mm span. Slice positions relative to the isocenter are indicated above each image.

Patient 6: Measured reconstructed FV and simulated reconstructed and true FV

Figure 4.24 presents a comparison of measured and simulated FVs. The distribution of re-
constructed fragment vertices was obtained from clinical patient monitoring measurements
during fractions 8 and 15, and the distribution of reconstructed fragments from simulations
was performed using the same treatment plan. The relative differences between the mea-
surements are considered not significant and are dispersed throughout the CT. However, the
statistical significance test indicates a relatively strong signature around the right ear. The
simulation shows a significant pattern, which is consistent with the measured data, although

HU Difference
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it appears stronger in the simulation. Interestingly, the simulation yields a higher number of
reconstructed fragmentation vertices compared to the measurements.

In the third row of Figure 4.24, the results of the true FV of the detected fragments
are displayed. The fragments are primarily concentrated at the beam entry region within the
PTV while the signal is stronger than for the reconstructed FV. The difference plot highlights
various zones of change, including near the skin fold along the beam path, the oral cavity,
and the skin on the left cheek. The KS statistical test confirms the three distinct regions of
change: the first within the PTV, the second in the central part of the head near the nasal
cavity, and the third between the oral cavity and the left cheek. The last two are not directly
relevant to the monitored field, but might be relevant for the other treatment field of the
patient (215°).

In summary, the superficial location of the PTV relative to the beam entrance, around
the ear region, places it at a considerable depth from the perspective of the detector (Fig-
ure 4.23). A pronounced anatomical change was observed in the right nasal cavity, which
lies outside the PTV and is therefore not directly targeted by the treatment beam.

The measured reconstructed FV distribution showed a slight increase in signal, though
this alone was insufficient for a conclusive interpretation. However, the KS statistical test
identified a significant signal in the region of the ear canal. The simulated, reconstructed and
true FV distributions showed good agreement with each other, particularly within the PTV.
Furthermore, the measured signal increase aligned with the expected region, especially near
the ear canal (Figure 4.24).
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Patient 6: Comparison of Measured Reconstructed FV with Simulated Reconstructed and True FV
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Figure 4.24. Measured and simulated reconstructed FV are shown in the first and second rows, while the true FV of the detected
fragments is presented in the third row. The distributions are overlaid on the isocenter axial slice of forts follow-up CT, except for
fraction 15, which is overlaid onto the second follow-up CT in column (b). Column (c) shows the differences between the two
distributions. The voxel data size for the fragmentation distributions and differences is (5.0 x 5.0 x 5.0) mm?. The fourth column
(d) presents the p-values from the Kolmogorov-Smirnov (KS) test, calculated within each 5 x 5 mm voxel region based on the data
distribution along the x-axis (perpendicular to the axial plotting slice).
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4.2.2 Patient 7

The patient, treated at HIT for a clivus chordoma, was monitored during fractions 6, 10, 13,
and 15 as part of the prospective InViMo clinical trial. Two follow-up CTs were acquired
for this patient, coinciding with the measurement days corresponding to fractions 10 and 13.
These CTs were subsequently used in the simulations. The monitored treatment angle was
5°.

Patient 7: CT anatomical changes

Figure 4.25 highlights HU differences by comparing the two follow-up CTs. A plotting
threshold of 600 HU was applied to emphasize anatomical variations between the two scans.
Small differences are observed outside the PTV, particularly in the tissue near the tip of the
nose and around the right zygomatic bone. Inside the PTV, differences were detected within
the nasal cavity and the nasopharynx region. The volumetric change within the PTV was
estimated to be 1.76 cm?, with the total PTV volume being 78.88 cm®. The zoomed region
in the axial slice in —17 mm, a mucus or swelling is observed in the border of the PTV.

Figure 4.25. Anatomical changes between the two follow-up CTs, taken 2 days apart, are
visualized based on HU differences. These changes are overlaid on the first follow-up
CT. The four images correspond to axial CT slices, depicting anatomical variations over
a 30 mm span. Slice positions relative to the isocenter are indicated above each image.

Patient 7: Measured reconstructed FV and simulated reconstructed and true FV

In the case of Figure 4.26, the reconstructed FV distributions from simulations using the
follow-up CTs taken on the same day as the measurements are presented. The reconstructed
FV distributions exhibit a similar pattern having more recostructed FV detected in the simu-
lation. In the differential plots for the reconstructed FV (plots 1c and 2c¢), the signal appears
dispersed, particularly in the simulation. In the measurement, a reduction in the relative
differences is visible in the beam entrance region, whereas in the simulation some activity
is also present in this area.

HU Difference
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The p-values from the Kolmogorov-Smirnov (KS) test for the measured reconstructed
FV (plot 1d) are not conclusive within the PTV, although some areas show localized sig-
nificance. Outside the PTV, an intense signal (highlighted in yellow) is observed at the
crest between the left zygomatic bone and the lower maxillary bone, which is absent in the
simulation (plot 2d). In the KS test for the simulated reconstructed FV (plot 2d), the most
significant signal originates from the nasal region.

The signals observed in the difference plots at the beam entrance and the highlighted
regions in the p-values for the measured reconstructed FV could suggest patient misalign-
ments between the monitored fractions.

For the true FV in Figure 4.26, an increase in fragments is observed in the difference
plot (plot 3c) in the left cheek and along the nasal cavity walls. The signal observed in the
right cheek, corresponding to the beam entrance, suggests that the signal seen at the same
location in the measurement difference plot (plot 1¢) cannot be conclusively attributed to a
patient shift. Since no patient shift was included in the simulation, the signal observed in the
difference plot (plot 3¢) is more plausibly attributed to skin deformation due to the patient
mask or to anatomical changes in the skin, such as swelling of the patient tissue.

The KS test, calculated within each 5 x 5 mm voxel region based on the data distribution
along the x-axis (perpendicular to the axial plotting slice), is presented in plot 3d. In this
plot, the bottom region of the nasal cavity at the PTV border exhibits a significant signal,
corroborating the observations from the difference plot (plot 3c). Additionally, in the KS
test for the true FV (plot 3d), a highlighted significant signal is visible in the left cheek at the
level of the zygomatic bone. This could be correlated with the signal observed in the KS test
of the measured reconstructed FV (plot 1d), with the slight differences in localization likely
due to multiple Coulomb scattering (MCS) and uncertainties inherent to the backprojection
method.

In summary, although only minor anatomical changes were visible in single CT slices,
these changes extended over approximately 18 mm along the axial direction (Figure 4.25).
In the measured reconstructed FV distributions, the KS test did not reveal significant signals
inside the PTV, but did indicate notable changes originating from outside the PTV.

In the simulated reconstructed FV, the KS test showed only a minor signal in the anatom-
ical region at the bottom of the nasal cavity. In contrast, the true fragmentation vertex distri-
bution from the simulation was the only one that showed statistically significant differences
in the same anatomical region as the HU-based changes, confirming the measurement ob-
servations (Figure 4.26).
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4.3 Prostate Cancer Case Study and Design of a New De-
tector Configuration

The InViMo clinical system was designed and tailored to monitor head and neck patients
as part of the prospective clinical trial at HIT. However, other pathologies, such as prostate
cancer, could also benefit from this monitoring.

Prostate patient: CT Anatomical differences
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Figure 4.27. Anatomical differences in the rectum represented as HU differences over-
laid on an isocentric axial slice of the CT. The HU differences correspond to voxel-by-
voxel comparisons, with CT voxel dimensions of (0.9 x 0.9 x 3.0) mm?. The PTV is
outlined in blue, while the rectum is contoured in pink. The isocenter is marked with an

e,

X .

To monitor a CIRT treatment in a prostate patient, a planning CT was modified to emulate
rectal emptying. For this, a volume of 14.0 cm?® was altered by changing the HU values in
the rectal cavity to air-equivalent HU. Figure 4.27 shows the HU differences between the
planning CT and the modified CT. The volumetric change in the PTV region was estimated
to be 6.05 cm?.

Prostate patient: Simulated physical dose

The prostate patient was treated at HIT with protons, and for this thesis, a CIRT treatment
plan was created. One fraction with the 0° treatment field of CIRT was simulated. Figure
4.28 shows the physical dose, the absolute differences, and the results of the gamma index
analysis. The values correspond to voxel sizes of (0.9 x 0.9 x 3.0) mm? in the isocenter axial
plane on the planning CT slice, except for the modified CT, where the data are superimposed
on the HU-modified planning CT. The plot visualization threshold is 0.1 Gy for dose and
5% for dose difference. The latter is a commonly used dose difference threshold at HIT for
evaluating treatment plan quality. Differences of approximately 0.2 Gy are observed in the
right pelvic floor. The fourth plot provides a gamma index analysis to evaluate the agreement
between the dose distributions of the planning and modified CT. The gamma index analysis
in this study was performed using a 3%/3 mm criterion with global dose normalization, as
described in 3. The overall pass rate was 99.38%.
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Figure 4.28. Simulated physical dose distributions corresponding to the 0° treatment
field for one fraction. The simulation results using the planning CT and a modified CT
are shown. The third plot illustrates the absolute differences between the two simulations,
and the fourth presents the results of the Gamma index analysis. The data is overlaid on
the axial isocenter planning CT slices, except for the modified CT. Both CT and dose

data have a voxel size of (0.9 x 0.9 x 3.0) mm?.

Prostate patient 5: Heavy lon Nuclear Interactions (HINI)
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Figure 4.29. Heavy lon Nuclear Interactions (HINIs) from the simulation using the
planning and modified CT. The data voxel size is (0.9x0.9x3.0) mm?® and is overlaid on

axial CT slices at the isocenter.
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Prostate patient: Fragmentation vertices

Figure 4.30, rows 1 and 2, present the reconstructed and true FV, respectively, for the frag-
ments detected by the InViMo monitoring system. The isocenter of this treatment plan was
shifted 8 cm superior to the original isocenter to keep a safe distance between the patient and
the detectors. As described in the Materials and Methods section, this shift was estimated
to enable CIRT monitoring for an average-sized adult male. In plot 1lc, the differences in
the number of reconstructed FV are not significant or conclusive to establish the mimicked
anatomical changes in the patient. Also, the KS analysis along the (5 x 5x 200) mm? stickxel
distribution does not show evidence of anatomical changes.

When evaluating differences using a threshold plot at 20, as shown in plot 2c, the true FV
appears widely dispersed, with a small cluster around the rectal-emptying region. Since the
same CT was used for both simulations and the only change was made in the rectal region,
this image demonstrated the localized impact of the rectal-emptying simulation. The KS
analysis for the true FV in plot 2d confirms visible anatomical changes. Plot 1a shows the
long path fragments generated in the rectum must travel. This increases the likelihood of
stopping and scattering along their path. This led to a weaker and more diffuse signal.

To overcome these challenges, an in-table detection system was designed within this
thesis using the developed FLUKA Monte Carlo framework, as described in the Materials
and Methods section 3.2.3. The reconstructed and true FV for this system are depicted in
rows 3 and 4 in Figure 4.30, respectively. The isocenter was preserved inside the PTV as
established in the treatment plan. While more fragments were detected in the entrance region
of the beam with the Invimo system, a higher number of fragments in the rectal region are
detected with the new in-table system, as observed in columns a and b. The reconstructed FV
differences in plot 3¢ show a reduction in fragment production in the rectal region, consistent
with the modification made to the CT to emulate rectal emptying. The statistical test, in plot
3d, shows a high signal in the modified rectum filling.

In the true FV depicted in row 4, the paths of the detected fragments toward the table
are illustrated. Differences in terms of o reveal a reduction in detected fragments in the
anterior part of the PTV and rectum. This result aligns with the KS signal, highlighting the
anatomical change in the rectal region, which is prominently reflected in the p-values of this
statistical test.

In Summary, changes in intestinal filling or emptying are a common challenge when
treating tumors in the lower abdomen and pelvis, particularly in prostate cancer treatments.
The newly designed in-table detection system outperforms the InViMo system for this tu-
mor location, as anticipated. The standard InViMo configuration, optimized for skull-based
tumors, shows limited sensitivity to anatomical changes occurring deeper in the body, such
as rectal filling variations. By contrast, the in-table configuration, preserving the isocenter
inside the PTV and detecting fragments along shorter paths, enabled better localization and
detection of rectal changes. The promise of optimizing detector positioning for future clin-
ical studies beyond InViMo, expanding monitoring capabilities to other tumor sites in the
body.
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Chapter 5

Discussion

The primary objective of this PhD project was to develop a Monte Carlo (MC) simulation
framework for the monitoring of carbon ion radiotherapy (CIRT) through the detection of
charged nuclear fragments using AdvaPIX TPX3 Quad detectors.

As a first step, this framework was established by integrating the detector’s geometry
and scoring mechanisms into FLUKA MC. Subsequently, it was coupled with the FLUKA-
based Heidelberg Ion-Beam Therapy Center (HIT) beamline model for dose calculation.
The framework was benchmarked and validated against experimental data using a single
mini-tracker. Although the FLUKA Monte Carlo code is widely validated for carbon ion
radiotherapy applications, and the HIT beamline model implemented in FLUKA has been
extensively benchmarked, inherent uncertainties persist in Monte Carlo-based modeling.
These uncertainties primarily arise from limitations in hadronic interaction models, inac-
curacies in nuclear cross-section data, and the modeling of secondary fragment produc-
tion, all of which introduce systematic uncertainties. These limitations are partly due to
the phenomenological nature of nuclear fragmentation models, which rely on empirical fits
to experimental data rather than fundamental theoretical principles. Statistical fluctuations
inherent to particle interactions, such as scattering and stopping, are regarded as accurately
modeled given their direct impact on the dose distribution. The result of the validation
demonstrated a residual difference between the simulation and the experimental measure-
ments of less than 4% in the number of detected fragments [22]. This excellent agreement
confirms the reliability of the framework developed.

Building on this foundation, an extended version of the framework was developed, incor-
porating seven mini-trackers that constitute the clinical detection system designed by my re-
search group. This extended framework was integrated with the FLUKA-based MC frame-
work FICTION (FLUKA Integrated Framework for CT-based calculations in Ion Therapy),
developed at HIT. This integration enables simulations of CIRT monitoring for patients
treated at HIT.

Previous studies using homogeneous and anthropomorphic phantoms have provided
valuable insights into the interpretation of fragment distributions and their signatures. How-
ever, given the inherent complexity of these distributions, this thesis discussion will focus
on describing and interpreting signals based on the output of CIRT monitoring simulations
of patients treated at HIT. The signature analysis of the reconstructed fragmentation vertices
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(FV) was performed by tracing secondary fragments and subsequently back-projecting their
trajectories onto the patient anatomy. A major advantage of the MC simulation is the access
to more fundamental quantities, including true fragmentation vertices (true FV), hadronic
inelastic and non-elastic interactions (HINI), and dose distributions. To correlate the recon-
structed FV distributions with ground truth, anatomical differences between two CT scans,
representing two treatment days for each patient, were compared. This approach aims to
provide a deeper understanding of what is observed in CIRT monitoring and how interfrac-
tional anatomical changes influence the FV distribution formation and characteristics.

However, it is important to note that this is not a systematic study on detectability limits
or sensitivity thresholds. Instead, the analysis is based solely on patient simulation results
presented in this thesis and two detection system configurations, one being the clinically
used detection system in the InViMo clinical trial and the other an in-table-based configu-
ration developed within the scope of this thesis.

How close are we to the true vertex?
Spatial and geometric considerations in FV reconstruction

The reconstructed FV represents an approximation of the true FV. The reconstructed FV is
subject to energy-dependent scattering effects (MCS), fragment loss due to stopping in the
patient, and the spatial configuration of the detection system, all of which contribute to a
broader spatial distribution of the reconstructed FV compared to the true FV.

The impact of fragmentation depth and fragment scattering on FV reconstruction

The effects and dependencies of these factors manifest in distinct patterns. When com-
paring the true FV distributions with the reconstructed FV distributions, a blurring effect
becomes evident as seen, for instance, in the first patient (Patient 1 in Figures 4.3). Due to
the angular cross-section dependency on the energy, this effect is particularly pronounced
for lower-energy fragments, which experience significant angular spread while propagating
through tissue, leading to a broader detected track distribution. An example of this can be
observed in Region 2 of Patient 3, where the back-projected FV (Figure 4.11) shows a more
diffuse distribution compared to the true FV origin (Figure 4.12). However, it is important
to note that this blurring is not solely attributable to the energy dependency of the fragments.
Other contributing factors, such as the generation of higher-order (tertiary) fragments and
the limitations of the track reconstruction algorithm, can also lead to signal broadening.

Fragments generated in deeper tissue layers (in the direction of the beam) are more likely
to be higher-generation fragments, resulting from multiple sequential nuclear interactions.
As a consequence, these fragments tend to have a reduced mass, making them more sus-
ceptible to scattering. This can be observed when comparing the back-projected and true
FV (Figure 4.20) with the HINIs (Figure 4.21) in Patient 5, particularly in the medial facial
region beneath the left infiltrated cavity. Additionally, as shown in Patient 4 on the right side
of the nasal cavity in Figure 4.16, the deeper the fragmentation origin, the more pronounced
the scattering effect, further broadening the reconstructed FV distributions.

Moreover, the more tissue the fragment has to cross on its way to the detector, the higher
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the scatter and probability of absorption, which poses challenges in detecting anatomical
changes, particularly in deeper regions, as seen in FV distribution on Patient 4 in Figure
4.16. This results in an overall reduction in the number of detected fragments, as evidenced
in the FV distributions of Patient 6, Figure 4.24, where there is an approximate 25% decrease
in detected fragments compared to their true origins.

Detector configuration and its influence on signal detection

The shape and spatial resolution of the distribution of reconstructed FV are also influenced
by the relative position of the detection system to the patient isocenter, as well as the place-
ment of each individual mini-tracker within the detection system. The fragments have a
strongly forward-peaked angular track distribution, meaning that signal intensity decreases
exponentially with the observation angle relative to the pencil beam position [87].

This phenomenon is also evident in the simulated prostate patient. In Figure 4.30, the
distributions of reconstructed FV (rows 1 and 3) and true FV (rows 2 and 4) for simula-
tions performed with both the clinical detection system and the suggested in-table detection
system are presented. The reconstructed FV distributions differ depending on the detector
position, as seen in plots 1b and 3b. The track paths toward the detector are more evident in
the true FV (plots 2b and 4b). Plots in columns ¢ and d illustrate how detectability changes
with detector positioning.

Considerations for in-table detection

Configuring detection systems specifically tailored to the anatomical region of interest is
crucial for effective treatment monitoring. Our research group addressed this need by de-
veloping a clinical detection system optimized for the InViMo clinical trial, as reported
in [14,20]. This system, designed for CIRT monitoring in the head and neck region, utilizes
seven tracking modules. Monitoring other tumor locations motivated the exploration of the
in-table detection system, particularly for irradiation in regions closer to the treatment table
in the torso and pelvis.

Considering that CIRT facilities, such as those in Japan [88, 89], treat a wide range
of tumor locations and types with carbon ions, including head and neck malignancies, lung
cancers, gastrointestinal tumors, prostate and genitourinary cancers, sarcomas, and pediatric
cancers, there is a clear need for flexible and adaptable monitoring solutions. Due to the
more frequent treatment of tumors located in the lower abdomen and pelvis, as exemplified
by the prostate patient studied in this thesis, the relevance of adapting the detection system
configuration becomes evident.

As mentioned in the in-table CIRT monitoring prototype (Section 3.2.3), the in-table
approach designed in this thesis was conducted as an exploratory study to find out if other ge-
ometries can improve the sensitivity of the reconstructed FV distribution to realistic anatomi-
cal change. Systematic studies, such as the impact of table attenuation on detected fragments
and the detector’s performance, still need to be conducted to gain a more comprehensive
rationale for an in-table system. Subsequently, technical aspects, such as cabling, cooling,
data collection, and system integration, have to be engineered.
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One key aspect before treatment delivery is coplanar X-ray imaging to secure the pa-
tient’s position on the treatment table (see Figure 3.4). An in-table system must not interfere
with this process. Therefore, a modular or retractable detection system that can be inserted
into the treatment table between X-ray verification and treatment delivery would be a viable
solution.

Spatial resolution and uncertainty in FV reconstruction

Among the effects previously described, spatial resolution also plays a role in broadening
the reconstructed signals, particularly depending on the depth at which the fragments are
generated. At greater depths, it might happen that signal overlap increases to the extent that
individual contributions from more geometrical changes within a patient become indistin-
guishable. For example, in Patient 2, at the beam entrance near the zygomatic bone, a signal
is observed in the air region in the reconstructed FV, while it is not visible in the true FV, as
depicted in the fragmentation vertices distributions in Figure 4.7. This discrepancy demon-
strated the influence of resolution on signal interpretation, where limited spatial resolution
can lead to misattributions of fragment origins.

Regarding the spatial configuration of the detectors, the position of each mini-tracker
also affects the spatial resolution of the reconstructed FV. In the publication regarding the
development and evaluation of the in-vivo treatment monitoring system [20], we found that
mini-trackers (see detector configuration in Figure 3.2) positioned at wider angles (e.g., 36°)
achieve better spatial resolution along the z-axis (approximately 3 mm) compared to smaller
angles (e.g., 20°), which result in lower spatial resolutions of approximately 5 mm. As a re-
sult, the average spatial resolution of 4 mm along the beam axis is achieved for the entered
detection system, considering all mini-trackers collectively without discretizing their indi-
vidual signals. It should be noted that these spatial resolution values refer to the geometric
reconstruction precision for this particular detector spatial configuration. It excludes the ef-
fect of the MCS-related contributions, which were minimized by using a thin PMMA plane
as a target.

Optimization strategies for FV reconstruction

One source of uncertainty in fragmentation vertex reconstruction is the back-projection
method of the measured fragment tracks itself. While it has been shown to be a suitable
approach [90], particularly for longitudinal accuracy along the beam axis, it remains a po-
tential room to further improvements. The closest-distance back-projection method assumes
that the detected fragment originates along the nominal pencil beam axis, which is a first
approximation but does not fully account for the lateral dispersion of the primary ions around
the actual pencil beam in the actual fragmentation depth and multiple Coulomb scattering
(MCS) eftects.

To address these limitations, optimization studies have been conducted to enhance re-
construction accuracy using a homogeneous PMMA phantom with the detector positioned
at z = 30° [91]. The optimized position of the reconstructed fragmentation vertex along the
connecting line between the pencil beam and the detected fragment track was determined.
A median optimized factor of 0.24 was found (instead of the current 0.5), improving the
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reconstruction precision of the x-coordinate by (19 4 3)%. However, the ideal factor varies
significantly across different spatial regions and is dependent on both detector positioning
and the lateral pencil beam position and energy. For this reason, a fixed factor of 0.5 was re-
tained throughout this work for consistency. The developed MC framework is ideally suited
to optimize this parameter, as it provides access to the fragmentation point information.

How to see the unseen?
Signal interpretation in anatomical changes

Among all the possible internal changes in patients treated, cavity filling or emptying is one
of the most clinically relevant, as it might have a significant impact on dose distribution.
In head and neck treatments, mucosal swelling or sinus cavity filling variations can signif-
icantly alter the stopping power landscape, potentially impacting the dose delivery to the
target and organs at risk. Similarly, the well-documented phenomenon of rectal emptying
or filling in prostate treatments [92,93] is an example of anatomical modifications that are
highly probable during RT treatment, reinforcing their importance in FV signal interpreta-
tion.

The characteristic signature of cavity filling or emptying has been previously investi-
gated using homogeneous [16, 17] and anthropomorphic head phantoms (CIRS 731-HN) in
a realistic clinical scenario [18]. In the anthropomorphic head phantom study, a silicone
insert was placed in the nasopharynx region to mimic tissue swelling. The findings from
both simulation and measurement showed that a filling of the nasopharynx led to a signif-
icant reduction in detected FVs in the upstream of the filled-region due to the absorption
of secondary fragments in the silicon insert and a reduction in fragment production beyond
the modified region, caused by the range reduction of the primary carbon ions. These re-
sults demonstrate that FV imaging has the potential to detect clinically relevant under- or
over-dosage. Additionally, the study highlighted that the observed fragmentation signal sig-
nature is highly dependent on the anatomical location of the density change, with shallower
modifications being more easily detected than deeper ones.

Some of the patients studied and reported in this thesis also exhibit volumetric changes
in cavity regions, as observed through anatomical differences from the CTs. An example
is Patient 1, where the CT difference map (Figure 4.2) revealed changes within the nasal
cavity, specifically an increase in tissue thickness along the nasal walls within the PTV.

In the reconstructed FV difference shown in Figure 4.3, plot 1c¢ displays the expected
signal cavity effect, with an increased signal near the left nasal wall corresponding to tissue
increases in these areas, which enhance fragment production. This increase in tissue leads
to a reduction in fragment detection posterior to the nasal region. This is due to both a
reduced number of primary carbon ions reaching the posterior region, and to the absorption
of fragments generated upstream, which may be attenuated by the swelling or filling and
thus fail to reach the detector.

While the FV difference plots provide an idea of the type of anatomical change (such as
a local increase or decrease in tissue density), the Kolmogorov-Smirnov (KS) test evaluates
whether the observed differences are statistically significant. Although the KS test does not
offer a definitive anatomical interpretation, it highlights regions with a higher probability of
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change. In particular, plot 2d in Figure 4.3 reveals a statistically significant pattern extending
across the nasal cavity, including the left infraorbital region and the beam entrance area,
which will be discussed later.

As established in the earlier discussion, detector configuration influences signal detec-
tion and reconstructed signatures. A clear example of this is the prostate patient, which
motivated the development of the in-table detection system. In this case, a clinically realistic
cavity emptying event (rectal emptying) with a volume change of 14.0 cm? was introduced
in silico, as shown in Figure 4.27, with an impact on the PTV volumetric change estimated at
6.05 cm®. When comparing the reconstructed FV signal differences from the prostate patient
using the clinical detection system (plot 1b) and the in-table system (plot 3¢) in Figure 4.30,
the cavity emptying signature is not visible in the clinical system but is clearly observed in
the in-table system.

Apart from detector configuration, the origin fragments also influence the detectability
of filled or empty cavities. This is evident when comparing anatomical changes in Figure
4.10 across all three axial regions in the same patient (Patient 3). The cavity filling effect is
only visible in the reconstructed FV distributions in Figure 4.11, specifically in plot 2c, for
the central axial region (Region 2, ranging from -2.00 to 2.00 mm). In contrast, in Region
3 (22.00 to 26.00 mm) at the level of the maxillary sinus, the reconstructed FV only shows
a notable reduction in fragment signal in the posterior portion of the PTV and along its
left side. However, when comparing with the HINI distribution in Figure 4.13, there is a
slight reduction in production at the center of the infiltrated right maxillary sinus in Region
3 (plot 3¢) compared to the cavity border in plot 2¢. Interestingly, the true FV distribution
in Figure 4.12 shows the cavity filling effect in all three regions, including the most caudal
one at approximately 43.00 £+ 5 mm.

Another example is visible in Patient 5, where an anatomical change in the left maxillary
sinus, within the PTV, resulted in an estimated volumetric change of 1.55 cm? (Figure 4.19).
Neither the differences in the reconstructed FV nor the KS test indicate the cavity filling
effect. In contrast, the observed anatomical alterations in Region 3 of Patient 3 are more
pronounced, with an estimated volumetric change of 3.46 cm? in the right maxillary sinus.

Beyond cavity filling, other anatomical modifications, such as patient shifts, skin de-
formations, and skin swelling, can also influence fragmentation signals. These variations,
although not always directly associated with volumetric changes and neither in the PTV,
may still impact the treatment outcome by altering the beam range. For the simulated pa-
tients, no deliberate shift in the CT position in FLUKA was induced. However, based on
our experience, small skin deformations on the beam entrance, caused, for instance, by the
fixation mask, could resemble patient mispositioning. Since the beam entrance is the farthest
point from the detectors and generates high fragment production, fragments created there
must traverse a significant amount of tissue before reaching the detectors. Consequently,
the small skin deformations observed in Figures 4.2 and 4.6 for Patient 1 and Patient 2,
respectively, are not detected in the reconstructed FV (Plots 1c in Figures 4.3 and 4.7).

To verify fragment generation within these small skin deformations seen in the CTs, as
observed in the anatomical changes based on HU differences for Patient 1 in Figure 4.2 and
for Patient 2 in Figure 4.6, we examined the HINIs for Patient 1 in Figure 4.4. A small
region along the skin surface, toward the left ear, is visible, matching the findings in the true
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FV in Figure 4.3, where the KS test in plot 2d highlights a significant change at the beam
entrance, also appearing in the difference distribution in plot 2¢. A similar effect is observed
for Patient 2 in Figure 4.7, though with lower intensity.

Another skin deformation effect can sometimes be seen in the infraorbital region of
patients. When this occurs contralateral to the beam entrance, it may interfere with fragment
detection by causing fragment stopping or scattering. As this is a superficial anatomical
change, it is more easily detectable. An example is a volumetric change of 0.19 cm? in the
left cheek of Patient 1, highlighted in the magnified inset in Figure 4.2. This patient also
exhibited a cavity-filling event, which, despite being superficial, was not as easily concluded
as discussed earlier in this section. However, the left cheek deformation produced signals in
the reconstructed FV that would not have been conclusive without the supporting evidence
from the CT, HINIs, and true FV in Figure 4.3.

For the monitored Patient 6, a possible skin fold is observed in Region 2, amplified in
Figure 4.23, located near the right ear in the PTV. The measurement and simulation results
align, showing a difference in the FV produced near this region, as evidenced by the p-values
in the KS test in column d.

In parallel, we are developing a method to estimate patient shifts along the beam axis
during treatment by aligning the rising slopes of the fragment emission profiles recorded
across different fractions. These emission profiles represent histograms of the reconstructed
FV along the beam axis, where the rising edge corresponds to the beam entrance region
inside the patient. This feature serves as a reference point to evaluate positional consistency
over multiple treatment sessions. However, this approach must be applied cautiously, as
superficial anatomical changes, such as skin deformations, can mimic the effects of beam-
axis shifts, potentially leading to misinterpretation.

Anatomical changes and their influence on fragmentation evaluation
and delivered dose

Previous studies have investigated the localization and detectability of controlled anatomical
changes, such as cylindrical air cavities in head-sized homogeneous phantoms using statisti-
cal metrics, including a custom-developed statistical measure called the D-value [16,17] and
the KS test. While the limits of detectability have been crucial for evaluating the sensitivity
of the method, a clinical perspective on dose effects had not been considered yet.

For the first time, we published a dosimetric assessment in a CIRT-monitored anthropo-
morphic head phantom (CIRS 731-HN) [76] with controlled anatomical modifications. A
silicone insert of 6 g (approximately 6 mL) was introduced into the spherical PTV, which
had a volume of 50 mL in the nasopharynx. This modification resulted in a clinically sig-
nificant underdosage in the PTV, with 90% of the PTV receiving only 90% of the pre-
scribed dose. The evaluation was performed in a clinically standard manner, based on the
dose-volume histogram (DVH) computed for the entire 30-fraction, two-field treatment plan
using RayStation [18].

A key question in the context of developing CIRT-adaptive methods based on secondary
fragmentation monitoring: Are the FV differences between fractions clinically relevant?

Examining dose discrepancies between simulated fractions, the differences in dose dis-
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tribution, and the regions where the gamma analysis criteria are not met, we observe notable
findings in the axial regions studied. In Patient 2, an overdose is detected in the posterior
part of the PTV, which is also indicated by the gamma analysis (Figure 4.9). However, the
reconstructed FV signal does not clearly reflect the anatomical change of 0.60 cm?, likely
due to its origin in a relatively deep or laterally located region—the nasal wall and mucus
accumulation in the left maxillary sinus—which may lie beyond the detection sensitivity of
the system.

Patient 4 also presents evidence of dose distribution discrepancies, as seen in Figure
4.18. The anatomical change in Patient 4 occurred in a deep tissue region, where fragments
experience significant scattering and absorption before reaching the detector. Additionally,
the angular geometry at such depths reduces the method’s sensitivity, making these changes
less detectable. Consequently, this change is not visible in the back-projected signal (Figure
4.16). In Patient 5, dose discrepancies are observed in the right maxillary sinus, where an
underdosage is also reflected in the gamma index analysis. While a recognizable signal
appears in the reconstructed FV, it does not provide a definitive conclusion regarding the
anatomical change.

It is important to note that this analysis solely reports dosimetric discrepancies without
discussing the potential clinical consequences of these changes. Based on the gamma anal-
ysis, no significant discrepancies in dose distribution were observed for Patient 1, as shown
in Figure 4.5. In all other patients except Patient 2, the discrepancies were attributed to
underdosage: for Patient 3 in Region 3 (Figure 4.14, plots 3¢ and 3d) within the PTV, for
Patient 4 in the temporal lobe (Figure 4.18), and for Patient 5 in a air cavities (Figure 4.22).
In contrast, Patient 2 exhibited a local overdosage within a cavity, as presented in Figure
4.9.

Moreover, carbon ion therapy delivers more precise dose distributions with sharper dose
gradients. In such high-gradient regions, applying stricter gamma index criteria—such as
2% /1 mm-may be more appropriate for capturing clinically meaningful deviations.

Therefore, the final assessment of the clinical significance of these dosimetric findings
lies with the expert judgment of clinicians and radiation oncologists, who are supported by
dose-volume histogram (DVH) analyses and treatment planning tools. Furthermore, radi-
ation oncologists consider various factors, including regions of over- or underdosage and
their impact on critical structures. For example, in head and neck treatments, anatomical
changes that reduce dose coverage to the target volume may necessitate intervention, es-
pecially if a radiosensitive organ, such as the optic nerve, is at risk of exceeding tolerance
thresholds. The decision to adapt a treatment plan also depends on the number of remaining
fractions; significant deviations early in the treatment course may prompt modifications,
whereas minor changes later may not require adjustments.

Perspectives

The results presented in this thesis demonstrate the potential of the developed MC frame-
work for charged fragment tracking to monitor anatomical changes in carbon ion radiother-
apy. Further investigation is required to advance the framework toward clinical translation,
with the goal of enabling simulation-based single-fraction monitoring using the planning
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CT as the baseline for FV distribution analysis.

Every day, we are gaining more expertise in FV signal interpretation thanks to the grow-
ing number of patients enrolled in the InViMo clinical trial. Each new patient case, simulated
with our developed Monte Carlo framework, provides valuable insights and allows us to
refine our understanding of fragmentation signatures in real clinical scenarios. Moreover,
the flexibility of the developed simulation framework enables a more systematic evaluation
of the detectability limits and the robustness of signal interpretation across a wide range of
anatomical sites, tumor types, and treatment plans.

The in-table detection system showed promising sensitivity in prostate cases, but its
technical implementation in the treatment environment remains a challenge. Future work
should address issues such as compatibility with patient positioning systems, interference
with X-ray imaging workflows, and detector modularity. Experimental validation of its
performance under realistic clinical conditions is a necessary step before integration into
clinical practice.

Furthermore, improvements in reconstruction algorithms are crucial to enhance spatial
resolution and reduce signal uncertainty. Optimization methods and machine learning tech-
niques trained on MC simulations may offer avenues to improve FV reconstruction accuracy
beyond the current closest-distance back-projection method. Techniques such as deconvo-
lution of FV distributions can help resolve signal smearing caused by MCS, making deep-
seated anatomical changes more distinguishable.

While this work incorporated gamma index analysis to explore the correlation between
fragmentation signals and dose distribution changes, defining clear, clinically actionable
thresholds remains an open question. Future studies should aim to integrate DVH-based
evaluations to determine which anatomical changes justify treatment adaptation.

Taken together, and considering the demonstrated ability of Monte Carlo simulations
to reproduce clinical scenarios in CIRT monitoring, including the possibility of conduct-
ing systematic studies without requiring multiple time-consuming in-beam experiments,
these elements point to a promising path toward more comprehensive FV signal interpre-
tation. This, in turn, could establish the monitoring method as a robust indicator of clini-
cally relevant anatomical changes. Such progress could ultimately support the integration
of fragmentation-based monitoring into adaptive radiotherapy workflows, either as a com-
plementary or even primary tool for in-treatment decision-making.






Chapter 6

Summary and Conclusion

The primary goal of this thesis work was to develop and validate a Monte Carlo (MC)-based
simulation framework for in-vivo monitoring in carbon-ion radiotherapy (CIRT), which was
successfully achieved. The first milestone was the validation of the simulation against ex-
perimental data using a single mini-tracker and a homogeneous head-sized patient model.
The results showed good agreement in terms of yield of fragments emerging from the head
model, their angular distributions, and emission profiles. A residual difference of less than
4% in the number of fragments was achieved, confirming the precision and reliability of the
simulation framework [22].

The framework was subsequently extended to model the full clinical detection system
used in the ongoing InViMo clinical trial at the Heidelberg Ion Therapy Center (HIT). The
system consists of seven mini-trackers that were further integrated with the FICTION frame-
work, a CT-based Monte Carlo environment developed at HIT, enabling accurate patient-
specific beam delivery, dose calculation, and fragment tracking simulations under realistic
clinical conditions.

Given the complexity of the signals from detected fragment emissions, their interpreta-
tion remains a significant challenge. As discussed in the previous chapters, reconstructed
fragmentation vertex (FV) distributions are affected by multiple factors, including the frag-
ment energy, generation depth, multiple Coulomb scattering, the spatial configuration of the
detection system, and the geometry of the mini-trackers. To better understand the observed
signals, access to physical quantities that cannot be measured experimentally, such as the
true locations of fragmentation vertices and nuclear interactions, is essential. A key strength
of the developed MC framework is precisely this capability: it provides access to otherwise
unobservable variables and enables a realistic simulation of the full CIRT monitoring process
at HIT.

To assess the framework’s applicability under clinical conditions and to gain a more
comprehensive understanding of fragmentation signals, simulations were successfully per-
formed for five retrospective patients, two patients monitored within the InViMo trial, and
one prostate case. These simulations demonstrated that shallow regions, including mucosal
swelling and nasal cavity filling, were successfully detected and localized using recon-
structed fragmentation vertices. Deeper anatomical variations or changes located distant
from the detector, including those near the end of range or far from the detection system,
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were more difficult to detect using the standard clinical InViMo setup. Additional chal-
lenges arose when anatomical changes were either subtle or distributed across larger vol-
umes. By simulating an in-table detector configuration, it was shown that reducing the
fragment travel path significantly improves the detectability of deep-seated changes. This
adaptation allowed clear identification of rectal filling differences in a prostate patient that
were otherwise unresolved.

Furthermore, the robust performance of the method, along with growing interest from
both clinical and industrial stakeholders, makes routine clinical integration increasingly
plausible. The modular capabilities of the detector system, based on individual mini-trackers,
allow for flexible adaptation to different treatment geometries and support integration into
the treatment room through various configurations, such as couch-mounted, in-wall storage
systems, and/or with rail-based portability, or robotic-arm-mounted systems. Moreover,
machine learning or adaptive weighting strategies are promising candidates for a better ex-
ploration of the signals in order to increase the sensitivity and robustness of the monitoring
method and the specificity of the signal.

In conclusion, the MC-based simulation framework developed in this thesis lays the
groundwork for future investigations into secondary-fragment-based treatment verification.
It offers a powerful platform to explore potential and fundamental limitations of the method,
optimize detector designs and data analysis strategies, and ultimately boost the clinical adop-
tion of in-vivo monitoring of CIRT into clinical routine.
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