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Abstract

Within the context of the XENONNT experiment, this thesis presents contributions to
low-energy electronic recoil (ER) searches and characterizations, advancing the quest for
physics beyond the Standard Model (BSM).

Analysis of 1.16 tonne-years of XENONNT data from the first science run achieves a
record-low ER background rate of (15.8 + 1.3) events/(tonne-year-keV) in the 1 to 30
keV range, a 5-fold reduction over XENONTT. Calibration with the 2.82 keV 37 Ar K-shell
line establishes an accurate detector response in the critical few-keV region. The findings
establish world-leading laboratory upper limits on solar axions, bosonic dark matter,
and new neutrino physics. Specifically, the limits on new neutrino physics include
those on non-standard interactions with vector and scalar mediators, as well as on an
enhanced magnetic moment and millicharge. These results effectively rule out a BSM
explanation for the previously observed XENON1T low-energy excess.

This work also reports the first calibration and observation of sub-keV ERs in liquid
xenon (LXe), detecting the 0.27 keV 37 Ar L-shell decay with 11.9¢ significance. This is re-
alized by combining a lowered energy threshold, resulting in a signal acceptance increase
by a factor of about 66, with robust data-driven accidental coincidence background mod-
eling and an improved suppression strategy. Validated full-chain simulations are used
to understand sub-keV detector response and to determine the photon yield. From 37 Ar
L-shell events, a scintillation photon yield of PY = 2.96 + 0.08 (stat.) fg:gg (syst.) v/keV
is measured, providing essential data for sub-keV ER emission modeling.

Looking towards the next generation of LXe observatories like XLZD, this thesis
includes developments for the automated rare gas mass spectrometer (Auto-RGMS), an
instrument combining a cryogenic gas chromatography stage and a mass spectrometer
for ultra-sensitive parts-per-quadrillion (ppq) quantification of krypton traces in xenon
gas. Controlling and characterizing the beta-decaying 8 Kr isotope is critical, as it repre-
sents a significant ER background in low-energy analyses. By using the new adsorbent,
HayeSep Q, a 12-fold improvement in chromatographic resolution is achieved. This
enhancement enables processing of much larger samples and helps achieve the designed
tew-ppq detection limit needed for XLZD’s future high-precision measurements of solar
pp neutrinos and the weak mixing angle.

Furthermore, sensitivity projections demonstrate that the newly validated sub-keV
ER analysis framework can enhance XLZD’s searches for BSM physics, improving
sensitivity to neutrino electromagnetic properties by up to 19% and to boosted dark
matter by up to a factor of two, thereby maximizing the scientific output of future
multi-ten-tonne scale LXe experiments.






Zusammenfassung

Im Kontext des XENONnNT-Experiments beschreibt diese Doktorarbeit Beitrdage zur
Suche nach und Charakterisierung von niederenergetischen elektronischen Riickstofien
(ER) und treibt damit die Suche nach Physik jenseits des Standardmodells (BSM) voran.

Die Analyse von 1.16 Tonnenjahren an XENONnT-Daten aus der ersten Daten-
nahmephase erreicht eine rekordtiefe ER-Untergrundrate im Bereich von 1 bis 30 keV
von (15.8 £ 1.3) Ereignissen/(Tonne-Jahr-keV), eine 5-fache Reduzierung gegeniiber
XENONI1T. Eine Kalibrierung mit der ¥ Ar K-Schalen-Linie bei 2.82 keV etabliert eine
genaue Detektorantwort im kritischen Energiebereich von wenigen keV. Die Ergebnisse
fithren zu weltweit fithrenden laborbasierten Obergrenzen fiir solare Axionen, bosonis-
che Dunkle Materie und neue Neutrinophysik. Insbesondere umfassen die Grenzen fiir
neue Neutrinophysik solche fiir nicht-standardmaéfiige Wechselwirkungen mit Vektor-
und Skalarmediatoren sowie fiir ein erhohtes magnetisches Moment und Milliladungen.
Diese Resultate schlieffen eine BSM-Erklarung fiir den zuvor beobachteten niederener-
getischen Ereignistiberschuss in XENONIT effektiv aus.

Diese Arbeit prasentiert auch die erste Kalibrierung und Beobachtung von Sub-
keV-ERs in LXe, wobei der 0.27 keV % Ar L-Schalen-Zerfall mit einer Signifikanz von
11.90 nachgewiesen wird. Dies geschieht durch die Kombination einer abgesenkten
Energieschwelle, die zu einer Erh6hung der Signalakzeptanz um einen Faktor von etwa
66 fiihrt, mit einer robusten datengestiitzten Modellierung des zufélligen Koinziden-
zuntergrunds und einer verbesserten Unterdriickungsstrategie. Validierte vollstandige
Simulationsketten werden verwendet, um die Detektorantwort im Sub-keV-Bereich zu
verstehen und die Photonenausbeute zu bestimmen. Aus % Ar L-Schalen-Ereignissen
wird eine Szintillationsphotonenausbeute von PY = 2.96 £ 0.08 (stat. fg:gg (syst.) v/keV
gemessen, was wesentliche Daten fiir die Modellierung der Sub-keV-ER-Emission liefert.

Mit Blick auf die ndchste Generation von LXe-Observatorien wie XLZD umfasst
diese Arbeit Entwicklungen fiir das automatisierte Edelgas-Massenspektrometer (Auto-
RGMS), ein Instrument, das eine kryogene Gaschromatographiestufe und ein Massen-
spektrometer zur ultrasensitiven Quantifizierung von Kryptonspuren in Xenongas
im Parts-per-Quadrillion (ppq)-Bereich kombiniert. Die Kontrolle und Charakter-
isierung des beta-zerfallenden % Kr-Isotops ist entscheidend, da es einen signifikan-
ten ER-Untergrund in Niederenergieanalysen darstellt. Durch die Verwendung des
neuen Adsorbens HayeSep Q wird eine 12-fache Verbesserung der chromatographis-
chen Auflosung erreicht. Diese Verbesserung ermoglicht die Verarbeitung wesentlich
groflerer Proben und trégt dazu bei, die angestrebte Nachweisgrenze von wenigen ppq
zu realisieren, die fiir zukiinftige hochprazise Messungen von solaren pp-Neutrinos und
des schwachen Mischungswinkels mit XLZD erforderlich ist.

Dariiber hinaus zeigen Sensitivitdtsprojektionen, dass das neu validierte Sub-keV-
ER-Analyse-Framework die Suchmoglichkeiten von XLZD fiir BSM-Physik erweitern
kann, indem es die Sensitivitat fiir elektromagnetische Eigenschaften von Neutrinos
um bis zu 19% und geboostete Dunkle Materie um bis zu einem Faktor zwei verbessert
und so den wissenschaftlichen Ertrag zukiinftiger Multi-Zehn-Tonnen-LXe-Experimente
maximiert.
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Chapter 1

The XENON project

The XENON project, the focus of this chapter, is the culmination of over half a century of
conceptual and technological advancements in particle detection. The potential of liquid
xenon (LXe) as a radiation detection medium was initially highlighted by Luis Alvarez
in 1968 [1]. A few years later, in 1974, David Nygren proposed for the first time the use of
the time projection chamber (TPC) as a central track detector in the PEP4 experiment [2].
In 1977, Carlo Rubbia pioneered the concept of a large-scale noble liquid TPC for probing
rare phenomena such as proton decay and solar neutrino scattering [3]. Building on
this foundation, the landscape for dark matter (DM) detection was transformed in 2007
when Elena Aprile et al. [4] demonstrated the advantages of dual-phase xenon TPCs for
this purpose. Since then, dual-phase xenon TPC technology has firmly established itself
as the worldwide leading technology for the direct detection of particle DM for masses
above a few GeV [5]. In the last two decades, the XENON DM project has operated four
successful stages of detectors based on the LXe dual-phase TPC technology, each with a
progressively larger mass, a lower background, and improved sensitivity. All of these
experiments (XENONT10 [4, 6], XENON100 [7, 8], XENONIT [9, 10], and XENONNT [11,
12]) were built at the Laboratori Nazionali del Gran Sasso in Italy, located beneath 3600
meters of water-equivalent rock to provide shielding from cosmogenic backgrounds.
Further information on these detectors and their DM search results can be found in the
respective references.

1.1 Dark matter and physics beyond the Standard Model (BSM)

The Standard Model (SM) of particle physics has achieved remarkable success in describ-
ing fundamental particles and forces [5]. However, it is considered an incomplete theory,
unable to address several questions arising from both experimental observations and
theoretical considerations, thereby necessitating physics beyond the Standard Model
(BSM). To list a few of these shortcomings, the SM offers no explanation for neutrino
masses and oscillations [13], the universe’s matter-antimatter asymmetry [14], the hi-
erarchy problem and the Higgs mass fine-tuning [15], the strong CP problem [16], a
consistent description of gravity within a quantum framework [17], nor the existence of
DM [18] and dark energy [19].

The existence of DM stands out as one of the most significant of these unresolved
issues. A vast range of cosmological and astrophysical observations, such as galaxy
rotation curves, gravitational lensing, and the cosmic microwave background, indicates
that about 26.4% [5] of the universe’s mass-energy, according to the ACDM cosmol-
ogy model, consists of an unknown, non-luminous, non-relativistic, and non-baryonic
form of matter inferable through its gravitational effects. Despite over four decades of
intensive research through direct detection, indirect detection, and collider searches,
the precise nature of DM remains an open question. The possible range of DM masses
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extends across more than 90 orders of magnitude, from ultra-light scalar particles to
macroscopic objects, and it is not yet known whether the hypothetical DM particle(s)
interacts through anything other than gravity. Among the plethora of theoretical particle
candidates, Weakly Interacting Massive Particles (WIMPs) have been the most exten-
sively studied and represent the primary scientific target for the XENON project. To
observe the rare interactions of WIMPs with detector nuclei, direct detection experiments
like XENON leverage the effective “DM wind”. This wind is a direct consequence of the
Sun’s motion through the stationary galactic DM halo, resulting in an apparent stream
of DM particles that seems to originate from the direction of the Cygnus constellation.

While alternatives to the particle paradigm, such as theories that modify gravity, have
been proposed to explain some observed phenomena, they generally face challenges in
reproducing the full suite of cosmological and astrophysical observations attributed to
DM.

A comprehensive treatment of DM, including the topics outlined above, along
with a thorough overview of experimental and theoretical approaches and results, is
provided in [18] and references therein. Additional BSM scenarios testable by XENONNT,
including solar axions, bosonic DM, and new physics in the neutrino sector specifically
from solar neutrino interactions, are motivated and detailed in chapter 4.

1.2 Xenon as a radiation detection medium for rare-event searches

The choice of liquid noble gases, particularly LXe and liquid argon (LAr), is common for
building DM detectors. These materials excel at both generating scintillation light and
releasing ionization electrons as radiation passes through. This feature is fundamental
for developing dual-phase TPCs, which are covered later. Since xenon and argon are
normally gases at room temperature and pressure, they need to be cooled to cryogenic
temperatures to turn into liquids for use in detectors. Table 1.1 summarizes some selected
important features of these two noble gases.

Property Xenon Argon
Atomic number (Z) 54 18
Atomic mass (A) 131.3 40.0
Boiling point at 1 atm (T) 165.0 K 87.3 K
Liquid density at T}, 294 g/cm? 1.40 g/cm?®
Atmospheric amount 0.09 ppm 9340 ppm
Cost $$$ $
Scintillator v v

4 13.7 eV/quantum 19.5 eV/quantum
Ionizer v v
Scintillation wavelength 174.8 nm 128.1 nm

Table 1.1: Selected properties of liquid xenon and liquid argon, which are commonly used as
target materials for direct dark matter detection. W represents the mean energy required to
create either scintillation or ionization quanta. Values are from references [20-23].

"This refers to atmospheric argon, which is not suitable for low-energy rare event searches due to
the presence of the radioactive isotope 3 Ar. Underground argon, on the other hand, is
significantly more expensive [24].

Choosing LXe as a detector material offers several benefits, among which there are:
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¢ Large cross-section: Xenon has a high atomic mass, which is important because
the expected cross-section for spin-independent (SI) WIMP interactions scales with
the atomic mass squared (05 « A2).

¢ Low radioactivity: With the exception of two exceptionally long-lived isotopes
(1% Xe [25] and '?*Xe [26]), natural xenon is composed entirely of stable isotopes,
resulting in very low internal background radiation. In contrast, natural argon
contains the radioactive isotope 3 Ar (~ 1 Bq/kg), which needs to be removed for
effective use.

¢ Self-shielding: As shown in table 1.1, LXe has a high density. This allows it
to block external background radiation, creating a clean inner volume (fiducial
volume) for particle detection.

* Spin-dependent sensitivity: About 47.6% of natural xenon isotopes have a non-
zero nuclear spin (2 Xe with spin 1/2 and 3! Xe with spin 3/2). This feature allows
for studies of spin-dependent DM interactions, which is valuable for understand-
ing DM’s nature.

¢ High signal yield: As detailed in table 1.1, the average energy needed to generate
an electron-ion pair or a scintillation photon is lower in xenon. This means that for
the same amount of deposited energy, more photons and electrons are produced,
leading to a stronger signal.

¢ Easier cryogenics: Compared to LAr, LXe requires less extreme cooling, making
its cryogenic system simpler to operate.

* No wavelength-shifter: Since xenon emits scintillation light in the vacuum ultravi-
olet (VUV) range and is transparent to it, photomultiplier tubes (PMTs) can detect
it directly. In contrast, in LAr detectors, wavelength shifters are used.

The high cost of xenon is due to its scarcity; it accounts for just 1 part in 107 of Earth’s
atmosphere. It is extracted from air in industrial plants, with prices typically from 1000
to 3000 EUR/kg [27]. Acquiring enough xenon for large-scale detectors faces significant
challenges, notably limited global production, much of which is tied up in long-term
contracts, and increasing geopolitical tensions impacting supply chains.

1.3 Signal generation: scintillation and ionization

When a particle interacts with LXe, it deposits energy either by scattering off electrons
(electron recoils, ER) or by scattering off xenon nuclei (nuclear recoils, NR). In both
cases, the total deposited energy is split into two main parts: the inelastic channel, which
includes ionization (creating e~ + Xe™ pairs) and excitation (creating Xe* excited atoms),
and the elastic channel, which involves atomic motion (heat):

dE dE dE
a B <dx>inel - <dx>el. (1.1)

The energy deposited into the inelastic channel, EgL, can be described by the Platzman
equation [28], which relates the number of resulting electron-ion pairs (N;) and excited
atoms (Ney):

EoL = N;E; + N¢yE.y + Nje, (1.2)
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where Ej is the total deposited energy, L the Lindhard factor, E; and E,, are the average
energies to create an ion pair and an exciton, respectively, and € is the average kinetic
energy of sub-excitation electrons, the energy of which goes into heat. For LXe, the value
of € is about 5 eV [29]. The Lindhard factor L describes how the total deposited energy
Ey is "quenched", or reduced, depending on the type of particle interaction. For an ER,
the electron’s mass is very small compared to the target xenon atoms. This means that
almost no energy is lost through elastic collisions, so L ~ 1 [21]. However, for NRs, as
the recoiling nucleus loses a significant fraction of its energy through elastic collisions,
the Lindhard factor is less than 1, typically around 0.15 to 0.2 in the range of 3-100 keV
[30].

Scintillation refers to the emission of light by liquids or solids when they luminesce.
This process involves atoms emitting photons to achieve a lower energy state. In noble
gases like xenon, scintillation photons are produced either through excitation (Xe*) or
ionization (Xe™). Both mechanisms result in the creation of an excited dimer (Xe3) via
collisions. The dimer subsequently returns to a dissociated ground state by emitting
VUV photons, yyuy. The detailed reaction pathways for both channels are shown below:

Excitation channel

Xe* +2Xe — Xe; + Xe
Xe; — 2Xe + yvuv

Ionization channel

Xe™ +Xe — Xe;

Xej + e~ — Xe™ +Xe (Recombination)
Xe™ — Xe* + heat

Xe* +2Xe — Xe; + Xe

Xe; — 2Xe + yyuv

The wavelength of the scintillation light produced in LXe is around 175 nm [23],
which is larger than that of LAr (~128 nm) and allows for light detection without the use
of a wavelength shifter. In pure LXe, scintillation light consists of two decay components,
originating from the de-excitation of the Xe; dimer via its spin singlet (s = 0) and triplet
(s = 1) states. These states differ in molecular angular momentum and produce fast
(singlet) and slow (triplet) light emission as they relax to the ground state. In principle,
the difference in pulse decay shapes can be used to distinguish ERs from NRs. In practice,
this is not very effective in xenon because the time separation between the two decay
components is small: about 2.2 ns for the singlet and 27 ns for the triplet [31].

The average energy required to generate a single photon, Wy, is given by:

Eg W;

W pr— pr— ’
ph Nex+Ni 1+Nex/Ni

(1.3)

where Ny is the number of excitons and N; is the number of electron-ion pairs. The total
number of produced photons is:

Nph = Nex +rN;, (1.4)



1.4. Dual-phase TPC XENONNT experiment 5

PY 20 V/cm PY 200 V/cm PY 20 V/cm PY 200 V/cm
——EY 20 V/cm --- EY 200 V/cm EY 20 V/cm EY 200 V/cm
Electronic Recoils Nuclear Recoils
17.5F
15.0F
3 % 12.5}F
= =
g £ 100}
o] ]
& & 75}
° o
E E 5.0F
>~ -
2.5
0 1 1 1 00 1 1 1
0.1 1 10 102 0.1 1 10 102
Energy [keV] Energy [keV]

Figure 1.1: Electron (EY) and photon yields (PY) in liquid xenon as a function of the initial
energy of the incident particle, for both electronic recoils (left) and nuclear recoils (right),
obtained from NEST [32] (nestpy v2.4.0 [33]). The dependence of the yields on the applied
electric drift field is illustrated by plotting the curves for 20 V/cm (solid lines) and 200 V/cm
(dashed lines).

where r is the recombination fraction. If an external electric field is applied, the number
of electrons not undergoing recombination and thus extracted as charge is:

N, = (1—7)N;. (1.5)

Energy partitioning between excitation and ionization channels varies with the density
of electron-ion pairs formed along the particle track, thereby yielding distinct responses
for NRs and ERs. Moreover, the recombination fraction r is influenced by both the
applied electric field and the ionization density along the track. Figure 1.1 shows the
resulting photon and electron yields as a function of recoil energy for both ERs and NRs,
demonstrating the clear dependence on the applied electric field. With these relations,
the total deposited energy can be written as:

Ey = th(Nq + Nph). (1.6)

The energy needed to generate a single detectable quantum (N; or Npy) is known
as the W-value, where W,, = W. The standard value adopted is W = (13.7 +
0.2) eV/quantum [21]. More information is given in section 4.2.

1.4 Dual-phase TPC XENONNT experiment

A dual-phase TPC operates by detecting two distinct signals that arise when a particle
interacts within its active liquid volume. The first is a prompt scintillation light signal,
known as S1. These are the VUV photons from the decay of diatomic excimers, as
described in section 1.3. Emitted isotropically from the interaction point, these S1
photons are collected by two arrays of PMTs located at the top and bottom of the TPC.
The TPC’s internal surfaces are covered with highly reflective polytetrafluoroethylene
(PTFE) panels, which efficiently reflect these VUV photons, enhancing overall light
collection. The second signal, S2, originates from the ionization of xenon atoms, which
liberates free electrons. A uniform electric drift field guides these electrons upwards
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Figure 1.2: A visual representation of the XENONNT experiment located at the Laboratori
Nazionali del Gran Sasso (LNGS), Italy, illustrating its deep underground site accessible through
vehicle tunnels. The experiment consists of three nested detectors: a water tank (1) serving as a
muon veto, enclosing the neutron veto (2), which in turn surrounds the central dual-phase time
projection chamber (TPC) (3). The working principle of the dual-phase TPC, which is discussed
in more detail in the text, is also illustrated. Figure from [34].

through the liquid, limiting their recombination with ions. Upon reaching the liquid-gas
interface, a much stronger electric extraction field pulls the electrons into the gaseous
xenon (GXe) phase. Here, they are accelerated, inducing a secondary proportional
scintillation signal via electroluminescence, which is primarily detected by the top
PMT array. The working principles of the dual-phase TPC technology, specifically as
implemented in XENONNT, are outlined in figure 1.2.

The simultaneous readout of the prompt S1 and the delayed S2 signals provides
the foundational capabilities of the detector. Three-dimensional position reconstruction
is achieved by using the time difference between the S1 and S2 signals to infer the
interaction’s depth (Z) and the S2 light pattern on the top PMT array to determine its
horizontal (X, Y) position. This allows for the definition of an inner fiducial volume,
effectively shielding the analysis region from external backgrounds.

Furthermore, the ratio of the two signals (52/51) serves as a powerful tool for particle
discrimination, as it is proportional to the linear energy transfer (see section 1.3). ERs,
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which can originate from various background radiation sources like beta and gamma de-
cays, as well as from solar neutrinos or BSM signals (see section 4.5), generally produce
a higher S2/S1 ratio. In contrast, NRs, generated by solar neutrinos via coherent elastic
neutrino-nucleus scattering (CEVNS), neutron background, and WIMP DM interactions,
exhibit a lower S2/S51 ratio, enabling efficient discrimination [35]. Finally, the combina-
tion of the S1 and S2 signals allows for a precise reconstruction of the total deposited
energy, as detailed in chapter 3. For a comprehensive review of LXe detectors and more
about the principles behind dual-phase TPCs, see [1].

The XENONNT experiment is made up of three nested detectors: at its center is a
xenon dual-phase TPC encased in a cryostat, which is enclosed by a neutron veto (NV)
detector [36]. This assembly sits inside, yet remains optically separate from, a muon veto
(MV) detector [37]. Both veto systems are housed together inside a 700-tonne water tank
and act as water Cherenkov detectors to mitigate radiogenic neutrons and cosmogenic
muon-induced backgrounds. With a diameter of 1.33 m and a drift length of 1.49 m, the
TPC’s sensitive volume contains about 5.9 tonnes of LXe. To maintain purity, xenon is
continuously purified by a gas and liquid purification system [38], effectively eliminating
electronegative impurities detrimental to electron drift. To suppress low-energy ER
background, two cryogenic distillation columns are employed: one for online radon
mitigation [39], and another for removing krypton and argon [40].

The drift field is maintained between the cathode electrode at the bottom of the
active volume and the gate electrode just below the LXe surface; together with the
tield cage, these electrodes establish and shape the electric field in the drift region [41].
During initial XENONNT operations, a discharge that occurred during cathode ramp-up
likely caused a short with the bottom screening mesh, capping the maximum cathode
voltage and consequently limiting the maximum achievable drift field to approximately
23 V/cm, below the original design value [42]. Similarly, the extraction field had to
be reduced due to intense single-electron emission, which resulted in an extraction
efficiency of around 50% [11]. All electrodes are built from sets of parallel wires. To
avoid sagging, the gate and anode wires are supported by two and four transverse wires,
respectively. Additional parallel-wire screening electrodes shield the PMT arrays, which
consist of 494 Hamamatsu 3” PMTs arranged with one array at the top and one at the
bottom of the detector [43]. The top array contains 253 PMTs and the bottom array has
241, both arranged in a hexagonal pattern to maximize light collection efficiency. All
construction materials were chosen through a radioassay program that focused on low
radioactivity to minimize background [44]. Further details of the detector’s components
and performance can be found in [11].

1.5 Main physics goals of XENONNT

As a low-threshold, low-background tonne-scale detector, XENONNT is a multi-purpose
observatory for rare-event searches [52], with its primary physics goal being the search
for WIMP DM. This section briefly reports two major outcomes from XENONnNT NR
analyses that are not discussed further in this thesis, but have notable scientific rele-
vance. Other important results obtained from low-energy ER data are presented in the
following chapters. The first achievement is the anticipated detection of NRs from solar
8B neutrinos via CEVNS [48]. This analysis provides the first detection of astrophysical
neutrinos in a DM detector, the first measurement of CEvVNS from an astrophysical
neutrino source, and the first measurement of CEVINS with a xenon target. The result
rejects the background-only hypothesis with a statistical significance of 2.7¢.
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Figure 1.3: Left: Flux-weighted coherent elastic neutrino-nucleus scattering (CEvNS) cross
section measurements (¢cgyns)- The result from the XENONNT analysis from solar 8B neutrinos
is shown in black, alongside the 90% CL upper bound from XENONI1T (blue). COHERENT
Collaboration results using neutrinos produced at the Spallation Neutron Source (SNS) are
shown for Csl (red) [45], Ar (green) [46], and Ge (orange) nuclei [47]. Vertical dashed lines mark
Standard Model predictions. Figure from [48]. Right: Upper limits (90% C.L.) on the
spin-independent WIMP-nucleon cross-section as a function of WIMP mass (black line), with
sensitivity bands for 68% (green) and 95% (yellow) of expected upper limits under the
background-only hypothesis, plus the median (dotted). Published limits from XENONnT SR0
[49], LZ [50], and PandaX-4T [51] are also plotted for comparison. Figure from [12].

The second result is the search for WIMP DM using the combined dataset from
the first and second science runs of XENONNT [49]. No significant excess of events is
observed, resulting in an upper limit on the SI WIMP-nucleon scattering cross-section of
1.7 x 10747 cm? for a 30 GeV WIMP mass. A summary of these two findings is shown in
tigure 1.3.

1.6 XLZD: the next-generation xenon observatory

XLZD is the next generation in LXe dual-phase TPC observatory technology with a nom-
inal active mass of 60 tonnes and dimensions of 2.98 m in diameter and 2.97 m in height
[53]. Designed to push the sensitivity frontier for WIMPs across a broad mass spectrum,
XLZD aims to probe interaction rates down to the neutrino fog where astrophysical
neutrinos become an irreducible background and deliver a 3¢ evidence potential for
WIMP-nucleon cross sections as low as 3 x 1074 cm? at 40 GeV WIMP mass. The
observatory will also offer leading sensitivity to a broad range of alternative DM models
and boost sensitivity to all BSM signals described in detail in chapter 4 through the
analysis of low-energy ER data. These data will also allow high-statistics measurements
of the solar pp neutrino flux and precise determinations of the weak mixing angle at low
energies, reaching a momentum transfer region over an order of magnitude smaller than
what atomic parity violation experiments have explored, in a region sensitive to BSM
physics [54]. Delivering this measurement requires frequent quantification of krypton
contamination at ppq levels, enabled by the technology and R&D detailed in Chapter
2. XLZD will also advance leading investigations of neutrinoless double beta decay of
136Xe, with projected sensitivity to half-lives up to 5.7 x 10% years, achieved through the
analysis of high-energy (MeV) electron recoils.



Chapter 2

Auto-RGMS: automated krypton
tracing in xenon at ppq levels

2.1 %Krin liquid xenon experiments

Krypton contamination, specifically the beta-decaying isotope °Kr, poses a significant
challenge for low-background liquid xenon (LXe) experiments searching for rare pro-
cesses. One significant source of this background is the presence of trace amounts of
natural krypton ("*Kr) in commercially available gaseous xenon (GXe) distilled from air,
along with outgassing from detector materials, such as polytetrafluoroethylene (PTFE)
panels that were exposed to air prior to assembly. ®°Kr, generated through nuclear
fission, enters the atmosphere predominantly as a result of nuclear fuel reprocessing
and past nuclear weapons tests. In Europe, reprocessing plant activities can double
8Kr levels compared to the baseline, with the La Hague plant in France being the most
significant source. To ensure a representative assessment of the European background
level, ®Kr samples are measured at contrasting altitudes and locations, specifically at
the high-altitude site of Jungfraujoch (3500 m) and in Freiburg (280 m), and the results
are consistent [55]. As a result, Europe currently has an average baseline atmospheric
8Kr activity concentration of (1.39 & 0.08) Bq/m?, corresponding to a °Kr /™K ratio
of (2.33 £0.14) x 10~ mol/mol.

The decay of #Kr, which has a half-life of 10.76 years, primarily occurs through g~
emission (99.56%) to the ground state of ®Rb, with an end-point energy of 687 keV. In
0.44% of disintegrations, the B~ emission is followed by a delayed -y emission from the
de-excitation of 8Rb (J”* = 9/2*) with a relaxation time of 1.02 us [56]. The uniform
distribution of ™Kr in xenon prevents spatial discrimination of this background, as
both are noble gases that mix homogeneously. Consequently, techniques like shielding
or fiducialization of the LXe volume are ineffective, classifying ®Kr as an intrinsic
background. A cryogenic distillation column is used in the XENON dark matter program
to minimize krypton contamination. This process exploits the higher vapor pressure
of krypton compared to xenon at —98°C, allowing a single pass to achieve a reduction
factor of (6.41]7) x 10° [40]. The system can process around 43 kg of xenon per day and
can operate in both offline and online modes. In offline mode, xenon is purified before
entering the detector, whereas in online mode, krypton is continuously removed during
data taking. The lowest krypton concentration recorded, at the end of XENONI1T, was
below 26 parts-per-quadrillion (ppq) [40].

A xenon gas sample is extracted from the running experiment approximately ev-
ery 1-2 months to assess the krypton concentration. The quantification of krypton at
the required ppq level in these samples is a significant analytical challenge. While
techniques such as atom trap trace analysis (ATTA) can detect individual °Kr atoms,
with demonstrated sensitivities of 1077 mol/mol in atmospheric samples [57], their
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application to krypton-in-xenon measurements has so far achieved only a sensitivity
of about 10 ppt [58, 59], which is inadequate for the needs of current and future LXe
experiments.

The leading approach at the moment for indirect quantification of ®Kr contamina-
tion in xenon involves separating krypton and xenon via gas-solid chromatography
(GSC), followed by counting krypton ions in a mass spectrometer. The rare gas mass
spectrometer (RGMS) [60] operated at MPIK Heidelberg currently has the best sensitivity
for these measurements.

2.2 The rare gas mass spectrometer (RGMS)

To quantify the concentration of a trace component at O(ppt-ppq) levels in a mixture
sample of O(cm?), the RGMS system uses a two-stage approach: GSC separates krypton
from xenon, and the mass spectrometer measures #Kr and ¢Kr to infer %°Kr. This
design is necessary because direct analysis of xenon-rich samples would disrupt the
spectrometer’s vacuum and damage the detector. To prevent contamination, the system
maintains an ultra-high vacuum below 10~!° mbar and uses ultra-pure helium as a
carrier gas. Before reaching the sample, helium passes through the column labeled
T1 (see figure 2.1) to remove any impurities. Helium'’s chemical inertness ensures it
does not interact with the highly porous adsorbent powder filling the columns. The
xenon-krypton sample is injected into the system after T1 and is pushed by the helium
flow through column T2, where the gases are separated. Krypton and xenon atoms
interact with the highly porous adsorbent via weak van der Waals forces, which are
electromagnetic interactions between fluctuating charges on two neutral surfaces. As
helium pushes the sample through the column, krypton and xenon undergo repeated
adsorption and desorption cycles. By precisely controlling the helium flow and raising
the temperature of T2 from —196 °C to —90 °C, the two gases are separated based on their
differing adsorption and desorption rates. After around 20 minutes krypton is released
from T2, whereas xenon appears after about 100 minutes. Krypton is then directed
to column T3, which contains the same adsorbent material as T2 and is maintained
at liquid nitrogen (LN») temperature. A valve between T2 and T3 is precisely timed
to close once all the krypton is captured in T3, preventing xenon, which elutes later,
from contaminating the krypton. T3 is then heated to release the krypton gas, which is
transferred to the mass spectrometer using cryogenic pumping. This involves cooling
a "cold finger" in the mass spectrometer with activated carbon, where the krypton gas
condenses and is collected. In the mass spectrometer, krypton is ionized using a hot
filament that emits electrons, which collide with krypton atoms creating ions. Ions
are accelerated and differentiated by their mass-to-charge ratio in a magnetic field. A
secondary electron multiplier (SEM) measures the ion rate at a fixed angle. Isotope
selection in the SEM is achieved by varying the magnetic field strength, which usually
falls within the 0.3-0.4 T range.

To determine the Kr content, the rates of #Kr and #Kr are measured due to their
high natural abundance (57.0% and 17.3%, respectively [61]). In addition, 3 Ar is mea-
sured, with its abundance typically about 50 times greater than that of krypton isotopes,
consistent with atmospheric concentrations and natural abundances. However, its higher
vapor pressure complicates freezing it onto the cold finger without losses, resulting in
limited measurement precision. As a result, > Ar quantification currently serves mainly
as a cross-check rather than for precise argon determination. To monitor for possible
xenon leaks in the mass spectrometer, 130X 2t ig also measured. If xenon is present, this
dication is produced by electrons from the hot filament ionizing xenon atoms. *°Xe?* is
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Figure 2.1: Schematic of the rare gas mass spectrometer (RGMS) system, illustrating the
two-stage process of gas chromatographic separation followed by isotopic analysis via mass
spectrometry. Key subsystems are shown and described in more detail in the main text.

preferred over 13°Xe™ because its double charge-to-mass ratio allows measurement at a
lower magnetic field, which is easily achievable by the mass spectrometer capabilities.

To assess the background contamination of krypton not originating from the sample,
a blank measurement is routinely conducted. This involves following the same mea-
surement procedure as a regular sample measurement, except no sample is injected.
The detection limit of RGMS has decreased over the past decade, from approximately 8
ppq under ideal conditions to tens of ppq in recent measurements. The reasons for this
decline will be explained in the following section.

2.3 Auto-RGMS: The evolution of the RGMS detector

For future low-background LXe detectors, such as DARWIN/XLZD, a "Kr/Xe concen-
tration of 0.1 ppt is targeted for the dark matter WIMP search [53, 62]. Simultaneously,
achieving DARWIN/XLZD'’s scientific goal of measuring the solar pp neutrino flux with
per-mille precision and probing the weak mixing angle at momentum transfers an order
of magnitude lower than current measurements [5] requires a "Kr/Xe concentration
of a few ppq [63], necessitating equally precise external measurements. The nearly
identical electron scattering spectrum of the solar pp neutrinos and the beta-decaying
8K, coupled with #Kr being the second most significant background after 2!4Pb, means
that reducing and precisely quantifying 8°Kr is crucial for enhancing the sensitivity.
During XENONNT SR0, a "*Kr/Xe molar concentration of (60 + 40) ppq was achieved
and measured with the existing RGMS [64]. However, the current RGMS system, origi-
nally developed for isotopic studies in geosciences and not optimized for trace impurity
control, has several limitations and does not meet the requirements of next-generation
LXe detectors.

Firstly, performing a measurement requires numerous manual steps by a single
operator, which introduces substantial variability and systematic uncertainties, resulting
occasionally in deviations between measurements from the same sample and demanding
considerable human resources. Operational errors can also cause downtime and subse-
quent increases in background levels. Secondly, valve aging has reduced their tightness,
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and operational incidents (e.g., burning of adsorbent powders) have left residual car-
bonized particles in the system, further increasing the background. Minute changes in
leak tightness anywhere in the large system also impact the blank background, hindering
reproducibility. Thirdly, in recent years, the RGMS has exhibited a delayed response,
requiring approximately 15 minutes for the 8Kr count rate to stabilize [65]. Ideally,
upon gas inlet, the detected count rate should immediately reflect the actual krypton
concentration in the sample. However, the observed “grow-in” phase, where the count
rate initially increases before stabilizing, introduces uncertainty in the measurement.
This effect could be due to either a delayed response of the instrument to the sample
or the release of residual krypton from the instrument’s walls. Until systematic tests
clarify the cause and allow for a correction, both higher and lower interpretations of the
measured concentration are reported, with an uncertainty range covering both cases [66].
These factors, combined with long connection pipes and dead-ends that complicate the
removal of residual krypton and xenon, have degraded the RGMS'’s detection limit from
its original 8 ppq to tens of ppq. Furthermore, each measurement necessitates a one-
day bake-out and helium flushing to remove residual gases from the chromatography
adsorbent, limiting throughput.

To address these limitations and meet the demands of next-generation xenon ob-
servatories, which require improved krypton detection limits, increased measurement
frequency for prompt leak detection, and time-dependent krypton concentration charac-
terization, a new fully automated system, Auto-RGMS, is being developed and commis-
sioned at MPIK. The redesigned chromatography stage of Auto-RGMS brings notable
improvements over the current RGMS setup. Its more compact design minimizes in-
ternal surface areas, lowering the risk of gas redeposition and residual contamination.
Importantly, to greatly improve leak-tightness and maintain ultra-high vacuum condi-
tions, all-metal valves with fully welded bellows and metal gasket seals are employed,
utilizing 16 mm ConFlat flanges. To ensure a consistently clean vacuum environment,
turbo molecular pumps continuously operate 24/7, and vacuum pipes are heated to
approximately 80 °C. This heating minimizes residual gas adsorption onto internal
surfaces, stabilizing background levels for reproducible measurements. Additionally, a
getter pump is installed to effectively remove chemically active contaminants, further
improving measurement purity and accuracy. Multiple bypasses integrated into the
system offer considerable flexibility for debugging and operational maintenance. Au-
tomation of the Auto-RGMS system is implemented using LabVIEW software. The mea-
surement sequences are fully programmable via XML recipes, allowing standardized
procedures and minimizing systematic uncertainties that were previously introduced by
manual operation. All operational and measurement data are stored in a PostgreSQL
database. An uninterruptible power supply is integrated to ensure continuous system
operation, even during power outages. One key improvement is the development of
a custom-built, all-metal double-valve with a precisely calibrated internal volume of
(0.09610 =+ 0.00034) cm?® [67]. The precise knowledge of this valve’s volume is crucial
for accurately introducing known amounts of calibration gas, which is essential for cali-
brating the system response and ensuring consistent measurement accuracy. Therefore,
this component’s systematic contribution to the total uncertainty is expected to become
subdominant. Furthermore, the new chromatography column features precise tempera-
ture control over a wide range from -196 °C to +200 °C with a precision better than 0.5
°C, and the system maintains a highly stable helium carrier gas flow rate, varying by
less than 1% over periods exceeding 10 hours [68]. Such precise temperature and flow
regulation is essential, as chromatographic separation reproducibility depends on stable
separation temperatures and carrier gas flow rates, as detailed in section 2.7.
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Although these upgrades enhance many aspects of the system, the chromatography
column still lacks the separation power needed to process large xenon samples for low-
ppq detection limits in next-generation LXe observatories. To overcome this, a range of
alternative adsorbents is being systematically investigated, as detailed in the following
sections.

2.4 Gas-solid chromatography principles

A short general introduction to GSC principles relevant to krypton-xenon separation is
given in the following. GSC is a technique that separates gas-phase atoms or molecules
based on their differing adsorption and desorption kinetics on a solid stationary phase
(the adsorbent). In this technique, a gas mixture is transported by an inert carrier gas
through a column packed with adsorbent material. Due to varying adsorption affinities,
components of the mixture travel at distinct velocities, resulting in separation. This
method is effective also for noble gases such as krypton and xenon, which interact with
solid surfaces through van der Waals forces, a type of electromagnetic interaction arising
from correlated fluctuating charges on two electrically neutral surfaces. In GSC, the
stationary phase typically consists of a column packed with a powder of a material
exhibiting a high specific surface area, typically measured in square meters per gram
(m?/ g). Porous materials are used because their high surface area, illustrated in figure 2.2,
offers numerous interaction sites for gas particles and improves separation. The pore
structure of an adsorbent is classified based on the inner diameter (d) of the pores, which
are categorized into three types: macropores (d > 50 nm), mesopores (2 nm < d < 50 nm),
and micropores (d < 2 nm). Additionally, the pore volume represents the total volume
of all pores, independent of their size or classification, and is typically determined
using a well-established method. Unfortunately this single parameter does not provide
information about the pore size distribution, which is crucial for the adsorption capacity
of the material.

Manufacturers typically provide only the specific surface area and main pore size
category, but almost never include the complete pore size distribution, which is crucial
for assessing adsorption performances. However, even with detailed pore size data,
predicting separation capabilities remains challenging due to the complexity of the
process, making experimental evaluation essential.

A critical parameter in optimizing separation is the selectivity («), also called the sep-
aration factor [69]. Selectivity measures the ability of the stationary phase to differentiate
between analytes based on their interactions. It is defined as the ratio of retention factors
of the two components, in our application krypton and xenon, and is given by [69]:

_ Kxe
kKr’

where kx, and kx, are the retention factors of krypton and xenon, respectively. Retention
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where tK' and #X¢ are the retention times of krypton and xenon, respectively, and t is the
unretained time, i.e., the time required for a non-interacting compound to pass through
the column. Notably, all compounds spend the same amount of time in the mobile phase,
equivalent to . The selectivity is always greater than or equal to 1; if it equals 1, the
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Figure 2.2: Schematic of gas-solid chromatography where krypton and xenon atoms interact
with porous adsorbent material during transport by the inert helium carrier gas.

components are not separated. This parameter is highly influenced by temperature and
the choice of adsorbent.

While selectivity is important for distinguishing between analytes, the quality of the
separation is ultimately quantified by the chromatographic resolution (R). Resolution
quantifies the degree of separation between two chromatographic peaks, considering
both differences in retention time and the effects of peak broadening and shape. In the
general case, including asymmetric peaks, resolution is given by [69]:

tXe _ tKl‘
_ R R
1.7 (wkr + we )’

tai front

R

where tK" and £} denote the retention times of krypton and xenon, respectively, and
wKt and wie | represent the widths at half-maximum of the tail and front of the cor-
responding peaks. The factor 1.7 adjusts for the use of half-maximum widths instead
of full widths at half maximum. Resolution is not only a function of selectivity but
also of the efficiency of the chromatographic system, which can be expressed in terms
of the number of theoretical plates (N) and the retention factors. The comprehensive

relationship between resolution and these factors is given by [69]:

VN [fa—1 kXe
R = ,
4 ® 1+ kxe
where N is the number of theoretical plates, representing column efficiency, and kx, is
the retention factor of xenon. A large alpha value yet with low resolution frequently
indicates that it is feasible to distinguish the two compounds within the system, but the
parameters are not optimized. In practice, improving resolution can involve increasing
the selectivity by choosing an appropriate adsorbent or adjusting operational parameters

like temperature. Additionally, increasing column efficiency (i.e., increasing N) or
optimizing the retention factors can further enhance separation.
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Figure 2.3: Visualization of analyte separation in a chromatography column. As the initial
mixture progresses, its components separate into different bands, corresponding to two resolved
peaks in the detector with distinct retention times.

The degree of peak asymmetry is characterized by the asymmetry factor (As), defined
as:
b

Aszil
a

where a represents the front half-width and b the back half-width of the peak at 10% of
its maximum height.

2.5 Experimental setup for adsorbents testing

A prototype of an automated GSC system was developed to assess the feasibility and
automation principles of the Auto-RGMS project. This demonstrator proved capable of
maintaining temperature, pressure, and flow rate stability within one percent for over
10 hours [68], ensuring highly consistent gas separation processes. The demonstrator is
employed here to assess new adsorbent materials; its key components are summarized
below and shown in figure 2.4.

¢ Adsorbent column with temperature regulation: The adsorbent column is a U-
tube-shaped stainless steel structure containing the test adsorbents. It is enclosed
within a copper cylinder composed of two vertical sections, which are clamped
together and secured with screws. A key aspect of its design is the precise tem-
perature control, covering a range from —196 °C (liquid nitrogen) up to 200 °C.
This is achieved through an automatically refilling LN, dewar, regulated using a
magnetic valve (MV1) and monitored by a load cell. Two 350 W heaters provide
counter-heating, ensuring that the full temperature range is accessible. To prevent
instability caused by gaseous nitrogen bubbles forming at the surface, the copper
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cylinder is insulated with a 5 mm-thick PTFE mantle. This thermal insulation
enhances the reproducibility of the chromatographic process by preventing direct
contact between the nitrogen bath and the copper surface, stabilizing the column
temperature. Two PT1000 temperature sensors (PT1-2) continuously monitor the
column temperature.

Sample loading apparatus: Samples are precisely injected using a glass pipette
featuring two calibrated volumes (Vi = (3.560 +0.005) cm?, V5 = (276.580 4 0.007)
cm?), along with three manual valves (VO-V2).

Supply of carrier gas: High-purity (grade-6) helium from a gas cylinder is delivered
at a stable rate, regulated by a mass flow controller (MFC) and tracked with a mass
flow meter (MFM).

Vacuum control system: The downstream vacuum is sustained by a scroll pump.
Pressure sensors P1 (covering the entire range) and P2 monitor the pressure up-
stream, while P3 monitors downstream. Additionally, a control valve (CV1) en-
sures precise adjustments of flow and pressure at the outlet.

Gas detection mechanism: Gas detection is performed by a thermal conductiv-
ity detector (TCD), consisting of two thermistor-containing tubes designed for
incoming and outgoing gases. While the TCD’s sensitivity is substantially lower
compared to the RGMS mass spectrometer, it offers operational simplicity and
sufficient detection capabilities for demonstration purposes.

Data acquisition: A compact data acquisition (DAQ) system interfaces sensors and
actuators, with operations managed by custom software developed in LabVIEW.

load cell

Figure 2.4: Overview of the Auto-RGMS demonstrator used for adsorbent evaluation. The
system schematic, with labeled components, is presented on the left, and a photograph of the
setup is shown on the right.

2.6 Adsorbents for krypton-xenon separation

In chromatography, extending the separation column’s length is a common method to
improve chromatographic resolution, as resolution generally scales with the square root
of the column length. However, in the Auto-RGMS system, the column length from its
RGMS predecessor has been preserved due to strict purity constraints. Achieving high

purity after each measurement requires prolonged heating and evacuation procedures to

remove residual gases trapped within the adsorbent. If residual gases remain, a "memory
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effect” occurs, resulting in elevated background during subsequent measurements. This
phenomenon is discussed further in section 2.8. Longer columns worsen the memory
effect, as xenon, the dominant component, tends to become trapped in the adsorbent’s
porous structure, prolonging the cleaning process of baking, pumping, and flushing,
and potentially affecting subsequent analyses. Additionally, column length optimization
is limited by the availability of suitable hardware variations to test.

In light of these challenges, efforts to enhance chromatographic separation have
focused on selecting higher-performing adsorbents and optimizing key operational
parameters, such as carrier gas flow and column temperature. Several porous adsorbent
candidates for the Auto-RGMS system were evaluated using the Auto-RGMS prototype
described in section 2.5, with the goal of surpassing the performance of Chromosorb 102,
currently adopted in RGMS. Chromosorb 102, an organic compound characterized by
relatively large pore sizes, served as the benchmark for comparing the performance of
the other tested materials. Among the organic polymers, two variants from the HayeSep
family, specifically HayeSep Q and HayeSep D, were selected due to their frequent
recommendation in chromatographic applications as improved replacements for Chro-
mosorb 102, reflecting recent developments in organic porous materials. ShinCarbon-ST
was also tested, standing out as a rare but promising carbon molecular sieve suitable
for chromatography. Additionally, the inorganic silica MCM-48 was examined for its
expected structural stability and favorable pore dimensions. Organic adsorbents tend
to degrade more easily and can release contaminants through outgassing. In contrast,
MCM-48 exhibits strong resistance to environmental variations, including changes in
temperature and humidity, which could allow for higher baking temperatures, poten-
tially improving and accelerating the cleaning phase of the measurement process. A
summary of the main properties of the tested materials is provided in table 2.1.

Adsorbent Surface Area [m?/g] Max Temp. [°C] Avg. Pore Diameter [nm] Density [g/mL]
Chromosorb 102 350 230" 8.5 0.30
HayeSep D 795 230" 30.0 0.33
HayeSep Q 582 260" 7.5 0.35
ShinCarbon-ST 1500 280 0.5-1.5 0.51
Silica MCM-48 1400-1600 >500 3.0 0.5-1.0

Table 2.1: Properties of the tested adsorbents, listing Chromosorb 102 (Chromatography
Research Supplies, Inc.), ShinCarbon-ST (Shinwa Chemical Industries LTD), HayeSep Q
(Supelco, catalog 10300-u), HayeSep D (Supelco, catalog 10291), and mesoporous silica MCM-48
(Sigma-Aldrich, catalog 805467-5G). Maximum temperatures noted with ~ are based on
experimental observations where the materials started showing a yellow tint, rather than
manufacturer specifications. See section 2.8 for more details. Data also referenced from [70] and
[71].

Each measurement presented in this section followed the same procedure, as outlined
below:

1. Column preparation: Load approximately 2 grams of adsorbent material into the
stainless steel U-tube. Secure the adsorbent by placing small plugs of glass wool at
both ends of the powder bed to prevent material displacement. Heat the column
to 150°C and flush with helium (20 cm® STP/min, P3 = 1200 mbar) for at least 10
minutes.

2. Cool-down: Immerse the column slowly in LN, until temperature stabilizes at
approximately - 196 °C.
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Figure 2.5: Elution profiles from the Auto-RGMS demonstrator at —60°C, comparing the
separation of krypton and xenon for HayeSep Q, HayeSep D, and Chromosorb 102 adsorbents.

3. Sample injection: Inject sample gas (2-3 cm? STP) into calibrated volume (V,,; =
(51.3 4+ 0.4) cm®). Gas samples have a krypton-to-xenon ratio (Kr:Xe = 1:10) to
match the detection sensitivity of the TCD.

4. Sample freezing: Freeze the injected sample onto the cold adsorbent column. Allow
approximately 10 minutes until the pressure stabilizes.

5. Separation initiation: Establish helium carrier gas flow at 150 sccm with P3 = 1200
mbar, begin column warm-up, and enable TCD signal acquisition.

6. Chromatogram acquisition: Maintain stable temperature using proportional-
integral-derivative (PID) control, record chromatogram from TCD output.

7. System reset: After xenon elution, heat the column back to 150°C and flush with
helium at 150 sccm for approximately 10 minutes to remove residual gases and
prepare the system for the subsequent measurement.

Typical chromatographic profiles obtained using adsorbent materials HayeSep Q,
HayeSep D, and Chromosorb 102 are displayed in figure 2.5. The chromatograms
distinctly highlight the elution order of krypton, appearing first, followed by xenon.
Differences in the shapes and retention positions of these peaks reflect each adsorbent’s
separation properties. The chromatograms offer key insights into peak symmetry and
tailing, both of which significantly affect chromatographic resolution. Notably, xenon
exhibits substantial tailing in the case of Chromosorb 102 and HayeSep D. The observed
effect is likely due to xenon’s distinct adsorption properties on these materials, which
provide stronger and more varied binding sites than those available to krypton [72],
as well as to column overloading, where xenon exceeds its linear adsorption regime
[69]. A stronger xenon peak tailing effect was noted at larger sample sizes, along with
a corresponding reduction in retention time [65, 68]. Krypton, however, maintained
consistent peak symmetry and stable retention times, in agreement with the expectation
that symmetrical peaks are unaffected by varying analyte concentrations [73]. While
smaller sample injections could address nonlinearities [69], this strategy does not align
with the needs of Auto-RGMS, where larger sample sizes are essential for improved
sensitivity.
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2.7 Effect of temperature and helium flow on resolution

The resolution measurement results for the tested adsorbents are summarized in table 2.2.

Tt Fr Ts Fs tKr K tXe

Adsorbent S
[°C] [scem] [°C] [scem]  [hh:mm:ss] [hh:mm:ss]

Chromosorb 102 -60 150 | -62(3) 150.09(4) 0:07:48(1) 1.37(3) 0:12:41(5)  4.3(3)
75 150 | -76(1) 149.96(5) 0:09:41(1) 1.42(3) 0:19:40(10)  9.0(6)
90 150 | -90.0(3) 149.79(8) 0:08:49(2)  1.6(5) 0:43:2080) 7.7(2) | 4(1)
HayeSep D 60 150 | -60(1) 150.53(3) 0:10:17(1) 1.25(3) 0:28:00(10)  3.7(2)
60 100 | -60.19) 99.50(8)  0:09:21(1) 1.66(4) 0:38:14(8)  3.7(2)
60 50 | -60.0Q2) 5035(6) 0:16:06(2) 1.32(6) 1:10:50(30) N/A | 6.6(6
75 150 | -75.03) 153.71(8) 0:10:41(1) 1.22(3) 1:01:56(40) 6.2(6) | 6.0(8
90 150 | -89.9(2) 149.90(9) 0:15003) 1.31(5) 3:22:00(160) N/A | 8(1)
HayeSep Q 60 150 | -61(2) 149.92(9) 0:11:19(1) 1.32(3) 0:25:30(4) 1.1(2) | 15(2)
75 150 | -75.3(4) 150.103) 0:14:24(1) 1.32(2) 0:45:05.3(4) 0.91(2) | 27.7(5)
90 150 | -90.0(2) 151.91(5) 0:12:53(2) 1.41(4) 1:43:19.33) 1.27(3) | 51(1)
ShinCarbon-ST 0 150 0(1)  14974(5) 0:13:17(2) 17(2) 037:1020) 12(4) | 14(4)
SilicaMCM-48  -75 15 | -75.00(4) 16(1)  0:15:29(4) 15(5) 0:59:0030) 5.03) | 3.7(2)

Table 2.2: Comparison of separation metrics for adsorbent candidates tested with the
Auto-RGMS demonstrator. The table presents the target temperature (Tt) and helium carrier gas
flow rate (Fr), as well as the actual values achieved during operation (Ts and Fs). It further lists
the measured retention times for krypton (tk*) and xenon (£§°), the asymmetry factors for
krypton (AKY) and xenon (A%®), and the resulting chromatographic resolution (R). Reported
uncertainties in operational parameters are the sample standard deviation of values observed
between the krypton and xenon peaks.

Figure 2.6 illustrates the temperature-dependent behavior of the krypton/xenon chro-
matographic resolution for the different adsorbents. In general temperature influences
the adsorption strength of krypton and xenon onto the stationary phase, increasing the
retention times. Resolution is usually enhanced, except when peak broadening is so sig-
nificant that it cancels out the improvement in separation. The data reveal that HayeSep
Q surpasses other adsorbents not only in its separation performance at set temperatures,
but also demonstrates remarkably enhanced performance with decreasing temperature
conditions. While the improvement slope of HayeSep Q is very pronounced, indicating
a significant enhancement in performance with decreasing temperature, HayeSep D also
shows relevant improvements, though to a lesser extent. In contrast, the performance
improvement for Chromosorb 102 is very limited, highlighting its lower effectiveness
compared to the other adsorbents. This occurs because HayeSep Q remains in the linear
regime for our sample size, leading to greater symmetry and sharpness of the xenon
peak, which is clearly visible in figure 2.5, while this is not the case for HayeSep D and
Chromosorb 102.

While ShinCarbon-ST achieved favorable separation at higher temperatures (see
table 2.2), its memory effect, discussed in section 2.8, disqualified it for Auto-RGMS. For
this reason, no further measurements at lower temperatures were taken. Tests with Silica
MCM-48 demonstrated that the commercially available grain size was inadequate, as it
failed to sustain the standard helium flow rate of 150 sccm without causing a significant
pressure increase before the column. To achieve normal pressure conditions, the flow
rate had to be reduced to 15 sccm (see table 2.2). However, even though this reduction
should have improved resolution, as seen for HayeSep D in figure 2.7, the performance
was still inferior to the other powders tested.
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Figure 2.6: The effect of separation temperature on chromatographic resolution (R) across the
adsorbents shown in table 2.1, highlighting the superior performance of HayeSep Q.
ShinCarbon-ST and Silica MCM-48 are not included since their tests were performed under
different experimental conditions. Further information is provided in the main text.

The separation performance is strongly dependent on the helium flow rate. In
general, increasing the helium flow rate pushes compounds through the column more
quickly, reducing retention times, but often limiting the time available for complete
adsorption-desorption equilibrium and consequently lowering resolution, whereas a
lower flow rate prolongs retention times and can improve resolution unless it becomes
so low that diffusion-driven peak broadening dominates. Figure 2.7 illustrates how
the resolution of HayeSep D at —60°C decreases in a linear manner as the helium
flow increases. In the case under examination, at a flow rate of 150 sccm, the xenon
peak appears after approximately 28 minutes. Lowering the flow to 50 sccm shifts
the xenon peak to 1 hour and 11 minutes, which remains a reasonable duration for
our objectives. Additionally, in this flow range, it was not observed a saturation of
resolution improvement with decreasing flow rate due to the peak broadening effect.
The helium flow rate in Auto-RGMS will be set according to the final operational and
performance constraints, with a preference for the lowest feasible value to achieve
superior chromatographic resolution.

2.8 Memory effect evaluation

To ensure accurate measurements using RGMS, a standard procedure involves eliminat-
ing any residual gas from the adsorbent material after each analysis. This is achieved
through a combination of baking, vacuum pumping, and purging with purified helium.
Baking temperatures were adjusted based on the adsorbent type. For instance, organic
HayeSep materials are sensitive to heat and exhibit significant outgassing at higher
temperatures. Furthermore, excessive heating can lead to a color change from white
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Figure 2.7: Effect of helium carrier gas flow rate on the chromatographic resolution for the
HayeSep D adsorbent at -60 °C.

to yellow. Although literature suggests this color shift does not alter chromatographic
properties [70], we interpret it as a sign of chemical composition changes, which is unde-
sirable given our system’s stringent purity needs. Considering these factors, HayeSep
D and HayeSep Q were baked at 110°C and 130°C, respectively. ShinCarbon-ST, as a
carbon-based material, was able to withstand baking at 250°C. MCM-48 was not tested
for memory effects, as it is not a possible candidate for Auto-RGMS. Direct RGMS
measurements were conducted to effectively evaluate the memory effect. This involved
connecting the identical adsorbent columns used in separation experiments directly to
the RGMS system through a dedicated spare port at the chromatography stage’s outlet.
Adsorbent cleaning for these tests was limited to baking and vacuum pumping, as
helium flushing was not feasible due to the spare port’s configuration. Consequently, the
results from these measurements should be considered conservative, as implementing
helium flushing would drastically further reduce the observed memory effect. The
procedure began with a blank measurement following baking and pumping to confirm
that the column achieved a sufficiently low background. Subsequently, the column
was cooled to LN, temperature and exposed to a calibration gas, as described in [74],
containing known quantities of krypton, xenon, and argon. After a one-hour adsorption
period, the column was sealed and heated for an hour to ensure even distribution of the
calibration gas across the adsorbent. To mimic a standard cleaning cycle, the column
was then subjected to vacuum pumping and baking for 24 hours. Following this, the
column was closed, and any residual calibration gas outgassing was collected for 40
minutes, mirroring the acquisition time for XENON sample measurements. Finally,
RGMS analysis was performed on the collected gas. A persistent high signal would
suggest a significant memory effect. In such cases, further cycles of baking and pumping
are performed, followed by repeated measurements to quantify the memory effect’s
magnitude. This methodology presented several challenges. Firstly, achieving a leak-
tight system and then reducing the background to levels suitable for RGMS analysis after
air exposure proved difficult. Secondly, the availability of time slots for memory effect
measurements was limited because they had to be scheduled around the regular RGMS
operations for the XENONNT experiment, resulting in a limited number of data points.
Figure 2.8 displays the blank-corrected results of these memory effect measurements for
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Figure 2.8: Assessment of memory effects for various adsorbents. Residual outgassing rates for
krypton (84Kr, left y-axis, triangles) and xenon (130Xe, right y-axis, circles) from different
adsorbent materials are shown. The x-axis shows the duration of heat and pumping after
calibration gas injection, with intentional offsets applied between 34 Kr and *°Xe data points to
improve clarity.

HayeSep Q, HayeSep D, and ShinCarbon-ST, plotted against pumping duration. For
each data point, error bars are calculated based on conservative estimates of systematic
uncertainties in detector response and time-dependent variability associated with each
adsorbent. The ShinCarbon-ST measurement exceeded the RGMS detection limit after
the first day and was stopped to prevent potential damage to the mass spectrometer
detector.

The 3Kr measurement serves as an indicator of typical RGMS performance. In-
complete removal of 3Kr between sample analyses would lead to a significant kryp-
ton contamination in subsequent measurements. Due to the high xenon abundance
in samples, 1**Xe*" was measured in those tests to reduce the signal rate and protect
the detector. Furthermore, significant xenon presence in the mass spectrometer can
interfere with the krypton signal. This detector-related phenomenon is evident in the
large error bar for ShinCarbon-ST in figure 2.8. Significant memory effects, originating
from either krypton or xenon retention in an adsorbent, present a major limitation for
its suitability in Auto-RGMS. The data show that ShinCarbon-ST, known for its high
microporosity, exhibited a persistent memory effect and could not reach the required
blank background level even after a month of baking and pumping, making it unsuit-
able for Auto-RGMS. Conversely, HayeSep D demonstrated a negligible memory effect.
While measurements for HayeSep Q were prematurely terminated due to altered RGMS
conditions, the data indicated a discernible memory effect, which detracted from its
otherwise promising performance. It is important to reiterate that these memory effect
tests, conducted without helium flushing, represent a conservative assessment. The
Auto-RGMS system, however, is designed with a continuous purified helium supply,
ensuring helium flushing during adsorbent column preparation for each measurement.
A dedicated test, utilizing a temporary helium supply to flush HayeSep Q for a workday,
confirmed that helium flushing can effectively reduce its memory effect to negligible
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levels. With the continuous flushing capability of Auto-RGMS, we anticipate achieving
blank background levels more rapidly. Despite the sub-optimal conditions of the test,
the findings suggest that HayeSep Q is the most suitable adsorbent for the Auto-RGMS
application.

2.9 Conclusion and discussion

Next-generation low-background LXe experiments, such as DARWIN/XLZD, require
robust, high-frequency krypton monitoring with exceptional low-ppq sensitivity. This is
crucial for quantifying the beta-decaying isotope K, as it represents a major electron
recoil background source in low-energy studies. This level of sensitivity is indispensable
for achieving scientific objectives like the precise determination of the solar pp neutrino
flux and the measurement of the weak mixing angle at unexplored low energies. This
chapter presented R&D for the Auto-RGMS system, an automated rare gas mass spec-
trometer engineered to meet these stringent requirements. Auto-RGMS represents a
substantial advancement over its manually operated predecessor RGMS through com-
plete automation of operational procedures and precise control of critical parameters
including temperature and carrier gas flow. Combined with optimized surface design,
these improvements reduce systematic uncertainties, stabilize backgrounds, and elimi-
nate manual operational requirements. A key limitation of the current system is that the
injectable sample size is constrained by the poor chromatographic resolution of the used
adsorbent material. A larger sample size provides more krypton in the post-separation
sample, allowing the mass spectrometer to detect lower concentrations of krypton,
thereby enhancing the overall measurement sensitivity. The systematic evaluation of
adsorbent materials identified HayeSep Q as optimal for krypton-xenon separation,
delivering up to a 12-fold improvement in chromatographic resolution compared to
the previously used Chromosorb 102. This superior resolution directly addresses the
primary limitation on injectable sample size. Furthermore, the implementation of a new
custom all-metal double-valve system significantly mitigates the systematic uncertainty
associated with calibration gas injection. The influence of separation temperature and
helium flow on chromatographic resolution was also studied, providing important data
for the optimisation of Auto-RGMS operational parameters. While HayeSep Q exhibits
memory effects, these are proven to be effectively mitigated through continuous helium
flushing integrated into the Auto-RGMS design. The Auto-RGMS system is currently
undergoing commissioning at MPIK in Heidelberg, representing a critical step toward
deployment in future xenon observatories.
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Chapter 3

Data analysis in XENONnNT

3.1 Data processing pipeline and event building

Reconstructing a fully characterized (S1, S2) event in the XENONNT experiment from
raw photomultiplier tube (PMT) signals involves a multi-stage process. The XENONnNT
data acquisition system (DAQ) runs without a global hardware trigger and instead
uses independent, per-PMT self-triggers. Any PMT pulse that crosses its channel-
specific threshold is digitized and stored as a waveform, which dynamically extends
for the duration that the pulse remains above threshold and includes both pre- and
post-threshold samples. For over 98% of TPC channels, the threshold is set at 2 mV,
ensuring an average single-photoelectron (PE) acceptance above 90% [75]. The lowest
level of stored data is referred to as raw-records.

Offline software reconstruction begins by retrieving the raw-records from all chan-
nels. The initial step, hit finding, selects a time window of 30 ns before and 200 ns
after the interval during which the signal remains above the threshold. Next, peaklet
building clusters these per-PMT hits. Neighboring hits from any PMT are grouped into
clusters if their temporal separation is 700 ns or less. Isolated hits that do not meet this
criterion are classified as lone hits, primarily attributed to PMT dark counts or after-
pulses. Peaklets initially formed may contain overlapping components. A sub-clustering
step, known as peaklet splitting, is performed using a natural break algorithm. This
involves analyzing a summed waveform of the peaklet’s PMT hits and splitting it at
local minima if the drop in pulse amplitude exceeds predefined thresholds, producing
refined peaklets that better represent distinct physical signals. Further details can be
found in [34, 75]. After peaklet formation, signals are classified as S1 or S2 based on their
distinct waveform characteristics. The classification leverages several shape and spatial
distribution features of peaklets along the data-driven classification boundaries shown
in figure 3.1.

* Rise time: The time interval between 10% and 50% of the integrated area in the
waveform. S1 signals exhibit faster rise times due to prompt light emission, while
S2 signals have slower rise times reflecting the electron drift and extraction process.

¢ Area fraction top (AFT): The ratio of signal detected by the top PMT array to the
total signal area. S1 signals yield low AFT values as scintillation light is primarily
detected by the bottom array due to total internal reflection of photons at the liquid-
gas interface. S2 signals produce higher AFT values as proportional scintillation
occurs in the gas phase directly beneath the top PMT array.

¢ Tight coincidence (TC): The number of distinct PMTs registering hits within a
+50 ns window centered on the peaklet’s maximum amplitude. This criterion
substantially reduces the rate of false S1 identifications arising from random
coincidences of PMT dark counts, which might otherwise then be paired with



26 Chapter 3. Data analysis in XENONnT

Area fraction top Area fraction top
0 100 200 300 400 500

Risetime [ns]
Risetime [ns]

Area [PE] Width [ns]

Figure 3.1: Classification boundaries for S1 and S2 signals in the first science run. Left panel:
Rise time (time between 10% and 50% area quantiles) versus peak area, with color indicating
area fraction top (fraction of signal detected by top photomultiplier tube array). Dashed lines
represent the classification boundaries for S1 and S2 signals. Data shown include S1 signals from
220Rn calibration and single-electron S2 signals. Right panel: Same dataset plotted as AFT versus
rise time, with color showing the width (central 50% of integrated area). Figure published in [34].

isolated S2 signals. S1 classification requires TC > 2, but standard analyses only
consider S1 signals with TC > 3, a threshold that sets the S1 detection efficiency
and energy threshold at low energies (see section 3.2).

* Area: the total gain-corrected charge integrated across all PMT hits within the
peaklet’s duration.

¢ Width: The time interval containing the central 50% of the integrated signal area.

¢ Number of contributing PMTs: Peaklets with fewer than 5 contributing PMTs
that fail to meet S1 classification criteria are categorized as unidentified. This helps
in identifying potential dark count pile-up.

Following peaklet classification, S2 peaklets require further processing known as S2
peaklet merging. Electron drift causes longitudinal diffusion that temporally extends
S2 signals. This phenomenon can cause signals from just a few electrons, separated by
microseconds, to be incorrectly divided during initial signal processing. To accurately
capture the original electrons from the same electron cloud, neighboring S2 peaklets are
evaluated for potential aggregation. Merging occurs when the time gap meets specific
criteria, which is dynamically adjusted based on the integrated area of the resulting
S2 signal, see [34, 76] for additional details. The procedure continues iteratively until
either the total duration of the newly formed S2 would exceed a defined maximum
of 50 us, or no other proximal S2 peaklets are identified for combination. The time
limit mitigates the inclusion of unrelated signals from undesired processes like delayed
electron extraction, where electrons temporarily trapped at the liquid-gas interface are
released with significant time delay, or xenon impurity-induced photoionization, which
arises from photoemission due to xenon impurities. After the S2 peaklet merging process
is complete, the resulting S1 and S2 signals are collectively termed peaks.

The next critical step is event building, where individual S1 and S2 peaks are tempo-
rally associated to form events, representing the hypothesis of a single particle interac-
tion within the TPC. Events are constructed around an S2 peak, which is selected if its
integrated area exceeds 100 PE and fewer than 8 neighboring peaks with area greater



3.2. 51 detection efficiency and peak reconstruction bias 27

hits S1 peaklet S2 peaklet S2 peaklet

i A main
it

S2
A S2
A S1 s2 main
| S1 .52 7 S1
L A | I

s

P

merging S2s
PMT
pulses —————> Peaklets —— >  Peaks > Event
hitfinding peaklet classification S1 and S2 pairing
peaklet sub-clustering re-clustering S2s position reconstruction

Figure 3.2: Schematic of the straxen reconstruction process. Starting from photomultiplier tube
pulses, intermediate data objects (blue) are processed (gray) to produce (S1, S2) events.
Unclassified peaklets are marked with "?". Figure published in [34].

than 50 PE are present within a 10 ms window. Since the S1 signal precedes the 52 due
to electron drift time within the TPC, a broad temporal window of 2.45 ms before and
0.25 ms after the S2 trigger is utilized for event building, with the latter buffer ensuring
the full S2 pulse and capturing potential secondary signals, such as a second S2 from
multiple scatters, without truncation. Within each defined event window, the main S1 is
identified as the largest S1 peak. In instances where event windows overlap, they are
subsequently merged to ensure a unique temporal segmentation of the data. After event
building, the second-largest S1 and S2 peaks are identified as alternative signals, with
the alternative S2 also required to follow the main S1 temporally. This identification of
alternative signals is particularly valuable for analyzing multi-scatter events, where a
particle interacts at multiple sites within the detector volume, producing multiple S1-52
pairs.

3.2 S1 detection efficiency and peak reconstruction bias

A key criterion for accepting an S1 signal in the analysis is the tight coincidence (TC)
requirement: a minimum number of PMTs (typically TC > 3 in standard analyses) must
detect photons within a short coincidence window of At = 100 ns. This requirement ef-
fectively suppresses backgrounds from random coincidences of PMT dark counts, which
are particularly relevant for isolated S1 signals at low energies, where signals generate
few detected photons. The S1 reconstruction efficiency for genuine S1 signals, primarily
governed by the TC requirement, is determined through two cross-validating methods:
full-chain simulation and a data-driven technique. The simulation approach utilizes a
detailed model of S1 pulse generation, including scintillation physics, light propagation,
and PMT response. The S1 reconstruction efficiency represents the probability that a
simulated S1 signal, conditional on generating a particular number of detected photons
in PMTs, will be properly reconstructed by the analysis pipeline described in section 3.1.
Figure 3.3 shows the result for the two methods and their agreement.

The reconstruction of signal peak areas is subject to inaccuracies, quantified by the
relative difference between the reconstructed area and the true area from simulations;
these systematic deviations are referred to as peak reconstruction bias. They are observed
for both S1 and S2 signals and stem from several factors. Underestimation, particu-
larly for smaller signals, can result from insufficient single PE amplification and signal
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Figure 3.3: 51 reconstruction efficiency is shown as a function of the number of detected S1
signal hits, for selection criteria requiring a coincidence of at least 2 (2-fold) or 3 (3-fold)
photomultiplier tubes within £50 ns of the S1 peak. Estimations from data-driven analysis and
full-chain simulation are shown, demonstrating their agreement. The shaded bands and error
bars represent 68% confidence intervals.

thresholds (DAQ and hit-finding), leading to a negative shift. Conversely, phenomena
like PMT afterpulsing and photoionization, when merged into the main signal by the
reconstruction, inflate the reconstructed area, causing a positive shift. Electronic noise
introduces random area distortions, and the reconstruction algorithm may incorrectly
define peak boundaries. The systematic bias, characterized by the median of the error
distribution, was evaluated using simulations of S1 and S2 signals uniformly distributed
in the detector. These simulations reveal distinct bias trends and associated uncertainties.
For S1 signals, the bias is negative, around -2%, at low energies below 50 PE, where a
wide 1o uncertainty of ~6% reflects the impact of noise and limited statistics. It tran-
sitions to a positive value at higher energies above 103 PE due to afterpulse inclusion,
with the uncertainty band narrowing to ~1%. S2 signals exhibit analogous behavior: a
bias of approximately -1% with a ~2% uncertainty band is observed for signals below
103 PE, while it becomes typically +0.5% or less at high energies above 10* PE with the
uncertainty band decreasing below ~1%. A more detailed description and investigation
of these effects is provided in [77].

3.3 Vertex reconstruction and field distortion corrections

Accurate 3D position reconstruction of interaction vertices within the TPC is crucial
for signal corrections (see section 3.4) and background reduction and modeling (see
section 3.5 and 4.4), as it permits fiducialization (selecting a low-background inner
volume) and allows position-dependent corrections to S1 and S2 signals. The vertical
position (Z) is determined from the drift time (¢,s;) between the S1 and S2 signals.
This time difference is proportional to the depth of the interaction and is converted to
a physical distance using the measured in-situ electron drift velocity of (0.675 + 0.006)
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Figure 3.4: Simulation-based evaluation of radial position resolution for three machine learning
vertex reconstruction algorithms: multilayer perceptron (MLP), convolutional neural network
(CNN), and graph constrained network (GCN), within the inner detector volume (radius < 60
cm). Figure published in [34]

mm/ s [34] at a drift field of 23 V/cm. The reference depth (Z = 0 cm) is defined at the
bottom of the gate electrode, with the cathode located at Z = —148.65 cm.

The horizontal coordinates (X, Y) are reconstructed from the S2 light pattern detected
by the top PMT array. XENONnNT employs three machine learning algorithms for
this reconstruction: a multilayer perceptron (MLP), a convolutional neural network
(CNN), and a graph constrained network (GCN). These models are trained on full-
chain simulation events incorporating realistic detector conditions, including PMT gain
variations and non-operational channels. The position resolution primarily depends
on SZtop, the total photoelectrons detected by the top PMT array. Figure 3.4 shows the
simulation-based estimate of the radial resolution (¢r) as a function of S2top for these
algorithms. For low-energy events (~100 PE), the resolution reaches 1.5 cm for both GCN
and MLP, while CNN achieves 1.9 cm. The resolution improves significantly for larger
signals (> 10* PE), with all algorithms achieving sub-0.25 cm precision. Near the edge of
the active volume (R ~ 65 cm), the position resolution degrades to approximately 1.5x
worse for small S2 signals and 2 x worse for large signals compared to central events.
This degradation is caused by S2 light reflections on the PTFE walls, which alter the hit
pattern distribution and thus the reconstruction accuracy.

Due to field non-uniformities from the relatively low drift field, field shaping ring
discreteness, and potential charge accumulation on PTFE walls, the electric field can
become distorted, leading to biased position reconstruction. To correct for these effects,
a three-dimensional field distortion correction (FDC) map is applied:

Rcorr == Robs + CFDC(Robsr tdrift/ ¢obs)r (31)

where Ry is the observed radius, t;,if; is the drift time, and @y is the azimuthal angle.
Unless otherwise specified, all coordinate references (e.g., R) in the following denote the
corrected values.

83mKr is periodically introduced into the TPC via the gas xenon recirculation system,
typically every two weeks, to provide accurate calibration. This isotope decays through
a two-step cascade, emitting conversion electrons of 32.1 keV and 9.4 keV, thereby
producing electronic recoils. The initial decay has a half-life of 1.83 hours, which is
long enough to ensure the atoms distribute uniformly throughout the volume before
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decaying. The second decay follows rapidly, with a half-life of just 157 ns [78]. As a
result, the 52 signals are almost always merged, having a typical time separation of
O(100) ns and widths of O(1) us, and the corresponding S1 signals are also typically
observed as a single combined pulse. Unless otherwise specified, in this work the 8™Kr
calibration denotes the 41.5 keV events in which both S1 and S2 signals are merged
into a single event and are not resolved by the splitting algorithm, as this is the most
abundant and robust population [79]. These well-defined, monoenergetic events are
essential for monitoring detector stability and characterizing the detector response across
space and time. Figure 3.5 illustrates the spatial distributions of 83"’ Kr events before and
after applying this correction, demonstrating improved uniformity across the detector
volume. After position reconstruction, signal corrections are applied to account for
position-dependent detector effects.

3.4 Signal corrections

The S1 and S2 signals require correction due to spatial and temporal variations intro-
duced by detector effects such as electric field non-uniformity, light absorption within
the liquid xenon (LXe), and changes in xenon purity over time. Without proper correc-
tion, an interaction with a fixed energy could produce S1 and S2 signals of different sizes
depending on its location and the time of occurrence within the detector. This would
degrade the energy resolution, ultimately reducing the ability to distinguish rare signals
from background.

S1 corrections

The photon count measured at a specific position in the detector, described by cylindrical
coordinates (R, ¢, Z), is influenced by multiple factors:

¢ Photon yield (PY): The number of photons generated per unit of deposited energy
Ep under a given electric drift field E4yie (R, ¢, Z).

* Light collection efficiency (er): The fraction of emitted photons that reach a PMT
photocathode, with values dependent on event location.

* Quantum efficiency (eqg ~ 0.34): The probability that an incident photon pro-
duces a PE at the photocathode.

* PMT collection efficiency (ecg): The fraction of PEs that are successfully collected
and recorded by the PMT and the DAQ system.

Combined, these efficiencies determine the light yield (LY), defined as the mean
number of detected S1 PE per unit of deposited energy Ej in the medium.

LY(R, ¢, Z, Eo) = <81>(R’E‘g’z’ Eo) (3.2)
= PY(Eo, Eqsitt(R, ¢, 2)) - € (R, ¢, Z) - €QE - €CE, (3.3)

where (S1) denotes the mean S1 signal amplitude in PEs at energy Ey, corrected for
PMT gain and averaged over all selected events at position (R, ¢, Z). To account for the
spatial variations, a three-dimensional correction map c; is constructed using the 41.5
keV events from #¥™Kr calibration data [80]. This correction map incorporates both light
collection and drift field dependencies:
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Figure 3.5: Comparison of pre- and post-correction (left/right columns) spatial distributions of
83mKr calibration events reconstructed using the multilayer perceptron (MLP) algorithm in the
first science run: (top) (X, Y) view showing PTFE structures (red) and gate wires (black dashed),
and (bottom) (R?2, Z) view with active volume boundaries (cathode and PTFE walls in red
dashed). Figure published in [34].

__ (IXY(Eo))
c1(R, 9, Z) = (R, ¢, 2, E)’ (3.4)
where the angle brackets denote spatial averaging. The corrected S1 signal (cS1) is then
calculated as:

cS1=S1(R,¢,Z) -c1(R, ¢, Z). (3.5)

Thanks to the presented correction, the cS1 spatial non-uniformities are significantly
reduced, achieving a maximum deviation within +1.5% across the fiducial volume,
as demonstrated in the voxel analysis with 3 Ar K-shell calibration at 2.82 keV (see
section 4.2).
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Figure 3.6: (Left) S2 correction map from 83™Kr data, applied to signals detected by the top

photomultiplier tube array in XENONnNT. The white region marks the normalization point

(correction factor = 1), with a linear color scale. The near-wire regions are marked, with the

perpendicular gate and anode grid wires (installed to mitigate sagging) showing distinct
features. Along these wires and in the center, enhanced single-electron gain and extraction

efficiency yield correction factors > 1. A similar map is used for the bottom array. (Right) S1
light yield map from the same calibration, used for the first science run corrections. The color

scale and normalization follow the same convention.

S2 corrections

To account for systematic variations in the S2 detector response, three primary corrections

must be applied to the S2 signals:

¢ Electron attenuation during drift: Under the external electric field, drifting elec-
trons in the xenon volume may be captured by electronegative impurities. This
loss follows an exponential dependence on drift time t4,if, characterized by the

so-called electron lifetime Tgy..

¢ Position-dependent effects: Non-uniformities in the detector, including PMT
response variations, electric field distortions, and geometric asymmetries intro-
duce spatial biases in S2 amplitudes. These are mitigated using a calibration
map c2(X,Y), derived from mono-energetic 83m s decays, which normalizes the

observed S2 signals across the active region.

¢ Temporal variations in gain and extraction: Due to electrode voltage fluctuations
caused by mechanical sagging, the detector experiences time-dependent variations
in the single-electron gain (SEG) and the electron extraction efficiency (EE) at
the liquid-gas interface. These dynamic changes are corrected using empirically
derived time-scaling factors, RSEG(t) and REE(t), which represent the relative

deviation of SEG and EE from their nominal values at time ¢.
The fully corrected S2 (cS2) is then computed as:

S2(X, Y, tarife) - exp(farife/ TeEL)
c2(X,Y) - RSEG(f) - REE(t) '

CSZ(X/ YI tdrift/ t) -

(3.6)

where the spatial calibration c; is applied in the observed (X, Y) coordinate system, as S2
non-uniformities arise primarily from processes in the gas phase. Given the negligible
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Figure 3.7: Comparison of the 83™Kr S1 and S2 signals before and after correction, showing that
Gaussianity is restored in the latter case. Figure published in [34].

influence of spatial dependencies in SEG and EE, they are omitted for simplicity (see [34]
for details). Also in the case of cS2, the spatial uniformity achieved after applying the
correction is evaluated using voxel analysis with 3 Ar K-shell calibration at 2.82 keV
(see section 4.2), showing deviations within —2% to +3% across the fiducial volume.
The largest deviations are observed in a fraction of voxels near the wire regions, where
the modeling is more complex and challenging; nevertheless, this level of uniformity
robustly fulfills the required accuracy for the analyses.

The effectiveness of the corrections in improving signal quality and achieving
Gaussian-like distributions is illustrated in figure 3.7 for both S1 and S2 signals from
83mKr calibrations.

3.5 Selection criteria overview

In XENONNT, event selection criteria, commonly also referred to as cuts in particle
physics, are analysis-specific rather than universal. Each physics search applies a distinct
set of cuts, optimized for its target signal and specific background conditions. Nonethe-
less, most low-energy analyses, particularly the WIMP search via nuclear recoils and the
electronic recoil analysis, share a common set of selection criteria, which are detailed
below. These criteria are designed to isolate single-scatter events within the region of
interest and to reject unphysical or misreconstructed events. They can be grouped into
four main categories:

¢ Time-based cuts: These cuts reject events occurring near muon or neutron veto
triggers, as well as those partially acquired due to DAQ busy states. They also
exclude data taken at the edges of run boundaries or improperly triggered peaks.
These cuts reduce the effective live time.

* S2 quality: To select single-scatter events, an S2 single-scatter cut is applied. This
cut rejects events where a significant alternative S2 signal is present relative to the
main S2, indicating a likely secondary interaction within the detector. Furthermore,
information derived from the spatial distribution of light detected by the top PMT
array for the main S2, known as the S2 pattern, is utilized. This cut employs a
chi-squared goodness-of-fit test to compare the observed light distribution with
expected patterns derived from calibration data and simulations. This helps in
rejecting multi-scatter events where the S2 signals might merge or be distorted.
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Finally, events exhibiting anomalous S2 AFT are rejected as they are likely caused
by interactions occurring in the gas phase above the anode electrode rather than in
the LXe target.

S1 quality: For an S1 signal to be accepted, at least three distinct PMTs must detect
photons within a short coincidence window (50 ns), effectively discriminating
against backgrounds from random PMT noise. Events are rejected if the primary
S2 signal can be plausibly matched to any S1 signal preceding it within the same
event, other than the main S1. An alternative S1-52 pairing is considered plausible
if it satisfies certain event quality criteria, such as a consistent S2 width based on the
drift time, an S1 signal not dominated by a single PMT, and an S1 AFT compatible
with a physical interaction. The S1 hit pattern, reflecting the distribution of light
among PMTs, is compared to the expected pattern for a single scatter event derived
from optical simulations. A likelihood ratio is used for this comparison to identify
and reject anomalous cases. To suppress background from PMT afterpulses, a
selection criterion is applied based on the temporal shape of the S1 signal. This
criterion identifies deviations in the pulse profile, including total width and peak
quantiles, that are inconsistent with physical scintillation interactions in LXe.
Additional discrimination against PMT-related artifacts is achieved by analyzing
the distribution of light among the PMTs contributing to the S1 signal. Events in
which a single PMT contributes an anomalously depth-dependent large fraction of
the total S1 signal are rejected.

S$1-S2 matching and event quality: Events exhibiting an S2 signal width that
deviates significantly from the expected width based on the electron diffusion
law during the drift time are removed. This selection helps to filter out accidental
pairings of S1 and S2 signals that are not physically related and can also identify
potential multi-scatter events where the electron clouds might not have diffused
as expected for a single interaction. A selection is applied based on the AFT of
the S1 signal. Events with unusually high or low AFT values are rejected. This
helps in discriminating against poorly formed S1 signals or potential background
events. The overall quality of an event is evaluated by analyzing its ambient
environment within the defined event time window. Events occurring in periods
or regions with a high rate of small isolated S1 and S2 peaks, also called lone hits,
can lead to distorted reconstruction results and are therefore rejected. To mitigate
backgrounds from accidental coincidences and delayed emission processes, event
selection criteria are applied based on the temporal and spatial proximity of the
candidate event to prior high-energy depositions (of at least 103 PE). This selection
includes considering the time elapsed since a prior large signal and the spatial
distance from previous interaction sites. Events occurring too soon after or too
close to these previous signals are rejected to suppress backgrounds related to
delayed electrons or photo-ionization. Further details on these selection criteria
are provided in section 5.3.



35

Chapter 4

Search for BSM physics in keV-scale
electronic recoils

4.1 First XENONNT science run

Following an initial commissioning phase, the first XENONnNT science run, named SRO,
occurred from July 6 to November 10, 2021. In this period, a raw livetime of 97.1 days of
science data was accumulated. The operational timeline, including calibration periods,
is illustrated in figure 4.1.

Getter bypass
mode

s 37Ar

mmm Other operations mmm AmBe
mm 53MKr [ Search data
mm 22°Rn

100

80

60

40

Livetime [days]

20

) Q N 2V
Q
& o @;\’ &\;\’
> Y 3 A
Date (UTC)

Figure 4.1: Deadtime-corrected livetime accumulation (black line) for the beyond Standard
Model search in XENONNT’s first science run (SR0). Colored segments indicate calibration
periods and operational downtimes.

Through the meticulous radioassay campaign and the innovative cryogenic radon
distillation column, significant radon mitigation was achieved, reducing the critical low-
energy background from 2'4Pb. The ?22Rn concentration was lowered from 11.1 uBq/kg
in the previous low-energy electronic recoils (low-ER) analysis in XENONI1T [81] to
1.7 uBq/kg in XENONNT SRO. A short circuit between the cathode and bottom screen,
occurring in November 2020, necessitated operating SRO with non-optimal electric fields:
the average drift field was about 23 V/cm (compared to a design value of 200 V/cm) and
the electron extraction field near the liquid-gas interface ranged from around 2.9 kV/cm
to 3.7 kV/cm, depending on the radial position due to electrode sagging. However,
continuous xenon purification achieved an excellent electron lifetime exceeding 10 ms,
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enabling effective charge drift even at this lower field (refer to section 3.4). Crucially, key
performance metrics for the low-ER analysis, such as position and energy resolution, as
well as the energy threshold, remained comparable to XENON1T, allowing XENONNT
to acquire science data and exploit its unprecedentedly low background level. The
reduced fields pose greater challenges for the nuclear recoil analysis, as they impact
the discrimination power and significantly increase the rate of accidental coincidences
(AC) [12, 49]. Regular detector calibration was performed via biweekly injections of
83mKr (refer to chapter 3), with calibration periods indicated by colored segments in
figure 4.1. For ER calibration, events from 212Pp (a progeny of 220Rn), as well as 83" Kr
and ¥ Ar, are utilized. Nuclear recoil calibrations and neutron-veto tagging efficiency
are determined using the 2! AmBe source.

During SRO, the light yield (LY) and charge yield (CY) demonstrated remarkable
stability, with fluctuations from the mean remaining below 1% and 1.9%, respectively.
Further details, all reported numerical values, and in-depth explanations can be found
in [34, 64] as well as in the references cited therein.

4.2 37Ar2.82 keV calibration for energy reconstruction

Precise calibration of the detector’s response to low-ERs across the entire Time Projection
Chamber (TPC) volume is essential for obtaining accurate results, particularly in the
few-keV energy region. This range is crucial because it is where XENON1T observed an
excess [81] (see figure 4.7), and it’s also where XENONNT has world-leading sensitivity
to various beyond the Standard Model (BSM) signals. Due to the self-shielding of liquid
xenon (LXe), external radioactive sources cannot effectively calibrate the inner detector
regions. As a result, it is necessary to use internal sources, evenly distributed within
the LXe, to achieve high-statistics calibration. XENONNT utilizes 8mKy and 22°Rn as
its primary internal ER calibration sources. However, each has limitations for precisely
mapping the detector response at the lowest energies. The 8" Kr source provides clean
monoenergetic lines (9.4 keV and 32.1 keV), but the short half-life of its intermediate
state (154.4 ns) leads to signal pile-up. As a result, the combined 41.5 keV peak, where
both transitions are typically merged, is the one used for calibration (see section 3.3), but
it lies well above the few-keV region of most interest. The 2’Rn calibration provides a
continuous B-spectrum from '2Pb, but the lack of distinct low-energy peaks and lower
statistics make it difficult to achieve high-precision, spatially resolved calibration in the
few-keV range. To address this gap, the radioactive isotope ¥ Ar is employed. First
employed as an internal calibration in XENONIT [82], 3’ Ar is produced by thermal
neutron irradiation of * Ar-enriched gas. Through the purification system, a suitable
dose is injected into the LXe TPC. 3’ Ar decays via electron capture with a half-life of 35.0
days [83]:

YAr+e” »¥ Cl+v, (Q~8139keV). 4.1)

This decay involves electron capture from atomic shells, leading to electron rearrange-
ment and subsequent emission of Auger-Meitner electrons and X-rays. The energy
deposits correspond to the shell binding energies, with characteristic energies and
branching ratios listed in table 4.1.

The ¥ Ar calibration is carried out at the end of a science run. This timing is set
by the need for about 60 days of cryogenic distillation to remove the  Ar and restore
background conditions suitable for science data taking. An order of magnitude reduction
in % Ar rate occurs approximately every 8 days during this process.
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Shell Energy [keV] Probability

K-shell 2.822 90.21%
L-shell 0.270 8.72%
M-shell 0.018 1.06%

Table 4.1: ¥ Ar decay characteristics: shell-specific energies and branching ratios. Data from [84].

Energy scale determination

The observable energy E, for ER events is reconstructed from the anticorrelated scin-
tillation (cS1) and ionization (cS2) signals. For ER interactions, the Lindhard factor L
is taken to be 1.0 [21]. This assumption does not imply the absence of heat loss, but
rather a near-constant energy loss as a function of the observable energy Ey. This energy
loss is eventually absorbed into the work function W = (13.7 £ 0.2) eV /quantum [21],
which is defined as the average energy required to produce a photon or electron in LXe.
Therefore, the energy reconstruction for ER interactions follows from equation 1.6:

Eg=(N,+N,)-W= <C81—|—C82>-W, (4.2)
81 82

where cS1 and cS2 are the signals observed for a monoenergetic interaction with observ-
able energy Ey, and g and g» are the detector-specific photon and electron gains (in
PE/quantum). It is noteworthy that other experiments have reported different values
for the work function W. Notably, the EXO-200 experiment measured W = (11.5 + 0.5)
eV/quantum [85], and the Xurich IT dual-phase TPC reported W = 11.570% eV /quantum
[86]. While adopting a different W slightly alters the inferred light and charge yields,
the energy reconstruction remains unchanged. Assuming W is constant with energy,
any variation in W is absorbed into the fitted detector gains ¢; and ¢», leaving the
reconstructed energy unaffected.

Equation 4.2 shows that determining the energy requires knowledge of the gains g;
and g». These are obtained by calibrating the detector response using monoenergetic pro-
cesses of known energy. Due to light-charge anticorrelation, monoenergetic events form
ellipses in the cS1-cS2 space. Their mean signals (i1, sz ) are extracted by modeling the
ellipses as rotated 2D Gaussians:

2a2 2h2 (4.3)

where Ay is the peak amplitude, a2 and b are related to the standard deviations along the
rotated ellipse axes, and the rotation is defined by:

2 2
A(cS1,c52) = Ap - exp (—fl(CSLCSZ) _ fa(cS1,52) ) ,

f1(cS1,¢52) = ((¢S1 — psy) - cos@ — (¢S2 — psyp) - sinb), (4.4)
f2(¢51,¢52) = ((¢S1 — psy) - sinf + (¢S2 — usy) - cosB), (4.5)

where 0 is the rotation angle of the ellipse. Additional background terms may be
included if required by the specific dataset. The few-keV range is the primary focus of
low-ER analyses due to the XENONIT excess [81] and its highest sensitivity to BSM
physics. Thus, accurate energy calibration in this region using % Ar K-shell calibration
data is essential. Being close to the energy threshold, determined by the requirement
that at least three distinct PMTs detect photons within a £50 ns coincidence window
(see section 3.2), it is necessary to account for the S1 detection efficiency in the fit. The
fit is performed in S1 and cS2 space, as the S1 detection efficiency is most accurately
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accounted for by considering the raw S1 signal rather than the corrected cS1 signal;
this is particularly relevant for fitting high-statistics datasets such as the ¥ Ar K-shell
calibration. Multiple experiments have shown that the S1 signal in the few-keV range is
better described by a skew-Gaussian distribution [87-89]. Based on the aspects described,
a dedicated analysis is performed for the 3 Ar K-shell calibration data, dividing the
detector volume into bins defined in cylindrical coordinates. Specifically, the detector
is segmented into 12 bins along Z and 6 radial bins, with the number of azimuthal
bins increasing with radius to ensure uniform XY cross-sectional areas. This results
in a total of 1008 voxels, chosen to optimize spatial resolution and maintain adequate
event statistics for robust fitting in each voxel. The correction ¢ (R, ¢, Z), as defined in
equation 3.4, was manually applied to the S1 mean obtained from the fit at the barycenter
of each voxel. A binned Poisson log-likelihood fit is performed in each voxel, factorizing
the 2D distribution of events in 51-c¢S2 space as:

fQD(Sl,cS2) = P](Sl) . PQ(C52|51)

4.6
= €(S1) - fokew(S1;8,,€) - foauss(cS2|S1; 1,0, B), (.6)

where the S1 probability density P;(S1) combines two components: a skewed Gaussian
distribution fgew(S1;a, w, e) with skewness a4, width w, and location e; and the data-
driven estimation of the S1 detection efficiency €(S1). To account for the light-charge
anti-correlation, the conditional cS2 probability density P>(cS2|S1) is modeled as a
Gaussian distribution whose parameters depend on S1. Specifically, the mean pig;5; and

standard deviation 0|5y vary linearly with the deviation of S1 from the skew-Gaussian

mean pew:

psyst = - (1— B+ (S1—pk™)), 4.7)
Osas1 =0+ [1— B (ST — uy™)], (4.8)

where y and ¢ represent the baseline ¢S2 parameters, while B controls the strength of
the anti-correlation. The expected number of events, M;;, in each bin (i,7) is given by:

-,

Ml‘]‘(e) =N 'fZD(Sli/ CSZj; a,w,e, y, g, ,B) -AS1- ACSZ, (4.9)

where fop is the fit function from equation 4.6 evaluated at the bin center (51;,¢cS2;), AS1
and AcS2 are the bin widths, and N is the overall normalization parameter. Using this
model, the optimal parameter set for 0 = {a,w,e, 1,0, B, N} is determined by minimizing
the negative Poisson log-likelihood:

~InL@) =Y [Mij(é) — N 1n(Ml-]-(§))} + constant, (4.10)
¥

where Nj; represents the observed counts in each bin (i, f).

The left panel of figure 4.2 shows the two-dimensional histogram of S1 and cS2 for
the ¥ Ar K-shell calibration data in a single voxel with the best fit. Despite localized
variations observed in the voxel analysis, where the maximum observed deviation of the
mean cS1 across all voxels was +1.5%, and for the mean ¢S2 was between -2% and +3%,
these fluctuations effectively average out over the detector’s larger scales, resulting in a
robust overall energy scale with deviations contained within +1% across the fiducial
volume (FV) at the 2.82 keV of 3’ Ar K-shell. Averaging over the results of all voxels
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Figure 4.2: Left: Two-dimensional histogram of uncorrected S1 and corrected S2 for the ¥ Ar
K-shell (2.8 keV) calibration data in a single voxel with the best fit. Projection onto the corrected
S2 (right) axis shows the best-fit model (red line), while the uncorrected S1 projection (bottom)
displays both its best-fit model (red line) and the S1 detection efficiency (dashed line). Right:
Compilation of various XENONNT SRO calibration datasets alongside background data in the
¢51-cS2 space. The insets emphasize the monoenergetic peaks and their corresponding fits used
for energy calibration.

provides the following values for the light and charge yields:

LY, = (5.3325 4 0.0014) PE/keV,
CYara, = (620.38 + 0.28) PE/keV.

The other monoenergetic lines used in the g;1-¢» calibration are 3"Kr (41.5 keV),
131mxe (163.9 keV) and 12" Xe (236.2 keV). The 83" Kr calibration, introduced in section 3.3,
exhibits a tail toward larger cS2 values, most likely due to imperfect correction for field
inhomogeneities [34]. Consequently, its ¢S2 distribution is modeled with an empirical
skew-Gaussian, while a standard Gaussian is used for ¢S1. This artifact is also observed
in other monoenergetic lines but has a negligible impact on their LY /CY measurements.
13ImXe and 129" Xe are isomeric states produced by neutron activation of >?Xe and 3! Xe
in nuclear recoil calibration with 2! AmBe neutron source, having half-lives of 11.86
and 8.88 days, respectively. They are uniformly distributed in the TPC. This dataset
is modeled as a sum of two independent 2D elliptical Gaussian peaks for the xenon
gamma lines plus an additive empirical 2D Gaussian band for the background from
Compton scatter and p-decay events.

Several high-energy gamma lines (>1000 keV) were also analyzed for completeness,
despite falling outside the energy region of interest (ROI). These gamma sources are
predominantly found at the edges of the TPC volume, areas typically mostly excluded
from the FV due to increased surface and material backgrounds, charge loss effects, and
tield inhomogeneities. The analyzed lines include 0Co (1173.2 keV and 1332.5 keV), 40K
(1460.8 keV), 2H (2224.5 keV), and '2C (4438.9 keV). The gamma sources derive from
either radiogenic decays in detector materials (°*Co, *°K) or neutron interactions during
calibration runs (H, 12C), providing valuable supplementary validation of the energy
scale. The right panel of figure 4.2 shows the two-dimensional histogram of cS1 and ¢S2
for the previously described monoenergetic lines combining all the datasets together
with the best fits.
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Figure 4.3: Linear fit of selected calibration data in the space of anti-correlated light and charge
yield for the determination of g1 and g»>, commonly referred to as the Doke plot. The gray
high-energy lines are omitted to avoid an energy-dependent bias and are only shown for
reference. Although excluded from the fit, these high-energy data points are still compatible
with the fitted model within their respective uncertainties. Figure published in [34].

Before determining the gain parameters g; and g», the measured LY and CY are
adjusted to account for the energy-dependent peak reconstruction bias described in
section 3.2. This correction is applied only to the LY/CY measurements, not to the
cS1/c¢S2 values, leading to a residual bias in the energy scale. To mitigate this effect at
low energies, the reconstruction bias correction is normalized such that the 37 Ar line
exhibits zero bias. The remaining energy bias is quantified and later included in the
analysis.

A systematic uncertainty of 3.2% is assigned to the CY, based on the observed
discrepancies between the low-energy and high-energy calibration lines. The resulting
gain parameters are determined as:

¢1 = (0.151 4+ 0.001) PE/ph,

¢2 = (165+0.6) PE/e". (4.11)

4.3 Energy resolution

Following the energy reconstruction, the detector’s energy resolution, or energy smear-
ing, must be characterized. Energy smearing describes how the detector response
transforms monoenergetic energy depositions into finite-width peaks and modifies the
shape of continuous spectra. Accurate characterization is paramount as it is required to
build realistic signal and background models for the analysis from the literature-based
deposited energy spectra.
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Figure 4.4: Left: Width parameter w(E) of the skewed Gaussian as a function of observable
energy E in XENONNT low-energy calibration data. Right: Skewness parameter «(E) versus
observable energy E for the same dataset. The gray point (excluded from fits) corresponds to the
KK-capture peak from 124Xe two-neutrino double electron capture decay, shown as a cross-check
with science data.

In the simplest model, the distribution of reconstructed energies (Eg) for a monoener-
getic source is approximated by a Gaussian function, reflecting the statistical fluctuations
inherent in signal generation and the detector response, which is the result of many
independent processes, thereby justifying the application of the central limit theorem
[90]. The energy resolution is empirically determined by calibrating the detector with
monoenergetic sources, using the same datasets as for the g;-g» calibration (section 4.2).
Applying the determined g; and ¢, values, Ey is calculated for each event (equation 4.2).
The distribution of Eg values is then histogrammed and fitted with a probability distri-
bution (e.g., Gaussian or skewed Gaussian), yielding a measure of the energy resolution,
o (Eyp), at the source’s observable energy Ej.

A widely used empirical model, motivated by the underlying physics of signal
generation, describes the relative energy resolution as:

o(Eo) a
=——+4+b <& o(Ey)) =av/Ey+bEy, 4.12
Eo VEo (Eo) ’ " @12

where the a//Ej term primarily reflects statistical fluctuations in the number of quanta
produced, Ng o Eg, which follows Poisson statistics (O'NQ x M), while the con-
stant b term captures energy-independent contributions, such as systematic effects from
spatial non-uniformities or position reconstruction uncertainties. An additional term,
c/ Ep, representing the contribution from electronic noise, is often considered in detector
physics; however, for low-ER events in XENONNT analyses, including this term yielded
non-physical negative values for c when unconstrained, and showed no significant fit
improvement when constrained to be positive, leading to its exclusion for simplicity.
While physically motivated, this is an empirical model; the parameters a and b are
determined by fitting and are not fundamental predictions, meaning the model’s extrap-
olation accuracy outside the calibration range is not guaranteed with good accuracy. This
limitation was, for example, observed in XENON1T analyses comparing fits including
or excluding the low-energy  Ar 2.82 keV point [91].

To obtain accurate analyses at low energies, a skew-Gaussian function better de-
scribes the energy distribution, as implemented and motivated for the 3’ Ar analysis in
section 4.2. In this more refined approach, the energy dependence of both the width
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Figure 4.5: Fit with the SR0 low-energy electronic recoil model to the % Ar K-shell calibration
data. The expected mean energy for the K-shell transition is indicated by the dotted vertical line
at 2.82 keV [92].

parameter w (analogous to o) and the skewness parameter « is modeled empirically by:

w(E) _ a «(E) _  p

?—ﬁ‘f’b, T—C'E. (413)
Figure 4.4 shows the energy dependence of the relative width and skewness, with the
parameters a, b, c,d obtained by fitting the empirical functions to the calibration data.
The final result of the calibration is an energy-dependent skewed Gaussian probability
density function, feew(Er|E = ¢(Eo), w = w(Ep),« = a(Ep)), which describes the
probability of reconstructing energy Er given an observable energy Ey. The location
¢(Ep) is calculated such that the mean of the skewed Gaussian distribution equals Ej.
This function is then used as a smearing kernel in the analyses to convolve theoretical
observable energy spectra, Ry (Ey), into the reconstructed energy spectra, Rg(Eg), that
can be compared with the measured data:

RR(ER) = [ Ro(Eo) fukew (EIE (Eo), w(Eo), &(E0)) dEo (4.14)

To validate the model, an unbinned log-likelihood fit is performed on the high-
statistics 3 Ar K-shell data, resulting in a good agreement as shown in figure 4.5. The
statistical framework is identical to that of the final analysis, but the likelihood includes
only the monoenergetic > Ar component. In this fit, the peak energy and resolution are
fixed, and efficiency is modeled via a nuisance parameter. An equivalent fit is performed
using the continuous spectrum from 2'?Pb beta decays in ?’Rn calibration data, as
shown in [64].

4.4 Background models

The XENONNT low-ER analysis benefits significantly from a comprehensive background
model, without which sensitivity to the rare processes targeted by the physics program
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could not be established. This framework provides the understanding necessary for
determining discovery potential and ultimately claiming a discovery.

Covering all known and anticipated ER sources within the 1-140 keV reconstructed
energy range and defined FV, the background model consists of nine components, which
are detailed in the following paragraphs (more information in [64]).

214Pb: The beta decay of 2'4Pb (1.02 MeV Q-value), a progeny of ?**Rn continuously
emanating into the xenon target from detector materials, is the dominant background
source at the lowest energies. Its spectral shape is derived from theoretical calculations
considering it as a forbidden transition [93]. The rate is constrained by measured alpha
activities of 28Po and ?'4Po, resulting in 2l4py, activity bounds of (0.777 £ 0.006ta¢
0.0324ys) to (1.691 £ 0.0065tat & 0.0724ys) 1#Bq/kg. In the background model, a nuisance
parameter is uniformly constrained within this range.

85Kr: The beta decay of 8Kr (687 keV Q-value, 10.8 years half-life), is an intrinsic
background source that persists as residual trace amounts despite cryogenic distillation
[40]. Quantifying this at parts-per-quadrillion (ppq) levels is challenging, a difficulty
addressed by sophisticated techniques (detailed in chapter 2). The 8°Kr rate used in the
background model is Gaussian constrained based on measured "Kr concentrations
(60 + 40) ppq from SRO gas samples, assuming a standard European atmospheric 3Kr
abundance [55].

Materials: Gamma rays from radioactive decays (49K, ®9Co, U/Th) in detector materials
induce ER events via Compton scattering in the LXe. Unlike external X-rays, with
O(10 pm) penetration depth, these gammas reach the inner volume. Depending on
the analysis needs, this background can be suppressed by reducing the FV. Geant4
simulations [94], informed by material radioassays [44], predict a flat ER background
spectrum below 140 keV in the FV. The estimated rate is (2.1 +0.4) events/ (keV - tonne -
year), with uncertainty from simulation statistics and radioassay measurements. In the
background model, a nuisance parameter for this rate is constrained by a Gaussian.

136Xe two-neutrino double beta decay (2vfp decay): The natural isotope 1**Xe under-
goes 2vfp decay (2.17 x 10?! years half-life [25]), yielding a continuous ER spectrum up
to the 2458 keV Q-value. The decay rate, a dominant background above ~ 30 keV, is
constrained by the half-life and the in-situ measurement of the 13¢Xe abundance (8.97 +
0.16)% [95]. Theoretical uncertainty on the spectral shape exists due to nuclear matrix
elements, leading to differing predictions from the two models SSD [96] and HSD [97].
The analysis baseline is the average spectrum, with shape uncertainty incorporated by
allowing variations based on model differences.

Solar neutrinos: Solar neutrinos originating from the Sun constitute an irreducible
background in LXe-based detectors. They can undergo elastic scattering off electrons
(neutrino-electron scattering), a process with a well-characterized cross-section in the
Standard Model (SM) [98]. Within the ROI for the low-ER analysis, the solar neutrino
flux is dominated by pp neutrinos, followed by the “Be component. Interactions involve
both charged-current (CC) and neutral-current (NC) processes for electron neutrinos (v.),
while only NC processes occur for muon (v,) and tau (v;) neutrinos. The cross-section
is convolved with the solar neutrino flux, derived from standard solar model calcula-
tions incorporating the large mixing angle Mikheyev-Smirnov-Wolfenstein solution for
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oscillations [99, 100]. To model the expected event spectrum correctly, it's important to
include the effects of electron binding energies. The stepping approximation handles
this by defining ZX¢(E,), which represents how many xenon electrons can be ionized for
a given recoil energy E,. This is calculated as:

Z3(E) = ) O(E: — By), (4.15)

where the sum extends over the 54 electrons of the xenon atom, B; represents the binding
energy of the i-th electron (taken from [101]), and @ is the Heaviside step function. The
relativistic random-phase approximation (RRPA), a more sophisticated model, is not
considered here because, at the time of writing, it lacks predictions above 30 keV [102].
Based on the Borexino measurement [103], the solar neutrino rate is constrained by a
Gaussian with 10% uncertainty. The ~ 7% peak-to-peak annual modulation from Earth’s
orbit is ignored as negligible in the context of this analysis.

124Xe two-neutrino double electron capture (2vECEC): The natural isotope '**Xe
contributes via 2vECEC. In this process, two orbital electrons are captured and two
neutrinos emitted, releasing atomic binding energy as X-rays and Auger electrons. The
theoretical spectrum [26], computed considering captures from various atomic shells,
exhibits distinct peaks (KK, KL, LL), with the most prominent KK capture peak at around
64.3 keV. The rate of this background is left unconstrained in the fit, treated as a free
parameter, allowing precise determination of the 2vECEC half-life from the data.

Accidental coincidences (AC): Occasionally, an unrelated S1 signal can be erroneously
paired with an unrelated S2 signal. These fake events are termed ACs. This background
source is described in detail in section 5.3. The rate and spectrum of AC events are
estimated using a data-driven method: isolated S1 and S2 signals recorded during
normal data taking are randomly paired to create synthetic events, which are then
processed through the standard analysis chain. This procedure yields a predicted AC
rate of (0.61 £ 0.03) events/(tonne - year) in the ROI. This prediction is used with a
Gaussian constraint in the background model.

133Xe: 133Xe is a radioactive isotope (5.3 days half-life) produced via neutron activation
of stable 132Xe, from the 24! AmBe calibration source used for nuclear recoil calibrations.
133%e decays via beta emission and a prompt 81 keV gamma ray. These rapid, localized
emissions are detected as unresolved ER events with combined energy, producing a con-
tinuous spectrum extending up to about 427 keV. Due to the lack of direct measurements
of the trace 1**Xe concentration at the beginning of SRO, its rate is left unconstrained
(free parameter) in the background model fit.

8mKy  As detailed in section 3.3, 83" Kr is a residual background from calibration runs
that persists despite continuous purification. Its decay results in monoenergetic ER
events at 41.5 keV. Lacking ancillary measurements, its rate is an unconstrained nuisance
parameter in the fit, affecting sensitivity exclusively in that narrow energy region.

Tritium: The B decay of tritium (18.6 keV Q-value, 12.3 years half-life [104]) was con-
sidered a potential explanation for the XENONIT excess [81]. Consequently, XENONnNT
implemented stringent measures against HT /HTO contamination [11]. To verify the
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impact of these procedures, a “tritium-enhanced” dataset was collected after SRO by
bypassing the gaseous xenon getter, an arrangement designed to amplify any tritium
presence by a factor of 10-100 times. The analysis of this data showed no tritium-like sig-
nal, confirming contamination reduction effectiveness [64]. Thus, tritium was excluded
from the background model.

In summary, the nine components constituting the background model By for the
XENONNT SRO low-ER analysis are listed in table 4.2, along with their prior constraints.
Their spectral shapes and rate constraints (or lack thereof) are incorporated into the
global likelihood function used for statistical inference, allowing for robust estimation of
signal strengths or limits while accounting for background fluctuations and uncertainties.

4.5 Signal models

A brief overview of the BSM signal models considered in the XENONNT SRO low-ER
analysis is provided in the following. More details are given for the models that were
integrated into the analysis pipeline by the author. Detailed descriptions for the others,
including solar axions and bosonic dark matter, along with their implementation, can be
found in [64, 81] and the references therein. The following candidates are investigated
in this search.

Solar axions: The strong CP problem in quantum chromodynamics motivated the
introduction of axions [105]; for a detailed review of axion models, see [106]. If they exist,
these hypothetical particles can be produced in the Sun through various mechanisms,
including axio-recombination, Compton, and Bremsstrahlung processes (ABC). They
can be detected in XENONNT via the axioelectric effect, which is analogous to the
photoelectric effect but involves axions instead of photons.

Solar neutrinos with an enhanced magnetic moment: The SM assumes neutrinos
are massless, meaning they should not have a magnetic dipole moment. However,
observing neutrino oscillations indicates that neutrinos do have mass [5]. This finding
shows that the SM must be extended. Neutrino mass implies a magnetic moment
of py ~ O(1072%) up [107], where pp is the Bohr magneton. Both theoretical studies
and experimental searches have considered larger magnitudes for yp [108-110]. Such
a property increases the probability of solar neutrinos scattering off electrons via an
electromagnetic interaction, leading to a significant enhancement of the event rate,
particularly at low recoil energies. The differential cross section for this process is given

by:
de __ 7Xe Tw‘em‘u% l _ i
<dEr>NMM = Zeti(Er) m2 E, E/ )’ (4.16)

where p1,, is the neutrino magnetic moment, ae, is the fine-structure constant, m, is the
electron mass, E, is the electron recoil energy, and E, is the incident neutrino energy.
The term Zé(f% (E;), which accounts for atomic binding effects, is defined in section 4.4.
This cross-section’s 1/ E, dependence leads to a rising spectrum at low energies.

Neutrino millicharge: While within the SM, known elementary particles have charges
that are integer multiples of e/3, there is no fundamental principle strictly enforcing
charge quantization for new particles, nor one requiring massive neutrinos to be electri-
cally neutral [111]. This theoretical flexibility permits models where neutrinos possess
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small electric charges [112, 113], together with searches for millicharged particles by
dedicated experiments [114, 115]. Neutrinos with even a small electric charge would
electromagnetically couple to electrons, generating a recoil spectrum different from
that predicted by the SM. The cross section is modeled using the equivalent photon
approximation [116], which relies on the measured photoelectric cross section for xenon,
o, (E;). This properly accounts for electron binding effects in xenon atoms, and it only
applies when the interaction is photon-mediated. The photoelectric cross section values
are obtained by interpolating the experimental data points from [117], which include
data below 1 keV. The differential cross section reads:

do, _ 20em 0y (Ey) E,\ »
(dEr>NMC = L, log o Ty (4.17)

where m, is the neutrino mass, g, is the neutrino’s electric charge. The approximate E, >
scaling behavior of the cross section, arising from both the explicit E,; ! term and the
energy dependence of o, (E,), results in a substantial increase in the event rate at low
recoil energies.

Neutrino non-standard interactions: Neutrino non-standard interactions (NSIs) be-
tween solar neutrinos and electrons, mediated by new, light (sub-MeV) bosons are
considered in the following. NSIs are a well-motivated phenomenological approach
for exploring new physics in the neutrino sector [13, 118, 119]. Light mediator scenar-
ios typically result in a differential cross section with E, > dependence, allowing new
physics to be significant at low recoil energies in direct detection low-threshold (keV or
less) experiments, yet remain consistent with constraints from higher energy neutrino
measurements. Unlike heavy-mediator scenarios, which can be described by effective
tield theory, the low-mass regime requires explicit inclusion of the mediator propagator.
This analysis considers vector/axial-vector, and scalar mediator cases; pseudoscalar
and tensor interactions are not included for brevity, but would yield similar results and
conclusions. Following standard practice for direct detection experiments, higher-order
kinematic terms for the differential cross sections are ignored as their contributions are
negligible [98, 120].

* Vector and axial-vector mediators: An NSI between neutrinos and electrons can be
mediated by a new vector (V) or axial-vector (A); these cases are treated together
here since the differential cross section differs only in the specific couplings and
mediator masses. These are the most commonly studied types of NSIs and arise in
models that extend the SM gauge group with an additional U(1) symmetry [121,
122]. Such extensions introduce a new, massive gauge boson (often denoted Z'’
or dark photons) that mediates the new interaction. The differential cross section
includes a term purely from the new interaction and an interference term with the
SM neutral current amplitude [120]:

doy,e _ Meghy ) a8ev /A V2GFegy a8y /ASev /A
dE. lv/a  27m(2E,m, + m%,/A)2 7T(2E,me + m%,/A)

) (4.18)

where Gr is the Fermi constant, g,,4 and g, /4 are the couplings of the new
mediator to neutrinos and electrons, respectively, my, 4 is its mass, and gy, 4 are
the SM neutrino-flavour dependent electron vector and axial-vector couplings.

* Scalar mediators: Scalar-mediated NSI, which may emerge from expanding the
scalar part of the Standard Model (like the Higgs sector), has gained growing
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interest over the past few years [122, 123]. If the interaction is mediated by a
scalar boson (S), it doesn’t interfere with the Standard Model vector current. The
corresponding differential cross section is given by [120]:

dove| _ 8vs8esErmy
dE, |s  4AmE2(2E,m, + m%)?’

(4.19)

where g,s and g,s are the couplings of the new scalar mediator to neutrinos and
electrons, respectively, and mg is its mass.

Bosonic dark matter: axion-like particles and dark photons: Light bosons such as
axion-like particles (ALPs) and dark photons (DPs) arise naturally in various extensions
of the SM, like string theory or models with extra U(1) gauge symmetries, and are
considered viable candidates for cosmological dark matter [124]. These particles could
be absorbed by xenon atoms, producing a monoenergetic ER signal corresponding to
their rest mass.

4.6 Event selection and cut acceptance

The event selection criteria described previously in section 3.5 form the basis for low-
energy physics analyses. This section details the additional requirements and specific
tuning applied for this particular search, which focuses on the reconstructed energy
range from 1 to 140 keV. Specifically, the following additional criteria are applied.

¢ ER band: Events are selected within the -2¢ to +4¢ range of the ER band in ¢51-cS2,
based on fit to 2’Rn and ¥ Ar calibration [125]. This cut removes backgrounds
like surface events, gas-phase events and ACs. The —2¢ lower bound was chosen
to maintain the blinding for the WIMP search. This selection is illustrated in
figure 4.7.

¢ S2 energy threshold: A threshold of S2 > 500 PE is applied. This is higher than
the default straxen S2 reconstruction threshold of 100 PE and serves primarily to
reduce the AC background prevalent at low S2 values, without affecting the signal
efficiency from ERs above 1 keV.

¢ Fiducial volume (FV): The analysis is performed within a (4.37 £ 0.14) tonne
liquid xenon FV, shaped as a polygon to optimize the signal-to-background ratio
and minimize instrumental effects. The FV is defined by a maximum Z of —6 cm
(excluding gas interactions) and a maximum radius of 63 cm (removing surface
events). Within these bounds, further regions are excluded: areas with >10% dis-
crepancy between the electric field simulation and data, and the charge-insensitive
bottom edge caused by field non-uniformities [126]. The simulation-based estima-
tion of the charge-insensitive bottom edge exclusion size dominates the fiducial
mass uncertainty.

* Refined S2 width: A selection based on the S2 signal width relative to expected
electron diffusion is crucial for rejecting ACs, multi-scatter, and unphysical events
as detailed in section 3.5. For the low-ER analysis, specific boundaries are defined
based on event position relative to perpendicular wires: boundaries derived from
simulations and 22°Rn data are used for events far from wires, while observed
220Rn data provides boundaries near the wires to account for anomalous diffusion.
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¢ Additional criteria: A naive Bayes classifier (NBC) is developed [127] to quantita-
tively measure how well the observed S1 and 52 waveforms match standard tem-
plates derived from a combination of simulation and calibration data. Events with
low NBC scores for either S1 or S2, indicating deviations from expected shapes,
potentially due to noise, pile-up, or non-physical origins, are rejected. Moreover,
to guard against events where reconstruction might be unreliable, the positions
determined by the three independent machine learning algorithms (section 3.3)
are required to be consistent within a defined tolerance based on the 99% quantile
of differences observed in calibration data.

Event selection efficiency

The overall efficiency of event selection, also known as cut acceptance, is the fraction
of true signal events expected to pass all criteria. Determining this acceptance and its
energy dependence is crucial to be able to define the expected distributions of signal
and background events in the likelihood analysis. Total cut acceptance is the product of
individual efficiencies, assuming independence; correlated cuts are evaluated jointly as
groups. The acceptance and its energy dependence are determined using ?°Rn calibra-
tion data, which provides coverage across the entire ROI. High-statistics ¥ Ar K-shell
data serves as a validation point in the low-energy region. Individual cut acceptances are
estimated using the N-1 method, which involves evaluating the acceptance of the Nth
selection criterion after applying the other N-1 criteria. The uncertainties are determined
using the Clopper-Pearson method [128].

The cumulative acceptance is approximately 80% at low energies, showing little
variation. A peak increase of ~ 2% occurs at 10 keV, due to the nuclear recoil blinding
cut. Above 10 keV, acceptance shows a modest gradual decline, reaching around 78% by
140 keV. Accurately determining acceptance below about 5 keV using the N-1 method

n 22'Rn data proved challenging, particularly for the S2 width cut. This is because the
N-1 method assumes a pure signal dataset, which fails at low energy where many AC
events are rejected only by the S2 width cut. This leads to underestimated efficiencies
and inconsistencies, as evidenced by the ~7% discrepancy between the 37 Ar and 2°Rn
acceptance estimates at low energies. Consequently, a conservative +4% uncertainty is
assigned to the low-energy acceptance, which gradually narrows as energy increases up
to 10 keV.

4.7 Inference and results

The statistical inference is performed using an unbinned profile likelihood method in
reconstructed energy space. The likelihood function incorporates both potential signal
(us) and background (pup) components:

L (s, tp, 8) = Poiss( obs\ytot)l’[ “S o fo(E1,6) +2 ’fb (E;, 0)

(4.20)

6
H Hm ﬂbm H Cen (911
m=1 n=1

where por = ps + Ej Mo, is the total number of events. The index i runs over the
Nops = 3658 observed events in the ROI, E; is the reconstructed energy of the i-th
event, and j indexes the nine background components detailed in section 4.4. The
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Figure 4.6: Energy spectrum of low-electronic recoil data from XENONnNT SRO after selection,
compared to the best-fit background model By (red curve). Individual background components
are shown, except for the subdominant accidental coincidence background. The discontinuity at
10 keV arises because the WIMP search region was excluded (blinded) from this analysis. Figure
published in [64].

functions fs and fp, are the probability density functions for signal and background,
respectively, which depend on energy and on nuisance parameters 6. These parameters
account for shape uncertainties, including the detector efficiency at low energy and
the 1%6Xe spectrum uncertainty. The C,,, and C,, terms incorporate constraints on
background rates and shape parameters from auxiliary measurements or theoretical
priors (summarized in table 4.2). Hypothesis testing and upper limit setting are based
on the profile log-likelihood ratio test statistic:

ﬁ(ﬂsfﬁb(ys),?(us))
ﬁ(ﬁS/ ﬁbl e)

where single-hat parameters represent the overall best-fit values, and double-hat param-
eters are those that maximize the likelihood for a fixed p;.

Following the definition of the analysis procedure, data above 20 keV were initially
unblinded and showed good agreement with the background model (p-value ~ 0.2).
Subsequently, the full ER dataset was unblinded, while the WIMP search region (NR
band) below 10 keV was left blinded (see figure 4.7). The background-only (s = 0)
hypothesis shows excellent agreement with observed data, indicating no statistically
significant excess. The fitted spectrum is presented in figure 4.6, with best-fit results
for each background component detailed in table 4.2. Given that XENONNT does not
observe the excess previously seen in XENONT1T [81] (see figure 4.7), the various BSM
scenarios are excluded; for instance, the monoenergetic peak hypothesis at 2.3 keV is
rejected at ~ 40 significance. This leaves trace tritium as the most plausible explanation
for the XENONIT excess.

Correcting for selection efficiency, the average ER background rate in the energy
range (1, 30) keV is found to be (15.8 &+ 1.3) events/(tonne-year-keV). This marks a

q(ps) = —2In , (4.21)
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Figure 4.7: Left: Electronic recoil (ER) events (black dots) from the XENONRNT first science run
dataset superimposed on the 2D 22'Rn calibration histogram. The data are displayed in the
plane of corrected scintillation (cS1) and ionization (cS2) signals. The hatched orange area,
denoting the blinded weakly interacting massive particle (WIMP) search region, and the gray
shaded area are both excluded from the analysis. Right: Comparison of the measured ER
background spectra for XENONRNT (this work) and XENONIT [81]. A direct comparison
demonstrates the approximate five-fold background reduction relative to XENON1T, due to
improved radon mitigation. The XENONT1T data reveal the previously observed excess at
around 2.3 keV, which is not present in the XENONNT data. Solid lines represent the best-fit
background models for each experiment.

Component Constraint [Events] Best Fit [Events]
136Xe 2vBp 1560 =+ 60 (Gaussian) 1550 =+ 50
2l4pp (570, 1200) (Uniform) 960 =+ 120
Solar neutrino (pp) 300 + 30 (Gaussian) 300 + 30
Materials 270 £+ 50 (Gaussian) 270 £ 50
124%e 2VECEC Unconstrained 250 £ 30
133 Unconstrained 150 + 60
85Kr 90 =+ 60 (Gaussian) 90 + 60
83mKy Unconstrained 80 + 16
AC 0.70 + 0.04 (Gaussian) 0.71 +0.03
Total observed events 3658

Table 4.2: Summary of best-fit event counts for background components in the XENONNT SRO
low-energy analysis. Constraints on background rates are applied via the C,, terms in
equation 4.20.

factor of about 5 reduction compared to XENONIT [81] and is the lowest ER background
achieved in a dark matter direct detection experiment to date. The fit provides also
the valuable measurement of the ?4Xe 2vECEC half-life: Tf}gCEC = (1.18 + 0.13gat =
0.144y5) ¥ 10?? y, where the main sources of systematic uncertainty are the selection
efficiency and the theoretical modeling of the capture fraction [26]. This finding is
consistent with the previous XENONIT measurement [26]. Given the consistency
between the observed data and the background-only scenario, 90% C.L. upper limits
are set on the parameters of the models introduced in section 4.5. The results for solar
axions, neutrinos with an enhanced magnetic moment (y, < 6.4 X 1012 ug), ALPs,
and DPs are published in [64] and are displayed in figure 4.8. The results for neutrino
millicharge (g, < 1.5 x 10713 ¢y) and neutrino NSIs with scalar and vector mediators
are obtained by the author and are shown in figure 4.9. These figures demonstrate that
these limits represent world-leading laboratory constraints across multiple regions of
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the parameter spaces of the different signal models.
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Figure 4.8: 90% C.L. upper limits derived from the XENONNT SRO0 low-electronic recoil data for
various beyond the Standard Model physics models. (a) Constraints on the axion-electron
coupling g,. (via ABC solar axions) and axion-photon coupling g, (via Primakoff solar axions).
(b) Limit on the effective neutrino magnetic moment y,. (c) Limit on the axioelectric coupling g
for axion-like particle dark matter. (d) Limit on the kinetic mixing parameter « for dark photon
dark matter. Expected sensitivity bands (1o green, 20 yellow) are shown. The region 39-44
keV/c? is excluded due to residual 8" Kr background. For details of limits of other experiments
and astrophysical bounds, see [64] the references therein, where the figure was published.

4.8 Conclusion and discussion

The analysis of the first XENONNT science run, covering a 1.16 tonne-years exposure,
reveals no statistically significant excess beyond the established background model
in the low-energy ER spectrum. A record-low ER background rate of (15.8 £ 1.3)
events/(tonne-year-keV) in the 1-30 keV range has been achieved, representing an
about 5-fold reduction compared to XENONIT. ¥ Ar calibration with the analysis of
the 2.82 keV K-shell line provided a precise and robust modelling of the low-energy
response including energy scale and resolution determination. The spatial partition-
ing (voxelization) approach for the 37 Ar K-shell line analysis allowed for an accurate
accounting and validation of the S1 detection efficiency. Leveraging these precise charac-
terizations, the findings of the analysis rule out a BSM interpretation for the XENONIT
low-energy excess [81] (excluding a 2.3 keV monoenergetic peak at around 4¢), rein-
forcing the hypothesis of a tritium origin. The limits derived for solar axions, neutrinos
with an enhanced magnetic moment, neutrino millicharge, neutrino NSIs (vector and
scalar mediators), ALPs, and DPs represent the most competitive laboratory constraints
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Figure 4.9: 90% C.L. upper limits from XENONnNT data. For all three panels, the sensitivity band
is indicated by the region containing 68% (green) and 95% (yellow) of expected upper limits
under the background-only hypothesis. Top left and right: Limits on neutrino interactions with
a light vector mediator (left) and a light scalar mediator (right). For both top panels, selected
results from other experiments are also shown, including Borexino [129], COHERENT [130],
CONUS+ [131], and NA64 [132]. Bottom: Limits on neutrino effective millicharge. Selected
results from other experiments are also shown, including GEMMA [133], LZ [134], TEXONO
[135], and XMASS [136].

currently available across most of the probed parameter spaces. The continued opera-
tion of XENONNT post-SR0, benefiting from further ?Rn background reduction via a
combined gaseous and liquid xenon flow radon distillation system [137], is expected
to soon enable the detection of the solar pp neutrino component and further improve
sensitivity in searches for BSM physics.
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Chapter 5

First sub-keV electronic recoil
calibration with 3/ Ar L-shell

The search for beyond the Standard Model (BSM) physics in low-energy electronic
recoil (ER) data, as described in chapter 4, is limited by an analysis threshold of about
1 keV, where the signal efficiency is approximately 10%. Lowering this threshold could
improve sensitivity to different signals, particularly those with energy distributions
that rise towards lower energies. To the best of the author’s knowledge, no sub-keV
ER processes had previously been observed in liquid xenon (LXe) detectors using both
ionization and scintillation signals. This chapter introduces a novel analysis framework
that successfully measured the monoenergetic 0.270 keV L-shell electron capture decay
using an internal % Ar calibration source. Prior to this work, the photon yield (PY) for
sub-keV ERs in LXe was unknown, and it was uncertain whether any events from 37 Ar
L-shell decays could be detected.

5.1 Modeling near the energy threshold

The characterization of sub-keV ER signals, including the 0.270 keV depositions from
37 Ar L-shell decays, poses significant challenges. Neither a first-principles model nor
direct measurements exist for the photon emission at these energies, leaving the PY
unknown and the model not well-established. This means that it is not known whether
and how many photons are produced by an interaction of a given energy. Moreover,
the intrinsically low photon counts expected per event significantly amplify the impact
of stochastic Poissonian fluctuations. Consequently, while the Noble Element Simula-
tion Technique (NEST) provides a state-of-the-art semi-empirical model [32, 138], its
predictive power in this uncalibrated sub-keV domain is severely limited.

To systematically investigate the potential range of PYs and their impact on the detec-
tor response, a dedicated full-chain simulation strategy was employed. The XENONNT
experiment’s Monte Carlo (MC) simulation framework [139] was utilized. This frame-
work integrates outputs from generic packages like nestpy [33] with XENONnNT-specific
detector modeling, extending up to photomultiplier tube (PMT) and data acquisition
(DAQ) responses (further details on the waveform simulator can be found in [34, 140]).
The methodological approach involved systematically varying the quanta production
within this simulation pipeline. Specifically, for 0.270 keV energy depositions, the entire
distribution of NEST-generated photons was shifted by applying a constant offset to its
median. This procedure preserved the inherent shape of the photon distribution while
allowing for a controlled variation for each event. Following these modifications, the
full-chain MC simulation was executed.

The simulation results, shown in figure 5.1, illustrate the direct consequence of
varying the PY on the number of S1 photons produced and detected from a 0.270 keV
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Figure 5.1: Left: Relative frequency distribution of the number of produced S1 photons from
0.270 keV electronic recoils, simulated for various photon yields (PY). Right: The corresponding
relative frequency of detected S1 hits, after full-chain simulation and application of a 2-fold S1
coincidence selection. This demonstrates that while higher PY values increase the overall
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number of reconstructed events (indicated by the “x” scaling factors relative to 1 7y /keV), the
range of detected S1 n-hits remains fundamentally unchanged.

energy deposition. As PY increases from 1 to 5 y/keV, the mean of the produced S1
photon distribution shifts to higher values. However, even at 5 v /keV, the number of
produced photons predominantly remains very low (0-4 photons). Consequently, as can
be seen in the right panel of figure 5.1, the number of events with {2,3,4} reconstructed
photons shows a drastic increase when varying the PY (1-5) v /keV, but the range of S1
n-hits remains the same despite the increased PY. This allows for analyses like this one,
seeking a peak in reconstructed energy space, to model the signal by centering it on the
average energy from MC simulations. This approach is valid because the MC average
reconstructed energy is stable across the wide PY range (1-5) v /keV (see figure 5.2).

Ultimately, the 0.270 keV energy deposition from 37 Ar L-shell decays is reconstructed
in 51-52 exclusively when there is an upward fluctuation in S1 production, coupled with
favorable photon propagation. A distribution centered on the literature value for this
decay (0.270 keV) is obtained only if the entire distribution of the energy depositions
is represented in the reconstructed sample. This produces a bias in the reconstructed
energy, known as Eddington bias [141, 142]. At 0.270 keV, this bias manifests as a
reconstructed energy that is approximately 1.9 times the deposited energy, as shown in
the right panel of figure 5.2.

The presented simulation studies clearly indicate that the standard requirement
of at least three (3-fold) distinct PMTs registering photons within a £50 ns window,
introduced in section 3.2, is too restrictive for the low photon counts from ¥ Ar L-
shell decays, effectively discarding all signal (see figure 5.3). To overcome this, the
requirement is lowered to at least two (2-fold) distinct PMTs. This change is key to
achieving a detectable signal rate, increasing the number of expected events by a factor
of ~66. The immediate consequence is an increase in the accidental coincidence (AC)
background, which requires the development of dedicated mitigation techniques and
criteria, detailed later in this chapter.
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Figure 5.2: Left: Corrected S1 area (cS1) histograms for different photon yields (PY),
demonstrating a consistent distribution shape that scales in normalization due to the increased
number of reconstructed events at higher PY. Right: The mean reconstructed energy as a
function of the input PY. The big difference between deposited energy and reconstructed energy
for 37 Ar L-shell interactions is explained in detail in the text. The data points exhibit minimal
variation, indicating that the average reconstructed energy is largely independent of the photon
yield within the simulated range.
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Figure 5.3: Impact of S1 tight coincidence selection on 3” Ar L-shell signal acceptance. The bar
plot shows the simulated distribution of detected S1 photons from 0.270 keV depositions with a
nominal photon yield of 3 v /keV. The remarkable improvement is evident when comparing the
2-fold criterion, requiring at least 2 PMTs to register hits within +50 ns of the S1 peak, against
the 3-fold criterion, which requires at least 3 PMTs. While the 2-fold selection keeps a substantial
fraction of events, the 3-fold selection leads to basically no signal acceptance.

5.2 Sub-keV energy smearing

It is a known fact that energy resolution and PY are degenerate [143]. If more photons are
produced for an interaction of a given energy, then the energy resolution will improve.
However, as shown in section 5.1, variations in PY between (1-5) v/keV affect the
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event counts within the S1 n-hit range {2,3,4}, but do not alter the extent of the S1
n-hit distribution. Consequently, the energy resolution-PY dependence does not pose a
difficulty for the signal modeling presented in the following.

As detailed in section 4.3, the reconstructed energy distribution for a monoenergetic
interaction is described by a skewed Gaussian function. Although the parametric model
itself is applicable in the sub-keV range, its parameters, fitted empirically from higher
energies and lacking first-principles meaning, are not directly transferable (see figure 5.4).
This was also observed in XENON1T with and without the inclusion of the 3 Ar K-shell
point [91]. Given the lack of sub-keV monoenergetic calibration sources, the followed
approach is to generate simulated datasets for monochromatic peaks with full-chain
simulation. The parametric model is then fitted to these synthetic datasets. After
verifying good agreement between the model and simulation, the width and skewness
parameters of the skewed Gaussian are extracted as functions of energy.

In the plot in figure 5.4, the width of the skewed Gaussian can be observed versus
the observable energy. The full-chain simulator correctly models the smearing effect, as
validated by the comparison between parameters derived from ¥ Ar K-shell (2.8 keV)
and 837Kr (41.5keV) calibration data. In fact, these parameters show agreement between
data and simulations within 2%. It is observed that around 1.5 keV, the data points
from the simulation deviate from the model presented in section 4.3. Since the full-
chain simulation models both the microphysics and the detailed detector response, the
behavior of these (brown) simulation points is deemed trustworthy. For this reason, the
model for energies below 1.5 keV was established using a linear fit, representing the
lowest-order fit that ensures good agreement with the data. The model incorporates
an uncertainty band that comprises both statistical and systematic uncertainties. The
systematic uncertainty includes the uncertainty on the charge yield in the sub-keV range,
quantified by varying the charge yield by £1c of literature values in simulation.

5.3 Characterization of the accidental coincidence background

AC background results when the event building algorithm, described in section 3.1,
mistakenly pairs unrelated S1 and S2 signals within a time window Thax, set by the
detector’s maximum drift time of about 2.2 ms. Accurate characterization is crucial,
as the resulting AC events can mimic the signatures of genuine low-energy physical
interactions. The expected AC rate between ty and ¢; is given by:

f
Rac = /t Risost(t) X Risos2 () X Tmax dt, G.1)
0

where Risos1(t) and Rises2 (1) are the rates of isolated S1 and S2 events, respectively. An
“isolated” peak is a signal recorded by the detector without a physically associated
partner from the same particle interaction. These signals appear constantly in the data
stream and have origins in detector physics and instrumental effects. Despite the identi-
fication and estimation of several mechanisms producing isolated S1 and S2 signals, the
existence of uncharacterized sources and the inability to isolate all the individual contri-
butions from the total rates preclude a direct validation of these component estimates.
Consequently, the LXe dual-phase time projection chamber (TPC) community currently
lacks a fully validated, first-principles model for the AC background.

Isolated S1 peaks: These peaks typically do not originate from single-particle interac-
tions. Instead, they are most often artifacts caused by the accidental temporal overlap
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Figure 5.4: Energy resolution model for low-energy electronic recoils. The width parameter, w,
of the skewed Gaussian energy resolution function is shown versus energy. The black curve
represents the empirical model from section 4.3, which deviates from full-chain simulations
(blue line) below ~1.5 keV. The SR0 37 Ar K-shell and 8" Kr calibration data points (yellow
points) are in good agreement with the simulation results. Simulation uncertainties include
systematic effects from charge yield variation in the sub-keV region, quantified by varying the
charge yield by +1¢ of literature values in simulation. The inset zooms in on the sub-keV region,
where a linear fit to the simulation points is used to describe the width parameter below 1.5 keV.
More details can be found in the text.

of lone hits, with the exception of signals from charge-insensitive regions. Lone hits
refer to single-photoelectron pulses in the individual PMTs that are not sufficiently
close in time to other hits to be clustered by the reconstruction algorithm, which uses a
700 ns window. Two primary sources contribute to lone hits. The first is considered a
stable component, with a rate estimated to be around 8.5 kHz, thought to be caused by
PMT dark counts, which are thermally induced emissions of photoelectrons that occur
without an incident photon hitting the photocathode. In SRO, this rate originates from
the 248 active top-array PMTs, with an average dark rate estimated at 12 Hz each, and
the 229 active bottom-array PMTs, with an average dark rate estimated at 24 Hz each
[9, 64]. The second source is correlated in time with high-energy (HE) interactions in
the detector and is believed to result from PTFE fluorescence, which occurs due to VUV
photon absorption [144, 145]. Isolated S1-like peaks can also arise from misclassified
single-electron S2s or from events occurring in charge-insensitive regions. These regions
include an approximately 200 kg LXe volume below the cathode and an about 112
kg volume near the detector edges, where local field configurations prevent electron
extraction, precluding S2 signal generation [11]. Because of the relatively high rate of
lone hits, the probability of two or more randomly coinciding within the S1 coincidence
window of 100 ns is non-negligible, generating spurious S1 signals. In science data, and
before any mitigation strategies are applied, the rate of these accidental 2-fold isolated
Slsis ~15 Hz.

In the context of the 3 Ar calibration data, which is the main subject of this chapter,
the most significant source of isolated S1s arises from K-shell interactions occurring in the
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charge-insensitive volumes below the cathode and near the detector edges. With a total
rate of such interactions throughout the active volume of about 19 Hz, this component
in the charge-insensitive regions contributes ~1Hz to the isolated S1 rate.
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Figure 5.5: Example of single hits and small signals following a randomly selected high-energy
interaction during a science run. A clear temporal relationship is observed, with a noticeable
increase in the rate of isolated peaks after the high-energy interaction, followed by a significant
drop in the rate of isolated S2 signals after one full drift time. Many of the isolated S2 peaks
cluster near the single-electron gain (SEG) level. Refer to the text and in particular to section 3.1
for additional details on the classification between S1, 52, and unidentified peaks. Figure taken
from [146].

Isolated S2 peaks: These signals are typically genuine secondary scintillations from
small numbers of electrons. A prominent population of isolated S2s occurs immediately
following HE interactions (>0.1 MeV), which are mainly caused by gamma rays from
material radioactivity and produce S2 areas exceeding 10° PE. This component is char-
acterized by three key features: its rate diminishes rapidly after one drift time (as can
be seen in figure 5.5); its signals are spatially correlated with the primary interaction;
and its rate scales positively with drift time and negatively with LXe purity [147]. The
hypothesized origin is the temporary trapping and subsequent release of electrons by
impurities within the LXe volume. A second, spatially uncorrelated component is also
observed. These events occur far (>20 cm) from the primary S2 and show only a weak de-
pendence on drift time and purity. Their origin, possibly related to longer-lived trapping
states, is not yet fully understood [147]. A third component involves delayed electron
extraction that persists for over 100 ms after a HE event. These signals are also spatially
correlated with the initial interaction. Their physical origin is under investigation, with
one possible mechanism being electrons trapped just below the liquid-gas interface
[148, 149]. Moreover, intense, localized single-electron emission near anode transverse
wires can create "hot spots” or "warm spots." In SRO, these effects were mitigated by
temporarily reducing the anode voltage, at the cost of 11% live time [11]. The affected
data-taking periods were omitted from the analysis. The total rate of all isolated S2s is
on the order of 0.1-0.2 Hz in science data, making them a significant background despite
being less frequent than isolated S1s.

For the ¥ Ar calibration data specifically, the dominant source of isolated S2s is
signals from L-shell interactions where the corresponding S1 scintillation light was
either not produced or not detected (as explained in section 5.1 and shown in figure 5.1).
These events, which dominate the isolated S2 population for this dataset, have a rate of
~1.7Hz.
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Suppression of correlated isolated signals

A few selection criteria are applied to suppress isolated peaks correlated with preceding
HE events or with high local detector activity.

Time shadow: The temporal correlation between isolated signals and preceding HE
interactions is evaluated using a "time shadow" metric. For any isolated peak, all HE
events within a 1s window are considered, and the one with the maximum ratio of
S2pre/ Atpre is identified as the dominant source of potential contamination. Here, S2pre
is the S2 area of the HE event and Aty is the time difference. Based on this quantity,
thresholds of <10.1 PE/us and <38.2 PE/ us are applied to two-hit and three-hit isolated
S1 signals, respectively. This cut maintains signal efficiencies of 87% for two-hit and
96% for three-hit signals while reducing the isolated S1 rate by over 80% and 50%,
respectively [48].

Position shadow: To reduce isolated S2s caused by delayed electron extraction, which
retain spatial correlation with the parent HE event, a "position shadow" cut is applied.
A Half-Cauchy distribution, f(AX,AY), empirically captures the spatial separation
between an isolated S2 and a preceding large S2, with higher f values indicating a
tighter spatial connection to the previous HE interaction. A two-dimensional selection
is then defined using both the time shadow metric and the spatial distance f, rejecting
events that exhibit strong correlations in both time and position. This selection is tuned
to keep about 97.5% of signal events while removing roughly 53% of the correlated
isolated S2 background [34].

Ambience cut: This selection criterion targets events that occur in a "busy" detector
environment, regardless of any single preceding HE event. It defines a spatio-temporal
region around an event of interest and rejects it if the local activity is too high. Specifically,
it vetoes events if a 2ms window before the S1 contains more than 100 lone hits, 3
unidentified peaks, 1 S1, or 1 S2 (area < 60 PE). It also imposes a stricter spatial veto,
rejecting events if any small S2 is found within a 6.7 cm radius. The signal acceptance is
approximately 99% [34].

Model construction and validation

As a first-principles simulation of the AC background is not currently available, a data-
driven approach developed by the XENON Collaboration using the axidence software
package [150] is employed. This method constructs the model by directly sampling real
isolated S1 and S2 peaks from the specific data category of interest (for example, using
37 Ar calibration data for 3’ Ar analysis) and combining them to generate a synthetic AC
dataset. This approach ensures that the instrument-specific characteristics of the isolated
peaks are accurately replicated in the model for each data category. The method is
inherited from XENONT1T [151], with two improvements to create a more realistic model
and mitigate potential biases. Firstly, to prevent bias from mismatched detector activity,
isolated S1 and S2 peaks are paired based on similar time shadow values (52pre / Atpre),
which serve as a proxy for local detector conditions. This ensures that simulated AC
events reflect the ambient environment present during real coincidences. Secondly, the
rates of isolated S1 and S2 peaks vary by ~15% and ~20%, respectively, over timescales
of a few days due to changing detector conditions. To capture this time dependence,
the data are divided into shorter, sequential periods (typically a few hours each), and
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artificial AC events are generated separately for each period, accurately reflecting the
evolving background rates throughout the campaign. Once the isolated S1 and S2 peaks
are paired, the resulting synthetic events are processed using the standard pipeline
described in chapter 3, providing events that have the same analysis dimensions as
events from genuine physical interactions.

The AC model’s accuracy and systematic uncertainty are validated against AC-
dominated control samples [48]. The most important test for this analysis uses ¥ Ar
calibration data, specifically events created by accidental pairings of S1s from K-shell
decays in charge-insensitive regions and S2s from L-shell decays without associated Sls.
The dataset, comprising approximately 500 events, shows strong agreement with the AC
model’s predictions, enabling a 5% constraint on the AC rate’s systematic uncertainty.

5.4 S1/S2 BDT classifiers for accidental coincidence mitigation

While the analysis in chapter 4 relied primarily on a 3-fold S1 coincidence requirement
to limit the AC background, lowering the threshold to 2-fold necessitates new and
additional mitigation strategies. Two boosted decision tree (BDT) machine learning
classifiers, based on the LightGBM framework [152], are employed for this purpose.
To determine the optimal operating point for each classifier, the cut on the BDT score
is chosen by maximizing the median discovery significance, Z. This significance is
calculated using the Poissonian counting experiment approximation as outlined in [153]:

Z:\/2-(s—|—b)~ln<l+2)—2-s

where s represents the number of signal events and b is the number of background
events.

S2 BDT

The S2 BDT is developed to distinguish genuine S1-S2 pairs from isolated Sls and
S2s based on electron drift and diffusion physics in LXe. For a genuine S2 signal, the
electrons generated at an interaction site drift upwards due to the presence of the drift
field, and their spatial distribution broadens to a Gaussian distribution along Z. This
spatial smearing translates to a temporal width upon electron extraction from the liquid
surface. The standard deviation of this temporal width, oy;fr,, exhibits a dependence
on the electron drift time, t4yis, following the relation o /tgyi¢ [154]. For an isolated S2
forming an AC event, its reconstructed Z position (determined by the time difference
to an unrelated paired S1) is an artifact and bears no physical relation to its intrinsic 52
width. The S2 BDT is trained using full-chain simulations of few-keV energy interactions
as signal and a synthetic, data-driven AC background sample generated according to
the procedure in section 5.3. It utilizes the following S2 signal characteristics as input
features:

* S2rise time: Reflects the initial spread and arrival characteristics of electrons at
the gas phase. It is the time between the 10% and the 50% area quantiles of the
summed waveform.

® S250% width: The time interval covering the central 50% of the S2 signal’s area.

* 52 90% width: The time interval covering the central 90% of the S2 signal’s area.
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Figure 5.6: Left: Validation of the S2 signal width model. The median 50% width of the S2 pulse
is plotted against electron drift time, showing excellent agreement between ?2°Rn calibration
data and full-chain simulations, used to train the S2 boosted decision tree (BDT). The error bars
and band correspond to 1¢ of the distributions. The bottom panel displays the normalized
residuals. Right: Performance of the S2 BDT. Fraction of signal and accidental coincidence
background events passing a given boosted decision tree score cut.

* Z position: Derived from the 51-52 time difference.

The S2 BDT provides a score from 0 to 1 for each input event, where higher scores
indicate a higher likelihood of the 51-52 pair being from a physical interaction. Since the
signal dataset is based on full-chain simulations, it is essential that the input features
used by the S2 BDT, particularly the S2 temporal features and their correlation with Z,
accurately reproduce those observed in real data. For the AC dataset, this condition is
automatically met since it is generated directly from data. Figure 5.6 shows a validation
of the simulation’s fidelity using >Rn calibration data. Similar validations were also
performed using 3 Ar L-shell, exploiting the uniformity of the distribution of events.

The performance of the S2 BDT can be quantified by the area under the receiver
operating characteristic (ROC) curve (AUC), a standard metric for evaluating binary clas-
sifiers, which is 0.95 for the S2 BDT. Applying the significance maximization procedure
described above, a selection cut requiring an S2 BDT score > 0.80 is chosen. This cut
effectively removes about 95% of AC events, while retaining approximately 80% of the
physical interactions. The permutation scores [155, 156] indicate the relative importance
of the features for the classification in the trained model. A higher number means the
variable is more important. The scores for the S2 BDT are: 50% width (0.20), rise time
(0.15), 90% width (0.14), Z (0.09). Since the S2 pulse shape parameters already encode
some information about Z, its importance for the model is relatively low.

S1BDT

To improve the discrimination between genuine physical S1 signals and temporal pile-up
of S1 lone hits, the S1 BDT is used. It exploits distinct features between the two types of
signals:

* Maximum hit area: Photons from physical S1 interactions can induce double
photoelectron emission (DPE) at the PMT photocathode with a probability around
0.22, where a single VUV photon results in two photoelectrons being emitted [157].
This leads to a larger integrated charge area for that specific photon detection in
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Figure 5.7: Left: Distribution of the S1 area in the largest-contributing photomultiplier tube
channel, the most important discriminating variable for the S1 BDT. Genuine signals show a tail
to larger areas due to double photoelectron emission, which is absent in accidental coincidence
background. Right: Performance of the S1 BDT classifier. Signal and background acceptance as
a function of the cut applied on the S1 BDT score.

the PMT compared to a standard single-photoelectron. Lone hits, which form AC
S1s, do not exhibit the DPE phenomenon.

¢ Minimum hit time difference: The temporal profile of the hits that constitute a
physical S1 signal is determined by the scintillation physics in LXe and optical
propagation within the detector. In contrast, AC S1s are formed by the random co-
incidence of uncorrelated lone hits, resulting in a different inter-hit time difference
distribution.

¢ Number of contributing channels in top PMT array: The fraction of S1 light
detected by the top PMT array versus the bottom PMT array is a function of the
interaction’s position due to optical effects. AC Sls do not have this spatially-
dependent hit distribution.

¢ Hit number: The number of hits in an S1 from a physical interaction depends on
the energy deposition.

The S1 BDT demonstrates moderate discrimination power (AUC-ROC = 0.75); the
feature importance ranking is as follows: maximum PMT area (0.10), minimum hit
time difference (0.05), number of contributing channels in the top array (0.04), and total
number of contributing channels (0.02). Following the optimization procedure outlined
above, the optimal S1 BDT score threshold is found to be 0.34. Requiring events to have
a score greater than this value preserves approximately 87% of the signals while rejecting
around 46% of the AC background.

5.5 Selection criteria and efficiencies for °’ Ar L-shell search

This analysis implements variations to the traditional event selection criteria to address
its unique challenges.

S2 selection: S2 signals are required to fall within the range of 120 to 500 PE, which
corresponds to approximately 4 to 16 extracted electrons. This threshold is reduced
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compared to the 200 PE lower bound used in the standard WIMP search [49] and the
500 PE lower bound in the low-ER analysis presented in chapter 4. Lowering the 52
threshold is needed to enable the detection of low-energy events, such as those from
% Ar L-shell decays. A conservative 120 PE lower bound was chosen due to observed
mismatches below this threshold in AC background model validation using calibration
and sideband science datasets [48]. The effect of the S2 area range on signal acceptance
was evaluated and accounted for. The other S2 selection criteria outlined in section 3.5
are also applied, as their effectiveness and validity persist. In addition, the S2 BDT
classifier, detailed in section 5.4, is employed to further suppress the AC background.

S1 selection: S1 signals are required to have a total of either 2 or 3 PMT hits. This
criterion guarantees full signal acceptance for a broad range of possible, and currently
unknown, PY at 0.270 keV, as shown in figure 5.1. Additionally, S1 signals must exceed
1 PE in total area, which suppresses events arising from baseline fluctuations and
preserves low-energy signals from interactions occurring in LXe. Events in which a
single PMT contributes more than 4 PE to the S1 are excluded, as these are either artifacts
or due to PMT-intrinsic radioactivity. As previously discussed, the S1 tight coincidence
requirement is relaxed to at least two distinct PMTs registering photons within a £50 ns
window, increasing by a factor of ~66 the expected signal rate compared to the 3-fold
requirement. Given the low photon statistics (<4 detected photons) from % Ar L-shell
decays, most of the standard S1 quality criteria described in section 3.5, such as those
based on S1 hit pattern or the fraction of light detected by the top PMT array, are not
applied in this analysis as they become ineffective. The S1 temporal width criterion is
also removed, as its discriminating power is incorporated into the more effective S1 BDT
classifier, which is introduced for improved AC background rejection at low energies
(see section 5.4).

Fiducial volume (FV): A significant rate of single- and few-electron S2 signals is
observed near the perpendicular support wires for the gate and anode electrodes. This
results in higher isolated S2 rates and a corresponding rise in AC events. The S2 pulse
shape is also modified in the vicinity of these wires [34]. These effects complicate the AC
background modeling, which is the only background component in this search and is
increased by a factor of roughly 6 near the perpendicular wires [49]. Moreover, applying
the S2 BDT selection to events close to these wires would lead to systematic errors
in signal acceptance, due to inaccurate modeling of the S2 pulse shape. To mitigate
these issues, regions within 15 cm of each perpendicular wire are excluded from the
FV. Additionally, events with Z coordinates outside the range -142 cm to -13 cm, as
well as those with a radius larger than 60.15 cm, are removed from the analysis due
to insufficient understanding of the detector’s response and background rates in these
regions. After applying these criteria and considering field distortion, the FV mass is
(3.97 £0.20) t.

Accurate modeling of the expected signal as a function of reconstructed energy,
where the ultimate statistical inference is performed, necessitates characterizing the
cut acceptance: the fraction of true signal events expected to pass all selections. The
acceptance evaluation uses the N-1 method as described in section 4.6, with explicit
checks for cut correlations; correlated cuts are combined to avoid overestimating accep-
tance. The strategy for determining acceptance depends on the specific cut. Calibration
data are optimal for this purpose, as they inherently capture all detector effects and the
response to authentic, signal-like physical interactions. However, the lack of sub-keV
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S1-S2 calibration data, also faced in the smearing model, limits this approach. For cuts
defined only on S2 signal features, acceptance can be evaluated using a dataset in which
the S2 signals are produced by the calibration source, regardless of whether the paired S1
is the true related partner. High-statistics sub-keV sources, such as 37 Ar L-shell, which
this analysis primarily aims to detect via S1-S2 signals, most of the time generate 52
signals where the corresponding S1 photons are either not produced or not successfully
reconstructed. This leads to instances of an S2 paired with an unrelated S1 or an S2
appearing as an S2-only signal. These events, occurring at approximately 1 Hz, provide a
clean sample for calibration with negligible S2 background. This dataset is used to assess
three cuts from section 3.5: S2 pattern consistency, S2 single-scatter identification, and
anomalous S2 top-array signal fraction rejection, with respective acceptances of about
97%, 99%, and >99%. Acceptance for AC background mitigation cuts based on event
proximity (see section 3.5) and the event building efficiency are determined using the
salting method implemented in axidence [150], yielding ~82% and ~77% acceptance,
respectively. This technique inserts simulated signal event waveforms into segments
of real data, specifically the summed PMT waveforms from the 3’ Ar calibration of this
analysis, thereby capturing the complex, not fully understood and modeled, ambient
noise and isolated hit conditions. Event building efficiency losses are often driven by
ambience interference, where unrelated background peaks in real data (like lone hits or
single electrons) compromise the reconstruction of signal events; this is a much more
pronounced challenge in low-energy analyses targeting signals with two detected pho-
tons and fewer than ten extracted electrons. For example, efficiency can be reduced if
an event is skipped during building because too many competing peaks surround it
(see section 3.1), or if a genuine S1/52 signal is overshadowed by a larger, uncorrelated
peak. Processing these salted datasets through the standard reconstruction chain and
comparing results to an ambience-free simulation reference allows for a data-driven
quantification of ambience-induced effects, such as event building failures. For the
remaining cuts, a full-chain MC simulation of 37 Ar L-shell events, assuming a nominal
PY of 3 v /keV, is employed. Specifically, this dataset is used to determine the acceptance
for the S1 and S2 BDT cuts (described in section 5.4). Among all cuts evaluated, the S1
BDT cut stands out as the only one exhibiting significant non-uniform acceptance across
the 0-1 keV energy range; its acceptance averages ~86%, varying between ~79% and
~93%. This is primarily due to its most important discriminating feature, the maximum
area observed by a single PMT (see section 5.4); larger values, suggesting DPE, enhance
the BDT’s confidence in identifying signals, leading to a higher BDT score and thus
greater acceptance for the cut. Events with a single PMT area between 2 and 4 PE tend
to reconstruct towards the higher end of the energy range, determining the energy
dependence of the S1 BDT acceptance. Due to its 0.23 correlation with the S2 BDT, the
S2 width-Z cut was evaluated together with the S2 BDT, resulting in an acceptance of
about 88%. The overall cut acceptance for the 3 Ar L-shell analysis is then obtained by
multiplying the individual efficiencies and it is shown in figure 5.8.

Systematic uncertainties associated with the cut acceptances are evaluated and prop-
agated, to be included in the likelihood analysis. The primary sources are the S2 and
S1 BDT cuts, each with an assigned 4-5% uncertainty. These values are based on ob-
served differences in cut acceptance between simulation and two independent validation
datasets. Cathode-vicinity events, sourced from beta decays of 22°Rn daughters near the
cathode during calibrations, form the first validation set. A fraction of the ionization
electrons produced in each decay can be pulled back toward the cathode surface by
the strong local electric field, reducing S2 signal magnitudes into the S2 37 Ar L-shell
region of interest (ROI). As these events are distributed across the entire horizontal
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Figure 5.8: The plot shows the total selection efficiency for the 3 Ar L-shell search, including
event building losses, as a function of energy. The uncertainty band reflects both statistical and
systematic uncertainties, as detailed in the text.

plane, they are also used to check the X-Y spatial dependence of the efficiencies. The
second validation set consists of surface events, mainly beta decays occurring near the
PTFE wall panels of the TPC recorded in standard science runs. During the drift of these
events, ionization electrons undergo transverse diffusion and some of them are trapped
by neighboring PTFE walls, causing a reduction in S2 signal magnitudes to within the 52
37 Ar L-shell ROL Given the vertical distribution of these events, they are used to check
the Z spatial dependence of cut efficiencies.

5.6 Inference and fit results

The search for > Ar L-shell decays was conducted using 4.09 days of data from the
37 Ar calibration period collected in December 2021. After applying the selection crite-
ria detailed in section 5.5, a total of 1084 events were identified within the ROI. The
reconstructed cS51-c¢S2 energy distribution and the vertical position (Z) distribution of
the selected events are shown in figure 5.9. The statistical inference is performed using
an unbinned profile likelihood method, which follows the same principles as the frame-
work detailed in section 4.7. The likelihood function is constructed from the individual
energies, E;, of the Ny, = 1084 selected events as:

(s + pac)Novse~ (stiac) I\ﬁ tsfs(Eil0e) + pacfac(E:)
Nops! =1 Us + HAC

* Cpupc (ac) - Co, (0e). (5.3)
Here, js and pac represent the signal and AC background events. The signal probability

density function f;(E;|6¢) is modeled as a skewed Gaussian with fixed shape parameters
based on the pre-determined energy smearing model as described in section 5.2, but

L(ps, pac,be) = (5.2)
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Figure 5.9: Left: Distribution of the selected events in the cS1-cS2 plane. The color scale indicates
the reconstructed energy (CES). Right: Selected events as a function of the vertical position Z.
The observed data are compared to the best-fit model components: ¥ Ar L-shell signal and
accidental coincidence background.

adjusted during the fit by the nuisance parameter 6., which accounts for signal efficiency
uncertainty. The AC background PDF fac(E;) is non-parametric, derived from data-
driven simulations that already incorporate efficiency effects. The term C,, . (piac) is a
Gaussian constraint on the AC background rate, with a 5% uncertainty as detailed in
section 5.3, while Cy_(6.) is a Gaussian constraint on the total signal efficiency nuisance
parameter 6.

Hypothesis testing and the determination of confidence intervals are based on the
profile log-likelihood ratio (LLR) test statistic, as defined in equation 4.21. The statistical
significance is derived using asymptotic approximations as Z = +/q(us; = 0), following
[153]. A 5¢ significance level, combined with the absence of competing explanations, is
the conventional criterion for declaring an observation [90].

The result of this fit is presented in the left panel of figure 5.10. The fit yields a best-fit
value of 589 £ 29 AC background events and 490f%%8 (stat. ing) 37 Ar L-shell signal events.
The total uncertainty, representing the 68.3% confidence interval, is obtained from the
LLR by profiling nuisance parameters, while the statistical component is determined
with these parameters held fixed. The right panel shows the LLR curve, from which the
Z = 11.90 significance is derived.

As an additional consistency check, the spatial distribution of the selected events is
analyzed. No suspicious clustering is observed in the X-Y plane. The Z-distribution,
presented in the right panel of figure 5.9, is of particular interest due to the anticipated Z-
dependence of the signal, a consequence of the variations in light collection efficiency [42].
The observed Z-distribution shows good consistency with the model shape, normalized
for the best-fit rates (p-value = 0.255). This agreement provides additional strong
confidence in the obtained results.

5.7 Scintillation photon yield via simulation

This section details the procedure to translate the result of the fit, the number of observed
signal events, into the physical quantity of interest: the scintillation PY at 0.270 keV. The
conversion is nontrivial due to the Eddington bias and because a substantial fraction
of ¥ Ar L-shell energy depositions produce either no photons or only one, as discussed
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Figure 5.10: Left: Best-fit result to the reconstructed energy spectrum of the selected events. The
data are shown as black points with statistical uncertainties. The total fit model is the solid blue
line, composed of the 37 Ar L-shell signal (dashed red) and the accidental coincidence
background (dashed gray). The lower panel shows the normalized residuals. Right: The profile
log-likelihood ratio as a function of the number of observed % Ar L-shell events. The minimum
of the curve corresponds to the best-fit value. The intersection with the horizontal lines indicates
the boundaries of the 68% and 90% confidence intervals. The detection significance is 11.9¢.

in section 5.1. Therefore, the usual straightforward approach involving the gain factors
(g1, £2) cannot be applied. The adopted methodology relies on a dedicated full-chain
simulation [139] to establish a direct mapping between the number of observed signal
events and the PY value used in the microphysics part of the simulation. First, the
total number of ¥ Ar L-shell energy depositions, N Ldep, that occurred within the FV
during the 4.09-day calibration period is estimated. This is achieved by measuring
the number of energy depositions from the well-understood ¥ Ar K-shell (2.82 keV)
decays, described in detail in section 4.2, in the same 4.09-day dataset, and applying
the known measured L/K branching ratio of (10.11 £ 0.44)% [82]. After accounting
for selection efficiencies for the K-shell events, the total number of L-shell depositions
is determined to be Ny gep = (6.1 £0.4) X 10°. This absolute number of depositions
serves as input for full-chain MC simulations. In each simulation, N} 4ep events of
0.270 keV are generated, with the PY varied across the (1-5 v/keV) range by applying
the same median shifting approach to the NEST-generated photon distribution that was
described in section 5.1. Multiple consistent measurements of the electron yield from
different LXe dual-phase TPCs have been performed with 37 Ar L-shell decays; see [82]
and references therein. For this analysis, small variations in the charge yield are not
critical, as the S2 signals from 37 Ar L-shell decays are well above the detection threshold.
The effect of increasing the electron yield from 67 to 73 e~ /keV was tested and found
to lead to a variation that is not statistically significant on the reconstructed number
of events, with a relative change well below 1%. Despite this negligible impact, the
expected charge yield variation with different electric fields was considered. For the
full-chain simulations, the value measured in XENONNT was used, which was obtained
from an S2-only analysis and the appletree software [158], yielding 70.0 +2.7 e~ /keV
[159]. Each simulated dataset is then processed through the exact same analysis chain
used for the data. Where selection criteria are not fully validated in simulations, a data-
derived acceptance curve is applied. This generates a mapping function, PY = f(Nops),
as shown in figure 5.11. The uncertainty on N 4¢p is accounted for by generating
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Figure 5.11: Mapping of observed signal events to the scintillation photon yield (PY) for

0.270 keV electronic recoils. This curve is generated using full-chain Monte Carlo simulations,
varying the input PY and recording the resulting number of events that pass the entire analysis
chain. Additional similar curves are also generated to propagate the systematic uncertainty on
the initial estimated number of L-shell energy depositions (N gep), refer to the text for further
details.

equivalent mapping curves for its £1¢ variations. The best-fit number of signal events
together with the combined uncertainty, 4901“%%8, is then translated into a PY using these
mapping functions. Combining all the uncertainties, the scintillation PY for 0.270 keV

ERs is measured to be:

PY = 2.96 4 0.08 (stat.) 035 (syst.) 7/keV =2.96*038 v /keV (68% C.L.)

A breakdown of the relative contributions from each source of uncertainty is provided
in section 5.7.

Source of Uncertainty Lower Unc. Upper Unc. Combined Unc.
Selection criteria 81.4% 90.1% 87.9%
S1 reconstruction 6.0% 6.6% 6.5%
K-derived L-shell energy deposits 7.1% 1.5% 3.0%
Statistical 5.1% 1.7% 2.6%
Energy smearing 0.4% <0.1% 0.1%

Table 5.1: Percentage contributions to the total uncertainty on the 3’ Ar L-shell photon yield
measurement.

This result represents the first direct calibration of scintillation PY in LXe in the sub-
keV energy regime. The energy deposition in >’ Ar L-shell is almost entirely (>99.8% [84])
due to the Auger cascade following an inner-shell vacancy, so X-ray contamination is
negligible. This is significant, since it is well known that X-rays and electron interactions
produce different PYs given the same experimental conditions, necessitating separate
modeling in NEST [32]. Figure 5.12 places this measurement in the context of other
experimental data and compares it with the NEST v2 [33] model prediction for ERs from
electron scattering. Because NEST’s parameters are based on experimental data, and
our measurement explores energies ten times lower than the closest calibration point,
comparisons with the model should be made with caution. While the measurement sits
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Figure 5.12: First measurement of the scintillation photon yield for sub-keV electronic recoils in
liquid xenon. The result of this work for 3 Ar L-shell decays at 0.270 keV is shown in red with its
statistical and systematic uncertainties. The result at 2.82 keV from % Ar K-shell decays derived
in section 4.2 is also presented. This work’s results are compared to the NEST v2 model
prediction for two different electric fields [33], along with other experimental measurements.
These include data from LUX [160], from Dahl’s work [21], XENON1T [82], Xurich II [161],
PIXeY [162], and the fitted response from XENONNT calibration data [125].

above the NEST central value, it remains compatible within the model’s wide uncertainty
band at this low energy. By detecting the first sub-keV scintillation signal in LXe, we
demonstrate that traditional S1+S2 signal reconstruction remains viable for sub-keV ER
analyses in dual-phase LXe TPCs. This experimental data provides essential input for
refining NEST simulation parameters and predictive accuracy at these low energies.

5.8 Conclusion and discussion

This chapter reports the first direct calibration of sub-keV ERs in LXe, successfully
detecting 3’ Ar L-shell decays at 0.270 keV with an 11.9¢ significance using a 4.09-day
dataset and the full S1+52 event reconstruction. This analysis determined a scintillation
photon yield of PY = 2.961“8:22 v/keV. The result was permitted by lowering the S1
coincidence criterion to a 2-fold requirement, allowing the detection of two-photon
signals. The AC background increased as a result of this relaxation and was precisely
modeled through a data-driven approach, then suppressed with an improved selection
strategy including S2 and S1 BDTs and additional criteria. Detector response in the
sub-keV ER regime, signal generation, and sub-keV PY from reconstructed events were
all modeled using validated full-chain simulations taking into account detector and
selection effects.
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This work delivers a measurement that advances the understanding of the sub-keV
ER emission model and serves as a key input for the NEST semi-empirical framework.
An accurately constrained emission model is indispensable for robustly characterizing
ER events, whether they are treated as a background component in dark matter nu-
clear recoil searches or when BSM signals are being investigated within them. Recent
XENONRNT analyses highlight this need: limited understanding of the sub-keV ER emis-
sion model forced the adoption of a 100% systematic uncertainty in ER background mod-

eling for both light dark matter searches and solar 8B neutrino CEvNS measurements [48,
163].
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Chapter 6

Sensitivity to BSM physics in
XLZD’s low-energy electron recoils

Next-generation liquid xenon (LXe) observatories, such as the proposed XLZD exper-
iment introduced in section 1.6, are designed to explore the landscape of rare event
searches with unprecedented sensitivity. By scaling up the target mass and further
reducing backgrounds, these experiments aim to probe lower cross sections for Weakly
Interacting Massive Particle (WIMP) dark matter (DM) reaching the limit set by the
neutrino fog, while also investigating other beyond the Standard Model (BSM) physics
channels [53]. An important area in this exploration is the low-energy electronic recoils
(ER), particularly the few-keV to sub-keV regime, where the expected event rates of
several BSM signals are predicted to peak or increase. Previous chapters established
the experimental foundation for accessing this regime. Chapter 4 analyzed XENONNT
ER data using a standard S1 tight coincidence requirement of three or more (3-fold)
photomultiplier tubes (PMTs) within £50 ns around the maximal amplitude of the S1
waveform, see section 3.2. This allows for an energy threshold of 1 keV, with a signal
efficiency of approximately 10%. Chapter 5 then presented the first-ever calibration of
sub-keV monoenergetic ER signals in liquid xenon using ¥ Ar 0.270 keV L-shell decays.
This was made possible by reducing the S1 coincidence requirement to 2-fold, develop-
ing machine learning algorithms to address the increased accidental coincidence (AC)
background, and modeling the signal with validated full-chain simulations. Building on
this work, the current chapter presents a quantitative evaluation of the BSM reach in
low-energy ERs for a future XLZD-scale observatory, emphasizing the role of the newly
validated analysis framework with a sub-keV energy threshold.

6.1 Modeling signals: 2-fold vs. 3-fold coincidences

As introduced in section 3.2, reducing the S1 tight coincidence requirement from 3-fold
to 2-fold improves the energy threshold accessible to dual-phase LXe time projection
chambers (TPCs), potentially enhancing sensitivity to different BSM physics channels.
As shown in the left panel of figure 6.1, the S1 efficiency decreases rapidly at low energies
due to the reduced probability of producing sufficient scintillation photons to trigger the
coincidence requirement. The shift between the 2-fold and 3-fold curves is about 0.3 keV,
providing access to a previously inaccessible energy regime where many BSM signals
with steep low-energy spectra are expected to exhibit increased or peaked event rates.
The signal models considered in this analysis are identical to those detailed in sec-
tion 4.5, including neutrino millicharge (NMC), neutrino magnetic moment (NMM)),
neutrino non-standard interactions (NSI) with both vector and scalar mediators, solar
axions, and bosonic DM candidates. Each model’s theoretical spectrum is convolved
with the appropriate detector response functions for both 2-fold and 3-fold coincidence
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Figure 6.1: Left: S1 efficiency, including both photon production and detection, for criteria
requiring a coincidence of at least 2 (2-fold) or 3 (3-fold) PMTs within +50 ns around the S1 peak.
This illustrates the lower energy threshold achievable with the 2-fold selection. Right: Event rate
spectra for neutrino millicharge (NMC, g, = 1.5 x 10~ 13¢g) and magnetic moment (NMM,

py = 6.4 x 10~ '231p) signals. The red and blue curves display the spectra after applying detector
resolution and efficiency for 2-fold and 3-fold analyses, respectively. Vertical red arrows
highlight the increased signal rates at low energies achieved with the 2-fold selection.

requirements, accounting for S1 efficiency, detector resolution, and selection acceptance.
A basic quantitative comparison is presented in table 6.1, which shows the rate enhance-
ments for the 2-fold analysis across all considered models within the (0-3) keV energy
range. Due to the approximate E, 2 dependence of its differential cross section, the NMC

Signal model Rate gain (2-fold vs. 3-fold)
Neutrino millicharge (NMC) +80%

Neutrino non-standard interaction (NSI) vector +45%

NSI scalar +34%

Neutrino magnetic moment (NMM) +33%

Solar axion +28%

Bosonic dark matter (1-0.5) keV

Table 6.1: Relative increase in signal rate for 2-fold vs. 3-fold S1 coincidence selection in the
(0-3) keV energy range for different new physics models detailed in section 4.5.

signal shows the largest gain, with the detectable signal rate up by about 80%.

Boosted dark matter

In recent times, interest in boosted DM to probe O(keV — MeV) DM candidates in
terrestrial experiments has grown significantly. The maximum energy that DM particles
from the standard DM halo can deposit in a detector is capped by their velocity, which
is limited by the Milky Way’s escape velocity of around 544 km/s [164]. For a DM-
electron interaction, this corresponds to a maximum energy deposition of about 0.5
keV in LXe. At this energy, the S1 efficiency is so low that the proposed 2-fold analysis
cannot effectively probe these signals, as shown in figure 6.2. However, through known
boosting mechanisms, such as interactions with high-energy particles like cosmic rays
or upscattering by the Sun, DM can acquire substantial velocity boosts, allowing it to
deposit more energy in a detector. Considering the very steep rise of event rates at low
energies, a 2-fold analysis of boosted DM is particularly appealing. A notable example,
which will be considered in the following, is the solar reflected DM (SRDM) model,
where halo DM particles are upscattered by the Sun [165, 166], though other boosting
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Figure 6.2: Theoretical energy spectra for standard (non-boosted) halo dark matter (DM)
interacting with electrons in liquid xenon detectors. The plot shows the differential event rates
for various DM masses and interaction cross-sections, assuming a standard halo model and a
form factor Fpps(gq) = 1. All spectra exhibit a sharp cutoff around 0.5 keV, which, in this
scenario, corresponds to the maximum recoil energy from a DM particle with a velocity limited
by the galactic escape velocity of around 544 km/s. The arrow illustrates that boosting
mechanisms shift the signal spectrum to higher, more detectable energies. The S1 detection
efficiency is also shown (red dotted line, right axis), emphasizing the difficulty of observing
events in this low-energy regime.

mechanisms would work along similar lines. The SRDM scenario considered here is
based on heavy mediators with a DM form factor Fp(q) = 1, which has recently been
explored by the XENONNT and PandaX-4T collaborations [167, 168] and other direct
detection experiments [169, 170]. Compared to the other signal models listed in table 6.1,
the advantages of a 2-fold analysis in this context are much more significant, because of
the faster increase in event rate at lower energies. In fact, considering an SRDM particle
with DM-electron cross section of 1 x 10738 cm?, the gains in the rate between 2-fold
and 3-fold analysis in the (0-3) keV range (same as table 6.1) are:

¢ ~ 122% for SRDM with DM particle mass of 2 MeV,
¢ ~ 514% for SRDM with DM particle mass of 30 keV.

Although boosting the signal rate can improve sensitivity, this only works if the back-
ground stays low and well understood; this is discussed in the next section.

6.2 Background projections for XLZD

The background model for low-energy ER searches in the next-generation XLZD ob-
servatory is based on the well-established framework used by XENONNT. This section
focuses on background components expected to show a change in their rate per unit
mass compared to XENONNT. Details on other components can be found in section 4.4.
The projected values and assumptions are based on planned technological improvements
and the scaling properties of the detector described in [53]. The AC model is a unique
challenge for this prediction because there is no first-principles model, as explained in
section 5.3. This will be discussed in more detail in section 6.3.
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2l4Pb:  The beta decay of 2!4Pb, a daughter of ???Rn, is the main ER background at the
lowest energies in XENONRNT. For XLZD, reducing this background is a major objec-
tive. The collaboration aims to lower the 22Rn concentration to a target of 0.1 uBq/kg.
Achieving this reduction is the focus of an intensive and diverse R&D program, which is
exploring several innovations to mitigate 2>’Rn. A more powerful online radon removal
system, capable of purifying xenon at around 10 tonnes per day, is in development [171].
Thin, clean, and tight coatings are being investigated to block recoil- and diffusion-driven
222Rn emanation, especially from the cryostat [172]. A new gas-tight TPC design is being
explored to separate the active target from the more radon-contaminated outer volume
[173]. Moreover, by optimizing the detector design to limit the convection velocity field,
turther reduction of radon-induced background can be achieved using software tagging
algorithms [50, 174]. Further details can be found in [53].

Materials: Gamma rays from radioactivity in detector components create background
events through Compton scattering. With a larger detector and more material surface
area, the overall number of events increases, but the rate per unit mass in the fiducial
volume decreases. This is due to the reduced surface-to-volume ratio, which approxi-
mately follows a mass~!/% dependence. For XLZD, the projected spectrum is obtained
by applying a scaling factor ~ 0.39 to the XENONNT spectrum, based on the nominal
relevant design parameters. This is a conservative estimate and does not account for
possible improvements in material radiopurity compared to XENONNT.

6.3 Accidental coincidence projections for XLZD

Given that the AC background, as explained in section 5.3, lacks a first-principles model,
its projection poses a distinct challenge. To address this, its rate, Rac, is projected by
scaling the rates of its individual constituent components, building upon the validated
XENONNT model. The fundamental relationship is:

Rac & Risos1 X Risos2 X Tmax, (6.1)

where Risos1 and Risosp correspond to the rates of isolated S1 and S2 signals, respectively,
and Tmax is the maximum electron drift time. Next, we analyze each component’s
scaling.

Maximum drift time (Tr,ax):  The drift time in XLZD is determined by its significantly
longer drift distance and the projected higher electron drift velocity. XLZD is designed
with a drift length of 2.97 m, approximately double that of XENONnNT. However, it is
projected to operate at a higher electric field, with a baseline goal of 100 V/cm, which is
notably higher than the approximately 23 V/cm achieved in the XENONNT SRO analysis,
but it has been reached and surpassed by the LZ experiment [50]. This higher field
results in an increased electron drift velocity, and the net effect is a maximum drift time
of about 2.2 ms, which is slightly shorter than in XENONNT. The scaling factor applied
to this component is therefore ~0.98.

Isolated S1 rate (Riso51):  The rate of isolated S1 signals relevant for low-energy searches
is dominated by the random coincidence of PMT dark counts, as discussed in section 5.3.
Herein, for a baseline comparison between XENONNT and XLZD, the only assumed
difference is the number of PMTs: 477 active in XENONNT’s SR0 analysis versus 1182
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Figure 6.3: Energy distributions of accidental coincidence background. The figure shows the
distributions for XENONNT SRO with 2-fold and 3-fold S1 tight coincidence requirements (solid
lines), along with their projections for XLZD (dotted lines). The spectrum from solar neutrinos
(pp) is also displayed for comparison.

PMTs planned for XLZD. By treating the total dark count rate from all PMTs as a single
Poisson process, the occurrence of these random and independent dark pulses within
a defined time window can be modeled using Poisson statistics. Let Npyt be the total
number of PMTS, 7pmt-dark be the average dark count rate per PMT, and At be the duration
of the coincidence window. The rate of such m-fold coincidences reads:
(NPMT " Tpmt-dark * At)meiNPMT.rpmtidark.At
m!- At
Based on equation 6.2, this leads to an increase from XENONNT to XLZD in the 2-fold
isolated S1 rate by a factor of ~ 6.1 and by a factor of ~ 15.2 in the 3-fold isolated S1
rate. Given that for typical values, the exponential term ¢~ NPMT Tpmidarkc A ~~ 1 the scaling
factor for an m-fold coincidence can be well-approximated by (NP / Nliﬁl}IONnT)m. It
is important to note that for a given detector with a fixed number of PMTs, the m-fold
coincidence rate approximately follows an (rpm¢dark)™ scaling. Therefore, a fractional
reduction of @ in 7pm.qdark Will lead to an approximate fractional reduction of 1 — (I—a)™
in the m-fold rate R,. For example, in a 2-fold case (m = 2), a 10% reduction in 7pmt dark
translates into a ~ 19% reduction in the isolated S1 rate. This demonstrates that even
minor improvements in the dark count rate per PMT in XLZD compared to XENONNT
can yield a sizeable impact on the overall AC background rate.

Ry =

(6.2)

Isolated S2 rate (Rjs,sp):  The origins of isolated S2 signals, believed to be related to
surface phenomena and electron trapping, are discussed in section 5.3. A commonly
accepted assumption is that the isolated S2 rate scales with the detector’s internal surface
area [175], leading to a projected increase by a factor of ~ 5 for XLZD compared to
XENONNT. However, another factor influencing the isolated S2 rate is the electron
extraction efficiency from the liquid to the gas phase. Given that a primary source
of isolated S2s is attributed to delayed extraction of trapped electrons, increasing this
efficiency from ~50% in XENONNT to a target of >90% in XLZD would suppress this
background component by a factor of ~ 5. As a result, the overall isolated S2 rate in
XLZD is expected to remain comparable to that in XENONnNT SRO.
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Selection

The XLZD AC background projection employs a refined selection, derived from the
XENONNT criteria with specific modifications adopted from the low-energy ER 3-fold
coincidence SRO search detailed in chapter 4. In that context, an important requirement
was to maintain blindness for the subsequent WIMP analysis, so the region below
ER—2¢ in cS1-cS2 was not considered. While this WIMP-blinding requirement effectively
reduces the AC background, it also causes a ~ 2% loss in signal efficiency below 10
keV [64]. Removing this specific constraint, while keeping the S2 threshold of 500
photoelectrons (PE), results in a 3-fold AC rate of 2.12 events/(tonne - year), an increase
by a factor of ~ 3.5. For the purposes of this chapter’s analysis, the XLZD projections
assume a standard scenario without the WIMP-blinding cut, implementing an alternative
selection strategy for AC reduction. This includes a =3¢ cut around the ER band in
the ¢S1-cS2 space, calibrated using 220Rn data taken in SRO with a 2-fold selection.
This selection, effective for both 2-fold and 3-fold coincidences, exploits the differing
distributions of ER and AC events [125]. Additionally, the S2 boosted decision tree (BDT)
described in section 5.4 is tuned to a working point of 0.627 to ensure a signal acceptance
of 99.5%, making this choice independent of the signal model used in the analysis. This
requirement provides an additional AC background reduction of 48% (2-fold) and 42%
(3-fold). The S1 BDT described in section 5.4 is not considered, as its current performance
does not significantly reduce the AC background without causing considerable, signal-
dependent acceptance loss, which is beyond the scope of this work. With this new
selection, the baseline XENONNT AC rates are (0.79 + 0.04) events/(tonne-year) for
the 3-fold coincidence case and (2.74 £ 0.14) events/(tonne-year) for the 2-fold one
in XENONNT SR0O. Applying the scaling factors described in this section to these
rates, the projected AC backgrounds for XLZD are (11.8 £ 0.6) events/(tonne-year) and
(23.8 £ 1.2) events/(tonne-year) for the 3-fold and 2-fold analyses, respectively. The
obtained distributions in the energy space for the different cases are shown in figure 6.3.

6.4 XLZD sensitivity for different accidental coincidence sce-
narios

The sensitivity of XLZD is projected using the analysis framework detailed in section 4.7.
An exposure of 200 tonne-years is assumed, which is the nominal case for XLZD [53].
The background model is constructed from the components detailed in section 6.2,
section 6.3, and section 4.4. The AC background projection, as discussed earlier, is
subject to significant uncertainty, including potential, yet unrealized, improvements
arising from ongoing and planned intensive R&D in this area. To study its impact on
the sensitivities, an "AC background factor" is introduced, which scales the projected
AC rate, where a factor of 1 corresponds to the energy spectra shown in figure 6.3. The
smearing models applied to all other components are those described in section 4.3
for the 3-fold analysis and section 5.2 for the 2-fold analysis. The selection efficiency
is based on the results presented in section 4.6, with the additional criteria described
in section 6.3. Upper limits are set at a 90% confidence level (C.L.) for selected signals
described in section 4.5 and 6.1.

Figure 6.5 illustrates XLZD’s projected 90% C.L. sensitivity to the NMC (g,) and
NMM (uy), plotted against the AC factor for both the standard 3-fold analysis and the
low-energy threshold 2-fold analysis. The 2-fold analysis consistently demonstrates
superior sensitivity to both models across the entire range of AC background assump-
tions. At the baseline AC projection (factor = 1), the NMC median limit is improved
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Figure 6.4: Projected differential event rates for the background components in the XLZD
low-energy electronic recoil search using a 2-fold S1 coincidence threshold. The total background
is shown as a solid black line. The accidental coincidence background component baseline
projection has been scaled down by a factor of 10. Further details are provided in the text.

by ~19% with the 2-fold analysis relative to the 3-fold case, while the NMM median
limit is improved by ~6%. As anticipated, the sensitivity in both instances is visibly
dependent on the AC background level. In the NMC case, the sensitivity increases by
roughly a factor of 2.5 when the AC background factor is lowered from 2 to 0.1, while for
NMM, the improvement is about 1.3 times under the same reduction. A comprehensive
sensitivity analysis for the SRDM model introduced in section 6.1 is not included in this
work. However, given the substantial rate gains observed and the signal model shape,
the 2-fold analysis is expected to enhance sensitivity to this model by up to a factor of 2.
This is a conservative estimate based on the other results obtained in this section.

In conclusion, the 2-fold coincidence analysis consistently demonstrates enhanced
sensitivity across all considered BSM signal models, with improvements directly cor-
related to the steepness of their low-energy spectra. Given the minimal additional
implementation overhead, this approach constitutes a worthwhile optimization for
next-generation LXe observatories like XLZD.

6.5 Conclusion and discussion

XLZD will further improve the world-leading sensitivity of LXe observatories to BSM
physics in low-energy ER searches. This chapter quantitatively evaluated the impact of
reducing the S1 tight coincidence requirement from 3-fold to 2-fold, allowing access to a
sub-keV energy threshold and increasing signal rates for several BSM models. Specifi-
cally, the 2-fold analysis yields signal rate increases ranging from 33% to 80% for neutrino
electromagnetic properties and up to 514% for boosted DM scenarios. Projections of the
AC background rates are derived based on the best available knowledge. The increase
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Figure 6.5: Projected 90% confidence level upper limits under the background-only hypothesis
as a function of the accidental coincidence background scaling factor for an exposure of 200
tonne-years with XLZD. The red triangles show the median expected upper limits for 2-fold S1
coincidence analysis, and the blue circles are for the 3-fold one. The darker (fainter) error bars
represent the 68% (95%) confidence intervals.

Top: Upper limits distributions for the neutrino millicharge (q,,). Bottom: Upper limits
distributions for the neutrino magnetic moment (y,).

by a factor of ~14.9 for the 3-fold analysis and ~8.7 for the 2-fold analysis compared to
the XENONNT SRO cases is mainly due to detector scaling, specifically the larger number
of PMTs and the associated rise in total dark count rate. The effects of the updated and
improved selection are also taken into account. Sensitivity projections are presented for
different AC scenarios, showing for the nominal case an improvement of 19% for the
NMC model and 6% for the NMM model with the 2-fold analysis compared to the 3-fold
one. Considering its low-energy rate enhancement, the 2-fold analysis is also expected
to improve sensitivity to boosted SRDM scenarios by up to a factor of 2. These results
demonstrate that the lower energy threshold 2-fold framework provides a practical and
effective optimization for XLZD’s low-energy ER BSM searches.
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Summary and Conclusion

The search for physics beyond the Standard Model (BSM), including understanding
the nature of dark matter (DM), investigating neutrino properties, and addressing the
strong CP problem, is at the core of current particle physics research. Multi-tonne scale
dual-phase liquid xenon time projection chambers, while maintaining their core mission
of searching for weakly interacting massive particles (WIMPs), have emerged as premier
multi-purpose observatories for rare event searches. This thesis focuses on electronic
recoil (ER) events, which are generated when incoming particles interact with atomic
electrons in the detector.

Chapter 2 described R&D advancements for the automated rare gas mass spec-
trometer (Auto-RGMS), a new automated system for weekly measurements of krypton
contamination in xenon gas at a few parts-per-quadrillion (ppq). This is essential for con-
trolling and characterizing the beta-decaying isotope 8°Kr, which constitutes a critical ER
background source in low-energy analyses. Through a systematic evaluation of various
gas chromatography adsorbents, HayeSep Q was identified as the best choice, providing
a 12-fold improvement in the chromatographic resolution over the material used in
the previous system. Automating the measurement workflow and refining calibration
with a custom-built valve significantly reduce systematic uncertainties. The superior
chromatographic separation achieved with the new adsorbent ensures that significantly
larger xenon samples can be processed, and increasing the batch size directly enhances
the detectable krypton amount, thereby improving the detection limit and enabling sen-
sitivity at the few ppq level. These improvements are important for the next-generation
XLZD science program [53], especially for measuring the solar pp neutrino flux with
per-mille precision [63] and probing the weak mixing angle at a momentum transfer an
order of magnitude lower than current state-of-the-art measurements [5].

Chapter 4 presented a comprehensive search for BSM physics in low-energy ER data
using 1.16 tonne-years of data from XENONNT’s first science run. The analysis benefited
from an unprecedentedly low background rate of (15.8 £ 1.3) events/(tonne-year-keV)
in the 1 to 30 keV range, a 5-fold reduction compared to its predecessor, XENON1T.
Central to the analysis’s success was the construction of a robust detector response model,
precisely calibrated at low energies by the 2.82 keV K-shell line from an internal ¥ Ar
source. This calibration was key for accurately determining the energy scale, monitoring
the spatial uniformity of the charge and light yield, and for determining and validating
both the selection efficiency and the S1 detection efficiency. Following the unblinding
of the data in the final analysis, an excellent agreement with the background model
was observed, showing no evidence of new physics. This result was used to set world-
leading laboratory constraints on a broad range of BSM models, including solar axions,
bosonic DM, and new neutrino physics such as enhanced magnetic moment, neutrino
millicharge, and non-standard neutrino interactions (vector and scalar mediators). The
findings reject a BSM origin for the XENON1T low-energy excess [81], strengthening the
tritium contamination hypothesis.

To push the sensitivity to even lower energies, Chapter 5 detailed a novel analysis
framework that successfully achieved the first calibration of sub-keV ERs in liquid xenon.
The detection of the 0.27 keV L-shell decay of 37 Ar with a statistical significance of 11.9 ¢
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is reported. By relaxing the S1 signal coincidence requirement from three (3-fold) to two
(2-fold) photomultiplier tubes detecting photons within a 100 ns window, the signal ac-
ceptance for L-shell decays was increased by a factor of about 66. Accurate characteriza-
tion of the increased accidental coincidence background was obtained with a precise data-
driven model, while its rate was effectively reduced with a dedicated selection strategy,
including two boosted decision tree classifiers. The analysis yielded a measurement of
the scintillation photon yield of PY = 2.96 + 0.08 (stat.) 7033 (syst.) 7/keV (68% C.L.)
at 0.27 keV. Beyond validating the analysis framework, this measurement provides
important input for the NEST semi-empirical model, enabling a more accurate ER emis-
sion model in the uncalibrated sub-keV energy range. This improved understanding
is essential not only when searching for BSM physics within sub-keV ER data, but also
for accurately modeling ER events when they constitute a background component in
low-energy nuclear recoil analyses. For instance, in the recent XENONNT search for
light WIMPs [163] and in the measurement of solar ®B neutrinos via coherent elastic
neutrino-nucleus scattering (CEvNS) [48], a conservative 100% systematic uncertainty
on the ER background rate was required due to this lack of knowledge.

Finally, Chapter 6 projected the impact of the newly developed sub-keV ER analysis
framework on the BSM physics sensitivity of the future XLZD observatory. By modeling
signal and background expectations for both 2-fold and 3-fold S1 coincidence analyses,
which incorporate an updated event selection strategy to optimize background rejection,
it was demonstrated that the lower energy threshold enhances sensitivity for models
with rising low-energy spectra. For a nominal 200 tonne-year exposure, the 2-fold
analysis, compared to the standard 3-fold case, improves projected sensitivity to neutrino
electromagnetic properties by up to 19% and suggests an improvement of up to a factor of
two for boosted DM. Consequently, leveraging this refined analysis strategy is beneficial
for maximizing the scientific potential and discovery reach of future-generation ER
data.
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Many of the results reported in this thesis are based on XENON Collaboration data
and would not have been possible without the dedicated work and input of numerous
collaborators, for which I am truly thankful. The following list outlines my specific

contributions for each chapter and the associated publications.

¢ Chapter 2: This chapter is based on: Guida, M., Lin, YT. & Simgen, H. Improved

and automated krypton assay for low-background xenon detectors with Auto-RGMS. Eur.
Phys. J. C 85, 576 (2025). I carried out all the work, except for developing and
measuring the custom valve and analyzing the adsorbents” memory effect.

Chapter 4: I performed the analysis of the 2.82 keV %’ Ar K-shell calibration, in-
cluding voxel analysis for charge and light yield determination, spatial stability of
yields, validation of the S1 detection efficiency and cut acceptance. I contributed to
the determination of the gl-g2 energy scale, energy resolution, and solar neutrino
background modeling. I implemented neutrino non-standard interactions (vector
and scalar) and neutrino millicharge signal models, and carried out inference and
derived upper limits for these signals. Parts of these results contributed to and
appear in the following publications: Aprile, E. et al. (XENON Collaboration).
Search for New Physics in Electronic Recoil Data from XENONnT. Phys. Rev. Lett. 129,
161805 (2022) and Aprile, E. et al. (XENON Collaboration). XENONnT analysis:
Signal reconstruction, calibration, and event selection. Phys. Rev. D 111, 062006 (2025).

Chapter 5: I conceived the idea and developed all aspects of the analysis related to
the 0.270 keV ¥ Ar L-shell line, with the exception of the accidental coincidence
background modeling. A XENON Collaboration paper on these results is currently
in preparation, and I am part of the writing team.

Chapter 6: All results presented in this chapter were obtained by me and have not
been published elsewhere.
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