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Zusammenfassung

Die Herausforderungen in realen Anwendungen, etwa beim Betrieb von Systemen mit
Lastschwankungen sowie bei Anfahr- und Abschaltvorgingen, stellen komplexe mathema-
tische Problemstellungen dar. Diese Komplexitét resultiert aus ausgepréigten Nichtlinear-
itdten (insbesondere in transienten Phasen), gemischt-ganzzahligen Entscheidungsvariablen
und Stellgrofen (z. B. zur Kopplung einzelner Komponenten), zustandsabhéngigen Diskon-
tinuitdten (hervorgerufen durch Phaseniiberginge oder Regler) sowie einer hohen Systemdi-
mension. Wihrend in der Industrie hidufig auf Entkopplungsstrategien und rezeptbasierte
Regelungen zuriickgegriffen wird, erweisen sich diese Ansétze fiir derart komplexe und eng
gekoppelte Systeme als unzureichend, was den Bedarf an innovativen nichtlinearen Opti-
mierungsmethoden deutlich macht. Fiir Prozesse unter Unsicherheit sind statische Open-
Loop-Stellstrategien nicht geeignet; bevorzugt werden optimale riickgekoppelte Stellgesetze,
die auf geschétzten Zustédnden basieren. Der derzeit meistverwendete Ansatz fiir allgemeine
nichtlineare optimale Regelungsprobleme mit Zustands- und Stellgréfenbeschréankungen ist
die Nichtlineare Modellpradiktive Regelung (NMPC). Das Grundprinzip besteht darin, den
aktuellen Zustand aus Messdaten iiber einen endlichen ,bewegten Zeithorizont der Vergan-
genheit zu schitzen und die Stellgréfen iiber einen ,bewegten Zeithorizont im Open-Loop zu
optimieren. Der erste Steuerimpuls wird anschliefsend {iber ein Abtastintervall angewandt,
wahrend bereits die nichste Reoptimierung durchgefiihrt wird.

Diese Dissertation entwickelt numerische Methoden zur Berechnung von Open-Loop- und
Feedback-Reglern in bestimmten Klassen gemischt-ganzzahliger optimaler Steuerungsprob-
leme mit geschalteten gewohnlichen Differentialgleichungen (SwOCP). Diese Probleme finden
wichtige Anwendung in der Charakterisierung der komplexen Eigenschaften von Trockenrei-
bungsproblemen. Wir folgen der FILIPPOV-Regel, nach der das SwOCP in ein optimales
Steuerungsproblem mit gemischt-ganzzahligen Steuerfunktionen und speziellen gemischten
Steuer-Zustands-Beschrankungen umformuliert wird. Wir untersuchen die relaxierte For-
mulierung dieses optimalen Steuerungsproblems und leiten notwendige Optimalitdtsbedin-
gungen aus dem Pontryagin-Maximumprinzip (PMP) ab, wobei die Regularititseigenschaft
der gemischten Beschriankungen sorgfaltig beriicksichtigt wird. Numerische Methoden fiir
das relaxierte Problem, basierend auf dem Multiple-Shooting-Ansatz und einem geeigneten
,Rundungsschema® zur Behandlung impliziter Schaltvorgénge, werden untersucht. Um op-
timale Feedback-Regelgesetze zu berechnen, verallgemeinern wir den ,NMPC“ Ansatz auf
die allgemeine SwOCP-Klasse. Wir entwickeln einen direkten Ansatz zur Ableitung von
Feedback-Regelgesetzen. Es basiert auf dem PMP-Ansatz zur Berechnung von ,Nachbar-
Feedback-Reglern, um die explizite Umschaltung von ganzzahligen Reglern zu ermitteln. Die
numerischen Methoden werden anhand von Benchmark-Problemen mithilfe der MUSCOD-
I1-Tool-Software mit PGPLOT oder MATLAB veranschaulicht.



Abstract

The challenges in real-life applications, like e.g., managing systems with load fluctua-
tions, start-up, and shut-down, represent complex mathematical problems. This complexity
stems from strong nonlinearities (especially in transients), mixed-integer decision variables
and controls (e.g., for coupling components), state-dependent discontinuities (from phase
transitions or controllers), and the large system dimension. While industry often relies on
decoupling and recipe-based controls, these prove insufficient for such intricate, coupled sys-
tems, highlighting a need for innovative nonlinear optimization methods. For processes under
uncertainty, static open-loop controls are inadequate; optimal feedback control laws, depen-
dent on estimated states, are preferred. The presently most popular approach for general
nonlinear optimal control problems with state and control constraints is Nonlinear Model
Predictive Control (NMPC). The main idea is to estimate the present state from measured
data on a finite “moving” time horizon of the past and to optimize the control on a “moving”
time horizon in an open-loop. The first instant of the control is then applied during a sam-
pling time interval, during which the next re-optimization is computed.

This dissertation develops numerical methods for computing open-loop and feedback controls
in certain classes of mixed-integer optimal control problems with switched ODEs (SwOCP),
which exhibit important applications to characterize the complex properties of dry friction
problems. We follow FILIPPOV’s rule, according to which the SwWOCP is reformulated to an
optimal control problem with mixed integer controls and special mixed control-state con-
straints. We investigate the relaxed formulation of this optimal control problem and derive
necessary optimality conditions from the Pontryagin maximum principle (PMP), where the
regularity property of the mixed constraints is carefully considered. Numerical methods for
the relaxed problem based on the multiple shooting approach and an appropriate “rounding
scheme” to handle implicit switching are investigated. In order to compute optimal feed-
back control laws, we generalize the “NMPC” approach to the general SwWOCP class above.
We develop a direct approach to derive feedback control laws. It is based on the PMP ap-
proach to computing “neighbouring feedback” controls to find out the explicit switching of
integer controls. The numerical methods are illustrated with benchmark problems via the
MUSCOD-II tool software with PGPLOT or MATLAB.
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Chapter 1

Introduction

Many phenomena occurring in industrial productions and plants can be described using
mathematical expressions, such as differential equations. With the advances in computer
technology and the invention of numerical methods, it became possible to accurately predict
the efficiency of a new production and plant design or the effect of new control strategies.
This offers a potent instrument to process engineers, who may want to evaluate the usability
and benefits of their ideas in a theoretical way before realizing them. As a consequence,
process engineering has become a very important discipline within chemical engineering over
the past forty years, avoiding the necessity of expensive pilot plants and yielding profit
increases by improving existing processes.

Complex switched systems are one of the most challenging topics in optimal controls with
mixed state-control constraints. One particular class of these is Switched Optimal
Control Problem ([SwOCP]), which are consisting of a switching law specifying binary or
integer control variables at each time instant, i.e., controls that can only take values from
a finite admissible set. There is plenty of the number of researches on this topic, which
include both theoretical and computational numerical results. Recently, there has been a
huge number of research to solve this problem, both direct and indirect methods.

1.1 Contributions

Several approaches to solving [SwOCP| have been investigated. Some instances of mechan-
ical problems are used to illustrate our ideas. The main results and contributions of this
dissertation are described as follows.

First Approach: [LMP] FiLipPov’s Rule with

The Local Maximum Principle (LMP)) is used as an indirect method for in the
extended version (relaxed-convexified) of Optimal Control Problem (OCP)) with mixed state-
control constraints. Some reformulations are used as start-of-the-art techniques to deduce
the optimality conditions, where FILIPPOV’s rule is applied carefully, and the regularity of
the mixed constraints is discussed.
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Second Approach: FiLiIPPOV’s Rule and Feedback Algorithm

After reformulating by FILIPPOV’s Rule and the relaxation, and analyzing the con-
densing block structure, a feedback algorithm is proposed to track switches. That results
are confirmed by comparing with the exploiting of the active set method for vanishing con-
straints. In order to reduce the complication of the quadratic terms in the mixed state-control
constraint, a new efficient reformulation for is proposed to linearized these vanishing
constraints.

Third Approach: Switching Point Algorithm

To treat the switches on each interval after multiple shooting method is applied, a Switching
Point Algorithm is proposed by handling the discontinuities in [ODE] of [SwOCP]

Numerical Studies

We show several numerical examples to perform effective approaches to solving
The first example concerns the New York Subway problem.
The second example considers the Flat Hybrid Automaton with DC electrical network.
The third and the fourth examples, respectively, deal with with dry friction prob-
lems: material points on a straight line, and a mass point on a rough plane.

1.2 Dissertation Outline

This dissertation contributes four major parts, which consider the indirect approach for
the direct approaches for SwQOCP] determination of switches in and
with dry friction. The dissertation’s structure is organized as follows.

The introduction is followed by Chapter [2 where we recall some needed elements of
mathematical background and the states of the art to investigate

The first part deals to the indirect approach for In Chapter [3] to solve
effectively, a new reformulation for with the irregular mixed constraints will be
proposed, then they are treated by [LMPl The optimality conditions here can be exploited
to treat the integer controls in which similar to the concept of the Competing
Hamiltonian algorithm. Furthermore, the convexification of the velocity set will be studied
by using FILIPPOV’s rule.

The second part of the dissertation considers direct methods for solving In
Chapter [4] we present a solution approach for based on FILIPPOV’s rule reformu-
lation, together with an expansion of the rounding scheme, which deals with a neighboring
feedback law. Subsequently, a feedback algorithm is proposed after using the condensing
procedure to explore the block structure of the subproblem. On the other hand, we
consider the active set method for vanishing constraints to obtain the optimality conditions
for comparing with the previous one.

The third part is Chapter [5] to determine switches, including a switching point algorithm.
Therein, the derivative generation with variational differential equations is calculated.

In the fourth part of the dissertation, we consider some problems of with dry
friction in Chapter [6] The general framework with both indirect and direct approaches is
to study the with dry friction of a system of material points in a straight line and to
investigate the optimal control of a point mass on a rough plane.
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In this end, we conclude the dissertation with a summary and an outlook in Chapter [7]

In Appendix[A] we collect all auxiliary results, which include the Competing Hamiltonian
algorithm, the sliding regime for [OCP] the [LP] in Maximum Principle, and some examples
with numerical results.

Finally, Appendix [B] gathers some open problems regarding the Grobner basis approach,
and an idea about over-under estimating.

1.3 Computational Environment

All computational results and times presented in this dissertation have been obtained on a
64-bit Ubuntu 22.04.1 LTS system powered by an Intel Core i7-8700 CPU @ 3.2GHzx12,
with 32 GB main memory available; and all source code is written in MATLAB R2021b and
C++.
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State of the Art

This chapter presents the nomenclature and terminology used throughout this dissertation
by providing and mathematical background knowledge. Various aspects of the analysis, the
implicit function theorem, and nonlinear optimization are mentioned. The most important
parts here are the state of the art for including FILIPPOV’s theory, the outer refor-
mulations, disjunctive programming, rounding schemes. For [OCPk with [LMP] the discussion
includes feedback control, solution approaches via indirect methods as well as direct shooting
methods with control discretization and sensitivity generation.

2.1 Mathematical Background

The section begins with some basic function definitions that needed to define and
the concepts of positively-linearly independence and special ordered set are introduced. Sub-
sequently, the Gaussian elimination algorithm is considered to prepare the direct approach for
the implicit function theorem and the definition of functions of bounded variation
are stated for the later work with the indirect approach for

2.1.1 Some Elements of Analysis

Definition 1. [130} Def. 4.13] Consider amap f: D(f) C X xY — Z by (z,y) — f(x,y),
where X,Y and Z are Banach spaces.

Let y be fixed and set g(z) = f(x,y). If g has an derivative at z, then we define the partial
derivative of f at (x,y) with respect to the variable z to be f,(z,y) = ¢'(x).

The derivative fy(x,y) is defined similarly.

Lemma 1 (Basic Theorems of Differential Calculus - Partial Derivatives). Let
[+ X xY — Z is differentiable at (z*,y*), then the partial derivatives f.(x*,y*) and
fy(@*,y*) exist at (z*,y*). Furthermore, it holds for allx € X and y € Y that

F@y ) @, y) = fo(@",y") (@) + fi (" y") ().
Proof. See |130, Prop. 4.14]. O

Definition 2 (Monotone Function). Let f : R — R be a function. We call f a monotone
increasing function if f(t1) < f(t2) for any ¢; < to. The function f is called a monotone

4
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decreasing function if f(t1) > f(t2) for any ¢ < ta. We call f a monotone function if it is
either monotone increasing or monotone decreasing.

Theorem 1 (Properties of Monotone Function). Let f : R — R be a monotone func-
tion. Then f(t%) and f(t7) ewist and are finite for all t € R. Moreover, for all t € R, it
holds that

(1) f(t7) < f(t) < f(tT) if f is monotone increasing,
(i) f(t7) = f(t) =
The limits f(co™) and f((—o0)™) also exist, but are not necessarily finite.

Proof. See |31]. O

(tT) if f is monotone decreasing.

Corollary 1. Let f: R — R be a monotone function. Then
(i) f(a™) < f(b7) if f is monotone increasing and a,b € R with a < b.
(ii) f(a*) > f(b7) if f is monotone decreasing and a,b € R with a < b.
Proof. See |31]. O
The following result is about reveals differentiability properties of monotone function.

Theorem 2 (Lebesgue). A monotone function f : [a,b] = R has a finite derivative almost
everywhere on [a, b].

Proof. See |80, Thm. 6]. O

According to Theorem |[1| the values f(¢7), f(t), f(tT) all exist for any ¢, if f is a mono-
tone function. Hence, the only discontinuities that a monotone function can have are jump
discontinuities.

Definition 3 (Jump Discontinuity). A function f : R — R is said to have a jump
discontinuity at t if the following conditions hold

(i) the value f(t7), f(t) and f(¢t*) all exist and are finite,
(ii) f(t7), f(t) and f(¢*) are not all equal.

Theorem 3. Let f : R — R be a monotone function. The set of points at which f is
discontinuous is either empty, finite, or countably infinite.

Proof. See |31]. O

Definition 4 (Jump of a Function). Let f : R — R be a monotone function. The jump
of function f at t € R is defined as

Ap(t) = f(t7) = f(t7).

Definition 5 (Cadlag function). [118, def. 2.10] A function f : [tg,t;] — R? is said to be
Cadlag if it is right-continuous with left limits, i.e., for each ¢ € [to, tf] the limits

lim f(s) and lim f(s) (2.1)

s—t,s<t s—t,s>t

exist and f(f) = limgs_s s>t ().
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2.1.2 Positively-Linearly Independence and Special Ordered Set

In this subsection, two properties are defined: positively-linearly independence, and special
ordered set of type one and two.

Definition 6. A system consisting of two tuples of vectors p1,...,pm and qi,...,qs in the
space R is said to be positively-linearly independent if there does not exist a nontrivial
tuple of multipliers a1, ..., am, b1,...,bx with all a; > 0,7 =1,...,m, such that

m k
Zaipi + ij(]j =0.
i=1 j=1

Remark 1. The content “positively-linearly independent” holds an important role when
applying to the regular characteristic of the mixed state-control constraints, see the work of
DuBovITskIl and MILYUTIN [48], or later by DMITRUK and OSMOLOVSKII [45].

Definition 7. We say that the variables (w1, ...,ws) fulfill the special ordered set type one
property (SOS-T)) if they satisfy

dwi=1, we{01}, 1<i<n.
i=1

If they fulfill
n
Zwlzl, wIE[O,I], 1S1Sna
i=1

and at most two of the w; are nonzero and if so, they are consecutive, then (wi,...,ws) is
said to have the [SOS| type two property (SOS-2)).

Remark 2. [SOS-T] restrictions will occur automatically after the convexifications. When
nonlinear functions are approximated by piecewise linear functions, [SOS-2| restrictions will
typically occur.

2.1.3 Block Gaussian Elimination

Consider a system Az = b where the matrix A is of dimension m x m with m = pn and the
vectors b and z are of dimension m, with m,n,p € N. The matrix and the vectors can be
partitioned into:

Ag A 0 Ain b1
Ag}l AQ’Q C A27n b2
= . } o, b=
Apn1 Ap2 ... Apn bn,

where the block A; ; are matrices of dimension p x p and b; are vectors of dimension p. The
block version of Gaussian elimination, cf. [66,67|, is written as below.

Algorithm 1 (Gaussian Elimination).
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1. Forward Elimination:
Loop on k fromk=1,...,n—1

o if Ay 1 is singular, set singularity indicator, exit and calculate X = A,:i
e Loop oni fromk+1,...,n
i. T = A, X
1. Loop on j fromk+1,....n
A ji=A; —Tx A

1. End Loop on j

w. b; :=b; — T * by,
e FEnd Loop on i

End Loop on k

2. Back substitution:

Loop on i fromn,..., 1
e I; :bl
e Loop on j fromi+1,...,n

zi =2 — Aij * 2
e End Loop on j

ez, = Ai,i — IZ,L

End Loop on i

2.1.4 The Implicit Function Theorem

The implicit function theorem has various important roles in local convergence theory of
optimization algorithms. In [97, Thm. A.1], NOCEDAL and WRIGHT present an version of
one with Lipschitz continuously, while in this dissertation, we follow the work of ZEIDLER,
cf. [130L Sec. 4.7].

We want to solve the equation

F(xz,y) =0, (2.2)
which has a given point solution, F'(xg,yo) = 0, for y in a neighborhood of (xg,yo), i.e., we
want to find a mapping = — y(x) such that y(z¢) = yo and F(x,y(x) = 0 (See [130, Fig.
4.2]). The determinative condition for the existence of a unique solution is the following:

The inverse operator, F, (z0,90) " : Z =Y, exists as a continuous linear operator. (2.3)
Since Y and Z are Banach spaces, this condition is equivalent to the following

The partial derivative Fy(xo,yo) 1 Y — Z is bijective. (2.4)

The underlying concept is to rewrite equation (2.2)) in the equivalent form

y—yo = (y—vo) — Fy(o,50) " F(z,y). (2.5)

7
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If we write F' as a classical power series, we obtain the form
F(z,y) = F(xo,y0) + a(x — zo) + b(y — yo) + higher-order terms,

now note that F'(zo,y0) = 0 and Fy(zo,y0) = b. Thus, the initial equation F(x,y) = 0 for
z,y € R is equivalent to

y—1yo=—bta(x — xo) + higher-order terms.

This corresponds exactly to Eq. (2.5). The key condition (2.3)) guarantees the existence of
the inverse b=!. This makes it clear that the right hand side of (2.5)) is of first order with
respect to the small parameter (x — xg), and of second order with respect to (y — yo).

Theorem 4 (Implicit Function Theorem of HILDEBRANT and GRAVES (1927)). [130,
Thm. 4.B] Suppose that:

(i) the mapping F : U(xo,y0) C X XY — Z is defined on an open neighborhood U(xg, yo),
and F(xo,y0) =0, where X, Y and Z are Banach spaces over R or C,

(i1) Fy exists as a partial derivative on U(xg,yo) and condition holds,
(itt) F and F, are continuous at (xo,yo).
Then the following are true:
(a) Ezistence and uniqueness. There exist positive numbers ro and r such that for every x €
X satisfying ||z — xo|| < 1o, there exists exactly one y(z) € Y for which ||y(z) — yo|| < r

and F(z,y) = 0.

(b) Construction of the solution. The sequence (y,(x)) of successive approrimations, de-
fined by yo(x) = yo, and

Ynt1(2) = yn(2) = Fy(20,50) " F @, yn (),
converges to the solution y(z), asn — oo, for all points x € X satisfying ||x — xo|| < 9.

(¢) Continuity. If F is continuous in a neighborhood of (xo,yo), then y(-) is continuous in
a neighborhood of xg.

(d) Continuous differentiability. If F is a C™-map, 1 < m < oo, on a neighborhood of
(x0,Y0), then y(-) is also a C™-map on a neighborhood of .

Proof. See |130, Thm. 4.B, pp. 152]. O
Remark 3. In particular,

Y (x) = Fy(,y(2)) ™ Fo(, y(@)) (2.6)

for all z in a suitable open neighborhood of x.

8
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2.1.5 Functions of Bounded Variation and Measure

Denote by BV ([to,ts],R™) the space of functions A : [tg,tf] — R"™ of bounded variation
which have also values A(tp—) and A(ty+), independent of the values on segment [to,t¢], cf.
|47, sec. 3].
The jump of f at a point t € [to,ts] is defined by the vector [A(t) := A(t+) — A(t—). In
particular,

[A(to) == Altot) = Alto—),  [Al(ty) i= At +) = Aty —)-

Any function A € BV determines a Lebesgue-Stieltjes measure dA which satisfies: for any
[tly tZ} C [t07 th

/ dA(t) = A(ta+) — A(ti—). (2.7)
[t1,t2]

In particular, [, 1 AAE) = Altr+) = Alto—).
Let distinguish measures dA € C* from the functions of bounded variation A € BV that
define them. As is well known,

Ao = [ 1A, and [Allay = Ato-) + [dX]o-.
to,ty

Furthermore, ||A|oc = max{esssup|A(t)|, |[A(to—)|, [A(ts+)|} < [|A[|Bv, where “esssup”
[tOvtf
stands for essential supremum (sometimes denoted by “vrai max”),

esssup|A| = in}%c, such that p({t : |A(t)] > ¢}) = 0 (measure zero).
[tO)tf] ce

If a function A € BV is absolutely continuous (hence A(to—) = A(to) and A(t;+) = A(ty)),
then the measure d\ is also called absolutely continuous. In this case, there exists A €
L [to, ty] such that

aA(0) = A0yt and [\ = lp(eo)] + [ A@ar

to

2.2 Nonlinear Optimization

This section introduces a nonlinear program in general form and discusses some constraint
qualifications (CQk). The first and second order optimality conditions are also introduced.

Definition 8 (NLP). An optimization problem of the general form

min - f(z)
st. g(z) =0, (2.8)

h(z) > 0.

with the objective function f : R™ — R, equality constraints g : R — R™s, and inequality
constraints h : R™ — R is called a Nonlinear Program (therein f,g,h € C? w.r.t. z).

9
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The feasible set of [NLP] (2.8]) is defined as follows

F% (2 e R | g(z) = 0, h(z) > 0} C R™.

In optimization, the points of concern are the feasible points that minimize the objective
function.

Definition 9 (Global minimum). A point z* € R™ is a global minimizer if and only if
z* € Fand Ve € F: f(x) > f(z*). The value f(z*) is called the global minimum.

However, finding the global minimum is usually difficult, and most algorithms only allow
us to obtain local minimizers and verify optimality locally.

Definition 10 (Local minimum). z* € R" is a local minimizer if and only if 2* € F and
there exists a neighborhood U of z* so that Vo € FNU : f(x) > f(z*). The value f(x*) is
called a local minimum.

To check if a candidate x* is a local minimizer or not, we need to consider about the
optimality conditions to describe the feasible set in the neighborhood of x*. It means that
not all inequality constraints need to be considered locally, but only the active ones.

Definition 11 (Active constraint, active set). Let Z € R" be a feasible point of problem
(2.8). An inequality constraint h;(z) > 0,7 € {1,...,n} C N, is called active at T if h;(Z) =0
holds. It is called inactive otherwise. Set of indices of all active constraints

A@) Y (i @) =0} C{1,...,nu} C N (2.9)

is called the active set associated with z.
Remark 4. We often required that the set of active constraints to be linear independent.

Definition 12. The restriction of the inequality constraint function A onto the active in-
equality constraints is denoted by

ha:R" — R
x — ha(z).

Definition 13. Let Z € R™ be a feasible point of NLP| (2.8)). We state the definition of the
tangent cone T (Z, F) of F in the point T as

def

T(z,F) = 1

{dER” | 2"y C F {tF} =0T 2k — 7, o

(xk—j)—>d},

and the linearized cone £(Z) of problem ([2.8)) in Z as

L(z) % {d eR" | VG(#)Td=0,Vha(7) d> o} :

where h 4 : R* — R is defined in Def.

Now we consider some constraint qualifications for problem in Z. In general, a con-
straint qualification is a property of the feasible set represented by the constraint functions,
which guarantees that the [KKT] conditions are in fact necessary optimality conditions. Three
of the most common ones are considered, see Def. Def. and Def. as follows.

10
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Definition 14. (Linear Independence Constraint Qualification, Regular Point)
We say that Linear Independence Constraint Qualification (LICQ)) holds for (2.8) in z € R™
if it holds that

rank (Vg(z) VhA(a_:))T =Ng + Nhy- (2.10)
And, 7 is referred to as a regular point of (2.8]).

Denoting j(z) := (g(x) hA(x))T. Now we can see further meaning to the [LICQ] condi-
tion, i.e., is equivalent to full row rank of the Jacobian matrix Vg(z).

Remark 5. holds at # < ¢(z) = 0,h(Z) = 0. It means that T lies on the bor-
der/boundary of the feasible set F.

Definition 15. (Mangasarian-Fromovitz Constraint Qualification)
Mangasarian-Fromovitz Constraint Qualification (MFCQ)) holds in Z if the Jacobian g,(Z)
has full rank and there exists d € R™ such that

Vg(#)'d =0, and Vha(z)"d > 0. (2.11)

Definition 16. (Abadie Constraint Qualification)
Abadie Constraint Qualification (ACQ) holds in Z if

T(z, F) = L(z), (2.12)

where the definitions of the Bouligand tangent cone T (%, F) of the set F in the point T and
the linearized cone L£(Z) of problem (2.8) in Z can be seen in Def.

Remark 6. [CICQ| = [MFCQ| = [ACQ| whereas the converse never holds, where counterex-
amples, e.g., can be found in [104, Appx. C]. Furthermore, readers can see in [69], where the

is not satisfied, but the holds under some assumptions.

2.2.1 Quadratic Optimization
The quadratic expansion of [NLPI (2.8) as the [SQP] reads

jmin - $AeT EEEMI A 4 Vf(a)Ax
s.t. g(z) + Vg(z)Az =0, (2.13)

h(z) + Vh(x)Az > 0.

where L(z,\, p) = f(z) + \Tg(x) + pTh(z).

2.2.2 First Order Optimality Conditions

An important question is if a feasible point x* € F satisfies necessary first order optimality
conditions. If it satisfies these conditions, x* is a candidate for a local minimizer. It it does
not satisfy these condition, it cannot be a local minimizer. The first order condition, i.e., the
[KKT] conditions, can only be formulated if a “constraint qualification” is satisfied.

11



Chapter 2. State of the Art

Theorem 5 (KKTI conditions, [74,[85]). If z* is a local minimizer of the [NLP (2.8) and
[LITQ) holds at =* then there exist so called multiplier vectors \* € R and p* € R™ with

Vi(@®)+ Vg™ )N\ + Vh(z" )™ =0 (2.14a)
glx*) =0 (2.14b)

h(z*) > 0 (2.14c)

@t >0 (2.14d)

wrhi(z*) =0, i=1,...,np. (2.14e)

Proof. See |97, Sec. 12.4]. O

In the case of convex problems, the [KKT] conditions are not only necessary for a local
minimizer, but also sufficient for a global minimizer. The Lagrangian function and the
complementarity are considered as follows.

Definition 17 (Lagrangian Function). We define the so called “Lagrangian function” to
be

Lz, A\ p) = f(@) + AT g(z) + u"h(z).

Here, A € R™ and p € R™ are the so called “LAGRANGE multipliers” (or “dual vari-

ables”). Since the [KKT] conditions and the definition of the Lagrangian, we have (2.14al)<
OL(z" AN p™) _
(39: :

Remark 7 (Complementarity). The last three [KKT] condition — are called
the complementarity conditions.

For each index 4, if h;(x*) = 0 and pf = 0 then this is called a weakly active constraint. On
the other hand, an active constraint with p; > 0 is called strictly active.

Definition 18. Consider a [KKT] point (z*, \*, u*). We say that strict complementarity
holds at this [KKT] point if and only if all active constraints are strictly active.

2.2.3 Second Order Optimality Conditions
Theorem 6 (Second Order Optimality Conditions). Let us regard a point x at which

[LICQ) holds together with multipliers X*, pu* so that the[LICQ) conditions (2.14d])-(2.14€) are
satisfied and let strict complementamty hold. Regard a baszs matriz Z E R™»*("="3) of the
null space of Vg(xz*) € R**"™ j.e., Z has full column rank and Vg(z*) € R"*"Z = 0.
Then the following two statements hold.

(a) If x* is a local minimizer, then ZT%Z = 0.

(Second Order Necessary Condition)

(b) If ZTMZ = 0, then z* is a local minimizer.
This minimizer is unique in its neighborhood, i.e., a strict local minimizer, and stable
against small differentiable perturbations of the problem data.
(Second Order Sufficient Condition)

Proof. See |97] on pages 332 and 333 for statements (a) and (b), respectively. O

2 * * *
The matrix % is called the Hessian of the Lagrangian, while its projection on
T 2Lz N
Ox2

the null space of the Jacobian, Z 1) 7 , is called the reduced Hessian.

12
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2.3 Basic Theory of Optimal Control Problems

In this section, the basic results in optimal control that needed for solving SwOCP| will be
derived in the general nonlinear setting. We start by considering nonlinear control systems
in continuous time

() = f(z(t), u(t)), (2.15)

where control function u(¢) with values in U C R™, function f : R™ x U — R". Existence
and uniqueness is then delivered by the well-known Theorem of Carathéodory as follows.

Theorem 7 (Theorem of Carathéodory,|116]). Consider a control system with the fol-
lowing properties:

(i) The space of control functions is given by

U :={u:R — U |u is measureable and bounded} .

(ii) The vector field f : R™ x U — R™ is continuous.
(i1i) For any R > 0 there exists a constant L > 0 such that the condition
[ f(z1,u) = fz2,u)|| < Lrllz1 — 2
holds for all x1,xzo € R™ and all w € U with ||z |, ||z2]|, [|u| < R.

Then for any initial value g € R™, any initial time tg € R, and any control function u € U,
there exists a mazximal open interval I withty € I and a unique absolutely continuous function
x(t), which solves the following integral equation

x(t) = zo + t flz(r),u(r))dr

forallt eI.

Proof. The proof of Theorem [7| can be found in the book [116, Appendix C]. O

Definition 19. Denote the unique function z(¢) from Theorem |7| with x,(¢; o, z¢) and call
it the solution of (2.15)) with initial value o € R™ and control function u € U.

Remark 8. In case tg = 0, we briefly write x,(¢,z0) = x,(¢;0,20). Since x,(t,xo) is
absolutely continuous, it is differentiable w.r.t. ¢ for almost all ¢ € I. In particular, Theorem
and the fundamental theorem of calculus imply that x,,(t, xo) satisfies (2.15]) for almost all
tel, ie.,

z(t, xo,u) = f(x(t, zo,u),u(t))
holds for almost all t € I.

Now the [OCPlis defined in the following subsection.

13
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2.3.1 Formulation of [OCPI

In the following definitions, we state the cost function (-, -) in BOLZA type, which includes
the MEYER term m(-) and the LAGRANGE term j;tgf I(-,-)dt. The [ODE] and the constraints
are also introduced.

Definition 20. For continuous cost function [ : R™ x R — R and m : R™ — R, we define
the cost functional

o(z,u) :==m(x(ty)) —|—/ ' I(x(t), u(t))dt. (2.16)

to
Then the [OCPlis given by the optimization problem
minimize ¢(x,u) with respect to u € U for each x € R™.

The function

V(z) = inf o(z,u)

is called the optimal value function of this[OCPl A pair (z*,u*) € R™ x U with ¢(z*,u*) =
V(z*) is called optimal solution, or rarely optimal pair.

Definition 21. The ordinary differential equation (ODE) with initial value of z(-) is defined

@(t) = f(z(t),u(?), =(to) = o (2.17)
Definition 22. The point constraints are introduced as
r(z(to), z(ty)) > 0. (2.18)

For the path constraints, see in Section [2.4]

2.3.2 The Existence of Solution of [OCP!

We consider the optimal control problem ([OCP]) where the control functions belong to the
class of bounded measurable functions. In the 1960s, FiLIPPOV [55, Sec. I] or RoxIN [110]
proved that there exists a solution of this kind of[OCP|in Subsection[2.3.1} More foundational
investigations on the conditions of the control functions, i.e., piecewise smoothness control
or continuous control, and also the general formulation of the [DCP] are early discussed in
55, Sec. ILIILIV].

2.3.3 Solution Approaches

To solve an[QCP] the function space approach, which considers to solve the[OCP]as an infinite
dimensional optimization problem. The function space is also well-known as the classical
indirect approach, or as first optimize, then discretize approach. For more investigations,
readers can find in Chapter

While on other side, a suitable discretization scheme can be applied to transform the
into a finite dimensional optimization problem. This discretization approach is also known
as the so-called direct approach, which is based on the first-discrete-then-optimize paradigm.
Detailed researches for the direct approach are done in Chapter 4] and Chapter

14
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Indirect methods

In indirect methods, the necessary or first-order optimality conditions are exploited to a non-
linear multipoint boundary value problem (BVP)) that has to be tackled by a minimizer. The
[BVD] is solved by using multiple shooting, cf. [15]. Exploitation of the maximum principle
is usually not accomplished automatically by an algorithm and must be specified by user.
The challenged tasks are to deal with the constraints, usually mixed state-control constraints
which consist discontinuous state, discontinuous control, and may be jumps in the adjoint
variables, cf. [14], and furthermore the constraints can be active or inactive. Especially
mixed state-control constraints are commonly provided the transition from one stage to an-
other stage, or from one arc type to another model of the right hand side function in the[ODEL
This transition is considered by the so-called switching conditions o(x(tsw), u(tsw)) = 0 where
tsw 1S a switching time.

The maximum principle is formulated in the weak minimum conditions in Chapter [3] The
regularity of the constraint qualification is discussed, and then the local maximum princi-
ple is stated, respectively. Moreover, a general scheme for using FILIPPOV’s rule (or using
the second time of convexification), cf. Subsection and a neighboring feedback law to
investigate the feedback control, cf. Subsection [2.6.8] are proposed.

Direct methods

Instead of formulating optimality conditions like the indirect methods, the direct approaches
transcribe the original (finite or infinite dimensional) optimization problem into a finite di-
mensional [N[P]and then the resulting problem is solved effectively by the numerical methods
such as interior point methods or [SQP] algorithm, cf. Section [£.1.4]

In Chapter [4] the resulting Subproblem comes out after FILIPPOV’s reformulation, relax-
ation and direct multiple shooting method, will be solved with[SQP]algorithm. Furthermore,
to reduce the rambling behavior of the rounded control, the switching aware rounding algo-
rithm is presented, cf. Section [£.2] and also the [CTA]is considered to track the average of
a relaxed solution over a given rounding grid by a piecewise constant integer control and to
minimize the integrity error.

While later, Chapter [5| will deals with the switching point algorithm for the resulted dis-
cretized multiple shooting Subproblem.

2.3.4 Maximum Principle

This subsection follows the work of PONTRYAGIN et al., cf. [25/106] to formulate the Maxi-
mum Principle for the [OCP] where the [ODE]is defined in Eq.(2.17). For more general [OCPI
which includes path and point constraints, readers can see in the survey paper [63)].

Definition 23. The control theory Hamiltonian is the function
H(x(t), A1), u(t)) == A f(a(t),u(®) + U(a(t),u(t), @z AeR", uel. (2.19)

Theorem 8 (PONTRYAGIN Maximum Principle). [25,/106] Assume (z*(-),u*(:)) is
optimal for [OCPA with [ODH , cost function . Then there exists a function
A* [t ty] — R™ such that

OH (z(t), \*(t), u*(t))

P (t) = - , (2.20)
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oy = 2 OX000) o)

and

H (@ (), A (8), u” (1)) = max H(2* (), X" (D, w), to St <ty. (2.22)

Also,
H(z™(t),\"(t),u"(t)) =0, to<t<ty.

Remark 9. Note that in the above theorem, Theorem [§] the end time point ¢¢ is fixed. In
the case that t; is free, the terminal condition is added

A(ty) = Vm(z™(ty)), (2.23)
and the mapping t — H(z*(t), \*(t), u*(t)) is constant.

One calls z*(-) the state trajectory of the optimality controlled system and A*(-) the
costate. The identities (2.21)) are the adjoint equations and the mazimization principle.
Notice that and ([2.21) resemble the structure of HAMILTON’s equation. For a proof
of the maximum principle and more references, see, e.g. [25,[106]. Ones also call the
transversality condition and will consider its significance later, see Section [2.6]

2.3.5 Local Maximum Principle

This subsection mostly follows the papers of DMITRUK [43], DMITRUK et. al. [46}47].
Consider the [OCP|on a fixed interval of time [tg,/]:

min ¢ (z(t), u(t)) (2.24a)
st #(t) = fe(t), ult)), ¢ € [for 1), (2.24)
gi(z(t),u(t)) =0, i =1,...,d(g), t € [to, ], (2.24¢)
Gj(z(t),u(t)) <0 1, ..,d(G), t € [to,ty],, (2.24d)

r(z(to), z(ty)) S [t()atf]u (2.24e)

where the functions ¢ : R™ 4" — R, o(z,u) := m(z(ts)) +f;f U(z(t), u(t))dt, f: RM=Fmu —
R", g; : Rt 5 R i =1,...,d(g), and G; : Rt 5 R, j =1,...,d(G), are continu-
ously differentiable.

Conditions , are called mized state-control constraints or shortly mized con-
straints. According to DUBOVITSKII and MILYUTIN, mixed constraints are
reqular if for any point (z,wu) satisfying these constraints, the gradients in control u

Ouelnl®) i, 2GEDO) e gy, ue,

are positive-linear independent (see Def. @ where I(x(t),u(t)) :={j | Gj(z(t),u(t)) = 0} is
the set of active indices for inequality mixed constraints G < 0 at the given point.
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Remark 10. Note that here the state constraint (e.g., ®(x(t)) < 0, cf. [43]) cannot be
considered as a special case of the mixed constraints due to regularity assumption.

Definition 24. [43| Def. 2| A pair (z,u) € R™=T%« is called a phase point (of the mixed
constraint) if there exists a € R¥%), a > 0, and b € R%9) such that 3 a; =1, and

0G| 0yl w)

_ T _
5 Sy 0, a' G(x,u)=0,

i.e., the positive-linear independence fails to hold.
T 0G(z,u) T 9g(z,u)
ox +b ox

The corresponding vector s = a is called a phase jump.

Remark 11. Note that the set of all phase points is determined only by the mixed state-
control constraints and does not depend on the control system nor the endpoint of the [QCP

To state maximum principle, we start by denoting
y:=(z,u), 0:=ng+ Ny,
and R™ the space of row vectors of the dimension n. Then we introduce the simplex
A={yeRUD* .y >0, || =1},

where |y| := Zficf) |7i| is the norm of an element +y in the space RU%)* and d(G) is dimension
of the mixed constraints G.
We also need the definition of weak minimum.

Definition 25. [45, Def| An admissible process (z*(t),u*(t)), t € [to,ts] is a week minimum
for (2.24) if there exists an € > 0 such that for any admissible process (x(t), u(t)), t € [to,t¢],
satisfying the conditions

lz(t) =" (@) <€ |ut) —u (@) <€ € [to,tg],
the following inequality holds: ¢(z,u) > p(z*, u*).
For any y € R™ satisfying the mixed constraints, i.e. G(y) < 0, we define the set

0G(y) | ,99y) _ 0}’ be RUW)

ou ou

Aly) = {7 eA: vG(y) =0, v
and the set of phase points of the mixed constraints
N(G)={y eR": A(y) # 2},
Clearly, N'(G) is closed. We assume that N'(G) is nonempty, otherwise the mixed constraints
are regular.
Define the following set-valued mapping y € R" = S(y) € R™*:
(i) if y € N(G) then S(y) = {s = ’y%i,y) —&-bag—(zy) Ty € A(y)},
(ii) if y ¢ N(G) then S(y) = @.
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For any nonempty set M C R™ we define S(M) = |J S(y).
yeM

Let § = (#,4) be a given admissible process in problem investigated for optimality.
Denote for short Z;,; = (&(to),Z(tf)). Now we will formulate the conditions of the local
minimum principle (LMDP) for the process .

Recall that for the function @ we introduced the set-valued mapping

clm (a)(t) = {u € R™ : (t,u) € clm (a)},

where clm (1) is the closure in measure of 4, and recall also that (Z(t), clm (@)(¢)) = clm (§)(¢)
for all t € [to, t].
Define a set

D := {t € [to, ty] : clm (9)(t) N N(G) # &} . (2.25)

We see that D is a closed (possibly empty) subset in [to,tf], since the set clm (y) is compact,
and the set N'(G) is closed. Let xp be its characteristic function.

Lemma 2. The case D = & means that the mized state-control constraints are regular.

Proof. 1t is easy to see that the case D = @ means that the process § does not pass “closely”
to the set of phase points N'(G), i.e. Je > 0 such that dist (§(t), N(G)) > const > 0 a.e. on

to,t¢]. In fact, the mixed constraints are regular.
!
O

For any t € D, consider the set conv S(clm (g)(t)), where “conv” stands for the convex
hull.
Now, let us define the Pontryagin function and the endpoint Lagrange function

HN z,u) = N F(z,u) + 67 1(2(t), ut), L, i) =vr(z(to), z(ts)), (2.26)

where A € R™ is a adjoint (costate) row-vector, § € R™ and v € R(+")* are Lagrange
multipliers.
Then we introduce the so-called augmented Pontryagin function

7:[()‘3 ,LL,I’,’LL) = H()\,IL',U) + (:LLG)TG(zvu) + (:u‘g)Tg(zvu)v

where p € RUG* 19 € RU9*,
The conditions of [LMP] at the point g are as follows: there exist multipliers

p e RIFmI* X\ e BV ([to, tf]R™), (2.27)
i€ e Lt ([to,tf],Rd<G>*) . pfel! ([to,tf],Rd(g)*) . dije (C(fto, t,R))*, (2.28)

such that
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and a dij-measurable essentially bounded function $ : [tg,tf] — R™ such that
5(t) € conv S(clm (9)(¢t)) for almost all ¢ in dfj-measure, (2.29)

there hold the following adjoint equation in terms of measures

_ap = PEND) s (2.30)
633

5‘ 8 8

the tranversality conditions:
Mto=) = =Loo (0, &ins);  A(t5=) = —Loy (0, 8ins), w0 = (to), w5 = a(ty),
and finally, the stationary condition w.r.t. the control:

IH(A(), (1), 9(t))
Ju
where “a.e.” means “almost everywhere with respect to the Lebesgue measure”.

Note that the condition (2.30) can be understood in the following integral form: for almost
all ¢

=0 a.e. in [to,ty], (2.31)

) . OH(N, 1,9 (g
At) = Alto - )+/ A D) 4, +/ 5(r)di(r).
to Oz [to,t]
Theorem 9. |47, Thm. 3] If §j = (&, u) is a weak local minimum in problem (2.24), then it
satisfies the local minimum principle -12.51)).

Proof. See |47, Section. 6]. O

Remark 12. We consider the significance and application of [LMP] later, see Chapter [3] and
Chapter @ For more details on the general [DCP] with nonregular mixed constraints, see [47].

2.4 Direct Approach

In the recent decades, various approaches are investigated to address with discrete
control variables, often known as Mixed-Integer Optimal Control Problems (MIOCPE). Di-
rect approaches are widely employed to solve [MIOCPE, see, for instance [22,/58].

In this section, the is considered in the following formulation

min  m(z(ty)) + f:fl (x(t), u(t))dt

St () = F(a(t),u(t), teT ¥ ko, t4]. 2.32
0, < r(a(lo). (i), =T et .
O, < c(x(t),ult)),

in which we minimize a BOLZA type objective function of a dynamic process z(-) defined on
the horizon 7 C R in terms of an system with right hand side function f(z(-),u(-)).
The precess is controlled by a control trajectory u(-) subject to minimization. The inequality
point constraints r(-) and inequality path constraints c(-) must be satisfied. Moreover, all
functions in are assumed to be twice continuously differentiable.
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2.4.1 Control Discretization

In this section, we introduce how to approximate the space of feasible control functions w(-)
by a finite dimensional subspace. We begin by partitioning the control horizon 7 into N
intervals

t0<t1<...<tN:tf (233)
such that the {¢,} is called shooting grid. On each interval [t,,tp+1], 0 < n < N — 1,
we choose a vector of base functions 0, (t,qn) = [0n,1(t,qh), -, 0nn. (£, ¢2)] where g, ef

[quLJ’ . ,qZ’n“]T and 6, ; : [tn, thy1] X R"™ — R for each i, 1 <1i < ny, of the control u(-).
Some popular choices for base functions w.r.t. the value of ngi are as follows

e n;" =1, piecewise constant controls: Oin =4,

ni __ : : : .. — tngi—t g t—ty, i
e ny' = 2, piecewise linear controls: 0; , = o=t I + o 2

, , i1
. . . . 4 t—1t .
ni . . — v .
e ny' = 4, piecewise cubic spline controls: 6; , = > =1 n jHj (tnﬂftn) , with the

appropriate spline function coeflicients p;, j = 1,2, 3, 4.

Various discretization types can be used for each of the n, control trajectory components.
Certain control discretization choices, such as piecewise linear controls, may need the dis-
cretized control trajectory to be continuous over the complete control horizon. To achieve
this for the control trajectory component u;(-), additional control continuity conditions can
be added

an,i(tn-‘rh Q%) - 9n+1,i(tn+17 qu—l) = 07

for all points of the control discretization grid {¢,}, n € {1,...,N —1}.
This dissertation deals with direct single and direct multiple shooting methods, that is
why we present both of them as follows.

2.4.2 Direct Single Shooting Method

In the first consideration of the direct single shooting method, cf. [65], the first parametrizes
of the control function u(-) with techniques presented in Subsection m Therein 6(-, q)
stand for the control parametrization, where ¢ denotes the parameter that will be deter-
mined by optimization.

We introduce the single shooting method for the easiest choice, i.e., piecewise constant con-
trols. For the grid to < t; < ... < ty = t; we set parameters ¢, € R™, n € {1,...,N}.
Then the control parametrization is defined as follows

0(t,q) < g, fort€[tn,tni1), 0<n<N -1 (2.34)

Therefore, the dimension of the parameter vector ¢q is N - n,, where ¢ def lqf,...,¢%]". For

completeness, at the final time, the control is defined as 9(t¢, q) def qN def qN_1-

In direct single shooting the states are obtained by a forward integration of the [VDP] i.e.,
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the states z(-) are considered as dependent variables of the controls u(-) respectively their
parametrization (-, q) together with the initial state sq, as follows

o(t) = f(z(t),0(t,q)), teT, (2.35)
(L‘(to) = S0- (236)

The objective function, the control and path constraints are usually discretized and enforce
only on the control discretization grid {¢,}.

This approach allows us to obtain a with the unknowns [sd, ¢l ..., q%_;]*, which can
be solved by [SQP] algorithm, cf. [95 Sec. 3.6].

Instead of there are some advantages over other methods, such as the initialization of the
[NLP] variables is restricted to the initial state sy and the control parameters ¢, the direct
single shooting method still has some disadvantages: the potential infeasible of the numerical
integration might break down during the integration process due to a very unstable set of
differential equations or due to a singularity in time. It is prone to numerical instability
especially for long time horizons, and it also struggles when applied to chaotic dynamics and

stiff [ODFEE.

2.4.3 Direct Multiple Shooting Method

The direct multiple shooting method was developed by Bock and PLITT [22|. Then the
direct multiple shooting code is implemented in details in MUSCOD-II by LEINEWEBER [88].
In a direct multiple shooting method, the horizon interval T is split into IV subintervals. The
single shooting method is then applied to each subinterval independently. To guarantee state
trajectory continuity, additional continuity constraints are included in the resulting [NLP]

Control discretization
The discretized control together with the base functions are defined as the same way in
Subsection 2.4.1] on the IV subintervals.

State parameterization

A parameterization of the state trajectory x(-) is introduced on the shooting grid {¢,} that
implies N [VPk with initial values s; € R™ on the intervals [t,, t,.1] of the horizon T,

En(t) = f(2n(t),0n(t,qn)) VEE [tntny1], 0<n <N -1, (2.37a)
Zn(t) = 8p. (2.37b)

To guarantee continuity of the resulted trajectory z(-) on the whole of the horizon 7, N —1
additional matching conditions are given as follows

Tn(tnt1itn, SnyGn) — Snte1 =0, 0<n< N -1, (2.38)

where @, (tni1;tn, Sn, qn) stands for the final solution value x(t,1) obtained from the [VDI
on [tn,tn+1] when starting in the initial value x(t,) = s, and applying the control
trajectory u(t) = 0,(t,qn) on [t,,tn+1]. Thus the evaluation of the residual of constraint
needs the solution of an [[VP] by an appropriate numerical method, cf. [2,[49][76].
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Constraints discretization

The point constraint can be simply rewritten as r(sg, sy) > 0,,.. The path constraint c(-) is
discretized as follows

en(8n,0n(tn,qn)) > 0,,, 0<n<N. (2.39)

This discretization increases the feasible set of the discretized when comparing to the
continuous one, and impacting the obtained optimal solution. In most real world problems,
an optimal trajectory (z*(-),u*(-) implied as a solution to the discretized problem exhibits
only small violations of the path constraints ¢(-) in the interior of the shooting intervals
if they are enforced on the shooting nodes. If large violations occur or strict feasibility
on 7 is important, remaining violations can sometimes be successfully treated by choosing
an adapted, perhaps tighter shooting grid t,. An alternatively semi-infinite programming
algorithm, in the interior of shooting intervals, for tracking of constraint violations is proposed
in [107].

The nonlinear problem

By writing the MEYER term m(tx, sx) as final term Iy (¢, x5, gn) of the objective function,
the discretized [OCP] resulting from applying the direct multiple shooting method to problem

(2.32) casts

nsliqn SN o b5, Gn)

st. 0=z,(tns1;tn, Sn,qn) — Snr1, 0<n <N —1, (2.40)
Onr S T(So,SN),
O, < (80, 0(tn,qn)), 0<n<N.

The [SQP] method for solving problem (2.40) are presented in details, cf. [95, Sec. 3.6] and
[76, Chap. 3].

2.4.4 Derivative Generation

To analyze the sensitivity of derivative generation in forward mode, some needed definitions
are presented during this section.

Implicitly defined discontinuities

Definition 26 (Parameter-dependent [VP] with switches). Let f : [to,¢f] x R™ x
R"™ x {-1,0,1}" — R", p € R, and ny, n,,n, € N. The parameter-dependent [VP] with
switches is defined as
(t) = f(t,z(t), p,sgn(o(t, z(t),p))), tE€ [to,ts], (2.41)
$(t0) = X,

for x € R™, p € R" and the switching function o : [to,t;] x R™ x R" — R" with the
components

0j: [to,tf] x R x R™ — R
(tvx(t)7p) - Jj(ta x(t)vp)
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where j =1,...,n,.
For the following definition we assume a problem with only one switching time t,,.

Definition 27. 1. The left and right limits of the state vector at the switching time ¢,
are defined as follows,

T— = xf(tsw;tmeap) = gi_%x(tsw - 5)7 (242)
Ty 1= x+(tsw§ to, $0,p) = gii%x(tsw + 6)7 (243)
respectively, with € > 0.

2. f_ and fy are the right hand side of f in (tsw,y—,p) and (tsw,y+,p), respectively, i.e.,

f- = f_(tsu”l’_,p):Eli_I}(l)f(tswfé“,l'—7p), (244)

f+ = f+(tsw, v4,Dp) Zaliil(l)f(tsw—‘r&‘,x.:,_,p), (2.45)
where € > 0.

3. The jump vector § of the right hand side f is defined as follows

§ 1= 6(tsw,y—,p) = [+(to,z4,p) — f-(to,2-,p) (2.46)

Sensitivity analysis

Consider the [VP|

a(t) = f(tx(t),p), t€ [to, ], (2.47)

where f : [to,tf] x R" x R" — R"*, p € R™ and n,,n, € N.

Definition 28 (Sensitivities). The matrix G, (¢;tg,zo,p) € R"***" denotes the sensi-
tivity of the solution z at time point ¢ w.r.t. the initial value g € R™ and the matrix
Gp(t;to, o, p) € R™ > analogously denotes the sensitivity of the solution z at time point
t w.r.t. the parameter p € R"»,

ox

G (t;to, w0, p) == 8730(75; to, o, D), (2.48)
Jy

Gp(t;to, xo,p) := %(t;t07x07p)' (2.49)

To calculate sensitivities, we use the approximation by external numerical differentiation
(ENDJ), and the variational differential equations (VDE]).
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External numerical differentiation

For the sensitivities w.r.t. zy that means calculating

x (t;to,&?o’p) ~ .Z'( 3to, To + Ny ezap) LL‘( 3005 L0 z,0 eup)’ i=1,..., 10, (250)
0z, 2h,,

)

where h, € R™ is the vector of step sizes for the finite differences (ED]) w.r.t. the initial
values and e; is the i-th unit vector of the dimension n,. In the similar way, the sensitivities
w.r.t. p are calculated by perturbing each parameter, i.e.,

Oz x(t;to, wo, p + hpi - €;) — x(t;to, 2o, p — hypi - €;)

= (t:to, 20, p) ~ . i=1,...,n,, (2.51
3pi( 0,20, P) 2h, { ny, (2.51)

therein, h, € R"» is the vector of step sizes for the [FD| w.r.t. the initial values and e; is the
i-th unit vector of the dimension n,,.

Variational differential equations

Another possibility for calculating sensitivities is solving the [VDEl To deduce the sensitivity
matrix G, (t;tg, xo,p) the following system needs to be solved

0G, 0
W(t;t()axoap) = %(ta xvp) : Gz(ta t07$0>p)7 (252)

G:L’(t();t()ax()ap) = I’nz7

where I,,, € R"**"= is the identity matrix.
Analogously one obtains the sensitivity matrix G,(t;to, zo,p) as the solution of the system
as follows

oGy .. _of : of
ot (t7t07x07p) - ax(t7xvp) Gp(tvthanp)+ ap(t7x7p)a (253)
0
Gp(toito, xo,p) = aipo(p) =0.

2.5 Feedback Control

Optimization techniques play a fundamental role in real world processes and especially in the
current industrial practice. In many applications, an is solved off-line with full time
horizon, or in an open-loop, i.e., the process operation is no longer tracked anymore and the
obtained solution is applied without further feedback from the actual process. This leads
open-loop controls to invalidate the previously optimal solution and are of limited applica-
bility.
In practical applications, the actual system behavior is considered and the controller is con-
stantly updated with the system state. Hence, there is a great interest in the so-called
optimization-based feedback control or closed-loop approaches, where [QCP]is solved on-line.
This section introduces a powerful state-of-the-art feedback control approach via the
principle of Model Predictive Control (MPC), cf. [41,/76] and [115, Chap. 4], which can be
summarized as follows: one repeatedly off-line solves on a finite prediction horizon. At
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sampling times t7, where j stands for the sample index, we retrieve the current real process
state zj. Using z] as initial state, we solve an on a prediction horizon [tj»,tj- + Ah],
and obtain an optimal control u}(-). The initial state conditions are chosen to generate a
coupling of the real state and the state prediction. We only apply u;‘() for the sampling
time period At. At the subsequent sampling time t7 ., = t7 + At, we solve a new [QCP]
with the updated initial state z} ,, on the horizon [t],,kj ; + Ah], and apply the obtained
optimal control u¥,(-). Applied to , at each sampling time ¢%, the [MPCl feedback
approach solves the following

Jin - ma(t o+ Ab)) + T U(a(r), u(r))dr
st a(t) = f(ax(t),u®), teT, (2.54)
0n, <r(x(t3), z(t3 + Ah)),
On, <c(z(t),ut)), teT.

subject to with quadratic objective function and linear dynamic equations and
inequality constraints are referred to as Linear Model Predictive Control. If the objective
function is nonlinear but not quadratic, or nonlinear dynamic equations or inequality con-
straints, one calls it Nonlinear Model Predictive Control (NMPC).

2.6 Switched Optimal Control Problems

Switched Optimal Control Problems (SwOCPk) are a particular class of hybrid dynamic
systems. There has been numerous research over the last few decades, and significant progress
has been made in this topic, both theoretically and computationally, cf. [3,/60,132].

Hybrid systems are dynamic systems that combine continuous and discrete event models,
where the system switches between different models. Hybrid systems have applications in
a variety of disciplines, including industrial process management, gas traffic control, power
systems, gas and water networks. For a detailed survey on this field, readers can see in
[132]. To discuss the necessary conditions for trajectories for hybrid systems, the existence
of optimal control law is obtained based on dynamic programming, cf. [30], or by using
the maximum principle, cf. |105,[117]. Then convex dynamic programming is employed to
approximate the hybrid optimal control laws as well as the objective value’s bounds, cf. [64].
In 18|, switched systems are with state-dependent discontinuities with no jumps in
the states, i.e., switched systems are represented by an indexed set of differential equations

. def .

#(t) = Fy (2(t),u(t)), x(to) =x0, T = [to,ty], i:T —{1,..., M}, (2.55)
where the unified framework for SwOCP|is presented with both implicit switches (internally
forced switches([ES])) and explicit switches (externally forced switches (EES)).

Numerous literature dealing with problems concentrates on piecewise affine (PWA]), cf.
[10,[71L[109]. A [PWA]system, cf. [1§],

where X; def {[x(t) u(t)]T | Gix + Hyu < Ki}, divides the state space into polyhedral re-

gions and assigns with each region its own linear difference equation. It can be expanded by
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the following mode independent constraints
Iz(t) 4+ Ju(t) < L.

For solving [PWAI] constrained optimization problems, there are two types of solution ap-
proaches are proposed. First method is the mixed logical dynamic, cf [11], while the remain
one is the dynamic programming strategies in combination with multi-parametric program
solver are applied, cf. [28].

Plenty of algorithms for solving are proposed, such as bi-level hierarchical algorithm,
cf. 190,92], direct single shooting method, cf. [9], or gradient projection and constrained
NEWTON’s method, cf. |132].

2.6.1 Filippov’s Theory

Reminder that an optimal control may not exist if the right hand side function f(-) in the
of is not convex. For the counter example, readers can see in [55, Problem
(14), Sec. V]. In the case of the general form of sliding regimes arise from the
nonconvexity of f(-). The theory of FILIPPOV gives a generalized definition of the solution
of switched systems in the sense that the definition holds for a larger class of differential
equations, cf. [56]. FILIPPOV’s rule describes three basic forms of dynamics that would
occur on the switching manifold: sewing (sticking to a surface), sliding (motion constrained
along the manifold), and escaping (leaving the surface abruptly). Solution in the FILIPPOV’s
rule is continuous in time, where jump conditions are not considered.

We consider FILIPPOV theory for the general case, therein a natural idea to extend the classic
solution concept is to replace the right hand side f(-) with a set-valued function F(-) such
that f(-) and F(-) are identical at points where f(-) is continuous in x. There is a suitable
choice for F(-) required at points for which f(-) is discontinuous in z. Then the differential
equation is replaced by the differential inclusion

(t) € F(t,z(t)).

At points of discontinuity, F(-) is defined by means of the generalized differential, cf. [36].
The generalized derivative of a function z : R — R™ at ¢ is defined as any value &/(t), cf.
[37], which can be implies by means of a convex combination of its left and right derivatives
as follows

Galt) =a-ip(t)+(1—a) o_(), 0<a<l.

The values @ (t) and &_(t) are respective determined as f4 (¢, x(t)) and f_(¢,2(t)). Denote
0x(t) the set of all the generalized differential of z(-) at ¢, i.e., it is the convex hull of the
derivative extremes

Ox(t) = conv{z (t),z_(t)}
={i,(t) eR": () = -2 (t)+ (1 — ) -2_(t),a € [0,1]}, (2.56)
where conv A stands for the smallest closed convex set containing A. The set-valued sign
function is then defined as the generalized differential of |z|
{-1}, ifz<0,
sgn(z) € ozl =4 [-1,1], ifz=0,
{1}, if x > 0.
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The idea of replacing a switched with a differential inclusion is transferred from one
dimension to dimension n. The space R is split into two subspaces S; and S_ by a hyper-
surface S such that R = S_ U S U S, where the hyper-surface S is implicitly defined by
the switching function ¢ : R™ — R as

Sz eR": o(z) =0}, (2.57)

and the subspaces S; and S_ as

S, YireR i o(z) >0}, S Y {zeR":0(x) <0l

Consider the nonlinear system with discontinuous right hand side

. _ def f+(ta$(t))’ if x(t) € S+7 o
z(t) = f(t,z(t)) = {f_(t,x(t)), () e S teT\S, z(tsw)=Tsw- (2.58)

We assume that f(-) fulfills all assumptions from [120, Thm. 2.2] in R™\ S such that the
solution z(-) within S; and S_ exists and unique. Furthermore, we assume that the smooth
functions f; and f_ are extended uniquely to smooth functions on S; US and S_ U S,
respectively.

Recall problem where f(-) is not defined for ¢ with x(¢t) € S. This allows for some
freedom in extending the vector field on §. To accomplish this, we study the set-valued
extension F': T x R™ — R"™ of f(.) for z, € S, represented as

F(t,z,) Lef conv{y e R" : y = lim ft,z), € R\ S} (2.59)

Note that all the limits exist due to the assumptions on f(-). The convexification of the
switched IVP] ([2.58)) into the convex differential inclusion

o | FHE @), if z(t) € Sy,
i(t) € F(t,z(t)) = conv{f+(t,x(t)), [—(tz@)}, ifz@)eS, z(tsw)= Tsw, (2.60)
f-(t,2(t)), if 2(t) € S_,

where the convex set from (2.59) can be expressed on S by combinations of f, and f_ and

conv{fy,f-}={feR": f=a - f++(1—0a) - f—, a€[0,1]} (2.61)

is well-known as FILIPPOV’s convex method. To understand the VPl as a mathematical
model of a physical system, it’s important to consider a solution notion that guarantees the
existence of solutions. Thus, the choice of the set valued extension F(:) of f(-) should
be appropriate in the sense that the existence of a solution is guaranteed. The notion of
upper semi-continuity of set-valued functions, cf. [95, Def. 1.17], ensures the existence
of solutions of a differential inclusion. Combining this condition with CATHATHEODORY
solutions, the existence of differential inclusion trajectories, that are absolutely continuous,
which is guaranteed by the following results.

Theorem 10 (Existence of Differential Inclusion Solution). |95, Thm. 1.18] Let F'(+)
be a set valued function. Assuming F(-) to be a upper semi-continuous and F(t,x) to be
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closed, convex, and bounded for allt € R and x € R, then for each x4, € R™ there exists a
7> 0 and an absolutely continuous function x(-) defined on [tsy,tsw + 7], which is a solution

of the [[VP
z(t) € F(t,xz(t)), x(tsw)= Tsw-
Proof. See [7]. O

A Filippov’s rule solution for an implicitly switched system of type (2.58)) can be defined
by combining of FILIPPOV’s convex method and the result from Theorem [10]

Definition 29 (Solution in the FILIPPOV’s rule). |95, Def. 1.19] An absolute continuous
function x : [tsy,tsw + 7] = R™ is called a solution of [VPI (2.58) in the FIiLIPPOV’s rule if
for almost all ¢ € [tsy, tsw + 7] it holds that

@(t) € F(t, x(t)),
where F(t,z(t)) is defined as in (2.60).

Definition 30 (Another sense of FILIPPOV’s solution). [49, Def. 5.1] The function
z(t), t € [to,t] is called the solution of the differential equation & = f(x(t)), if the following
conditions are met:

e 1 is absolutely continuous,

e for almost all ¢t € [to,tf] and any 6 > 0, the vector & = ‘fi—f belongs to the smallest

closed convex set that contains all values f(+) in a d-neighborhood of z(t):

#(t) € () () eomv (f(U((1),6)\ N,-)).

5>0u(N)=0

Here, p denotes the Lebesgue measure.

Remark 13. In the domain where z(-) is smooth, ie., z(t) € S U S_, the equality
f(t,z(t)) = F(t,z(t)) holds true. If z(-) slides along a switching boundary, i.e., z(t) € S,
then #(t) € F(t,x(t)). However, when the solution z(-) leaves from the switching manifold
S or enters to S, the state derivative @(t,) is not defined, at time instances ¢,. Therein, a
solution trajectory x(-) leaves or enters S if for any € > 0 there exists a t. € t, +U:(0) \ {0}
such that z(t,) ¢ S and z(t,) € S.

Remark 14. Theorem ensures the existence of a solution on [tsy,tsw + 7] with 7 > 0.
To obtain existence over the whole horizon, one needs further assumptions: let f(¢,z) be
linearly bounded for x ¢ S, i.e., there exists positive constants ¢y and ¢; such that for all
t €[0,00) and z € S; US_ it holds

1F ()| < co |zl + e

Additionally, if F(-) is bounded at (¢, ) for which F is set-valued, then a solution of [VPI
exists on [tg,,o0), cf. [37].

However, these assumptions are not sufficient to guarantee the uniqueness of a solution.
Readers may refer to |95, Sec. 1.4], where the uniqueness of solutions is examined in several
scenarios, such as transversal intersection mode, sliding mode, and higher order conditions.
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2.6.2 Problem and Constraints Formulation of [SwOCP]

We start this subsection with a problem formulation of a general [SwOCP]involving a dynamic
system with switches.

Definition 31. A [SwOCPlis a constrained optimization problem of the form

z(ty)), teT, (2.62)

where a dynamic process z : 7 — R"* on the time horizon T f [to,ts] C Ris determined. A
solution z(-) is described by a system of[ODEE, where f : T xR™ xR« x R x {—1,0,1}" —
R™= is the right hand side function. This system is affected by a continuous-valued control
function v : 7 — R™ as well as another discrete-valued control function w : 7 — €,

which includes only values from a finite set def {wy,wa,...,w,, } € R™ with cardinality
|| < co. Furthermore, the system is affected by an implicit switch determined by the sign
structure of a switching function ¢ : R"» — R™. The objective function ¢ : R™ x R™ — R
is minimized. Moreover, mixed state-control (path) constraints c(z(t), u(t), w(t)) > 0,, with
¢: R™ xR™ xR™ — R" and point constraints r(z(to), z(ts)) > 0,, where r : R" xR™ —
R" must be satisfied.

Note that w(-) has the special character when compared to u(-), and due to its special
status, we will introduce a new term of this type of control functions in Chapter

2.6.3 Consistent Switches

Main contributions of this dissertation are belonging to this type of switches, where the
transversality assumption is hold true.

The sign structure of ¢ in the right hand side function f of the dynamic system in
leads to non-differentiability in the dynamics. This coincides with the concept of a switched
system . The switch is an explicit switch, i.e., [EES] if o is independent of x, otherwise
it is an implicit switch, i.e., At a switching point ts, € T, the left and right hand side
limits of = are defined as

def . def .
Ty (tow) = tl\l(?slw z(t), 2_(tew)= tgilw x(t).

Then the one-sides derivatives of o(-) at tg, € T are defined as, cf. [18],

det do def do

DU+(tsw) = E(tsw7l‘+(tsw); DO—(tsw) = E(tswax—(tsw)-

The transversality assumption holds true for a large class of switched dynamic systems, which
allow solutions that cross the zero manifold S, see Eq. , in either direction. As a result,
a finite number of isolated switching events occurs on a finite time horizon. These solutions
are typically referred to as “classical”’, and the switching behavior is often called “consistent”.
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Assumption 2.6.1 (Transversality). |18, Assumption 2.1] Problem satisfies the
transversality assumption if Do_(tsw) - Dot (tsw) > 0 for all tg, € T with o(ts,) = 0.

If the transversality assumption holds, only a finite number of isolated points of the zero
manifold S are part of a solution trajectory z.

2.6.4 Inconsistent Switches and Filippov Solutions

If the transversality assumption is violated, which means that Do_(tsy) - Doy (tsw) < 0,
we have to consider the additionally FILIPPOV case of sliding on the zero manifold, i.e., a
continuation on the manifold S in the FILIPPOV’s rule [56] can be found by replacing f in
by an appropriate combination

fa(@(t),u(®)) := a(t)f(z(t), u(t), +1) + (1 — a(t)) f(x(t), u(t), =1), aft) € (0,1),

that satisfies o(z(t)) = 0 for all t € [tgy,tT], where tT > tg, is a later time point with
switching function derivatives that allow leaving the manifold. If one of derivatives Do_ or
Do vanishes, the state trajectory tangentially leaves or enters the zero manifold S. Since
Do_ and Do, are first order derivatives, higher-order derivatives of ¢ can be analyzed to
study the type of continuation is open as a future research question.

In connection with switching functions, the phenomenon that the manifold cannot be pierced
is called inconsistent switching. The switching is inconsistent in the type that changing the
right hand side does not change the sign of the switching function. Section [5.1.3] will discuss
more about directional fields and three-valued switching logic for the inconsistent switches
with its general formulation of

2.6.5 Partial Outer Convexification and Relationship between [SwOCP!
with Relaxed Problem

The idea of convexification and relaxation is similar to the concept of generalized curves,
which was proposed by YOUNG [127] to investigate existence questions in the domain of
calculus of variations. The partial outer convexification (POC) approach has been studied
in the context of [OCPk by SAGER [111], SAGER et al., cf. [112,[113]. The term “partial”
is due to the exclusive convexification of the only integer controls, not to the rest of
To describe the approach the integer controls w(-) are lifted into a higher dimensional
space by introducing binary controls w; : 7 — {0,1}, i € {1,...,n,}. The value w;(t) =1
indicates mode i is active, otherwise not active (w;(¢) = 0) at instant time ¢t € 7. For better
realization of the [PQC| we consider a where [ODE] is considered without the sign
function and the objective function is simply in MAYER type, as follows

m(')f&i’?’(wf) }T(f(ff)Q t)),
st 2(t) = ‘Tt7ut”w
f e (2.63)
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while later, the general SwOCP] (2.62)) will be reformulated in Chapter (3} The[ODE]lin (2.63)
then reads as

0= 3w Jlalt),ult), w)

To guarantee that exactly one mode is active at any ¢ € T, one additionally imposes the
SOS-Tl constraint Y ) w;(t) = 1.
Similarly, the path constraints of (2.63)) is rewritten as follows

S wilt) - e (t), ut), i) > O, (2.64)
=1

together Wlth the additional constraint Y, w; (¢ ) =1, w;(t) € {0,1}.
Then reads as the following form after [POC]| reformulation

min m(x(t
Lomn o mletn)

s.t. .13(75):22 1 Wi (x(t)vu(t)7wl)7
On, < r(z(to), z(ty)),

O, < S0y wi(t) - cla(t), u(t), wy),
1=30 wi(t), w(t) € {0,137,

where w(+) def [wi(+), .- wn, ()]F. Problem |i can be relaxed by construction as follows

teT, (2.65)

9; ' teT, (2.66)

where analogously to w(-), the components of «(-) are denoted by a;(-), i € {1,...,ny}. The
binary convexified [OCP] (2.65]) is equivalent to [OCP] (2.62)) in the type as follows:

Proposition 1. The binary convezified OCP has a solution if and only if the ex-
plicit switched OCP has a solution. Let (x§,ul,ws) be a solution of Then
2.65

(z*,u*,w*), with 2* = x5, u* = ul, and w*(t) = Y 12 wi(t)w;, is a solution of (2.6
Proof. See Proposition 6.6]. O

Moreover, considering the relation between SwOCP]and its relaxed problem, the following
theorem has shown that: for a feasible point of the relaxed convexified there is
an essentially feasible point of the binary convexified which has essentially the
same objective function value.

Theorem 11. Let (Z,u, &) be feasible for[OCH and suppose that t — f(Z(t), u(t),w;),

i €{1,...,n.}, are functions of type WH(T ,R"=). Let ¢ > 0.

Then there are functions & € WH(T,R") and w® € L>=(T,{0,1}"™) such that
Im(2*(ty)) —m(Z(ty))| < e
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and
E(t) = Yor wi - fa°(t),u(t),wi), teT,
0n, < r(2(to), 2°(t5)),
Op, < w(t) - c(xf(t),u(t),w;), 1<i<n,, teT,
1=>" wit), teT.
Proof. See |89, Theorem 6.7]. O

2.6.6 Generalized Disjunctive Programming

Disjunctive Programming (DP)) is an approach for solving the [OCPE, which includes both
continuous and discrete controls, cf. [§]. [DP] models consist of logic disjunctions, algebraic
constraints and logic propositions. A particular case of disjunctive programming is so-called
General Disjunctive Programming (GDP)), cf. [108]. A problem is reached as follows

meRn,{?ilkne{o,u Y(@) + D ek Cho
st. r(x) <0,
Wik = 1
@D lonx)<0|, kekK® {1, K}, DY {1,..., Dy},
€Dk | cp = ik

where the continuous variables € R™ in the bounds [z;,x,] and binary variables w ef

{wik}ik, wik € {0,1}. The function ¢ : R™ — R in the objective function and the global
constraint function g : R™ — R™ are assumed to be sufficiently smooth, and r(x) is the
inequality sign include the case of equalities. K logical expressions must hold, and each
of these expressions is composed of Dy, terms which are connected by the EX-OR operator
@, indicating that exactly one of the boolean variables w;; must be defined to one. In the
particular case for variable w;i, the associated constraint g;x(x) < 0 and the objective weight
¢k are enforced. The constraint 2(w) = 1 summarizes further constraints on the boolean
variables w;x. All w;; = 0 are ignored.

The was recently used to reformulate the by MEYER et al. [18|, where they
deal with explicit and implicit switches of [OCPk.

2.6.7 Rounding Schemes

In this section, all available rounding schemes, which are used to return the integer value
of control from the relaxed one, are shortly summarized. For the convergence of rounding
schemes, i.e., solution quality, readers can see in |12, Prop. 3.1], |73, Prop. 4.8].

Suppose that the optimal solution of the relaxed convexified of the switched optimal control
problem (RC.SwP)) is (z*,u*,a*). Hence the corresponding optimal solution of with
switched [DAEEK/[ODES is (z*,u*, w*). Now we just take care for the term o*, and looking
for the relation between a* and w*.

i. If aj(t) = 0 or aj(t) = 1, then it is also the optimal solution of [SwOCT]

*

ii. Otherwise, o(t) € (0,1), we must apply rounding strategies to imply the solution
of SwOCPl Denote o*(t) = §¢;, and w*(t) = ¢;, where t € [t;,t;41] C [to,ty], i =
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0,...,n— 1. Then we could apply one of the suitable rounding strategies, cf. [111], as
follows:

e Rounding strategy SR (standard rounding)
)1 if g =05,
G = 0 else.

e Rounding strategy [SUR] (sum-up rounding)

i i-1
Lif 30 e — 20 g6 = 1,
i (2.67)

0 else.

q5i =

e Rounding strategy [SURF0.5 (sum-up rounding with a different threshold)

7 i—1
Lif 37 gje — X g6 2 0.5,
k=0 k=0

0 else.

q5i =

If the control function has to fulfill the (SOS-1)) restriction (as it arises from a convex-
ification, see its definition in Def. @, the above [SURI strategies are not enough. For
these problems with the (SOS-I]) property, we use one of the following strategies

e Rounding strategy SRASOS-T] (standard)

1 G > Gr, VE # joand § <k VE: G = Gri,
i 0 else.

e Rounding strategy [SURHSOS-1] (sum-up rounding)
)1 i G5 = Gri, Ve # jand § < kYK i = kg,
Gi=3 0 else.
R i i—1
where ;i = > @ik — D Gk
k=0 k=0
e Direct [SOS-T] Rounding (Definition 2.15, [76])

1 f (Vh [ Guadt > [ Gadt)

t;
qj,i = AN (Vk‘ : ftiiJrl (det = ftt:+1 Qridt - 7 < k’), 1< < n®.
0 otherwise.

e [SOS-11- SURI Rounding

1 if(Vk:djiZqA]cj)/\(Vk)7qui:(?kjZj<k) . w
— ) ) ) ) < i<
i {0 else I<j=n?,

therein, control ¢;,; for the j step of sum-up rounding be defined as

t; 1—1
Gj,i = / Br(t)dt = qjk-
to k=0
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e Vanishing Constraint SOS-Sum-Up Rounding (VCHSOSHSUR))

tit1 ti
Gi=|i=ag max [ ppwd- [ o€

ke[|V] to to
.
[ B (tydt>0

where V := {1]1, . ,U‘V|}, HVH = {1, ey |V|} C N, qVC|(ti,ti+1) = (Qj,z')jeHVl]-
e Next force rounding strategy for [SOS-Thcoupled controls, see |73, Alg. 4.1].

e A developed rounding scheme for computing integer feedback solutions: the neigh-
boring feedback law for the switching aware rounding (see Subsection [4.2.2)).

In conclusion, we could obtain that

R L OB RS U
RS(a*(t)) if a*(t) € (0,1).

with RS denote for rounding strategies.

2.6.8 Neighboring Feedback Control

The neighboring feedback control was developed by KRAMER-E1s, BOCK, et. al., cf. [83,84].
In this approach, ones use the fact that the optimal controls (u(t), w(t)) maximize the Hamil-
tonian H(z(t), A(t), u, w) pointwise a.e., from which leading to the relations (u*(z, A), w*(z, X))

- 7A ’ * aA = H t 7)\ t , U, .
(0" (. N)w (2, ) = arg._max H(w(), A(t),u, w)
Exploiting the implicitly function theorem, see Section 2.1.4] on the [MPBVPI derived from
the maximum principle along its solution, ones can express A(t) as a function of the initial

value z(f), from which the derivative A(f) := gig;

the MPBVPl Consequently, one obtains a neighboring feedback law of the following type

can be computed from the Jacobian of

(u**(xﬂ /\)a W**(xa )‘)) = arg uell}ll,?u}éWH(j’ A(f) + A(l?)(i’ - :L‘(l?)), U, w)7

where & is the estimated perturbed value of the state x(t).
For more details and the application of this feedback control, readers can see in Section [1.2.2]
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Indirect Approach for Switched
Optimal Control Problem:
Maximum Principle

The classical indirect approach is based on the necessary conditions of optimality called
PONTRYAGIN’s maximum principle of the 1960s, which had an enormous impact on solving
engineering problems. Depending on the given optimal control problem, the optimality
conditions lead to multi-point [BVPl It consists of differential equations for the state and
adjoint variables, an algebraic equation for the control, and boundary conditions for the
states, the adjoint variables, and time.

For the Maximum Principle, one can read on the paper of PESCH & BULIRSCH, see [103],
about the historical creation and development. For a survey of in the various forms
of PONTRYAGIN’S maximum principle, the readers can see [63}/124]. Nowadays, the theory
has been extended in many ways, for instance, see [17], [19], [43-48|, and KOSTINA et.
al., cf. [82]. The necessary optimality conditions for problems with mixed constraints,
where the regularity assumption had been observed can been found in the work of, e.g.,
[41/13,[38}/42}/44]. The reformulation and [LMP] are exploited to obtain the optimality
condition for SwOCP] cf. |[121]. Then in [122], the mixed state-control constraints in regular
and nonregular (or irregular) are carefully studied.

In this chapter, the Local Maximum Principle is first considered in Section [3.I]and Section
to derive the necessary optimality conditions when the mixed state-control constraints
become nonregular (irregular). Therein, in Subsection we consider FILIPPOV’s rule,
which is employed as an innovative reformulation, and discuss how this reformulation affects
the solution. The convexification of the velocity set is also investigated. Finally, numerical
results with New York subway problem is mentioned in Section

3.1 Maximum Principle for [SOCPI

This section deals with a simple SwOCPI (SOCPJ), therein the controls are considered without
integer control w. [SOCPIis reformulated by FILIPPOV’s rule, then the optimality condition
is obtained by exploiting local maximum principle.
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3.1.1 Reformulation for [SOCP| with Filippov’s Solution
We start by considering a as follows

) e (2(@) +b(z)ult), ifo(z(t)) >0,
st #Y) = {f (@(1)) + b(z)u(t), i o(zt) <0, ¢ € Lotsd, (3.1)
u(t) € Uy = [-1,1], 2(to) = o, r(x(ts)) <0,

where the process x : 7 — X is determined by a discontinuous dynamical system, affected
by (piecewise) continuously-valued control function v : 7 — Uy € R on a time horizon
T := [to,tf] C R, such that an objective function ¢ : X — R is minimized. The right hand
side function is determined by the sign structure of the switching function o : X — R. Point
constraints r(x(t;)) < 0 with r : X — R™ must be satisfied.

The discontinuity in may lead to the situation, where classical solution does not exist
for o(z(t)) = 0. Hence, we redefine solution of problem according to the FILIPPOV’s
rule, as follows

fr (@) +b(x)ult) = rsy(z,u),  if o(x(t)) >0,
() =< f- (z(t)) + b(z)u(t) =: rs_(z,u), if o(x(t)) <0, teT, (3.2)
at)rsy(z,u) + (1 —at)) rs—(z,u), if o(z(t)) =0,

where a(t) € [0,1]. The “if” formulation in (3.2]) is written not in analytical form, so we
propose to reformulate problem (3.1)) with the redefinition (3.2)) and additional mixed state-
control constraints as a following problem

min ¢ (x(ty)) (3.3a)
st z(t) = F(z(t),ut),at)), t€ T, (3.3b)
u(t) € Uy, t € T, x(to) = zo,(x(ty)) <0, (3.3¢)
a(t)o(z(t)) = 0, (1 —a(t))o(z(t) <0, t€ T, (3.3d)
alt) € 10,1, te T, (3.3e)

where F(z,u, ) := a(t)rsi(z,u) + (1 — a(t)) rs_(z,u), t € T.

Let us discuss the additional constraints (3.3d|).

If o(z(t)) > 0, then we obtain «(t) > 1, so a unique possible candidate is a(t) = 1.

On the other hand, if o(x(¢)) < 0, then one implies a(t) < 0, thus a unique possible candidate
is a(t) = 0.

For the remain case, i.e., o(z(t)) = 0, the constraints hold true for all a(t) € [0, 1].
These constraints become the vanishing constraints, leading to difficulties in formulating
their optimality conditions.

We have some discussions about the regularity of mixed constraints (see Subsection
2.3.5)). For convenience, denote Gi(a, x) := —a(t)o(x(t)), and Ga(a, z) := (1 — a(t))o(z(t)).
If o(z(t)) # 0 then mixed constraints are regular (see Subsection [2.3.5). Indeed, if a(t) = 0
then G =0, G2 = o(x(t)) # 0, and (u o = = (0 —o(x(t))) # 0; otherwise if a( ) = 1 then

Gi =o(z(t)) #0, Go =0, and m = (0 —o(z(t)) #0.

If o(x(t)) = 0 then the constraints are nonregular, since G; = G; = 0, a(augza) 8(852&) =0.
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Lemma 3. For[SOCP (3.3), the set of phase points of the mized state-control constraints is
determined by

N(@G) ={(t,z,u,a) | a(t) € [0,1],u(t) € Up,t € T : o(z(t)) = 0}.
Proof. For problem we have d(G) =2, G = (g1 gz)T, y = (a, ), and

R

To determine the phase points we will find a € A (see Subsection [2.3.5), a = (a;,az2) € R?,

a > 0 such that a; +as =1, and a”'G(y) =0, a” g(i(i)) =0, ie.,

(3.4)

—ajao+ax(l —a)o =0
—a10 — a0 =0.

If o = 0 then is satisfied for all a > 0, |a1| + |az| = 1.

If o0 # 0 then the second equation of is equivalent to a; + as = 0, which contradict to
a >0, |ai| + |az| = 1. This means that for o # 0, mixed constraints are regular.

Therefore, for 0 = 0 mixed constraints are irregular and phase points are

N(@G) ={(t,z,u,a) | a(t) € [0,1],u(t) € Up,t € T : o(x(t)) = 0}.

In the case o(x(t)) = 0, the phase jump (see Def. is defined as

—a(t) 9o (z(t))

T —Oé(t) 30(8?6(15)) )
s(t)=a i z , a=(aj,a) €ER* a>0,a1+a3=1,teT, (3.5)
ox

resulting in s(t) = (ag —a)g—‘;, 0<a, <1,0<a<1,teT.

Remark 15. Let us discuss the phase jump (3.5) w.r.t. the values of a.

If @ = 0 then the phase jump is assumed to be s = g—g.

If @ =1 then the phase jump is s = —g—‘;.
If 0 < a < 1 then the phase jump is assumed to be s = bsg—‘;, where —1 < b, < 1.

To formulate the maximum principle, we exploit [LMP] (see Theorem E[) for the [SOCP
(3-3). We assume that the controls u(t) and «(t) are piecewise continuous and we introduce
the necessary notation as follows. Denote

V(z):={a€0,1]: a0 >0,(1 —a)o <0}, (3.6)
V(z) :={(u,a) : u € Uy, a € V(x)}. (3.7)

3.1.2 Discussion on Optimality Conditions
Let A is a measure of function A(t), given the relations
A ([tl,tg}) = )\(tg) — )\(t1>, to > tq,
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where function A(t) is assumed to be a left-continuous function of bounded variation.
The maximum principle (see Subsection [2.3.5) can be formulated as follows. Let z*(-),
u*(+),a*(t) be optimal trajectory and (piecewise continuous) controls. Then there exist

e a vector v > 0 and a number vy,
e a function of bounded variation A(t), t € T = [to,t¢],

a function 9(-) € Ly, ¥(t) > 0if t € {Ty : a(t) = 0}, ¥(t) < 0if t € {T\ : a(t) = 1},
and 9(t) = 0 with ¢ € T\ Ty, where T, :={t € T | o(2*(t)) = 0},

the measure p,dp > 0, focused on the set T, function A(-),9(-) and measure p are
related by the relations:

*)\T(t) a*(t)aﬁr(l’*(t)) +(1 _ *(t))af (I ) + ( (t)) u*(t )) dtJrEZ?, teT,
oT
A (dt) = —AT(1) (2 ) ) te T,

_)\T(t) 8f+( “(t) + ob(z™ (t))u*(t) , t€T+,

where ng = ﬁ(t)%;(t))dt—i— s(t)dp, Ty == {t € T | o(z*(t)) > 0}, T_ == {t € T |
o(z*(t)) < 0}, and

e P tapsten, (3.9

Aty —0) = —oT
at each point t € [to,ts) of the discontinuity of p we have

At 4+0) = At —0) = u(t)s(t), (3.10)
normalization conditions are fulfilled

vo + |[vll + ||l +/ d(t)dt = 1. (3.11)
T

Here, the maximum condition is satisfied

Hz"(t), w*(t), a* (1), A\(t)) = (uva)len‘?é*(t))H(x*(t),u(t),a(t),)\(t)), ae teT, (3.12)

where H(x,u, @, \) = AT F(x,u,a) = A\()T (a(t) fo(2(t)) + (1 — a(t)) f-(z(t)) + b(z(t))u(t)).
The measure p is involved in the formulation of this maximum principle. In general the mea-
sure u decomposes into a sum:

W= o + ps + Hs,
where
e L, is an absolutely continuous component (in measure dt),

e 1 is a singular component (in measure dt),
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e (s is an atomic (jump) component (in measure dt).

Let us analyze the maximum conditions (3.12). Consider the set V(x*(t)) (see Eq. (3.7)),
conditions ([3.12) take the form:

H(z" u™, a", A(t)) = (mar)neavx(x*) M (@) (afi(z*)+ (1 —a)f_ () +b(z*)u) ,a.e. in T,
st Ju(t)] <1, (3.13)
a(t)o(z*(t)) >0, (1 —a(t))o(z*(t)) <0, 0<at) <1,

Let us analyze the last conditions in more details as follows.
A If o(z*(t)) > 0, then it follows that o = 1. Therefore, the conditions of the maximum

principle (3.13)) take the form

Hatut 0" M0) = N (Of (" (1) + | max (O u(®), te T

B. If o(z*(t)) < 0 then o = 0. Similarly, the conditions of the maximum principle (3.13]) get
the form

H(x* u o, \(t) = N (8) f_ (2 (1)) + u(t?elﬁ_xm]{)\T(t)b(x*)u(t)}, teT_.

C. If o(2*(t)) = 0 then the maximum conditions (3.13)) take the form

H(z* u*, 0% A1) = a(glg{)g’l])\T(t)(a(t) Fo(a)+(1—a(t)f- (x*))+u(t§r€1?3<1’1]/\T(t)b(x*)u(t),t eT..

Let us summarize optimal conditions. We can rewrite relations ([3.8)),(3.10)) in an equiv-
alent form as the following conditions. As a results, ones obtain the following theorem.

Theorem 12 (Optimality conditions for SOCPI (3.3))). Let u*(t), a*(t) and z*(t), t € T be
the optimal control and trajectory of problem , where assuming control u*(t) is piecewise

o
continuous. Then there exist A(t), bounded variation, such that the measure A is absolutely
continuous w.r.t. the measure du + dt; there exists a vector v, a number vy, a function
¥ € L1, and a measure p such that condition (3.11)) is fulfilled, and the adjoint system has
the form

ls] z* " )u”
D) a | or ey by
t (™) +b(x™)u*
—AT() ) o (9(t) & e ) 2D ar, 1 e,

X dps i@a(m*(t))

teT,, 3.15
dpis or < ( )

99@(t) e pnT., (3.16)

At +0) =A(t—0) + (u(t —0) 4+ pu(t +0)) P
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where 9(t) is a Lebesgue absolutely integrable function, with 9(t) =0 if t € T \ Tx, D is the

set of jumps of measure g, & eans equality holds a.e. in the measure dt, and

L@ () " dp(x*(ty)

Alty —0) = - e an — Hltr)s(ty),

and the optimal conditions take the following forms
9(t) >0, if ™ (t) =0, V() <0, ifa™(t) =1, teT, (3.17)
u(t) 20, if a*(t) =0, u(t) <0, ifa*(t) =1, teTl, (3.18)
M O)b(z* (1)u* (t) = max{\T ()b(z*(t))u}, te€T, (3.19)

u€Uy

=0, if0<a*(t)<l1

M) (e (2™ (1) = f- (=" (1)) €0, ifa*(t) =0, teT, (3.20)
>0, ifa*(t)=1
Furthermore, ones have
M (73 = 0)F(x* (15 — 0),u* (75 — 0),a*(1: — 0))
= AT (7, + 0)F(2*(1; + 0),u*(1; +0),a* (1, +0)), i =1,...,p, (3.21)
where 7;,, 1 = 1,...,p, be the minimum number of points such that:

O=T0 <7 <72 <...<Tp < Tpp1 =17,

wnt T* = U (Ti,Ti+1), wnt TJr = U (Ti,Ti+1), intT_ = U (Ti,Ti+1), (3.22)
1EN™ iENT iEN—

N*UN-UNT ={0,1,...,p}.

Remark 16. There are no examples in literatures, see [133H135|, where u contains the
singular component. In case p does not contain the singular component, (3.15) disappears.

Example 3.1. [81, Example 1 (¢ = 0)] Consider the optimal control problem

f+(:c(t)) + bu(t), ifo >0,

St D=0 @) +bult), e <0, (323)
()| < 1, t € [~0.5,2],
#(=0.5) = w0, r(2(2)) = 0, 2T = (19/32, —37/16, —3/4),
where o(x(t)) := x1(t) — 2.529(t), r(x(t)) := xz3(t) — 1, switching function o(x(t)) = —z3(t),
€ [~0.5,2], and fy(-) = x2 2545 05), f()=(z2 25 0)",b=(0 0 1)".

Reformulate problem (3.23)) by using FILIPPOV’s rule and relaxation, one obtains
min  21(2) — 2.5x2(2)

St () = F(a(t),u(t),at), t € [~05.9,
lu(t)] <1, 0<a(t) <1, te[-0.5,2], (3.24)
Gj(a, x)<0 i=12
2(—0.5) = o, 23(2) = 1, 2T = (19/32, —37/16,—3/4),
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where G1(-) = a(t)zs3(t), G2(-) = (a(t) — 1)z3(t), t € [-0.5,2], and
F()=aft()+ 0 —a)f-() +bu= (z2 23+5a u+ 0.5a)T.

It is easy to check that the mixed constraints G;(-), j = 1,2, are irregular when ¢ = 0. Then
the set of phase points of these mixed constraints is determined as

N(G) = {(z,u,a) ER® : 33 =0} .

Consider the control u*(-), a*(:):

1, if t € [~0.5,0], 1, ifte[-0.5,0],
u*(t) = { —0.5, iftelo,1], a*(t) =141, iftelo,1], (3.25)
1, if t € [1,2], 0, ifte[l,2.

The corresponding trajectory is denoted by z*(t) = (z7(¢), 25 (t), 25(t)), t € [-0.5,2]. Then,
using the initial conditions, we have

1.5, ift € [0.5,0], 1.5t, ifte[-0.5,0],
Z3(t) =u+05a=10, iftel0,1], <& z3(t)=10, if t € [0, 1],
1, ifte(L2)], t—1, ifte[l,2],

here, D = [0, 1] is a switching interval of x3, see Fig|3.1

-0.75
Figure 3.1: Trajectory z% (red) switches at ¢ = 0, ¢ = 1; control a* (blue) jumps at ¢ = 1.

Let us show that the process (z*,u*, a*) satisfies [LMP]in problem (3.23)).
1. Consider the segment ¢ € [1,2]. Boundary condition for solution to the adjoint system

(see (3.9)) has the form
Op(x*(2 or(z*(2
A(2) = —vg w(gx( ) _ v r(gx( ) = (=g, 2.5v9, —v)T, wy >0, (3.26)

here s(2) = 0, i.e., there are no phase jumps at ¢t = 2.
With v = 1, we have A(2) = (—1,2.5,—v)”. For t € [1,2], the adjoint system takes the form
A (t) = —(0,M\1(t), A2(t))T. The adjoint solution with the boundary condition (3.26)) is

A (t) = =1, Aa(t) =t + 0.5, A\3(t) = —0.5(2 — ) +2.5(2—t) —v, t € [1,2],
A1+40)=(=1,1.5,2 = 0)T, A1 =0) = \(140) 4 ps(1) = (-1,1.5,2 — v + p)T.
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The optimality condition (see Theorem and inequalities |u*(¢)| < 1, imply As3(t) = 0,
t € [0,1]. Hence, A3(1 — 0) = 0 holds true. Exploiting this equality and the equality
M(1-0)2(1 —0) = AT(1 +0)i(1+0) (see |81, Eq.(20)]), ones get pu! = v —2, v = —5.5.
Here there is a jump in A.

2. Consider the segment ¢t € [0, 1]. The adjoint system takes the form

At) = (0, =X (1),007, A1 -0)=(-1,1.5,0)T,
S0, it has the solution
AM(t) = =1, Ao(t) =t + 0.5, \3(t) =0, t € [0, 1].
Consequently,
A0+ 0) = (=1,0.5,0)", AX(0 —0) = A0+ 0) + us(0) = (—1,0.5, u")T.

The condition (see |81, Eq.(20)]) AT(0 — 0)2(0 — 0) = AT(0 + 0)2(0 + 0) implies p! = 0.

3. Consider the segment ¢ € [—0.5,0]. Here the adjoint system takes the form A7(t) =
—(0,A1(t), A2(t))T with boundary condition A(0 — 0) = (—1,0.5,0)T, and hence it has the
solution

M) = =1, A\a(t) =t + 0.5, \3(t) = —t?/2 —t/2, t € [-0.5,0].
Now let us check the optimality conditions of Theorem Here we have
T. = {t € [-05,2] | o(a"(t) = 0} = {t € [-0.5,2] | —}(t) = 0} = [0, 1].

The normalization condition implies

2
O@)dt =1 —vo — [vllllpl = =5.5]|ull = 0, t € T,
—0.5

so ¥(t) <0 for all ¢ € Ty, i.e., condition (3.17)) holds true.

Since pt(t) = 0 <0, for all ¢ € T, hence condition (3.18)) also holds true.
The left hand side and right hand side of condition (3.19)) are respectively equal to

lhs = ATF(z*,u*, o) = (=1,t + 0.5, \3) " (a5, 25 + 5a*, u* + 0.50*)
= (—z5 + 25+ 0.5)) + 5a” (¢t + 0.5) + Az(u™ + 0.5a™), (3.27)
rhs = AT f_(2*) + max {N(a(fs(z") = f-(a*))} + max {ATbu},
a€gl0,1] u€e[—1,1]

= (—a + 25t +0.5)) + max {a(5(t+0.5) +0.5M3)} + H[lai(l]{)\gu}. (3.28)
ue|—1,

ael0,1

By comparing (3.27) with (3.28]), the optimality condition (3.19) holds true.
Moreover, condition (3.20) holds true, since

NOT(folz () — f_(z*(t)) = (=1, +0.5,0)7(0,5,0.5) = 5(t + 0.5) > 0,Vt € T,.

Summing up, the local optimal control (3.25|) satisfies the optimality conditions formulated
in Theorem [12
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3.1.3 Discussion on Filippov’s Rule

This subsection deals with [SOCPFs reformulation by using convexification, i.e., we apply
FiLippov’s rule correctly. We consider the following [OCP| with discontinuous dynamics of
nonlinear form on the right hand side of the [ODEl constraint

min ¢ (z(tf))

vt o= L @O b)), it o(a(0) > 0
f=(@(t)) + o (x(t))u(t), if o(xz(t)) <O

u(t) el def [ug, wy), t € [to, ty], z(to) = xo, r(x(ty)) > 0.

(3.29)

Due to discontinuity, a classical solution of the [ODE] model may not exist. Then problem
(3-29) must be reformulated according to FILIPPOV’s rule,

min ¢ (z(tf))
fr (@(@) + by (z(t)u(t) =: rhsy, if o(z(t)) >0
st @(t) = ¢ f- (z(t)) + b (z(t))u(t) =: rhs_, if o(z(t)) <0
a(t)rhsy + (1 — alt)) rhs_, if o(x(t)) =0
u(t) e U,t € [to, ty], z(to) = xo, r(z(ty)) >0,
a(t) € 0,1], t € [to, ty].

In problem the velocity set
U(@) i={v € R" 10 = a (£ () + by (Yu)+(1=a) (F- () + b-(-)u) € [0,1],u € U}. (3.31)

Remind that FILiPPOV’s rule works in the previous problem , but in problem
it does not work correctly since ones can show that problem does not have solution,
see Appendix for a numerical example with clear details and explanations. What is
the reason? Is FILIPPOV’s rule incorrect? The answer is in the incorrect application of
FiLippov’s rule due to the non-convexity of the set U(z) — (3.31]). Hence, correct applying
FiLippoV’s rule is necessary. In particular, we replace the set U(z) by its “convex hull”
conv(U(z)).

Lemma 4. Let the set U(x) be defined by (3.31). Then conv(U(z)) = U*(z), where

(3.30)

U(z)={veR":v=af +(1—a)f-+PL1by+ P2b_,a € [0,1], 51 € T1, B2 € T2}, (3.32)
where Ty := [auy, auy], T := [(1 — a)uy, (1 — a)uy].
Proof. Let us first show that the set U*(x) is convex. Indeed, let 7 € U*(z) and v € U*(z):
v =af(z) + (1 —a)f-(z) + Bibs + Pab-,
b =afy(x)+ (1—a)f-(z)+ Biby + Bab_,

yau; < B < @y, (1—a)uy < Ba < (1—&)uy, and & € [0,1], auy < By < Gy,
< (1 - &)uy. For p € [0,1] consider the vector

= (pa+ (1 - p)a)fi(r) + (p(l —a) + (1 - p)(1 —a))f-(z)
+ (uBr + (1= )B1)by + (B2 + (1 — p)B2)b—. (3.33)

43



Chapter 3. Indirect Approach for SwOCP: Maximum Principle

Define a(u) := pav + (1 = p)&, B;(n) := ub; + (1= p)B;, j = 1,2. Obviously, a(u) € [0, 1],
a(p)u = pau + (1 = plow < Bi(p) < poauy + (1 — p)auy = o(p)u,
p(1 = a)u + (1= p)(1 = a@)w < Bao(p) < p(l — @Juy + (1= p)(1 — &)un.

These relations together with imply
v(p) = a(p) f+(2) + (1 — o)) f-(z) + Br(p)bs + Ba(p)b— € U™ (z).

Hence, U*(x) is convex.
Next, let us show that

U(x) Cc U*(z). (3.34)
Consider o € U(z). Then for some a € [0,1] and @ € [u;, u,] we have

v = a(fy(x) +bpu) + (1 —a)(f-(z) +b-a).
Denote « := a, 81 := au, f2 := (1 — &@)u. By construction ones have

a€10,1], auy < B1 < auy, (1—a)u; < By < (1 — @)y,
0= a(f1 (@) +bya) + (1— @)/ (2) +b @) = afs (@) + (1— a)f_(x) + brbs + Bab_.

Therefore, v € U*(z) and U(z) C U*(x).
Now we will prove that

U*(x) C conv(U(x)). (3.35)
Denote v(1)(z) := f+( )+ by (z)ur, vy () = fr(z) + by (z )qu 11(3)( z) = f_(z) + b_()u,
vy () == f_(x) + b_(z)u,. Obviously, v(;(z) € U(x), j = ,4. Hence, the inclusion

4 4
U(z) ={veR":v = Zujv(j)(x),uj >0,j=1,...,4, Zuj =1} C conv(U(x))
j=1

j=1

holds true. We may rewrite the set U*(z) as

U*(x) = {v € R" : v = (1 +pa) f— () + (s +pa) f4 () +(prwn+poug) by + (zu+prar, )b}

(3.36)
Let © € U*(x), i.e., there exists numbers @&, B4, B2, such that
a €10,1], au By < duy, (1 —a@)wfs < (1 — @)uy, (3.37)
b= af(z)+ (1 —a)f_(x)+ Prby + Bab_. (3.38)
Define the numbers fi;, j =1,...,4, as a solution of the following system
fir +fio =&, fis+ju=1—a& jow+jou, =P, fisu+ fisw, = Ba. (3.39)
The system (3.39) has a solution
m—y 3 —a 1-— By — (1 —a
P _mdu L (o Qufy g o (odu g,
Uq — U Uqy — U Uq, — UY Uq, — UL
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Taking into account (3.37) it is easy to show that this solution (3.40) satisfies the relations

4
fij >0, j=1,....4 > j;=1 (3.41)
j=1

Combining (3.36]), (3.38])-(3.41)), one obtains

b=afy(x)+ (1—a)f-(z) + Piby + Bab_
= (i1 + fi2) [ (2) + (B3 + f1a) [+ (%) + (aw + fowa)by + (3w + flata )b,
hence ¥ € conv(U(x)), i.e., the inclusion (3.35) holds true. The convexity of U*(z) and the

inclusion (3.34) imply that conv(U(z)) = U*(z).
O

Figure 3.2: For U = [-1,1], by = (-1 o)T, b = (0 1)T, f+ = f_ =0, the left figure
describes the set U(x), see Eq. (3.31]), while the right one illustrates the correct application
of Filippov’s rule, where the polygon (both blue & red) is the set conv(U(x)), see Eq. (3.32).

By applying FILIPPOV’s rule correctly for problem (3.30]), we obtain the following problem

min ¢ (x(ty))
s.t. T

t € [to, ty], (3.42)

therein we use the notation, where ¢ € [to, ],

F() = a(t) fr(x(t) + (1 — a@) f- (x(t) + Bi(t)by (2(t) + B2(t)b— (2(1)). (3.43)
Remark 17. In general, the discontinuity of the right hand side function may lead to the

non-existence of the solution of the [ODE] so we must carefully apply FILIPPOV’s rule, see
the problem formulation in the sense of (3.44) with further relaxed reformulation.
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3.1.4 Optimality Conditions for [SOCP!
Here we consider a more general as follows

min - fa(). ()
st @) = f(z(t),u(t),sgn (o(z(t)))),
0<r (et 4
te T Yt ty)

therein, the dynamic process z : 7 — X is determined by a dynamical system with right hand
side function f: X xU x {—1,0,1} — R"= affected by continuously-valued bounded control
function w : T — U := [uy, u,]™ on a time horizon 7 C R, such that an objective function
¢ = m(x(ty)), is minimized. The right hand side function f is determined by the sign
structure of the scalar switching function o : X — R. Point constraints r (z(to),z(t¢)) > 0
with 7 : X x X — R" must be satisfied.

Exploiting the definition of the sign of o(-), we can rewrite as follows:

L oin, m m(x(ty))
st @)= {f Fetu®), o) 20, 4o, (3.45)
I- (@(®),u(t) . i o(a(t) <0,

0 <r(x(ty)),

Note that the case o(f,2(f)) = 0, € T, is in principle contradictory. If # is an isolated zero
of o(z(t)), right-hand side is chosen to be either f or f_. If o(x(t)) vanishes on an interval,
the right-hand side has yet to be determined appropriately. How to use FILIPPOV’s rule in
this problem?
By reformulating with FILIPPOV’s rule, we obtain the equivalent problem

s ey )

s.t. z(t flz(t),u ,
e s

!
0<a(t)o(x(t), (1—aft))o(x(t)) <0,
a(t) € [0, 1],

where f(-) := a(t) f1 (2(t), u(t)) + (1 — a(t)) f- (z(t), u(t)).
The velocity field in

Ux) :={veR™ v = f(z,u,a),a € [0,1],u € U} (3.47)

may be nonconvex, see Subsection [3.1.3] In order to to get an idea how to exploit FILIPPOV’s
rule correctly, let use consider an instance as follows.

Example 3.2. Consider the following problem

o Jbgu(t), ifo(x(t)) >0, T = lto. 14]. .
st @(t) = {b_u(t), £ oa(t)) < 0. te [to. tf] (3.48)
U = [ug, uy], z(to) = xo, m(x(ty)) >0,

46



Chapter 3. Indirect Approach for SwOCP: Maximum Principle

Let u; € conv(U), j = 1,2, we have

abruy + (1= a)b_uz = aby (yur + (1 = y)ua) + (1 — a)b_(yu + (1 = 7)uu)
= y1byup + y2byuy + y3b_uyp + y4b_uy,

where @ € [0,1], v € [0,1], and 71 := a7y, Y2 := a(1—7), v3 := (1 —a)y, 74 := (1 —a)(1—7).
Thus (abiu; + (1 — a)b_uz) € conv(U) since ijl v =1,7;>0.

The velocity field U(z) = {abyu + (1 —a)b_ | a € [0,1],u € [u,u,]} may be non-convex,
see also Fig. resulting that problem does not have solution (see Appendix [A.1]for
an example). Hence, we relax the [ODE] in problem as the following formulation

() — by (yiu 4+ (1 —y)uy), if o(z(t)) >0,
- {b—(%uz (=), o) <0, ST (3.49)

where ; € [0,1], 7 = 1,2, are new controls, and apply FILIPPOV’s rule to this [ODE] leads to
= ayrbyu; + a(l — y1)byruy + (1 — a@)yab_uy + (1 — @) (1 — 72)b_ty.

That is why, instead of (3.47)), we use further relaxation, i.e., we replace U(x) by its
convex hull

Uz) :={v eR™ 0= (o] fy(x,u;) + (1 — a); f-(x,u5)), 7 >0,
j=1

n

Saf =19 20,3 v =lLael0,1],u; €U} (3.50)
j=1 j=1

We here assume that we know such presentation u;/n, n < oo, however it is difficult to
construct it. As a result, problem (3.46) is rewritten in the formulation as follows

Oalm gy @)
st @(t) = Fz(t), u(t), a(t),v(1)),
0<r(z(ty)),
0 < a(t)o(z(t)), (1—a(t))o(x(t)) <0, teT. (3.51)
u(t) €U, j=1,2,....0,

where F(-) := Y7 (alt)y] () f+ (2(t), u; (1) + (1 — a(®)y; (8)f-(z(t), u;())).

To state the optimality condition for problem , we consider the following:
Denote @ := a’y;f €R, a; = (1-a)y; €R,j=1,...,72. The velocity field of [ODE] in
problem is convex. Analyze the maximum condition , which are now equivalent
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to the following [LP] problem

a,ﬁj,u] J J
st. 0<a<l, 0<i@f <a,0<d; <l—a, j=1,..7 (3.52)
SR SN
j=1 j=1
wherea M (@) fr(z,u)), a aj = M) f-(x, u]) j=1,...,n.

For the case a = 1, the maximum condition 2|) implies u; =0,5=1,...,n, and

i =a, uf =0, j#k, j, ki €{1,...,n}, where ky := argmjax{)\T(t)er(x,uj)}. (3.53)

For oo = 0, from the maximum condition one gets u =0,j=1,...,n,and
Uy, =1—a, 4y =0, j # ko, j,k2 € {1,..., 7}, Where kz := argmjax{)\T(t)f_ (x,uj)}. (3.54)

For the remain case 0 < a < 1, the maximum condition (3.52)) implies

ua:a u =0,j#k, jkie{l,...,n},

Uy, =1—a, a; =0, j # k, Jka € {1,...,0}, (3.55)

V2

where k1 and ko are given in (3.53)) and (3.54)), respectively.

Remark 18. From the optimality conditions of problem (3.51)), we get the following rule
component for control :

Yo =19 =0, 5 #k, jkief{l,...,a}, if0<at) <1,
v =0,je{l,...,n}, if a(t) =0, (3.56)
Yo =17 =0, #ks, jika€{l,...,0}, f0<a(t) <1,
v, =0,je{l,...,n}, if a(t) =1, (3.57)

where kq, ko are respectively determined by (3.53)), (3.54).

Lemma 5. Let ({u}}7_;, @ *,7*) be a control solution of problem (3.51] , then the correspond-
ing control of problem (3 is determined by (u®, *), where u® = 21:1(% +7; )u;‘

Proof. Similar to the proof of Proposition O

Lemma 6. For any absolutely continuous solution x*(t), t € T, of problem (3.46)), there
exists a sequence of absolutely continuous solutions x*(t), t € T, of problem %D, k =
1,2,..., such that limy_, o maxser ||2*(t) — 2% (t)| = 0.

The optimal trajectory z°(t), t € T, of the original problem satisfies of problem
, and ones have,

1 —zF@)| = 0.
Jim max [l2°(t) — 2" (¢)]| = 0
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Proof. The proof is done by exploiting the construction in |82 Section 3]. O

Remark 19. U(z) is generally have no closed form, even numerically very difficult to com-
pute. However if control enters linearly in right hand side, and U is convex polytope, then
U(z) can be described explicitly. Assume

frlwu) = Ay (@) + by (p)u, [ (2,u) = Ay (2) + b (2)u, (3.58)

and U = [ug, uy,|™. Then uj, j =1,...,n, are vertices of U, and

conv(afs + (L —a)f-) = (o] fa(w,uy) + (1= a)y; f-(z,uy))

.
M= 1=
—

(QV;F(AJr(x) + b4 (2)uj) + (1 — a)y; (A (@) + b (2)uy))

Ap(@) = A_(@)) + (b (@)ay +b_(2)a_),

I
20T

with controls « € [0, 1], a4 := aZ?:l 7]-+uj €ald,and a_ := (1 —a) 2?21 v;uj € (1—a).
Furthermore, from the optimality conditions for problem (3.52)), one gets

>0, ifa=1,
M(A, —A) + m&){({)\TbJru} - mgg{({)\Tb_u} <0, ifa=0, (3.59)
=0, ifae(0,1).

3.2 Optimality conditions for SwOCP;

In this section, we propose a solution approach for SwOCP] (with integer controls) exploiting
FIiLIPPOV’s rule reformulation, relaxation and [LMPl

3.2.1 Reformulation

Consider a general [SwOCP] as follows

" ),ffl(??w(.) olz(-), u(-), w(-)]
st () = £ (2(t),u(t).w(t). sgn (o (2(2))))
0'< rlalto). i) - (3.60)

w(t) e W= {wi,...,wp, },t €T = [to,ty].

therein, the dynamic process z : T — X is determined by a dynamical system with right hand
side function f : X x U x W x {=1,0,1} — R"= affected by continuously-valued bounded
control function u : T — U (which is assumed entering linearly into the right hand side of
the of ) and a discretely-valued control function w : 7 — W on a time horizon
T C R, such that an objective function ¢ = m(z(ts)) + fttof [(x(t), u(t))dt, is minimized.
The right hand side function f is determined by the sign structure of the scalar switching
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function o : X — R. Point constraints r : X x X — R™" must be satisfied.
Since the definition of the sign of o(-), we can rewrite (3.60]) as follows:

Lo min m(x(ty)) + [ 1z (t), u(t))dt
S i _ er (ﬂc(t),u(t),w(t))7 if J(x(t)) >0,
' ) Fo (@), u(),w(t), ifo(zt) <0, € T (3.61)
0 < T‘(ﬁ(t()%x(tf) N

Remind that in the case o(f,z(f)) = 0, £ € T, if £ is an isolated zero of o(x(t)), right-hand
side is chosen to be either f, or f_, and if o(«(t)) vanishes on an interval, the right-hand

side has yet to be determined appropriately.
By exploiting the [POC] the [ODF] of problem (3.61)) is rewritten as follows

g teT, (3.62)

IN IV

2 wew Buw()f- (2(t),u(t),w), if o(z(t))

where Y7 o), Buw(t) =1, Bu(t) € {0,1}.
We exploit further relaxations for (3.62)), i.e. we use FILIPPOV’s rule correctly, where the
integer controls 3, w € W, are treated by the following relaxed formulation

x(t) _ {Zwew 5w(t)f+ (f(t), U(t)ﬂﬂ) , if U(x(t))

n

B(t) = Y aw(t) Y (as(t)ay (O)f+ ((t),u;(t), w) + (1 — as(t))ay () f- (2(t), u;(t), w)),

weW j=1
doaft)=1,>a;(t)=1,af(t) >0, a; (1) >0, j=1,2,....,7
] ) ] ) ] — b _7 — b ) ) ) b

j=1 j=1

Y awt) =1, : T =01, weW, u;(t)el, j=1,2,... i
weWwW

where 72 < co. Then, [SwOCP] (3.61)) is reformulated as follows

o) D Jig M), (e
st. @(t) = F( () u(t), (t)),

0 <7 (z(to) z(ty)), teT, (3.63)
0 < ag(t)o(x ()) (1 —aq(t))o(z(t)) <0,

0< aq(t) <1, Zwewaw() 10§a()§ ew,

ekt =1,a(t) >0, l=+V—, j=12...7

where u;(t) eU, j=1,2,...,7, and

F() =) au(t) Y (ao(t)af (i) f(x(t), us(t), w) + (1 - an(t)ag (6) f- (2(t), u;(t), w)).

wew Jj=

—

(3.64)
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Remark 20. e Note that the convexity of velocity field of (3.63) is guaranteed similarly
to the previous sections, see Subsection [3.1.3] and Subsection [3.1.4]

e Here we distinguish the simple case with a scalar switching function o. Ones can
generate the general cases by re-noting o1 =: ¢, so 0; = 0 for j = 2,...,n, where n is
the number of switching functions. Readers can find more details about this issue in

Chapter [5] (see Section and Chapter [f] (see Section and Section [6.3)).

3.2.2 Local Maximum Principle
Denote

V(@) ={a € [0, 0,0 >0,(1-a,)0 <0, Y a,=1,> al=1}, (3.65)
weW j=1

V(z):={(v,0) :uecld, a € V(z)}, (3.66)

where [ = 4+ V —, and 7 < co. Analyzing similarly as in Subsection ones can write
down the [LMP] for problem (3.63)) as follows.

Theorem 13 (Optimality conditions for [ Let u*(t),a*(t) and z*(t), t € T
be the optimal control and trajectory of problem I where assummg control u*(t) is
piecewise continuous and F is given by (3.64] - Then there exists a vector §, vectors vy, vy,
a number vy, a function 9 € L1, and a measure p such that normalization conditions

vo + ool + ||oe, || + 161+ 11l +/Tt9(t)dt =1,

are fulfilled, and the adjoint system has the form

« 7 1x Ofy(x™ uf,w") * Ol(z™ ,uy)
0 5 0b % of Ssle i) 4 g1 S oA D) e

cw Jj=1

AA(t) 4t “ » i,

R IOSICID ST sRralo S s I e s Pl R
wew J=1 Jj=1

_)\T(t)aF(ma,: ) +5T8l %x,u D4 (ﬁ(t) + %) %;(t))dt, teT.,

dX\ dp, i80(3&*(1§))
dus or

t €Ty, (3.67)
A(t+0):A(t—0)+(u(t—0)+u(t+0))w, te DNT,,
where Ty :={t € T | o(z*(t)) >0}, T_ :={t € T | o(x*(t)) < 0}, Th :={t € T | o(z*(¢)) =

0}, ¥(t) is a Lebesgue absolutely integrable function, D is the set of jumps of measure pgs,
means equality holds a.e. in the measure dt, and

&1

Aty —0) = —o] or(, @ a;(tf)) . 3m(5g;(tf)) _ M(tf)w’
At +0) = —of, 01D ) 20D
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and the optimal conditions take the following forms

I(t) >0, ifai(t) =0, 9(¢) <0, fait)=1, teT, j=1,...,7, (3.68)

w(t) >0, if a (t) p(t) <0, ifas(t)y=1, teT., j=1,...,n, (3.69)

T(t) Z ol Z(oz;ozj iy (2, uj(t), w*) + (1 — oz:)ozj_*f_ (2, uj(t), w*)) (3.70)
wew Jj=1

= max {\T(¢) Z awz fa e +f+ (% uj, w*) + (1 — ag)ay f- (2%, uj,w*)) },t €T,

(u,a) GV wew =1

Oﬁk*la =0, j#ki, j,kie{l,...;n}, if0<a.(t) <1,
Ozj:(),]E{l,..., n}, if as(t) =0,
a =1 a " =0, j#ky, Gk €{l,...,0),  f0<an(t) <1, (3.71)
a”;=0,j€{1,...,a}, if ap(t) =1,

A =0, if0<ai(t) <1,
AT (0 F(+d) — ;O F-(x)) 4 <0, ifai(t)=0, teT, (3.72)

i=1 >0, ifay(t)=1,

where k; = argmjax{)\T(t)er(x uj,w)}, ko = argm?X{AT(t)f,(x,uj,w)}, and fy(xj) =
S @), wj (), w”), f-(xj) := f- (" (t), uj(t), w").

Furthermore, ones have
M (73 = 0)F(a* (75 — 0),u* (75 — 0),a*(1: — 0))
= AT (7; + 0)F(2*(1; + 0),u*(1; + 0), (1, +0)), i =1,...,p,
where 1;, i = 1,...,p, be the minimum number of points satisfy condition (3.22)).

Remark 21. Note that we can rewrite the right hand side of the optimality condition ([3.70)
as follows

n;ax{ Z auy ( max () Z Q] Ffe (2 ug,w*) + (1 —ag)ay f- (2%, uj,w")))}
=

OCCE Oé
weWw 70

which returns the maximum value of the augmented Hamiltonian H for each w. This is
similar to the idea of Competing Hamiltonian Approach, see Appendix [A-3]

3.3 Numerical Examples with [LMP| for Subway Problem

We consider a problem about Subway Optimization which goes back to work of [17},19-21]
for the city of New York. The aim is to minimize the energy used for a subway ride from one
station to another, taking into account boundary conditions and a restriction on the time.
The following contribution is based on our conference paper |121].

One can formulate this problem as constrained optimal control problem of the following form
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min /T L(z(t),w(t))dt (3.73)
0

zw, T
subject to an system

o(t) = fz(t),w(t), e [to,T] (3.74)
path constraints

0<g(xz(t), telto,T] (3.75)
interior point constraints

0 <Y (to), x(tr), ..., x(T),T), t; € [to, T), % (x(to),2(tr),...,=(T), T) =0, (3.76)

and binary admissibility of w(-)

w(t) € {1,2,3,4}. (3.77)

The terminal time T denotes the time of arrival of a subway train in the next station.
The states zo(-) and x1(-) describe distance from starting point and velocity of the train,
respectively. The train can be operated in one of four different models

Series
Parallel

1

2
w(t) = .
3  Coasting
4

(3.78)
Braking.

that influences the acceleration and the deceleration of the train and therewith the energy
consumption, which is to be minimized and given by the LAGRANGE term

ep1 for z1(t) < vy
L(z(t),1) = | epa - for vy <aa(t) < v (3.79a)
62?:0 ci(1) (1—107 xl(t))ﬂ for z1(t) > vy
0 for z1(t) < vy
L(z(t),2) = < eps - for vy < (t) <vs (3.79b)
62?:0 ci(2) (57 z1(t)) " for wi(t) > vs
L(z(t),3) =0, (3.79¢)
L(z(t),4) = 0. (3.79d)

In the considered problem, the right hand side function f(-) is dependent on the model w(-)
and on the state variable velocity x1(-), but not on distance. For all ¢ € [0, T], we have

Eo(t) = w1 () (3.80)
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For operation in series mode, w(t) = 1, we have

14(x) for 1 (t) <
1(t) = fi(z,1) =< fiB(z) for v1 < z1(t) < vy (3.81)
1C€(x)  for x1(t) > vy

1A _ geay 1B _ geas 1C _ g(eT(z1(t),1)—R(z1(t)))
where fj = W 1 _Weffafl = .

Wers
By using FILIPPOV’s rule, we can rewrite (3.81)) as follows

jzl(t) = Zﬁlj(t) 11j (l‘(t)), ZBQj(t) = 1752j(t> € [07 1]7j =A,B.C, (3'82>

with the additional mixed state-control constraints

814614 <0, BiBG1a > —¢, f1BGiB <0, BicGir > —¢, (3.83)

where Gia(t, z(t)) := x1(t) — v1, Gip(t, x(t)) := x1(t) — ve, and € > 0 sufficient small, which
is needed to ensure the regularity of the mixed constraints.
For operation in parallel, w(t) = 2, we have

2A(z)  for x4 (t) < vy
1(t) = fi(z,2) =< f2B(x) for vy < z1(t) < w3 (3.84)
f3%(x) for m1(t) > vs

2A _ 2B _ 3 20 _ g(eT(z1(t),2)—R(z1(1)))
Where fl _07 fl _%7.}(‘1 - : Wers : .
By using FILIPPOV’s tule, and since f24 = 0, we can similarly rewrite (3.84)) as follows

i (t) = Zﬁ%(ﬂ 7 (a(t)) ZBQj(t) =1, B;(t) € [0,1], j = B,C, (3.85)

with the additional mixed constraints

B25Gap > —¢, PapGip <0, PacGap > —e, (3.86)

where Gap(t, z(t)) := z1(t) — vs, and € > 0 sufficient small.
For coasting, w(t) = 3, we have

_gR(21(t)

il(t):fl('r’?)): Wff

_07

and for braking, w(t) = 4, we have
jjl (t) = f1($,4) = —U(t), u(t) S [umin; umax]-

The braking deceleration u(t) can be varied between some given natural force u,i, as present
in coasting and a given limit u,.x representing a maximum braking consistent with passenger
comfort. It can be shown easily that for the problem at hand only maximal braking can be

o4



Chapter 3. Indirect Approach for SwOCP: Maximum Principle

optimal, thus, without loss of generality, we fix u(t) to umax-
The occurring forces are given by

bW 1.3
. 2 2
R(z1(t)) = c(nwag)ay z1(t)” + 2000'yx1(t) + 2OOOW + 116,

5 —1
(0. = 30 (fovxl(w - 0.3) ,
5

T(x1(t),2) = > bi(2) <110vx1(t) - 1> -
1=0

Path constraints for subway trains typically are velocity limits
xl(t) S Umax te [tcaa tce]

where the time interval may be implicitly characterized to cover a certain section of the track.
The interior point equality constraints 7¢9(-) are the initial and terminal constraints on the
state trajectory and constraints to characterize intermediate stops at stations of a line

z(0) = (0,007,  z(t;)) = (S;,0)T t; €[0,T], x(T) = (S,0).

The interior point inequality constraints r°4(-) include a maximal driving time 7™ to get
from x(0) = (0,0)7 to z(T) = (S,0)T,

T < Tmax, (3.87)

In the equations above the parameters e (percentage of working motors — a peculiarity
of the New York subway), pi,p2,p3, bi(w),ci(w), 7,9, ai,a2,a3, Wess,C, ¢, Nupag, b, W,
Umax, 1 %%, v1, v2, and vs are fixed. Values for these parameters are given in the appendix of
[111, Appendix C] and in the following description of the applications treated in this section.

The previous approach, see |17,|19-21] and [111] was used to treat several station-to-
station rides for different station spacings, weight, travel time, etc. We use their ideas, but
with different formula of the solution approach. Here we show results for a subway problem
with 10 wagons (n,e, = 10), a medium loaded train (W = 78000 lbs), for a local run
(S = 2112 ft), a transit time 7™** = 65 s that is about 20% longer than the fastest possible
and with all engines working (e = 1.0).

By reformulating the problem with FILIPPOV’s rule, we obtain the equivalent one

min L L(x(t), w)dt
s.b. do(t) = x1(t), d1(t) = 24: o (t) fr(x(t),9), t€0,T], (3.88)

Z?:l ai(t) =1, a(t) € [6a=i]47 te [O7T]7 $(0) = (O,O)T,ZE(T) = (S7 O)Tv
where w e W= {1,2,3,4}, S = 2112 ft, and T < T™* = 65, and
L(z(t),w) := a1 (t)L(x(t), 1) + as(t) L(x(t), 2), (3.89)

where Lr(fc(t), 1) = Braepr + Bipeps + Broe S ci(1)(f5ya1 (t) 7%, L(x(t),2) = Bapeps +
Bace di_g ci(1)(F5ye ()~
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Exploiting the reformulation of f;(z,w) from (3.82)) to (3.85), we finally can rewrite (3.88)
in more details, which includes mixed state-control constraints, as follows

mrqf)uoriﬁ fo L(x(t),w)dt

s.t. Zo(t) = z1(t),
d1(t) = aa(t) X2, 1 (D f1 < (1), s 1) = aa(t) (520 + )
+a2( ) Zk ﬂ?k( ) ( (t), Umax; 2) - 044(t)umax;
B1aG1a <0, fipGia = —¢, BiYip <0, ficGip = —¢, (3.90)
B28G2p > —¢, B2pGiB <0, BacGap > —¢,
z(0) = (0,0)", z(T) = (S,0)",
ae0,1]4, YL ai(t) =1, Vt € [0,T],
Z] /Blj(t) = 17 ﬁl_](t) € [O’ l]a .] = A73707
Zk /82k(t) = la /BQk(t) € [Oa 1]7 k= B,O,

where Gia(t, z(t)) = x1(t) — v1, Gip(t,x(t)) = x1(t) — va, Gap(t,x(t)) = z1(t) — vs, and
L(z(t),w) is given by (3.89).

We will solve by using Theorem[9] We start by assuming that (z*(t), w*(t), a*(t), *(t))
is a weak minimum of and denote

c1:=P14G1a = Bia (1 —v1) <0, ¢ = PGB = fiB (v1 — v2) <0,
c3 = PopGip = Pap (x1 —v2) <0 ¢y = —p1BG1a —€ <0,
cs = —PicGip —e <0, c6 := —fPopGop — € <0,

cr = —PB2cGap — & = —fac(v1 —v3) —€ < 0.
Since the set of phase points
N ={(z,w,a,B) | z1 —v; =0,¥j =1,2,3} =0

the mixed constraints are regular, i.e., the assumption [45, RMC] is satisfied.
We define some needed functions as below.

(i) Augmented PONTRYAGIN function (extended PONTRYAGIN function)
A, w, 0, ) = MO Fo(a(t), a(t), B(1)) + SL(x(t), w) + Zua%

where p; >0, j=1,...,7, and Fy(x, o, B) is the right-hand-side of [ODE] of (3.90).
(ii) Endpoint LAGRANGE function

Ly (xo,2r) = v (ifggg xoﬂ(ﬂ?()T_) S)

Subsequently, from the Theorem @D, there exists a tuple of multipliers (\,0,u,v) satisfying
the properties A : [to,t;] — IR™ is a Lipschitz continuous function, u; : [to,t;] — Ry,
j=1,...,7, are measurable bounded functions, § > 0, and v > 0 is a vector; and such that
the conditions of the local minimum principle @D hold true.
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(a) the non-negativity conditions: v > 0,6 >0, u; >0,j=1,...,7,
(b) the nontrivial condition: |v|+ |§] + Z] 1 t w;(t)dt > 0,
(c) the complementary slackness conditions: v7 <£T 28; xo;ﬁéﬁ S) =0,

(d) the point-wise complementary slackness conditions: pu;(t)c;(z*(¢), 5*(-)) = 0 a.e. on

[0,T],i=1,...,T,
() the adjoint equation A(t) = —%—?(z*(t),w*(t),

(f) the transversality conditions: A(0) =

o” (1), (1)),
—9LL (@*(0),2(T)), N(T) = G=&(2*(0), 2(T)),

8IT

(g) the stationarity condition of the extended PONTRYAGIN function w.r.t. the control

%(I W, & ?18)707 %(SC W, & 7ﬂ)705 %

Before using the above (a) -

(", w*,a*, ") =0 a.e. on [0,T].

(g) conditions, we calculate some needed derivatives.

OL(x(t).k) _ |0 _ LS UL g 3.91
iy {eZ?_l T (k) (Fya(6) 7T @ > v o 391
5 . —i—1
L(gﬁ)’ D _ > _Tzo% (1) (1107331( ) — 0.3) , (3.92)
aT(:g;(lth) _ ; _1?” @) (110%1( ) 1) o (3.93)
8R(65;11(t)) — e(nuag)aren (t) + % " (3.94)
and
M ()T, By (0 + pf(w = 1) e+ ( — o)
on_ | MOS0t =) | on | MORORT )
da A1 (%) (gwlff +Cg)+u§(w—3) op A (D)az(t) f2B + pg (21 — v2)
_/\1( )Umax + g (’LU - 4) )\1(15)052 (t) 12C

OH 0

2C
Oz (Ao + A (041510 -+ a2fac af;l — 3

where %&(m is calculated in 1) and

5
ofi¢ _ g <6v
10

1=0

8.%'1 Weff 10

6561 o Weff

5
off¢ g [ev
10

a7

—ic1
—1ib; (1) (lfﬂl —0. 3) — 2C(nwag)a72

N ip) (La—1) 2, _
10 2 zbl(2)( 1 1) 2¢(Nyag)ay“ ey

8R(z1)> + 50L6(x,w)>
T

bWy
2000

bW~
2000 |’
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5

OL(x(t),k) _ , ey . v —i-1 B
R BkCﬁ Z —ic;(k) (ﬁxl(t» , k=1,2.

i=1

The adjoint equation helps us imply

Ao(t) = constant, (3.95)
M) =000 - 6%5?”” ~olt) (3.96)
where S3(\, ) := a1 (£) 10 %% %+ ag(t) fac Y= o — (t)#ﬁ%j}m,

Denote H := H(z(t), w(t),a(t), B(t)), the maximality condition gets

4 7
H=_min {A6)"Fo(x(t), e, B) +0L(,w)+ Y nigi(a,w)+ Y pjc;(za(t), B)}. (3.97)

0<a.B<1
aBs j=1 j=1

The minimum value of is directly dependent on the ranges which the value of z(-) is
belonged. We obtain several cases as follows.
i. If 21 (t) < vy then B14 = Bop = 1, since f14 < f{B. Hence we have 15 = Bic = fac = 0.
Together with 0 < f14 < f2B, we imply a; = 1, and ay = 0. Therefore, we lastly obtain
a3 = g = 0.
In conclusion, one has a = (1 0 0 O)T, and f; = (1 0 O)T, Bo = (1 0), where
(El(t) S V1.
il. If v1 < x1(t) < vg then B14 =0, and B1p = Bap = 1. Hence B1¢ = Pac = 0. Together
with 0 < fllB < f123, again, we obtain a; = 1, and as = 0. Therefore, az = ay = 0.
In conclusion, a = (1 0 0 O)T7 Br=(0 1 O)T, B2 = (1 O)T, where v1 < z1(t) < vs.
iii. Tf 21 > vy then B4 = B1p = Bap = 0. Hence By = (0 0 1), and 8, = (0 1)". By
comparing T'(x1(t), 1) with T(z1(t),2), i.e., f{€ with f2¢, we can imply 5 following cases by
using four “switch points” of fi¢, f2¢

1. If vy < 27 <8.6572 then 0 < f{¢ < f2¢. Hence a; = 1, ap = 0, then a3 = ay = 0.

Therefore o = (1 0 0 O)T, where vy < 1 < 8.6572.

2. If 8.6572 < x; < 25.6452 then f1¢ > 0, f2¢ < 0. Hence a; = 0, az = 1, so
as=as=0. Thusa=(0 1 0 0)", where 8.6572 < z; < 25.6452.

3. If 25.6452 < 1 < 26.8579 then f}¢ < 0, and f?¢ > 0. Hence, a; = 1, and a3 = 0, so
a3 = a4y = 0. Therefore o = (1 0 0 O)T, where 25.6452 < z1 < 26.8579.

4. Tf 26.8579 > ;1 > 23.5201 then f1¢ > 0, f2¢ > 0. Hence a; = a3 = 0. Since

Umax > L) where @y € [23.5201,26.8579), we obtain ag = 1, and ay =0,

Therefore o = (O 0 1 O)T, where 26.8579 > x1 > 23.5201.

5. If 23.5201 > z; then f{€ > 0, f2¢ > 0. Hence a1 = ag = 0. Since Upay < gRV(VI;(f))’
where x1 € (0,23.5201), we imply ag =0, and ay = 1.

Therefore o = (0 0 0 l)T7 where 23.5201 > z;.

Finally, we obtain the optimal controls with the switched points, see Tab. [3.I] which are
confirmed by solving this problem by our direct approach, see Subsection
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Table 3.1: Summary of result of controls corresponding to the velocity z1(¢).

x1(t) [mph]

NN N~ o~~~
OO OO ™ = — —

T e ]

—_ — — T T

P e T ey
OO O ™ = — —

oco-~ocdooco
A0 oo oo
S S S N e N e

— == = N =D <A

NN N N N N N

oo oo ooo -
oo o do —~o
So oo~ oo
[ e ]
A ARSI IS

0.0
v = 0.979474
vy = 6.73211
8.6572
25.6452
26.8579
23.5201
0.0
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Chapter 4

Direct Approaches for Switched
Optimal Control Problem:
Reformulations and Rounding
Solutions

There exists plenty of direct methods for Approaches deal with implicit switched
systems can use direct multiple shooting method (see [22}75]), and switching time instant
with variational formulations (see [126]). Some algorithms consider systems with explicit
switches based on problem-specific continuous reformulations of discrete valued controls (see
[59]), rounding heuristics (see [119]), direct collocation (see [95]).

This chapter investigates several direct approaches for solving Switched Optimal Control
Problems ([SwOCP)). Section introduces a novel solution approach for drawing
upon a state of the art technique from FILIPPOV’s rule. Subsection provides a detailed
examination of this proposed solution. Subsequently, Subsection explores the condens-
ing procedure for the block structure of the quadratic programming subproblem. This leads
to the development of a feedback algorithm for tracking integer control, proposed in Sub-
section For comparison purposes, the active set method is leveraged in Subsection
Subsection presents a switching-aware rounding algorithm, with Subsection [4.2.2
further expanding this scheme by proposing to exploit a neighboring feedback law. Subsec-
tion outlines another algorithmic approach for termed Combinatorial Integral
Approximation (CIAl). The chapter concludes with applications of the proposed approaches
to real-world problems: the New York subway problem in Subsection and the Flat
Hybrid Automaton (EHAI) problem in Subsection [4.4.2]
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4.1 Reformulation

4.1.1 Reformulation

By exploiting FILIPPOV’s rule reformulation and relaxation, see Subsection [3:2.1] SwOCPI
(3.60) is reached as the following formulation

. ¢
min - ma(tg)) + (), u(e) = ol
st () = Fa(t), ut), an(t), au(t),
0< T(x(to),x(tf)), (41)
0 < ag(t)o(a(t)), (1—aq(t))o(x(t)) <0,
0<an(t) <1, Y e () =1, 0 <ay(t) <1,
weW,teT = lto, tyl,
therein, we assume that the velocity field of F'(-) is convex (otherwise one has to use further
relaxation, see Subsection [3.2.1)), where

Fa(t),u(t),a(t) = Y ault) (aq(t) fr (@), u(t), w) + (1 = aq () f- (2(t), ult),w)).
weWw

In this section, the general direct approach for solving will be presented by
employing the direct multiple shooting method, where the original continuous optimal control
problem is reformulated as a[NLPlwhich is then solved by an iterative solution procedure, a
specially tailored sequential quadratic programming (SQP) algorithm.

4.1.2 Direct Multiple Shooting Method
Controls discretization
We introduce a discretization of the control trajectories u(-) and «(-) by defining a shooting
grid
to<t1 <...<tmo1 <tm=ty, meNm2=>1
On each interval [t;,t;41],7=0,...,m — 1, of the shooting grid we introduce control param-

e%e

eters ¢¥, ¢;'” and ¢;" together with associated control base functions 6} : T x R R,
0%+ T x [0,1] = [0, 1], and 62 : T x [0, 1% = [0, 1],

u(t) := 0;,4(t, qi4), 1 <1< nfu,

aq(t) == 0;(t,q]"), t € [titiv1] CT,0<i<m—1. (4.2)

aw(t) = 0t ¢0), 1< 1< nd ",
In conclusion, we could denote

0i1(t,qin) = [0:1(t, qity)  0i(t,q77)  0ia(t, g7 })]- (4.3)
If for instance piecewise constant approximations are used for all control functions, we simply
have 0;(t,q;1) = (q;fl, qi, qgf’) for t € [t;,t;11]. Since a(t) € [0,1]"»*! and remember

that here o = (ag, ag), we obtain a bounded range

Q.

0<g¢™ <1, > ¢pF=10<gp<1 1<i<n] (4.4)

wew
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State discretization

In addition to the control parameters, we introduce state vectors s; € R™» in all shooting
nodes serving as initial values for m [VPk

@i(t) = Fzi(t),qi), te€[titin] €T, 0<i<m—1, (4.5a)
x;(t) = si, 0<i<m-—L1 (4.5b)

where F(-) is the right hand side of [ODE in (4.1)), and
a = (4, 7, ¢")- (4.6)
Continuity of the solution is ensured by introduction of additional matching conditions
Siv1 = xi(tiy1;ti, 8i,q:), 0<i<m-—1, (4.7)

where x;(t;41;t;,5i,¢;) denotes the evaluation of z;(-) at the final time ¢;; of shooting
interval 7, and depending on the start time t;, initial value s;, and control parameters ¢; on
that interval.

Constraint discretization

The point constraints can be rewritten as follows
0 < 7(80, 5m),
while the additional constraints are reached as belows

0<go(s), (1—gqi)o(s;)) <0, 0<i<m-—1. (4.8)

Objective

By rewriting the Mayer term m(s,,) as the final term l,,($m,¢n), a formulation of the
objective function with respect to the shooting grid structure is found

m

o= Zli(siy%)- (4.9)

i=0

Multiple shooting discretized for SwWOCP
In conclusion, the discretized multiple shooting of SwOCP]can be cast as a nonlinear problem

min D io li(sis i)
s.t. 0 =ai(tiy1sts, yi) — Sip1, 0<i <m — 1,
0 <7 (50, 8m)
0<gfo(s;), 0<i<m~—1, (4.10)
0< (g —1)o(si), 0<i<m-—1,
0<g¥ <1,0<i<m~—1,
0<q™ <1, Cpew ™ =1,0<i<m—1, weW.
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The constraints 0 < ¢ (s;), (1 — ¢ )o(s;) < 0 (in (£.10)) are vanishing constraints and
may create the problems with numerical methods. To overcome this trouble, we suggest
to reformulate these constraints as follows, where the function o(s;) is bounded on interval
[tistit1], L., ly(t) < 0(si) < up(t;), in short we write I, < o(s;) < u,. Later we investigate
these constraints directly in Subsection

We start by introducing a new variable ¢7 := ¢;"70(s;), i = 0,...,m — 1. Add the following
constraints

Uol; ", 47 = 1oy, i=0,...,m—1,  (4.11)
o(si) —l.(L—¢q), g >o0(s;) —us(l—gq), 1=0,....,m—1. (4.12)

Consider the case ¢;'° = 0. Then ¢7 = 0. Inequalities (4.11) force ¢/ = 0, while inequalities
(4.12) say o(si) —us < ¢f < 0(s;) — s, and ¢F = 0 satisfies those inequalities.
The case ¢ € (0,1) implies 0 < ¢7 < o(s;), and those constraints (4.1114.12)) are satisfied.

For the remain case ¢;'° = 1, we have ¢f = o(s;). Inequalities (4.11) imply I, < ¢7 < u,,
which is satisfied by g7 = o(s;). Moreover, inequalities (4.12)) force ¢f = o(s;) as desired.

By adding the above variable ¢7, (4.10) is rewritten as the following nonlinear problem
myin Dioli(si, ai)
s.t. 0=a;(tiy1;ti, yi) — sip1, 0< i <m — 1,

0 <7 (s0,8m),
0<¢;,0<i<m—1,
0<¢q —o(si), 0<i<m-—1, (4.13)

0<¢M <1,0<i<m—1,

0<qg™ <L Y end=10<i<m—-1,weW,
loqggng‘zgutjq;}éaaogigmfla

us (57 —1) < gf —o(s) < lo(g;” = 1), 0<i<m—1,

where
Y:=(50,40;- - Sm—1:Tm—1,5m), Yi := (8i,¢), 0 <i <m —1, ypm 1= 5, (4.14)

lo < 0o(s;) < uy, and note that g; is given by (4.6, ¢ =0,...,m — 1.
Fori=1,...,m — 1, we investigate some following instances:
1st case: o(s;) > 0. Then the additional constraints of (4.13) imply ¢ = 1, and so ¢f =

o(s;) .
2nd case: o(s;) < 0. Then again, the additional constraints of (4.13)) imply ¢*> = 0, and

hence ¢ = 0.
3rd case: o(s;) = 0. Then the additional constraints of (4.13]) are true for all ¢;*= satisfy

0<g <1,

the additional constraints become the vanishing constraints. Therefore we propose a relaxed
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technique to problem (4.13). As a result, one obtains the relaxed problem as follows

min S hisia)
s.t. O:$i(ti+1;ti,yi) — Si+1, 0 < 1 <m— 1,
0 ST(SO)S’ITL)?
0<q¢?, 0<i<m-—1,
0<¢ —o(si), 0<i<m-—1, (4.15)
0<¢g"<1,0<i<m—1,
0<g <1, > ew@i™=1,0<i<m—1, weW,
log;” < g <upq”, 0<i<m—1,
ug(qi” —1) < qf —o(si) <lp(gi” —1),0<i<m—1,

where y, y;, 0 < i < m—1, are satisfied (4.14)), and I, < o(s;) < uy, and ¢; = (¢¥, ¢;7, ¢, ¢7),
1=0,....m—1.

4.1.3 Constraint Qualification

Lemma 7. Consider [NLA with conditions ([4.14). Then [LICQ) and [MFC() are not

satisfied if% =0 for somei=0,...,m—1.

Proof. First, we can rewrite (4.13)) as the Nonlinear Programming as follows

r;l(i_gl ¢ (y)
st. G(y) =0, (4.16)
H(y) >0,

where p(y) = Yit li(si,¢:), G(y) = 0 casts for all equality constraints from the matching

conditions in , H(y) > 0 means all inequality constraints of .
The set of all feasible points of [NLP] is denoted by

FE{y = (50,00, $m—1,Gm1,5m) | G(y) = 0, H(y) > 0},
where s; € R, q; = (¢, ¢, ¢, ), ¢ € R™, g € [0,1], ¢ € [0,1]"", =1 < ¢ <
1, fori=0,...,m—1.
Let j be a feasible point of [NLP (£.16). For i =0,...,m—1, with @ = x(t;41;t;,y;), consider
some cases as follows:
For o(s;) > 0, i.e., ¢ = 1 and ¢ = o(s;), then only these constraints g7 — o(s;) > 0,
U (g7 — 1) < g —o(s;) < lo(gi"” — 1) are active, the remain constraints are inactive, and
the Jacobian matrix of includes rows

~29d g 0 0 1

0s;
gl 9 g, 0 -1, (4.17)
~oel) gy, 01

For o(s;) < 0, i.e., ¢;'” = 0 and ¢7 = 0, then similarly, the Jacobian matrix of (4.16] includes
rows

00 0 0 1
00 u 0 —1). (4.18)
00 —l, 0 1
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For remain case o(s;) = 0, ones have 0 < ¢;*” <1 and ¢7 = 0, the Jacobian matrix of (4.16)
includes rows

0 0 0 01
(sl
From l -) we can conclude that this Jacobian matrix has the full rank, if %‘;i) #0,
i=0,. — 1. But if 80(8 = 0 for some i =0, . — 1, which will lead to two rows of
Vector are dependent then the Jacobian matrix does not have the full rank.
Thus is satisfied if 80’(5 ) £0,i=0,. —1.

Moreover suppose that there exits a vector d such that

(Ha), (3)'d>0
then it will lead to d = (0...0)T where 80(9 ) £0fori=0,. — 1. But if aois =0 for
some i = 0,.. -1, then which will lead ‘to the constraints ql > 0 and ¢7 — o(s;) > 0 are
active at the same time, i.e., no vector d satisfy (4.20). Thus we can conclude that [MEFCQ)
is not satisfied if%i”zOfor somei=20,...,m— 1. O

Remark 22. From the results of Lem. [] and Remark [, we conclude that[ACQ) is satisfied
zfaa(sl) #0, fori=0,...,m— 1.

Lemma 8. Consider [NLP with conditions must be satisfied. Then [ACQ) is
satisfied for all 0(s;), i =0,...,m — 1.

Proof. Since the result of of Remark |22, we only need to check [ACQ) for the case ac[;(s ) —,
1=0,. — 1. Let y be a feasible point of - We first require the definition of the
tangent cone ’T(y, F) of F in the point g and the linearized cone L(g) of problem (4 in
7, see Def. where H 4 : R” — Rl is the restriction of the inequality constraint function
H onto the active inequality constraints.

Since 80(5‘” =0fori=0,...,m—1, then the constraints ¢ > 0 and g7 —o(s;) > 0 are active
at the same time, i.e. there are not exist any vector d satisfy (4.20)), which leads to L(y) = 0.
Note that the 1nclus10n T(y,F) C L(y) always holds and that ’T(y7 F) is always closed, while
L(7y) is polyhedral and thus closed and convex. Therefore we have T (3, F) = L(y) = 0, i.e.,

the [ACQ) is satisfied. O

Remark 23. In numerical applications (see Sections H and 7 one way to overcome

the situation, in which [LICQ)is not satisfy where 80’(5 ) =0,i=0,...,m—1, is to relax the
constraints 0 < ¢7, 0 < g7 — cr(sz) 0<i<m-—1, as follows

< 0<i<m—1, (4.21)
—e<q¢ —o(s;),0<i<m—1, (4.22)
with € > 0 small enough. Then for NLP] (4.15) with updated constraints (4.21}{4.22)), [LICQ]

is satisfy for all o(s;), ¢ = 0,...,m — 1. Similarly to Lemma [7} one can easily check that
active constraints satisfy
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4.1.4 Quadratic Programming Subproblem and [SQP| Algorithm

The [SQP] algorithm deals with the problem where all functions are explicitly or implic-
itly defined as functions of the multiple shooting variables only. The numerical [ODE]solution
on the multiple shooting intervals is performed in an underlying evaluation module and has
to be carried out with sufficiently high integration tolerance.

Starting with an initial guess y° provided by the user, the [SQP| algorithm iterates

g = gk 1 E AP,

with step directions Ay* (and relaxation factors §* € (0, 1]), until a pre-specified convergence
criterion is satisfied.

At the k-th [SQP)] iteration with multiple shooting variables y*, the algorithm evaluates the
[NTP| functions and their derivatives with respect to y. In this way, linearizations of the orig-
inally nonlinear [NLP] functions are obtained that are used to build a quadratic programming
subproblem. Moreover, an approximation H* of the Hessian matrix of the Lagrangian
function is calculated. The [QP]subproblem solved at the k-th [SQP]iteration can be written
as:

mm Vy (Z l,qz))TAy_FlAyTHkAy

£ 0=axf — z+1+(vy7% Vy7sz+1) Ayi,

osmo, k) + Vyr(sh, sk)T Ay,

0 < (¢)F — a(sF) + (Vy, ((¢)F — (s ’f)))TAyl-,

0 < ug(gi™)? = (¢7)" + (Vy, (uo(g) AN Ay, 0<i<m-—1,

0 < (¢)F = lo(g)* + (Vy, ((g)" — ))TAyz,

0<o(sh) +1o(qf )" — (¢2)F — lo +( ((f)+ o (g )" Ay,

0 < (g7)F — o (sF) — uo(@f)* +us + (Vy, ((¢7)* — o(s! )—u(,(ql )" Ay,
(4.23)

where the bounds are satisfied —¢j'> < Agf” < 1 — ¢, —¢i™ < Ag¢™ < 1 — ¢ for
1 =20,...,m—1, and ZweWAqf‘“’ =0,7=0,...,m — 1, while Ay,, = As,,; therein
lo <o(si) < ug, 0<g¢qg"” <L0< g™ <1lfori=0,...,m—1, and ngquaw =
fori =0,...,m—1,and ¢¢ > 0,4 =0,...,m —1; with z; = x;(tiy1;ti,v), Ay, =
(Asi, Agr, Agj Aqo‘“’ Ag?),i=0,...,m—1, and

Ay = (ASOa AQO BN ASm,—la AQm—la Asm)a

where Ag; = (A, Ag) 7, Ag¢i™,Ag?), i =0,...,m —1, and Q is R" or a suitably chosen
box in R" (that contains Ay* = 0).

The subproblem is then solved and results in a direction Ay* that helps to determine
the next iterate y*+1 = y* + §¥AyF. Different line search strategies are implemented that
determine the relaxation factor 6*.

For the new values of the multiple shooting variables all functions and derivatives are
again evaluated, a new Hessian matrix approximation H**! is provided and a new sub-
problem is solved for the next [SQP)] iteration.

The iteration stops when the solution reaches accuracy, and is measured by the [KKT}
tolerance. It indicates how many digits the objective value is expected to be correct.
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4.1.5 Condensing: Block Structure of [QP| Subproblem

We start with vectors h; denoting the matching conditions residuals
hi(Yis siv1) 2= @i(ti15 i, Yi) — Siv1-

The matrices H; denote the Hessians (or a suitable approximations) of the[NLPI's Lagrangian,
and the vectors g; denotes the gradients of the INLPfs objective function. Matrices X;, R;,
C; and D; denote linearizations of the constraint functions and the additional constraint
functions obtained in y;,

H, -~ 32L(yz‘27 771‘)’ - ali(si,(h)’ X, = axi(tiJrl;thyi), R, = aT(SOJSm)7
dy; y; y; 0s;
CZ‘ = 8U(Si), D,L = 8qiad, E,L = aqlz,
yi 0yi yi
where 771,,T = (77{,27 7]2Ta N3,is---5T2,4, 7713,i)a and

L(yi,mi) := o(yi) — 01 iy, siv1) — 03,60; — nai (¢ — o (1))
=5, (UG — a7) —M6,i (6] — 1oq; ) — 7,6 (0(8i) +loqi™ —af —ls) (

—n8,i (@] —0(8i) = Usqy” + us) — N9, (1 — q;7) — Mo,iq;”
— i (L—¢7™) = moiqs™ —ma (g7 —1), i=0,...,m—1,

4.24)

therein, L(Ym,Nm) = ©(Ym) — 12 7(80, Sm), With 1, = 1.
Then, with the abbreviations (4.27H4.28)), we can rewrite (4.23]) as follows

min - 357% (9 Ay + 38y Hily,)
s.t. O = hz(yu Si+1) =+ XlAyl — A§i+1,
0<gq7—o(s;) — CiAs, + El Ag7,
0 < ueqf” — ¢F +u, DY~ Agf” — BY Ag?,
0< ¢ —loq™ + EY Ag? —1,DY"" AgPe, 0<i<m-—1,
0 < 0(s:) +log)™ — gf —lo + C;As; +1, DI " Agi” — EY Ag;,
0 < up —0(s:) = ugql™ + 47 — C;As; —us DI Mgl + B Ag;,
0 < 7(s0, 8m) + RY Asg + RL As,,,
0 <gqi +Agq;,
—q;7 < Ag <1 —¢q37,

—q <A <1—g, Y Agi =

1 - )

weWw
(4.25)

where Ay,, = As,,. Remember that I, < o(s;) < uy, 0 < ¢ < 1,0 < ¢ <1 and
Yowew @ =1,and ¢f >0, ¢/ —o(s;)) >0fori=0,...,m—1.

To exploited the “block structure” in (4.25), we start with the linearized matching con-
ditions

w

Asir = XPAs; + XTAG 4+ XTI Mg + X Ag™ + X AgE + hy, (4.26)
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with the abbreviations, for ¢ =0,...,m — 1,

x5 _ 0 (tig1sti, i) Oxi(tivaitin s @i a5, 47", qF)

= 4.27
’ 882- 831‘ ’ ( a>
Xfu _ axi(ti+1§ti,siayi), Xf% _ 3!Ci(ti+1;ji,8i7yz‘)’ (4.27b)
oq} 0q;*
aw  0xi(tig1;ti, Siy Yi) = Oxi(tivasts, si,Yi)
X = X7 = 4.27
’ g 7 ! 0z; (4.27¢)
0 m
Ry = M7 hi = hi(yi, si41)s (4.27d)
850
do(s;) ae  Oge - 9g?
o = 22U DY =2 — Ef = =2 =1. 4.27
’ 0s; v ol ’ v 0z; (4.27)
where y; = (s, ¢, ¢, ¢;™,q7), and for i = m (cf. |22, Eq. (28)]),
Or(s0, Sm)
R,, — 250 5m) 4.28
D5, (4.28)

The block structure in QP is exploited in a condensing step that transforms the QP
into a related, considerably smaller, and densely populated one. Here we briefly review this
condensing algorithm due to |22| and great detail in [86], and we adapt this algorithm to our
problem. Therein, we also use the Block Gaussian Elimination algorithm, e.g. see Alg.
We start by reordering the constraint matrix of from the single shooting values Au =
(Aso, Aqly, Agy 7, Age™ , AgG - .. Agl,_1, Agp 1, Agp 1, AgZ,_4) to separate the additionally
introduced values Av = (Asy,...,As;,), as dense matrix in page where the blanks are
mentioned zero-blocks.

Since the matching condition (4.26)), we use the negative identity matrix blocks as pivots

to eliminate the multiple shooting values (Asi,...,As,,) from this system by the usual
Gaussian method for triangular matrices.

The dense constraint matrix <)]§ _OI> is obtained from the elimination procedure, see in

page [70}

Then we deduce the transformed in terms of Av and Au as belows

min g3 + 53 HERY
st. 0=h+XAu—IAv (4.29)

0 <7+ RAu

with appropriate right hand side vectors h and 7 obtained by applying the Gaussian elimi-
nation steps to h and r, respectively, and therein

Hyy Hi 91)
H= (2 2y o (1)
<H1T2 H22) g (92

68



Chapter 4. Direct Approaches for SwWOCP

s " e o e
X5 Xp Xy X, ’ X5 —I
. e g & s
X{ X/ X X{ X7 I
q" q q ' s
mel mel mel X —1 X —1 =)
_ (s Eq
0 0
q* s
EY —C7
E;In—l 7051,—1
q%7 q*
Uue Dy —EOQ i
q-7 q
ue DY —FE]
q“ q*
~ uaDmfl 7Emfl
e &
—l.Dj IoN . i
q q
—l,D] EY
q°7 a”
o . _laDm—l Em—l
s I, D} —E¢
I,DI"° ~Bf C3
o1 1 1
oo 2
q q s
lUDm,fl _Em,fl Cmfl
s q~7 q*
-C3 —usDj Ef
q~° q* s
—ue DY £ —Cf
q° q* s
7uf7Drn—1 E7n—1 7Cmfl
RO Rm

By eliminating Av, since Av = h+ X Au, system (4.29) is rewritten as a final condensed

mAin GTAu + %AuTI:IAu
u

- (4.30)
st. 0< 7+ RAu

with the following dense Hessian matrix and gradient obtained from substitution of Av in
the objective of (4.29)

H=Hy+HX+XTHL + XTHy, X,

§=0g1+X"gy + HSh + X7 Hysh. (4.31)

After the solution to the subproblem is obtained, an appropriate rounding procedure
will be employed to return the “integer” controls. We are interested in the feedback controls,
that’s why we will investigate a “Feedback Algorithm” in the following subsection.
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4.1.6 Feedback Algorithm: Block Structure of QP Subproblem

We consider a simple (special) case that the subproblem (4.23)) is considered using only
one interval I; = [t;,t;11], and the objective function is just in Mayer type, ie., p(y) =
©(si+1). We also assume that I, < uy, where o(s;) € [ls,us]. Then we can rewrite (4.25)) as

HAli;l Vye(siv1)T Ay + $AyTVZL(y;, ) Ay
st. 0= hz(yl) + XiAyZ' — Asi+17
0< g —o(s;) — CsAs; + EY Ag,
0 < upqi™ — g7 +u, DI Agt” — BT Ags,
0< ¢ —loqf” — D! Agi + Ef Ags,
0<0(ss) 4 loq™ — g7 — I, + CsAs; +1,DI" Ag — EY Agg,
0<u, —0(s;) —usqi® +qf —CiAs; — uaD;J% Agi + Efz Ag?,
0< T(SZ‘, Si+1) + RZTASZ + RZ:qASi-&-la
0 < ¢ +Ag;,
—4;7 <AgT <1—g,
=g <A <1—q Y,ew A =0,

(4.32)

where l, < 0o(s;) <uy, 0< ¢ <1,0<¢™ <1, ,enw@” =1and g >0, ¢ —0o(s;) >0,
and

Ay = (Ash quta Aq?U7Aq1(‘XwaAina Asi—i—l)~

Hereafter, Au = (As;, Agl, Ag, Agi™, Agf), Av = As;yq, R;, Riy1 and other derivatives
are denoted as in (4.27)), the dense constraint matrix in pp. is

X x7 X X xXT | -1
—Cs El
ung% 7El‘,12
—1,DI ET
Cs 1,DI"7 ~E"
e —u, DI’ EY
R+ Ri1 X} Ri+1Xfu Rz‘+1X§]% Ri+1Xfuw Ri+1sz

where the blanks mean zero blocks. The ([4.32)) reads

HAliIl gl Ay + %AyTHiAy
y

N (4.33)
s.t.  —7 < RAy,

therein,

g =(0 0 0 0 0 gy (4.34)

0sit1
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PLyin)  p 02i() o Ou() o Om()
ds? L 0qt s, L 0g2 0s; M 0g O
Ox; (- Ox; (- Oz (- Ox; (-
Wonl) gy Oy O O
1 9g s, *(Og") " g 0q; " 0q; 0g;
ox;(- Oz (- Oi(-
wioml) i 0m0) I L.
Hi = | " 9¢% ds; 0qroqe " 0q; 7 0q;
Yiogi s, i ogragee T o agle T (9gi)?
0 0 0 0 0 0
0*L(y;,
0 0 0 0 TL)
95711
(4.35)
2 L(y; 2p(s; r(si,si Ly, i (-
with 2;(-) 1= @5 (tip1; ts, i), 855%1111,77) _ 9 508(?4:1) +nga e(astrlH)’ ) La(syz2 n) _ 688?( ) + (14 —
20’ Si
N7+ 778,1')8 as(f )7 and
—C3As; + EY Ag? i
q*° « Az L U(Si)
U D; . Ag; — B quO Ueq; T — qF
_ ~l, D} " Agi + B Agi ~loq? + qf
RA _ 7 aoz 7 ZZ 'F — O'qz ql
Y CiAsi+1,D] " Agie — B Aq; | o(si) +lodf” —af — 1o
—~C3As; —uy DI " Ag? + EY Ag? Ug —0(8;) — Uoq;” +qf
(]?Ay) 7(8i, Sit+1)
6
where (RA?/)G = Ri + Ri1 X3 As; + Ripa1 X! AqY + R XE7AG + Ry X7 Ag™ +
Ri+1X?quz‘z~

To imply the solution of (4.33)), we employ the [KKT] conditions. The necessary conditions
read:
N1. Stationarity:

1 -
Vay [(gl-TAy + 2AyTHiAy> —u" (RAy + r)} =0

& HAy=R'u— g, (4.36)
where p denotes the Lagrange multipliers in .
N2. Primal feasibility:

RAy +7 > 0. (4.37)
N3. Dual feasibility:

w>0. (4.38)
N4. Complementary:

pT(RAY +7) = 0. (4.39)
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Since Lemma we only consider the case that % # 0, ie.,, C7 # 0. Then, from

the conditions (N1-N4) and remember that Dg% = Efz = 1, one obtains the following
constraints

— C7Asi + Aqi 2 —q7 + 0(si),
U AG” — Ag > —uoqi” + 47,
loAg” — Aq; =2 —loqi"" + g5,
CiAsi +1.Aq7 — Aq; > 15 —0(s5) — log"” + g7,
— CPAs; —usAG” + Aqg? > o(s;) +ueqi™ — ¢ —u
Riy1Asi01 > 7(si,8i41) — RilAsy,
Asiv1 = X3As; + XU AgE + X2 Mg + X9 Ag® + X& Ag?,
Ag; = —q;.
Remark 24. At each ¢;, i € {0,...,m — 1}, one can directly study the derivative of the

switched function w.r.t the discretized state via the increment of the initial shooting state
and the switched function’s value, i.e.,

8‘;(81’)&31- < —o(s;), ifo(s;) <0, (4.48)
s
agfi)Asi > —o(s;), ifo(s;) > 0. (4.49)

Lemma 9. Consider [NLP (4.15) and corresponding [QH ([4.32) using one interval [t;,t;11].
The following equalities are hold true:

9o (s:
@@ =1, ¢ = olsi), Mgt =0, Agi = C(;(S’)As,», if o(si) > 0, (4.50)

Si
Ag] = gq4(Asi, Asiyr), ¢ = Agf =0, if o(s;) =0, (4.51)
;" =0, ¢ =0, Ag” =Ag¢} =0, if o(s;) <O. (4.52)
Proof. For o(s;) > 0, one has ¢;'” =1, ¢7 = o(s;), and constraints g7 — o(s;) > 0, u,(g;"" —
1) < g7 —o(s;) < ly(¢)" — 1) of the [NLP] are active, the remain constraints are inactive.
By linearizing these active constraints, one obtains Ag"” = 0 and Ag7 = ¢ ag(: JAs; =

ags‘j ) As;. Proving equahtlesq_él:_f)(ﬁb is done.

Similarly, proving equalities (4.52)) is completed by considering the case o(s;) < 0, therein
Ag; = q7 =5 30(5 As; = 0.

For the case 0(31) = 0, one has ¢7 = 0, only constraints ¢7 > 0 and ¢7 — o(s;) > 0 are active.
Linearization these active constraints yields Ag7 = 0 and %;"')Asi = —o(s;) = 0. The the
necessary conditions (N1-N4) take form as follows

HiAy — Ractivellactive = Jis

Asiv1 = X7 As; + X Agh + X377 Agt + X Ag + XT AGE + hy,

Ri, . As; + Ritq

0o (s;)
0s;

Asit1 = 1(Si, Sit1)actives (4.53)

active
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Solving (4.53) one can obtain ¢;'” and Agj”, ie., Aq¢j” = g4(As;, As;y1). Proving the
4.51

equalities (4.51)) is done. O

Remark 25. The results in Lemma [J] show that there are no round-off procedures are
necessary to recover integer-valued control when o(s;) # 0. On the other hand, sliding mode
for control « is happened when o(s;) = 0.

Remark 26. The reformulations in Chapter [3] see Subsection and return poor
numerical results due to the quadratic terms in the mixed constraints when applying for our
direct approach. Therefore, we have suggested the linearized reformulation (4.11H4.12]).

4.1.7 An Active Set Method for SWOCP
Constraint Qualifications

We consider a discretized [SwOCP] with vanishing constraints in the following form

min - (")

Si,qi

s.t. Ozxz(tz-‘rlytuSMQZ) Si+1, i:O7"'7m_1a
0 < (50, 5m), (4.54)
0(si)g; >0, i=0,...,m—1,

where o(-) is the switching function. We then analyze the vanishing constraints by dropping
matching conditions and terminal condition from problem (4.54), i.e., we consider a simple
discretized problem with vanishing constraints as follows,

min o(+)
Si,44
s.t. o(si)g; >0, i=0,...,m—1, (4.55)

o(si)(gg—1)>0, i=0,....,m—1,
0<q <1, i=0,...,m—1.

For a feasible point (5;,;) € R™ x [0,1], j € {0,...,m — 1} =: J, we define the active sets

Ai(5,q) :=={j € T | o(5;)q; = 0}, (4.56)
Az(5,q) =={j € T |o(5;)(q; — 1) =0}, (4.57)

We then introduce the index sets

T4 Z:I+1( ) {jej|o(’~)>0,qj:1},
Zo1 :=Z01(5,q 5;

Too :=Zo0(5,q9) ={j € T | 0(55) = 0,q; = 0}, (4.58)
Zo:=205q9={j€Tlao(s)<0,q =0},
Loy :=Zo4(5,9) ={j € T | 0(5;) =0,0 < g; < 1},
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which partition the set of active constraints according to signs of o(-,5;) and gj,

A1(5,4) = Zo1 UZpo UZ_o UZpy, (4.59)

AT (5,9) = «7\«41(8 7) =141, (4.60)
Az (5,q) = IH U Zo1 UZgo U Zoy, (4.61)

AS(5,9) = T \ A2(5,9) = T-o. (4.62)

Remark 27. If Zyg = 0, Zop1 = 0 or Zoy = () then in the neighborhood of (3,7) problem
is a standard [NLP] including those constraints o(s;) < 0 for j € AS =T, o(s;) >0
for j € AY =T, or o(s;) =0 for j € To; respectively. This condition refers to Lower Level
Strict Complementarity Condition(LLSCC).

Otherwise, if Zoo UZo1 UZgy # 0, i.e., LLSCC does not hold, then in a neighborhood of (3, )
the feasible set has combinatorial structure. Both [LICQ] and [MFCQ)] are violated, which
causes significant difficulties to [KKT] based descent methods.

Modified Stationarity Concept

In view of the practical difficulties (such as unbounded dual variables, ill-conditioned con-
straint Jacobian, cycling and stalling of active set methods, suboptimal and infeasible steps),
a modified concept of optimality under a possibly weaker constraint qualification is desirable.
This should ensure that stationarity points of are indeed [KKT] points to hold the
concept of iterating towards [KKT] based optimality.

A Regularity Assumption To achieve this goal, we introduce the regularity assumption of

MPYOILICY), cf. [i].
Definition 32. We say that MPVCHLICQ] holds for a feasible point (5;,q;) € R™ x [0,1],
VESRVAR'

N T '
(%;J) 1) ; J € Zoy, (4.63)
o (55 T T .
(%9;) 1) (0 1), J € Zo1 U Iy,
are linearly independent, i.e., the MPVCHLICQ] holds if ag i ;é 0, 7 € Zor UZgo UZpy.

Strong Stationarity Conditions Under MPVCHLICQ) am-hke necessary condition for
local optimality of a candidate point (5;,q;), j € J, of problem (4.54) can be given. It is
based on the so-called MPVCHLagrangian L(s, q, A, i1, pi2, i) of problem (4.54),

L85, a5y A s piz, prr) 2= () = AT (@i = si41) — i 0 (s5)a;5 — pz 0 (s5) (a5 — 1) = prr, (4.64)
where j € J, and A, 1, po € R% 1 11, € R™ are referred to as [MPVC] multipliers. The
notion of strong stationarity for MPVC] has been defined in [68| as follows:

Definition 33. A feasible point (5;,q;) € R™ x [0,1], j € J, is called MPY{ strongly
stationary if there exist MPVC multiplier A, u1, tto € R™ 1, 1, € R™ such as that it holds
that

‘Csj (§j7q_ja)‘7/~‘617,u’27,u7') = O’ [’q]' (§j7('jja)‘7/~l“17/~‘627:u’7“) = 07 M 2 07
p1,; >0, § €Lyt UZgg UL _oUZoy, p1,; =0, j €Ly, (4.65)
p2; >0, j €Ty ULyt UZogUZoy, poj =0, )€y
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In [1] it has been shown that under MPVCHLICQ] strong stationarity (4.65)) for MPVC]is
equivalent to [KKT] stationarity for problem (4.54)). The following stronger result is due to

and can be found in .

Theorem 14. 77, thm 1] Let (s],q]) 6 R™ x [0,1], j € J, satisfy[MPVQILICQ If (5,q)

s a locally optzmal pomt of problem (4.54)) then (5, q) is an[MPYV{ strongly statwnary point.
The associated [MPVQ multipliers (), ,ul,,ug,,ur) are unique.

Convex Quadratic Programs with Vanishing Constraints

In the proposed [SQP]framework for vanishing constraint problems, the subproblems resulting
from a local quadratic model of the MPVC}Lagrangian are convex quadratic programs with
affine linear vanishing constraints, see Eq. (12a-b)], as follows,

(agisj)As] - a(sﬂ) (4 +4g)) 20, j€T, e
J
(aoc:)gsj)Asj - a(sﬂ) (gj +8g; =1) 20, jeJ,
J

Problem ([4.54)) is then leading in the following

: 1 T T
oin 5 (An)" HAn+ An™b

s.t. BIJASJJFaq Agj + ity 85,45) —sj+1 =0, j€ T,
As + (S0, Sm) > 0, aTAstrrs,sm >0,
aeo 0 (50, 5m) (50, 5m) (4.67)
O Asj +0(s;)) (a;+ Dgy) 20, G€JT,
60 S] A8J+J(SJ) (Qj+AQj71) >0, jeJ,

quj-i-Aq]Sl, jeJd,
T
where An := (As Aq)

Convex Quadratic Programs on Subsets with Partitioning Subproblems

In the neighborhood of a feasible point A7j; = (AS;, Ag;) € R™ x[0,1], j € J, of the[QPV(]|
(4.67) we consider the following convex with smaller but convex feasible set

min  1(An)THAn + (An)Tb

As,Aq
s.t. %;”Asj > —o(s;), J€Zoi UL,
~ %D As; > 0(sy), € Too ULy, (4.68)
=—0(s;), J€Zoy,
0<q¢g+Aq¢; <1, jeJ,
Ag;i =0, je€TpnUZy1UZgoUI o,
where we assume problem (4.68]) has a positive definite Hessian gn : H € ROat)x(na+1)

of the MPVC] Lagrangian, 2 e =be R™=+! denotes the gradient vector.
Based on[KKT] optimality for every solution An* = (As*, Ag*) of problem (4.68) there exists
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a unique vector of [MPVC] multipliers Ao, A1, i§, i15, # € R™ 1 such that the following system
of optimality conditions for subproblem (4.68) is satisfied,

. e T *\T ol . 9o

Ag Pa; g — 1
9o (52

0< U(SJ)AS;+U(31)7 J€Loy UTy,

8Sj

0o (s) . .
0< aTJ]Asj —o(s;), J € Zoo UZ o,
0= Adgj, j €I\ Tor, (4.69)

30—(5') * * * .
0= <&9;A3j+0(5j)> pi, pj =0, J€ I\ Loy,
0= (g} + Ay 1oy >0, jed,
0=(1-q —Ag)ui ;s pi,; >0, jed,

where the Lagrangian function of problem (4.68) is £; := $(An)THAn+ (An)Tb+Af Ag; +
do (s Oo (s s s

N (258208 + 0 (s;)) + 1T (2522 As; + 0(5,)) + (43) T (0 + Agy) + ()T (1 = g — Ad):

If we let p; = 0 for j € Zo; then those vanishing constraints that have vanished in problem

(4.68]). Since H is positive definite the solution n* = (s*,¢*) is unique and it is a global

solution of (4.68]). We obtain similar result as in |77, thm 4] as follows,

Theorem 15. |77, thm 4] Let (s*,q*, A5, A, ud 15, 1) be o [KKT point of the subset[QH
associated with Zoy. Then this is IMPVQ strongly stationary if and only if p; = 0 for all
J € Zoo UZo1.

Proof. Similar to the proof of |77, thm 4] by replacing appropriate index sets. O

Remark 28. Similar optimality conditions are obtained by the active set method (see Equa-
tions (4.69)) and the feedback algorithm (see Lemma |§| and Remark .

4.2 A Switching Aware Rounding Algorithm
We consider as follows

min m(x(ty)) + [ 1z (t), u(t))dt

This problem can be solved by alternative approach as follows:
1. Reformulate the problem by uses the partial outer convexification.

2. Solve a continuous relaxation of the [MIOCPk.
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3. Compute a rounding on some discretization grid to obtain a discrete-valued control
trajectory from the continuously-valued one.

The first and second steps allow us to reformulate the switched problems as problem and
solve them effectively. Then, one can use an appropriate rounding scheme (see Subsection
, or the family of [CTA] algorithm (see [114]), to return the integer values. For the last
step, inspired by [12, Alg. III], we will develop a rounding scheme, namely Switching Aware

Rounding (SAR]).

4.2.1 Switching Aware Rounding

We start with the following proposition.

Proposition 2. |12, Prop. 2.1] Let M := {—1,0,+1} and f; : R — R be Lipschitz continuous
for alli € M. Let o € L=((to,ts),RM) be given and (BM), € L=((to,ts), RM) satisfy the
convergence property

-0, (4.70)

oo

sup
te(to,ty)

/ (a(s) — 8% (s))ds

to

for h — 0. Then,

(z,u) ™ = (z,u),
if (z,u) denotes the solution of the VD in and the (z,u)™ denote the solutions of the
[IVPs in ([3.61) with[ODA (3.63).

Definition 34. |12, Def. 2.3] Let « satisfy the last two constraints of (4.1]). Let tp < ... <ty
be a grid discretization (to,ty) with 0 < ¢y —tx—1 < h for all k € {1,...,N}. Then, the
binary-valued step function

B [to, ty] — {0,1}M

1, ifi=1d*(k
Bi(t) =1 if ¢ =& (k), for all t € [tx_1,tr).
0, else,

is constructed iteratively for 1 < k < N by the following rule to determine the rounding
index i* (k) for the interval [ty_1, tx):

(k) i= arg max{ .. .

e = / " as(t)dt — / B, (4.71)

to to

Algorithm satisfies , which is stated in |12, Prop. 2.4].

Instead of minimizing the left side of , we can rewrite the left hand side as a
constraint into an optimization problem.

A. Preparations
Let tg < ... < ty = t; be a grid discretization (to,tf) with maximum grid coarseness
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h := maxi<k<n(tx — tx—1) and let « satisfy the two mixed constraints of problem (4.1). We
introduce the following variables and quantities

I
Qg = — oz(t)dt S [0, 1]M, hp =t —tp_1,
hk te—1
ﬂk € {07 1}M7 €k € {Oa I}Ma fk € {Oa 1}M7
for k € {1,...,N}. Here, o denotes the value of o averaged over the k-th interval, g is

desired output of the rounding indicate which realization i, i € M, of the derivative states is
switched on in which interval, € ; will indicate a switch on of the i-th derivative state from
interval £ — 1 to k and & switch off of the i-th derivative state. Then, we can reconstruct
the function 3 from the (1. as 8 = D,/ Xitp_1.t5) Bk, Where x4 denotes the characteristic
function for the set A.

B. The ILP for rounding
Now, we can state the switch aware rounding heuristic in the ILP Switching Aware Rounding

Problem (4.72) as follow,

min D ien G+ D e diBni

Br,is€k,is€k,i
st. S Bri=1Yke{l,...,N}
—Kh <1 hi(ons — Bii) < Kh,Vk e {1,...,N},i € M, (4.72)
,8;€+17i — ﬁk,i < Gk)i,Vk S {1, oo, N — 1},i eEM,
Bryi — Brr1,i < &pis Ve e {1,...,N —1},i € M,
ﬂk,iaek,iafk,i S {Oa l}aViaka M = {71305 +1}

The following proposition guarantees that the convergence of the corresponding state vector
sequences with the above-summarized theory.

Proposition 3. [12, Prop. 3.1] Let K > 1. Let a € L*((to,ts),RM) satisfy the last
two constraints of . Let tg < ... < ty = ty be a grid discretization (to,ty) with
h = maxi<p<n(tx — tk—1). Then, has a solution. Consider the function S =

h . h .
D okeM X[tk—l,tk)ﬁé} ) with the 'Bl(w‘) solving . Then,

/ (als) - Bls))ds

to

In particular, holds true.

C. Interpretation of (SARP)
Usually, the maximal frequency for switching is subject to some physical constraints, which
will determine h. Thus, from the setup of , it is clear that the parameter governing the
trade-off is K.
Note that for high values of K and N, we expect to become prohibitively hard to
compute as we assume it can be reduced to a weakly NP-hard problem.

sup < Kh.

te(to,ty)

o

Remark 29. After the rounding procedure, we get the integer controls, which help us to
track exactly when the switches occur.
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4.2.2 An Expansion of Rounding Scheme: Neighboring Feedback
Law for the Switching Aware Rounding

In this subsection, the neighboring feedback law will be combined with the switch aware
rounding heuristic to propose a new effective rounding scheme.
We start by exploiting Theorem we obtain the following system

#(t) = a(t) f+(x(t), u(t)) + (1 = a@)) f-(2(1), u(t),

8f+(x,u) 8f_(x,u)

}\T(t) =-2\T(1) (a(t)&r +(1—at)) - dg(x) (4.73)

>+9(t) 9 , teTy,

with initial and end constraints

Nig) = i ar(.,az(tf)) o 8m(gx(tf))7 Ato) = _”tToW’ s

r(z(to), z(ty)) > 0,
and jump conditions

do (2" (1))

A(E+0) = At = 0) +9(t) —5 =,

te T, (4.75)
therein we assume that there are no measure included in system (4.73)), where T, = {t €
[to, tf] | o(z(t)) = 0}, and H(t)a%—(;) = 5Tw + 19(15)6‘3—(;6). Then [LMDP] gives us

M@ 0,0,0) = _max LaXT (£ (o) — [ (o) + AT S (), (4.76)

ac|0,1],ue

which yields

(a(t),a(t)) = arg  max  H(& u, o, \) = (@2, \), &(z,\)), (4.77)

ueU,ael0,1]

where H(-) = AT (afy(2,u) + (1 — a)f_(z,u)). The transition points #; are determined by
switching functions, cf. [83],

o (z(t), A(t)) = 0. (4.78)

The differential equations (4.73) together with switching condition (4.78]) for the right hand
(4.74

side, initial and end conditions (4.74)) for the state variable (x, A), and jump conditions (4.75)

yeild a [MPBVP] as follows

£(t) = F(2(t),sen 0i(z(1))),
R(z(to), ..., 2(ts)) =0,

where F := (0/0x, —0/ON)H, and z := (z, A).
Let tg = tg < ... < t;, = t; be a grid discretization, where 0 < a(t) < 1, t € (t,%,), and
on each subinterval (t;,f;41), i = 0,...,m — 1, MPBVP] (&.79) are solved by the multiple

shooting technique to obtain the trajectory z(¢;). Denote

(4.79)

si= (s, 8)) = (x(&), A£:)), S = (50,- -+, 5m), (4.80)
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and the typical multiple shooting equation

= (T o) = () = s

At each iteration the following subproblem has to be solved

R R ... ... R,_1 R,
GO I ASO ho
G-I | |
=— (4.82)
Gt I As,, hom,
where the blanks mean zero blocks, and
RS = GFM i=0,...,m—1. (4.83)

v 881" 88, ’
Block-Gaussian elimination (4.82)) is reduced to the condensed system, cf. [83 Eq. (1.20)],

I 0
Z()ASO = (ZB Zg) ASO = —(Uo,ao), (484)
Asip1 = G As; + hiy, 1=0,...,m—1,
where Zy, (ug, ag) are recursively determined by
0 0
Zm =R, Zi=:\ i i | =Ri+ Zin1Gi,
(Zx ZA) ! i=m-—1,...,0. (4.85)

(U, 0o ) == ho, (ui,05) = (Uig1, ig1) + Zig1higa,

As a result of the iteration, a nominal trajectory #(t), A(t), and thus a nominal control
(a(t),a(t)) = (a(@(t), A(t)), a(z(t), A(t))) is obtained.
From |83, Section 2|, we can suppose that @ and & can be embedded into piecewise C!
feedback controls u** and a™*, respectively, which exists in the neighborhood of the nominal
solution

a(t) =u(2(1), At), &(t) = a™(&(t),At)). (4.86)
Expanding the Hamiltonian of (4.76]) with respect to states, controls, and adjoint variables,
and maximizing this expansion implies an feedback control law, as follows

(W, o) =arg  min  H(i + 0z, u, o, A + Adz) (4.87)
ueU,ael0,1]

therein, éx := z — Z, and A is the feedback matrix, which includes matrices at node %,
Ai)=—(Z2)71 7, i=0,...,m,

where Z§ and Z!,i=0,...,m, are given by Eq. (4.85).
Now, by incorporating with the previous Section we use the feedback control (4.87)
instead of the control « during the procedure of the ([SARI) heuristic.

81



Chapter 4. Direct Approaches for SwWOCP

Definition 35. Let o** satisfy the above explanation, i.e., (4.87). Let {y < ... < t, be a
grid discretization (fo,7;) with 0 < f — {1 < h for all k € {1,...,n}.
Then, the binary-valued step function

B : [to, 5] — {0,1}M

A L e ik -
(i) = A =T e (i, i)
0, else

is constructed iteratively for 1 < k < n by the following rule to determine the rounding index
i**(k) for the interval [tx_1,1x):

- kK

k) = X
(k) = argmax{y, }

tr te—1
e = / o (#)df - / B+ (3)di. (SUR-SAR)
to to

A. Preparations
Let tg < ... < &, = ff be a grid discretization (fo,ff) with maximum grid coarseness
h = maxlgkgn(fk — fk,l) and let o** be the neighboring feedback controls. We introduce
the following variables and quantities

1 [ o
o = 7/ o™ (i)df € [0,1]M, e {0, 1M,
hk 1
]Alk = fk — fkfl, e’ €0, 1}M, o e Ao, 1}M,
for k € {1,...,n}. Therein, of* denotes the value of a** averaged over the k-th interval,

+¥ s desired output of the rounding indicate which realization i, i € M, of the derivative

states is switched on in which interval, €%, will indicate a switch on of the i-th derivative
state from interval k — 1 to k and &* switch off of the i-th derivative state. Then, we can
reconstruct the function 8** from the 8" as 8" =3 °) c o/ X(i, i) B0
B. The ILP for rounding
Now, we can state the switch aware rounding heuristic for the neighboring feedback controls
in the ILP Switching Aware Rounding Problem (N-SARP) as follow,
/@2*’_1%13152*‘ Dienm BTG+ 2iens diBR;
st. S Bi=1,Yke {1,...,n},
—Kh <y hi(of; = Bi7) < Kh,k € {1,....n} i € M, (4.88)
Bt — By < e Vke{l,...,n—1}ie M,
we B S &Yk el ,n—1} i€ M,
wi€n§iy €10,1), Vi ky M = {~1,0,+1}.
Finally, we obtain

% xx(h)
50 = 3 B,

keM

with the 5;:;(’1) solving 1) and the Prop. and the convergence property |i hold

true, w.r.t. ** and a™*.
In conclusion, we can summarize the main steps as the following algorithm.
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Algorithm 2. [NFIHSAR
Input: Controls «, u, state x, adjoint .

for each (t;,t;41),i=0,...,m—1, do
1. (NFL)). Compute feedback control (u**,a**) by using Eq. (4.87).

2. (AR heuristic). Return §;"") from solving N-SAR problem (&88) by exploiting
{04**};11 in the preparation step.

Output: Switching aware neighboring feedback controls f**(") = ke X[ix_1.ir) Z*(h).

For more details in the application, readers can see in Subsection [£.4:1}

4.3 An Advanced Algorithm Approach for SwOCP;

Instead of the direct method for the reformulation of by using [GDP] relaxation and
the rounding scheme, we consider another approach that is based on a decomposition of
into a [NLP| and [MILP], namely Combinatorial Integral Approzimation (CIA]). See
[114] for the general idea and [131] for the latest extension and its application.

Recall, we can rewrite by and relaxation as follows:

omin o () + S (), u() = ()

s.t. z(t) = F(x(t),u(t), as(t), ay(t)), w eW,

t O@T@&SQJQ,(” O teT =[totsl, (489
0 <a,(t)o(z(t)) +e, (1 —a,(t))o(x(t)) —e<O0,
o) € [0.1], ey () = Lo (#) € [0,1],

where F(-) is given in problem and ¢ > 0. To approximate control functions by
working with [MILPk, we map between function space and [0,1]>""*M using a time grid
[ORES {to <... <tM:tf} with Aj :tj+1—tj fOI‘j:O...M—l.

The mappings are defined as follows:

Oa, [0, 1) M — L°(T,[0,1"), = O, (),
On, : [0, 1]M = L°°(T,[0,1]), @y = b, (a),

using piecewise constant functions, respectively,
Oéw,i(t) = biJ' 1€1,...,2" t e [tj,tj+1) ,J=0...M —-1,t; ¢ g,

Oég,i(t) =y, 1€1,2,te [tj,tj+1) ,j=0...M — 1,tj eqg,
The mappings in reverse direction, respectively,

0;5 . LOO(T, [0,1]2nw) = [07 1]2nw ><M7 bzg;i(aw),

0o - L(T,[0,1]) = [0, "M, a =0, (a),

are defined by extracting integrals on the grid G, respectively,

1 tj+1
bij = K/ ayi(r)dr, i€1l,...,2" j=0...M —1,t; €3G,
J tj
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agi(T)dr, i€1,2,5=0...M—1,t;€G.

In the following algorithm, RC.SwOCP denotes for the relaxed convexified reformulation of
SwOCP] and C.SwOCP denotes for the convexified reformulation of [SwOCP]

Algorithm 3. [114, Alg. 1] Decomposition of (RC.SwOCP)-(MIOCP)
Input: (MIOCP) instance, grid G, algorithmic choices in sets S'4 and STEC.

1. Solve (RC.SWOCP) = prely Ty Uy Qyy, Ay @ = Q;E(ag),b =051 ()
2. for milp € S14 do
2a. Solve milp for data a,b with MILP solver — w™!P
2b. Evaluate (C.SwOCP) with fived w™'P = 0, (w™'P) — ©pnitp, T, u
2c. end

3. for recc SEEC do

milp SCIA

3a. Create w™*® using w™"P, Qmup from all milpe

3b. Ewaluate (C.SwOCP) with fivzed w"®® := 04, (W) = Prec, T, u

3c. end

4. Set p* :min{ min - Qpip, Mmin @Tec}.

milpeSCIA recc SREC

Output: ©*,z* u*, w*, and lower bound Y ¢;.

We use Algorithm Decomposition of (RCI[SwOCP)-(MIOCP]) to approximate the solution
of (SwOCP]) with a priori bounds. The state and relaxed control trajectories are obtained in
Line 1. We approximate the relaxed control with binary ones by solving different [MILPk in
Line 2, and Line 2a. Their corresponding state trajectories, continuous control, and objective
values are evaluated in Line 2b. In Line 3, and Line 3a, the binary controls (in several recom-
bination heuristics) are used to create new candidate binary controls, which are computed
in Line 3b. Finally, the solution is selected in Line 4.

The [MILP] formulations of combinatorial integral approximation type for and recombi-
nation heuristics ST are appropriately selected from their definition sets. See more details
in Section 3 and Section 4 in [131].

SC’IA

4.4 Applications

This section deals with two numerical instances, namely the New York subway problem, and
the Flat Hybrid Automaton.
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4.4.1 New York Subway Problem

We consider a problem about Subway Optimization goes back to work of [17] and [19] for
the city of New York, which is already described in section with details from Eq. (3.73])
till Eq. . Our approach was used to treat several station-to-station rides for different
station spacings, weight, travel time, etc. Here we show results for a subway problem with
10 wagons (nweg = 10), a medium loaded train (W = 78000 lbs), for a local run (S = 2112
ft), a transit time 7™ = 65 s that is about 20% longer than the fastest possible and with
all engines working (e = 1.0).

We transform the problem with the discrete-valued function w(-) to a convexified one
with a four-dimensional control function a € [0,1]* and 2?21 a;(t) = 1 for all t € [0,T].
Therefore we can write the right hand side function f and and the LAGRANGE term L as

Fiz,0) = Zai(t)fl(%i),

and respectively as

Now we can reformulate the problem as problem (3.88)), as following

. T 7
e(Yal) f“( )L(x’ a)(d§
s.t. To(t) = x1 (1),
x’f(t) - fll(x ), (4.90)

ael0,1]}, YL ai(t) =1Vt e [0,T],
with S = 2112 ft and T < T™&X = 65 s.

Table 4.1: Optimal solution, where S, P, C, and B are denoted for Series, Parallel, Coasting
and Braking, respectively. The column « is presented the relaxed controls (which are obtained
by MUSCOD-II), and the column & is described the resulting integer ones from the rounding
scheme, while the last column is resulted the neighboring feedback controls a**.

*
*

Timet Mode fi  xo(t) [ft] x1(t) [mph]/[ft/s] a & !

0.0 S A 0.0 0.0 (1,0,0,0) _ (1,0,0,0) (1,0,0,0)
0.6317 S 1B 04537 0.979474/1.43656  (1,0,0,0)  (1,0,0,0) (1,0,0,0)
28522 S 10 116480 6.73211/9.87375 (1,0,0,0)  (1,0,0,0) (1,0,0,0)
36434 P 28 944836 8.6572/12.6972 (0,1,0,0)  (0,1,0,0) (0,1,0,0)
55999 P 20 521713 17.0273/24.9734 (0,1,0,0)  (0,1,0,0) (0,1,0,0)
12.607 S e 277711 25.6452/37.6129 (0.5,0.5,0,0)  (1,0,0,0) (1,0,0,0)
45.7827 C f1(3) 1556.5 26.8579/39.3915 (0.8,0,0.2,0) (0,0,1,0) (0,0,1,0)
46.8038 C  fi(3) 1600  26.5306/38.9115 (0,0,1,0)  (0,0,1,0) (0,0,1,0)
5716 B fi(4) 197678  23.5201/34.4961  (0,0,0.65,0.35) (0,0,0,1) (0,0,0,1)

65 - - 2112 0.0/0.0 (0,0,0,1) (0,0,0,1) (0,0,0,1)
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optimal states

40 T T 25
—+— x1[ftis]
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0 © ! ! ! ! ! ! 0
0 10 20 30 40 50 60 70
t [sec]
Figure 4.1: Optimal states (position --- and velocity —).
We first operate in series until ¢; = 3.6434, then we operate in parallel model until

to = 12.607, then again in series until 3 = 45.7827; at t, = 57.16 we stop coasting and brake
until Tinax = 65, see Fig. [f.1]and Fig. [£.2] All numerical results are summarized as in Table
M1 In other words, we finally determine the switches.

Control Function 0 Control Function 1 Control Function 2 Control Function 3

fs .

o5
Coasting
0.5
Broking
os

Figure 4.2: The upper solution is optimal for the relaxed problem, while the lowest row
shows the optimal integer controls.
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Using “the neighboring feedback law” for via the implicit function theorem, see
Subsection we get the neighboring feedback law at time point ¢y for control a** by
exploiting Eq. . By the similar way, we also obtain the neighboring feedback controls
at time points fj, where j =2,...,10.

A neighboring feedback control, see Tab. is then given by

{a™(&;)}2, .

4.4.2 The Flat Hybrid Automaton

This approach can be applied to a new model class of hybrid system, which have been in-
troduced by KLEINERT and HAGENMEYER in 2019, namely, Flat Hybrid Automaton (EHA),
see [79]. This subsection reports on some results obtained by using FILIPPOV’s rule and re-
laxation to solve [FAl with computational results in special cases of a DC electrical network
example.

Algorithm Approach for The Dynamic Optimization Problem of [FHA]

Consider a Flat Hybrid Automata FHA = {Af!,C/!} and two states (do,z0), (d,, 2, ),
we want to find a path P = {ec1,eca,...,ec,} defined through the sequence of flat output
7% = {zé51 (1), ey (t),... 2y (t)} € Za,, and the discrete inputs v*(t) that yields

min J(.) = aleg, za., (t),v(t))

{ag, (D} 0(0) st
tit1
s.t. a(e§i7 ngi(t)7 ’U(t)) = f Li(q)dgi(zdsi (T))’ qjd&i(zdgi(T)))dT + B(eﬂ') + ’V(U(t)),
t;
t; € t*,Vi € [2,n — 1}, (4.91)

0 <t < ti+17t1 = t(),

(d(t1), 2(t1)) = (do, 20),

(d(tn)7 Z(tn)) = (d(tf)v Z(tf))o

0< C((Ddgi (ngi (T))7 \I/dgi (zdgi (7—)))72 € [L ce 7”]7

where t* = t/,t", ... state switching times. We refer [128| for more details.

The goal is to solve by exploiting FILIPPOV’s rule to rewrite this problem to relaxed
convexified one, together with the arising of the additional mixed state-control constraints,
then the resulted problem can be solved by using an appropriate numerical method.

Since the input v(t) € {0, 1}™ of flat discrete subsystem Af!, and the discrete-state transition
egi ¢ dei — d.;, by reformulating with FiLippov’s rule, POC] and relaxation, we obtain
the equivalent problem

J() =

n
min o(€ci, zag, (L), v(t
{2ae, (1,07 (1).0% (1) 2, et e, (£), (1))
ndg; o nuv v
St e zae (), 0(8) = S50 0557 (8) 20 () (1), 1 € {4+, +0, 0+, 00},
t; €t*,Vie[2,n—1],
0 S ti < ti+1atl = to,
(d(t1), 2(t1)) = (do, 20),  (d(tn), 2(tn)) = (d(ty), 2(t)),
0< c(@dfi(zd&. (T)), \I]dsi (de T)) ;1€ [1, . ,n],

A
ndsi NEsi Neci ndc; v nv nov
zﬁzl 05 (t) = 1,654 (t) € [0,1]"d=,  ST7_ 0p(t) = 1,0°(t) € [0,1]"",

(4.92)
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where

hit () = 71Li(¢dﬁ (2dg, (7)), Vg, (24, (7)) dr + B(1) + (1),
hyo() = 71L¢(‘I>d@ (2d¢; (7)), Yag, (2d¢, (7)))dT + B(1) +7(0),
hot () = 71Li(¢dgi (2d¢; (7)), Wag, (2d¢, (7)))dT + B(0) + (1),

hoo(-) = 71Li(‘1>dgi (2ae, (7)), Yag, (24, (7)))d + B(0) +7(0),

t;

with the additional mixed constraints:

(B (6) = D(w(t) = 1) =0, and, (B (1) ~ e = 1) =0,

(65 (t) — 1)(v(t) — 1) = 0, and, G(t)eq; =0, t=1n,
R nv ] = ]-7 2nd“-7
aj (t)l}(t) = 07 anda (ek(t) - 1)(6§i - 1) = 07 k= ]_7 onv

05 (Hu(t) = 0, and, G (t)eq =0,

Problem (4.92)) is the relaxed convexified formulation of the dynamic optimization problem
of FHA (4.91)). We can solve by direct multiple shooting methods.

Suppose that the optimal solution of is ({z;&}, {6v}*,{6°}*). Hence the correspond-
ing optimal solution of is ({3, },v"). We are interested in the relation between {6vy>

and v*. Applying an appropriate rounding strategy (denoted by RS, see Section [2.6.7]), we
obtain

o) = {ev*( if 6 (t) € {0,1},

t)
RS(6°*(t)) if 6°*(t) € (0,1).

Remark 30. In comparison with [128, Alg. 1], instead of the computation of all possible
paths P; through the [FHAI connecting dy and d; without visiting any node twice, our ap-
proach has just need to use the convexified combination of the choices of to find the
optimal path with the minimal cost function value.

DC Electrical Network Example

We refer to [128, Sec. 5] and use their model and parameters for testing our approach on
[FHAl The following parameters are used in the calculation:

R: 57020.8,[/: 77RL1 = 2,RL2 :37’00 26,i0 =2.5
We choose the initial and the final states

ULl(t()) = 0.5,7}L1(tf) = 12,iL2(t0) = 0.1,iL2(tf) = 4,dt0 = dl,dtf = d4.
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Figure 4.3: Optimal flat inputs v and outputs z. Blue lines w1, us, red lines

black dashed lines show switching times.

Remark 31. Table and Fig. which are obtained by solving the
Network in [FHAl show that our approach could has wide applications to

problems.

Table 4.2: Results on Electrical DC Network.

Optimal outputs (12,4)
Optimal path {e1,e6}
Optimal discrete state {di, ds,ds}
Convergence achieved
Number of switches 2
Transition cost 30
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Chapter 5

Determination of Switches in

SwOCP

In order to handle the optimal control in hybrid systems, switched systems have been in-
vestigated by simplifying the details of the discrete behavior to switching patterns from a
certain class with discontinuity in vector fields, cf. [126,[132]. The main tasks here are de-
termining switches in where the switches come from the discontinuous of the right
hand side of the and the integer values of the controls. These challenged topics have
been considered in the work of [18,[95] and [121-123], where the detailed methods are fully
discussed in Chapter [3]and Chapter [4]

In applications, mechanical systems frequently have a large number of discontinuous
transitions. Examples include force curves derived from discontinuous approximations of
characteristic curves, hysteresis, friction, impacts, and controllers, cf. [87}/93,/96]. Further-
more, discontinuities can occur when working with implicit systems since the non-singularity
of certain matrices, which is required to define the index, is not provided at individual points.
Any change in the degrees of freedom of a system causes a discontinuity. In [40], an intro-
ductory tutorial on discontinuous dynamical systems with the notions of their solution as
well as available tools to study their gradient information are presented. Since a certain
minimum order of differentiability is required for consistency and convergence claims and
the order and step size control of numerical integration methods, these points cannot simply
intersect. In addition, an accuracy-controlled calculation of sensitivity matrices is required
to use the integration methods in an optimization environment. This is only possible by
explicitly considering the discontinuities in

This chapter is presented as follows. A general description of with discontinuous
differential equations as differential equations with switching conditions is given in Subsection
Subsequently, in Subsection is treated with a switching point algorithm.
Next, a generalized three-valued switching logic is also considered in Subsection with
the general problem of inconsistent switching stated. The sensitivities are calculated and
analyzed in the forward mode in Section [5.2] The chapter ends with Section [5.3] where brief
comments on other approaches for tracking switches are considered.
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5.1 A Discontinuous Dynamics-Based Approach to Han-
dle Switches to SwWOCP

The main idea of this section is inspired from [49, Chapter 5].

5.1.1 [SwOCP| with Switching Conditions in [ODESs

The states s;, i = 0,...,m — 1 appearing on the right-hand side of the differential equation
can exhibit discontinuous or non-differentiable behavior. In the following, we consider the
[OCPI of the form of (4.13), which results after multiple shooting discretized taken,

1;1(11)1 S Li(si, ai)
s.t. O:xi(ti—kl;tiayi)fsi—i-la i:(]vla"'ame (51)

0 <7(so,Sm)-

with piecewise smooth right hand side x; of [ODEL and y; := (s;, ¢;)-

switch

Figure 5.1: Switch occurs in the interval [t;,¢;11].

The conditions for transitions between the regions where the functions are smooth are i.a.
known and can be described as zeros of switching functions o. Let ¢ be a vector-valued,
state-dependent function

o=0o(yt)) = (o1,...,00sw)",

where nsw is “number of switches”. For example, there is a switch in [t;, ¢;41], see Fig.
Then, problem (5.1) can then be written as a[SwOCP]

m(igl S li(si i)

(-

s.t. 0 =x;i(tiv1;ti,yi,sen(o(y;))) — siv1, 1=0,1,...,m—1 (5.2)
0 < r(s0, $m)-

The expression sgn o is to be understood component-wise, i.e., x; depends on a combination
of the signs of the components of o, where ¢ = 0,1,...,m — 1. For a fixed sgno then be
sufficiently smooth:

R x QR zeC(R™! xQ), Q={-1,0,+1}"",

where [ is sufficiently large. Discontinuities only occur at zero points of a switching function.
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In addition, the solution variables themselves may show jumps, for example, velocities in
impact processes are discontinuous. The time when such a discontinuity occurs is implicitly
provided as the zero of a switching function

o(yi(t=) =0, i=0,1,....,m—1.
The right-hand limit y; (f+) is a function of the left-hand limit yi(f—)
yi(i+) = st yi(i-)), i=0,1,...,m— 1.

Difficulties in Discontinuous System Numerical Integration

In practice, discontinuous systems are frequently handled without the use of switch point
search. This frequently causes in integrator failure, which manifests as method order col-
lapse, step size control failure, and incorrect results:

Conventional integration methods with automatic step sizes and order control estimate the
local error after each integration step and, by comparing it with a given error limit, determine
whether it is accepted or rejected and with which step size and order the integration should
be continued. If there is a point of discontinuity within an integration step, this usually leads
to a large local error and thus to a drastic step size reduction. As a result, the step size often
becomes very small. Then several steps with an increasing step size are usually carried out
until there is a renewed attempt at the transition via the point of discontinuity. This can be
repeated several times so that the effort is immense.

A second problem lies in the way the local error is estimated. The estimated local error (as
well as the process coefficients for linear multi-step processes) are calculated using formulas
that assume the continuity of trajectory and its derivatives. The error estimate is invalid
if this requirement is not met. As a result, no remark is made about whether the solution
remains inside the set tolerance limit after a step. This also applies to k consecutive steps
in a k-step procedure.

If one also wishes to apply integration methods in conjunction with modern optimization
methods, which require the efficient and accurate generation of sensitivity matrices, then
localization of impact points by applying impact functions is unavoidable.

The challenges associated with directly integrating differential equations with discontinuous
right-hand sides can often be avoided by using integrators with fixed step sizes or low order.
The disadvantage of the first approach is that it does not allow for error checking. For a
given accuracy, both methods have the disadvantage of requiring a great deal of effort.

The equally frequently used smoothing approaches make the system artificially stiff and often
lead to very large discontinuous higher derivatives.

Alternatively, methods have been developed that control the point of discontinuity as the
point of discontinuity increases significantly. In [57] a transition increment is then deter-
mined that keeps the local error below the required tolerance.

However, all approaches that do not or not explicitly localize discontinuities remain unsat-
isfactory and require a large number of heuristics. For this reason, a different approach is
chosen here, the explicit localization of discontinuities as the zero point of switching functions.

5.1.2 A Switching Point Algorithm for Handling The Discontinu-
ities in [ODE]

Switching point algorithm basically consist of the following main steps:
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1. Determine a discontinuity by checking the sign of the switching functions

2. Localization of the discontinuity as the zero point of a switching function: switching
point search

3. Integrated process of “continuous” system
4. Switch to the “new” right side
5. Discretization adjustment.

Based on the above core steps, we can propose a numerical algorithm approach for solving
SwOCP] with discontinuities.
Inputs: Objective function, [ODE| system, point constraints, and path constraints.

Algorithm 4 (Switching Point Algorithm).

1. Initialize the problem by setting up the objective function, the system, and the
starting and ending point constraints.

2. Set up a tolerance level for detecting switches in the system.

3. Use a numerical method (e.g. forward integration method (ode45 Matladb), and/or
backward differential formula (BDE]) with Secant method) to integrate the system until a
switch is detected.

4. Use a switching function to locate the exact point of the switch.

5. Integrate the system again from the switch point until the next switch is detected.
6. Repeat steps 4-5 until the final time is reached.

7. Adjust the discretization of the solution to ensure accuracy.

8. Output the solution with the exact time of the switches, and the objective’s value.

Outputs: Solution with the exact time of the switches, and objective function value.
These main steps are described in more details as follows, where we assume that there
are multiple switches in a shooting interval [¢;,¢;11].

Determining a Discontinuity

For each shooting interval [t;, t;11], multiple switches occur if o(z(t),¢;) = 0 at 75, 741, ...,
Tjtns,- We denote the initial mode k; in [t;,t;41] by k; = sgn(o(s;, ¢;)), and the subsequent
modes are determined by the sign of o after each switch. For each switch

o(x(n),qi) =0, 1=j,j+1....54nsw,
with a sign change indicating a mode transition, e.g., from f, to fi,,,.
Remark 32. Multiple zeros of o require repeated detection within the same interval, which
can be numerically challenging due to the sensitivity of ¢ and the adaptive steps of ode45.
To overcome this situation, we use a numerical event detection mechanism (via oded5) to

determine each zero of o and ensure the switching function is smooth enough for reliable
detection.
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Searching Switching Points
We start by solving the [ODE] in each [t;,t;11]:

.’E(t) = fki(tvx(t)7Qi)v x(tz) = Si,

where k; = sgn(o(s;,¢;)), and monitor o(z(¢), ¢;). When a switching point is detected at 7;

o(x(75),4:) = 0.

the integration pauses, the mode updates, and integrated process resumes. For multiple
switches, this process repeats for each 7, I = j,...,7 + nsw,

1. Integrate from ¢; to 7; with mode £;.

2. At 7;, compute z(7;), update mode to k;yq1 = sgn(a(:r(Tj')7 ¢:))), and continue integra-
tion from 7; to Tj41.

3. Repeat for 7j41,...,Tj4n,,, until reach ;1.

The state at ¢;41 is @(tir1) = @3 (tiy1; tis Siy G, s€n(0 (84, g;))) obtained by piecewise integra-
tion over subsegments [¢;, 7], [T, Tit1], - - -, [Tjtnews tit1]-

Remark 33. Since ode45 may miss closely spaced switches if time step is too large or if o
change rapidly, we can set tight tolerances in ode45 (e.g., 1078 and define a robust function
o(x(t),q;) = 0 with termination at each zero crossing. If switches are very close, we consider
a finer shooting grid by increasing number of shooting nodes or a post-processing step to
refine switch detection.

Remark 34 (Other methods for switching point search). In [49] sec 5.3.2|, BDE with
Secant method (or inverse interpolation) is used to search the switching points in dealing
with Safeguard techniques.

In [33}91] a NEWTON method is used to search for the switching point, in which a suitable
start value for the iteration is also determined as the zero of a Hermite polynomial. Similar
approaches can be found in [34}35,[52/62]. All of these methods require a large number of
right-hand side evaluations because they do not have a continuous solution representation.
In [23/50] a continuous solution representation is used for the first time. In [23] an Adams
method is used for this purpose, in |50] a continuous solution representation is determined
with the help of a 3rd-order Hermite polynomial, and the discretization is a 3rd/4th RUNGE-
KUTTA pair order. ENRIGHT et al. [51] use a p-th order RUNGE-KUTTA method and corre-
sponding local interpolation for localization. The switching point search is carried out with
the help of a halving strategy until a termination criterion is met.

In [32,133], a continuous representation of the switching functions themselves is obtained
by setting up additional differential equations for the switching functions and using an in-
tegration method with a continuous solution representation. However, this procedure is
impractical for many switching functions, since the differential equation system is very large
and the additional effort is immense. Here the continuous solution representation of ¢ pro-
posed above, which is obtained by substituting the continuous solution representation of y
into o, offers considerable advantages since it is more computationally essentially without
additional effort.
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Integration of Continuous System

Within each [r;_1, 7], the system is continuous under mode f,:

z(t) = x(m—_1) +/ Tr(s,2(8),q:)ds, € [m_1,7]

The state at ¢;11 is computed as follows

tit1
mi(ti-‘rl) - x(Tj—&-nsw) + / fki(& 33(8), Qi)dsa

Ti+nsw

where (7;1n,, ) is obtained recursively through
Ti
x(Tl):x(Tlfl)—i_/ fkl(871'(8)7qi)d87 l:jaj+177]+nsw
Ti—1

The continuity at the shooting node is ensured by the matching condition

zi(tiv1itis Sis 4i,580(0 (84, Gi))) = Sit1. (5.3)
Remark 35. Multiple switches rise computational complexity, as each subsegment requires
separate integration. Hence ones should exploit ode45’s event detection to pause and resume
integration at each switching point 7;, storing intermediate states x(7;).

Switching to the “New” Right Side

At each 7, the mode is updated as
ki = sgn(o(z(m"), 4:)),
and continue integration
#(t) = fu (t,2(t),q), (") = (),

For ng, + 1 switches, the sequence of modes is ki, ki+1,. .., kitn,,+1, With state continuity
at each 7.

Remark 36. Since rapid mode changes may cause numerical instability in ode45, ones
must ensure the dynamics fi, are continuous and use high-precision detection to accurately
determine each 7;.

Discretization Adjustment

Multiple switches within [t;, ¢;41] amplify discretization errors due to ode45’s adaptive steps.
To this end, we adjust by:

e Solve o(z(7}),¢;) = 0 with high precision (e.g., tight tolerances in ode45).

T+

e Verify state continuity: x(7; ) = z(7;

) at each switch.

o Refine the solution near 7; by integrating over [1; — e, 7; + €] with a finer appropriate
grid, where € > 0.
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e If many switches occur, adjust the shooting node ¢; to include 7; as nodes, splitting
[ti, ti+1] into subintervals [t;, 7;], [75, Tj+1], - - - s [Tj+nows ti+1] With modified constraints.

e Increase the number of shooting interval or adaptively redistribute nodes to concentrate
around regions with frequent switches, ensuring the matching condition ([5.3)).

5.1.3 Inconsistent Switching with Switching Logic

When treating differential equations with shifting conditions where the right-hand side f
shows real jumps, e.g. when modeling with the help of Coulomb friction, the shifting process
can become inconsistent. Beyond these discontinuities, there is no solution to the differential
equation in the classical sense (e.g. [16,56]). Treatment with the usual two-valued switching
logic is impossible.

A solution in the classical sense is understood here as “the solution satisfies the differential
equation almost everywhere”. This corresponds to the approach in the last sections, in which
the differential equation was only not fulfilled in the switching points. If the differential
equation is discontinuous along a manifold o = 0; it only has a solution in the classical sense
if the solution allows for the manifold, i.e., breaking through is not possible, a solution in the
classical sense is no longer defined. A generalized solution concept according to FILIPPOV,
see Section [2.6] provides a remedy here.

In the following, the problem of inconsistent switching is analyzed and a continuation of
the solution is constructed based on a generalized solution according to FILIPPOV [56]. The
automatic handling using a generalized three-valued switching logic is described.

In mechanics, inconsistent switching often occurs when modeling Coulomb friction phenom-
ena, which is described in Section [6.1}

Directional Fields with Inconsistent Switching

In the following, the problem with inconsistent switching is in the form of ordinary differential
equations

min o (y(t))

h = e -

y(to) = Yo,

fty,+1) = frtyy) foro>0 4o (5.4)
ft,y,—1) = f_(t,y) foro <0

explained with the switching function o : R"*! — R.
The domain of definition of f can be divided into three areas:

S =A{ty) lolt,y) >0}, S ={(ty) |olt,y) <0}, S={(ty) oty =0},

where S denotes the discontinuity surface.
Doy, Do_ denote the auxiliary switches:

do do
D0'+ = 67yf+ + E
do do
DO'_ = 67yf_ + E
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Do,Do_ can be interpreted as directional derivatives of the switching function in the
direction f or f_: For a given y(t) we define o¥(t) := o(t,y(t)), and hence
do¥ 0o . n Oo
a oy’ T o
If ones insert § = f(t,y,+1) or y = f(t,y,—1), ones get Doy or Do_.
Now the question is whether the switch can be pierced. Let o¥(¢) = 0. The signs of Doy and

Do _ are decisive for answering this question (combinations with Do = 0 are not considered,
in this case further differentiations are necessary): In cases 1 and 2, the solution can be

Table 5.1: Four cases of directional fields.

Case Doy Do_ Exit switch
1 >0 >0 possible after 0 > 0 (consistent)
2 <0 <0 possible after o < 0 (consistent)
3 >0 <0 in both directions (bifurcation)
4 <0 >0 not possible (inconsistent)

continued in the classical sense and the numerical treatment with classical switching logic is
possible, see Tab. [5.1] and Fig. [5.2}

Case 3 Case 4

Figure 5.2: Four cases of different directional fields.

In case 4, inconsistent switching occurs. A change of sign on the right-hand side does not
mean that the switching function ¢ can change its sign: “the solution gets stuck in the
manifold”, see Fig. [5.2] the differential equation has no solution in the classical sense.

Numerical treatment with a classic two-valued switching logic leads to oscillations around
the switch: any attempt to change the right side results in a sign change of the switching

function.
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Example 5.1. Consider a switched problem
min y(7T)
y()
s.t. y=1-—2sgn(y),

y(o) =Y > 07
te 0,7

It holds ¢ = y: The solution of this system for t < yo is y(t) = yo — t. At time t = yo,
y(t) = 0 holds. Since the directional field points to the manifold S = {y | y = 0} from both
sides, the solution cannot leave the manifold again, so for ¢ > yo we have y(¢) = 0. However,
the differential equation no longer fulfills this function.

In conclusion, we have the solution for the given switched problem

Yo — ta ift < Yo,
y(T) = )
0, otherwise,

and the optimal objective value is min{0, yo — T}, where yo > 0.

To deal with these phenomena, FILIPPOV [56] had extended the solution concept for
ordinary differential equations by allowing set-valued right sides. This allows the solution to
continue beyond such critical points.

Definition 36. [49, Def. 5.1] The function y(t), ¢t € [to,ts] is called the solution of the
differential equation y(t) = f(t,y(t)), if the following conditions are met:

e y is absolutely continuous,

e for almost all ¢t € [¢y,t¢] and any § > 0, the vector § = %’ belongs to the smallest
closed convex set that contains all values f(-) in a §-neighborhood of y(¢):

gt) e () () eono (f(Uy(1),0)\ N,) = f(t,y).

6>0u(N)=0

Here, 1 denotes the Lebesgue measure.

Remark 37. For continuous functions f the set f consists only of the point f (t,y(t)) and
this notion of solution agrees with the classical one.

The requirement “absolutely continuous” corresponds to the requirement for the existence
of a generalized derivative: every absolutely continuous function x can be written as an
indefinite integral over a summable function ¢:

z(t) = z(a) +/ @(s)ds.

On the basis of this solution concept, FILIPPOV |56] was able to show the existence, continuity,
uniqueness, and continuous dependency of the solution from initial values and the right-hand
side under some additional assumptions.
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We explain this solution concept as follows. Let o(y) = 0, o(y) € R, and
fe(ty) = f(ty,+1),  f-(ty) = f(t,y,—1),

Then the set f(t,) consists of the vectors whose endpoint lies on the line connecting f and

f—:
fty) ={afs + (1 -a)f-,ac0,1]}

SO

y=af+ +(1—a)f_. (5.5)

Now the question of choosing a suitable element from the convex hull arises, i.e., the ques-
tion of choosing . The parameter « is chosen randomly in the numerical implementation,
convergence of the EULER method can then be shown. The method given in [16] makes more
sense in the type that it uses the fact that the solution cannot leave the manifold for the
choice of .. This procedure is described below.

Since the directional field of the differential equation is directed in such a way that the
solution cannot leave the switch

o(t,y(t)) =0 (5.6)
and thus it follows by differentiation
oyy + o, =0. (5.7)

If we insert |D into 1D we can obtain a = *ﬁ' From this one gets
._ Doy f —Do_fy,

= 5.8
Y Doy — Do_ (58)

as a differential equation as long as the consistency conditions
Doy <0 and Do_ >0 (5.9)

are fulfilled.
The solution can leave the S manifold again if @« = 0 or « = 1. This corresponds to a sign
change of one of the auxiliary switching functions Doy or Do_ (see case 4 in Fig. .

Treatment of Inconsistent Switching by Three-Value Switching Logic

The treatment of inconsistent switching makes it necessary to expand the classic two-value
switching logic (s < 0,s > 0) to three-value logic (s < 0,s > 0,s = 0). Here s stands for the
sign of 0: s =sgno, and s = 0 is assumed if Do, < 0, Do_ > 0 applies. This results in the
switching logic shown in Fig. [5.3]

5.2 Sensitivity Analysis of Derivative Generation in For-
ward Mode

In this section we generate the derivative calculation by using the variational differential
equations in forward mode. For the practical packages with the implementation in Matlab,
readers can see on the work of SOMMER et al., cf. [70]. On the other hand, for the backward
differentiation formulas, readers can see in [2].
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s=+4+1Vs=-1 s=0
. . Do,f —Do_
= f(ty,s) j = P —prte

s=+1+ Do, (f)=0

s=—-1+Do_({)=0

Figure 5.3: The treatment of inconsistent switching by a three-value switching logic.

5.2.1 Sensitivity Updates

By using [END] the sensitivities of a switched [VPl where the right hand side has implicit
discontinuities, can be obtained. However, in general, solving the [VDEE and
leads to wrong results, cf. |75, pp. 43]. One can overcome this problem by employing
updates, whenever a switch occurs.

For the rest of this section, we assume that there is only one switch ¢, € (to,t¢).

Definition 37. Consider the [VD] (2.41) with a single switch at tg,,. With € > 0, at t,, we
define

G (Lswito, w0, p) := lim Go(tsw — €510, 0, p), (5.10)

G, (tswito, To,p) = lim, Gp(tsw — €5to, To, D), (5.11)
and analogously

G (tswito, To,p) == il_{% G (tsw + €50, 20, D), (5.12)

Gy (tswito, 2o, p) = lim Gy (tsw + €310, 20, p), (5.13)

We consider the case with discontinuity only in the right hand side, i.e., there are switches,
but no jumps. Then, cf. [75, sec. 4.4.3], one can derive the formulas for the sensitivities
calculation using updates and for t € [to, ¢s] it holds

Gr(t§ to, anp) = Gm(tE tsw, :L'—i-ap)UzG; (tsw§ to, anp), (514)
Gp(t§t07 xOvp) = Gx(t; tsw»erap) (UzG;(tsw§th xOvp) + Up) + Gp(t; tswaerap) (515)
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therein G (tsw;to, zo, p) and G, (tsw; to, To,p) are defined according to (5.10) and (5.11)),
respectively, while x is defined in (2.43).
U, and U, are the update matrices and can be calculated as follows

9o,
Up = In, + 65—, (5.16)
clts
doj
0,
Up =04, (5.17)
dts

therein I,,, € R"=*"= ig the identity matrix, § and z_ are defined as in (2.46)) and in (2.42),
respectively. o; is the component of the switching function which zero-crossing caused the

switch at ¢ 995 and 2 denote the derivatives of o; w.r.t. £ and w.r.t. ¢ evaluated at x_

Swo 6:1:

and tg,,, respectively, Whlle a—pj denotes the derivatives of o; w.r.t. p.

Since a switching point is a source of discontinuity, care must be taken when determining the
sensitivities at t = tg,. A possibility to define the sensitivities at the switching point is by
using the updates. For more details, the following lemma will describe the relations between
Gr and G, G} and G, at t, with initial values to, o.

Lemma 10. The following equalities are hold true:

G;_(t;to,$07p) = UJG;(tS’w’ th anp)v (518)
G (t;to, 20, p) = UnG,, (tsw; to, To, ) + Up. (5.19)

Proof. Using the deﬁmtlonlto x at the switching time ¢t = tg,,, one gets G (tsw; tsw, x+,p) =

I, and G (tsw;tsw, T4,P) = On, xn,. The proof is done by substituting ¢ by ¢, into
5.15)). D

5.2.2 Extension to Finitely Many Switches

Assumed there are ng, switches on [tg,ts] that occur at the time points ) € (to,ty),

1 =1,...,ng,. Moreover, we set tgu? = tp, and tgﬁf“’ﬂ) := t¢. For the sensitivities at

te (tgil),, 22*1))7 i =0,1,...,n4, or t = t; the following formulas hold:

Go(tto, m0,p) = Go(t:18), 20, p) [[ UV G5 (#9450, 27, p) (5.20)

J=1

and

G, (t: to, 70, p) = G (t:£0), 250, p) (U(”G;(t(i)'to,xo, p)+ UG >)+G (t:¢9) 29 p). (5.21)

1 Yswo xT sw?

The matrix G, (tsw,to, xo,p) in (5.21)) is determined by using the formula 1' again for

t =t with the starting matrix G, (t;u); to, Zo,p) is calculated according to the [VDE] (2.53).
That means the following equation holds for i = 2,..., ng,

G, (10 to,20,p) = Gy (102001 207 )(U(l DG, (86 ; tg, o, )+U}§i)>

+ Gy (040D 207D ) (5.22)

sw Ysw
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The update matmces Ut? and UZEZ) are calculated for each switch ¢ from and l ,
respectively, and x is defined the same as y4 in for every ¢ with tsw = t(z)

To calculate the sensitivities at the time point of a sw1tch, ie., for t = tg&, the formulas

(5.20) and (5.21)) can be generalized as follows

G (t:to, 20, p) HU SD: D U7 gy = 0,1, ng, (5.23)

sw? Ysw

G} (t;to, xo,p) = US)G ()

sw)

to,zo,p) + U, i=0,1,... 050, (5.24)

where G (tsw,to,xo,p), 1=2,3,...,Nsw, are calculated as in |i

5.3 Other Approaches for Treating Switches

Other approaches to handling switches in are shortly considered as follows. Grobner
basis approach to return switching strategy (0 to 1 or 1 to 0; 1 to —1 or —1 to 1). See more
details in Appendix [B:2] with general heuristic approach and some illustrated examples.
Moreover, switches in cost functions, cf. [12], and jumps, see [78].
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Chapter 6

Switched Optimal Control
Problems with Dry Friction

Over the past decades, the dry (Coulomb) friction has been considered a mechanical testing
problem for discontinuous dynamical systems or SwOCPE. Previously, in the 1970s, CARVER
[32] studied a simple friction example of the discontinuity motion of a sliding object with
mass and frictional resistance, where the externally applied switches. Next, in the 1990s, the
suspension with Coulomb friction was numerically studied in the discontinuous dynamical
systems, cf. [49, Chap. 6]. Later, dry friction was considered on the optimal control system
of material points in a straight line, cf. [54]. Nowadays, many mathematicians investigate
switched with friction, e.g. see [18] and [95, Chap. 15| for three different friction
models.

This chapter deals with the applicability of our approaches to on the benchmark
problem with friction, where the results are presented both analytically with and
numerically with MUSCOD-II. Section considers the dry friction, therein an idea from
discontinuous dynamics is employed. Subsequently, in Section the optimal control of
a point mass on a rough plane will be considered. Last, Section considers the general
framework to solve the[QCPlwith dry friction of a system of material points in a straight line,
therein our solution approach is presented based on the correct application of FILIPPOV’S

rule and [LMPl

6.1 Dry Friction with Filippov’s Rule

Friction is a complex phenomenon that significantly impacts mechanical systems. While
much is known about friction in specific situations, a universal understanding remains elusive,
making it challenging to anticipate and manage. It’s rarely absent in natural or business
processes, and its presence often limits performance. To mitigate its negative effects, model-
based friction compensation is widely used, which requires an accurate friction model to
apply counteracting forces. This need has led to the development of numerous mathematical
models to describe friction’s influence on machine behavior, as it’s an unavoidable force in
the feedback control of moving systems, cf. [6].

We will focus on a specific group of frictional phenomena: dry friction between material

103



Chapter 6. Switched Optimal Control Problems with Dry Friction

points in a straight line, and dry friction acts between the rough plane and the mass point.

Dry friction (Coulomb friction) systems, as well as general differential equations with
switches or jumps on the right side, can lead to locations where a classical solution does not
exist. FILIPPOV’s generalized solution notion for differential equations provides a solution
in this case. FILIPPOV’s concept of solution provides a physically relevant answer for the
special situation of dry friction.

6.1.1 A General Framework: Discontinuous Dynamics’s Idea

Dry friction always opposes the relative motion and is proportional to the normal force of
contact, regardless of the area of impact. Dry friction, see Fig. [6.1] is a type of friction that
is only affected by the direction of the velocity and not by the magnitude of the velocity. It
is modeled as a static map between velocity and friction force that depends on the sign of
the velocity,

F = F, sgn(v).

The frictional force between two bodies is assumed to be proportional to the normal force
N on the area between the bodies at the point of contact. The proportionality factor is the
material- and speed-dependent coefficient of friction p, which was assumed to be constant in
the original model:

[Eyl = |1l

For zero velocities the above dry friction depends upon the sign function definition.

l”

F,'x C’, v

7Z77TTTTTTTT T

Figure 6.1: Dry friction.

The frictional force is tangential to the friction surface and is opposed to the direction of
movement of the body:

F, = —ulNlesgn(c"p),

where ¢ is a unit vector orthogonal to the friction surface, ¢’p describes the tangential
velocity along the sliding surface, the coefficient of friction y is continuous, p > 0 applies. If
t}le slip surface is modeled by the equation g(p) = 0, then N = G\, G = g—p applies, since
G\ is even describes the coercive force. This gives you the equation of motion

Mp = f+ G"X = p|Nlesgn(c"p),

g(p) =0,
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where M is the mass. Here, inconsistent switching for the switching function o = ¢”'p occurs
because of

Do, =c" M7 (f + GTA — u|N|e), (6.1a)
Do_ =c" M7 (f + GT A+ u|N|e), (6.1b)

when the forces in the direction of ¢ are smaller than the frictional force
Do, -Do_<0& "M (f+G")\) < u|N|c" M~ e,

where Do, Do_ are directional derivatives of the switching function in the direction fi,f_,
respectively, see Subsection [5.1.3] FILIPPOV’s generalized solution concept leads to

Y= af+(t>y) + (1 - a)f*(t7y)7 (623)
0=0(ty), (6.25)

on the system

Mp=f+G"X+ (1 —2a)u|Nlc, acl0,1], (6.3a)
9(p) =0, (6.3D)
c'p=o. (6.3c)

From the claim & = ¢”'j, the system is obtained for the sticking phase

M+ GTY)
Mi = Ty C
B=/+GA cI'M—1c ©

g9(p) =0. (6.4D)

Because of 0 = ¢Tp = 0, there is no motion in the direction of ¢, i.e., the body is stuck.
Alternatively, the system equations during the sticking phase can also be obtained by adding
the equation o = ¢I'p = 0 and with an additional LAGRANGE multiplier Ag:

Mp=f+G'X\+ g, (6.5a)
g9(p) =0, (6.5b)
c'p=o. (6.5¢)

T —1 T
Differentiation of l) yields A\gp = —W, so after elimination of Agr, one gets

(6.4) again. This equivalence is summarized in the following lemma.

Lemma 11. For systems of form

Mp = f+G"X— pu|Nlesgn(c"p)
g(p) =0,

the treatment with FILIPPOV s solution concept and the additional condition cT'p = 0 as well
as the treatment by inserting additional LAGRANGE multipliers lead to the same result.
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Two-mass oscillator
To illustrate this idea, consider a two-mass oscillator with dry friction between the bodies:

mlp.m = fl - ngn(px 7py)a
m2p.y = f2 + NSgn(paL‘ - py)

The switching function is ¢ = p, — p,. Here c = (1 —1)T applies. The shifting process is
inconsistent when the external forces are not large enough to overcome the stiction:

1 1
SPEIEL
mi mo

Do, -Do_ <0< ’fl
my ma
The differential equation for the sticking phase is obtained from system (6.4])

(m1 +ma)p, = f1 + fo,

(ml + m2)py - fl + f27
i.e., both bodies move together under the influence of the total force.

Remark 38 (Extension to the nonlinear case). In the general case where the right-hand side
of the differential equation depends non-linearly on sgn(o), Lemma |11 no longer applies. In
this case, the treatment with FILIPPOV’s concept of solution and with the help of additional
LAGRANGE multipliers yield different results. They also differ from the treatment method
proposed in [91]. This is shown below.

The system

f+(y) foro >0

f-(y) foroc<0’ fe # 5=

y = f(y,sgno(y)) = {

be considered in the inconsistent case.
Case 1: Treatment with FILIPPOV’s concept of solution

o
f-
y=afy+(1-a)f- = fa, a€[0,1], ;
0=0(y). >
With that one gets
_Doyf -Do_f, T

Doy — Do_
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Case 2: Convexification within f

o
In [91] values from [—1,1] are allowed for the f-
sign s = sgn(o(y)), in contrast to FILIPPOV
the convexification is carried out within f:
y=1(y,s) \
0=0(y).
If 0 # 0, then 6 = o(y, s) = 0 can be resolved
to s. (Conditions for s € [—1,1] can be found i
in [91].)

Case 3: Treatment with additional Lagrangian multipliers
The new right-hand side is thus the projection of f onto 0 = 0. Note that in the figure,

o
The treatment with additional Lagrangian multipliers u
gives nonsensical, ambiguous results here: Solve the system fo

. oo T

g = f(y,sgn(o)) + oy "

0=0a(y), Pi-J Py
after pu = f(g—g(g—g)T)’lg—‘;f, this results after insertion

. f+
| AN LA Jo f
o dy) \ oy \dy Ay |

Pfy and Pf_ denote for the respectively projection of f, and f_ onto o = 0.

6.2 Optimal Control of a Point Mass on a Rough Plane

In this section, we consider solution approaches for optimal control of a point mass on a
rough plane, both analytically and numerically. The model in this section (see Subsection
6.2.1)) is proposed by Prof. N. BOLOTNIK in our private communication, see [24].

6.2.1 Mathematical Model of a Mechanical System

Consider a mass point that moves in a rigid inclined plane II under the action of a control
force F, applied to this point. Coulomb’s dry friction acts between the plane and the mass
point. The contact between the mass point and the plane is represented by a unilateral
constraint that prevents the mass point from passing through the plane but does not prevent
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from separating from it. This fact is reflected in that the normal reaction force can be
directed only to one side with respect to the plane. Introduce two right-handed rectangular
coordinate systems: OXYZ and Ozyz. The point O lies in the plane II, the X-axis is
horizontal, the Z axis points vertically upward, the z-axis coincides with the X-axis, and the
coordinate plane zy lies in the plane II. In this case, the angle « is formed by the axes Y
and y in the inclination angle of the plane. We assume that v € [0, 7/2) and that the point
mass can physically move in the half-space z > 0.

Derive the equations of motion of the mass point in the plane II. Let m denote the mass
of the mass point;  and y the coordinates of this point in the plane II; f,, f,, and f, the
components of the control force F in the coordinate system Ozyz; k the coefficient of the
dry friction between the plane II and the mass point; g the magnitude of the acceleration
due to gravity.

Coulomb’s friction force R acted on the mass point by the plane IT is defined as follows:

—kN H%II’ v #£0,
, v=0, |®]<EkN, (6.6)
—kNH%H, v=0, [®|>EkN,
where v is the velocity of the motion of the mass point in the plane II, N the magnitude
of the normal reaction of the plane on the mass point, ® the projection onto the plane II
of the resultant of the impressed forces applied to the mass point. By impressed forces, we
understand all forces applied to the mass point, apart from the forces of interaction of this
point with the plane, i.e., apart from the friction force and the normal reaction force. If ®,

is the resultant of the impressed forces applied to the point mass, then the force ® is given
by

P=®,— (®,,e,)e,, (6.7)

where e, is the unit vector of the z-axis of the coordinate system Ozxyz.
In the case under consideration, the impressed forces are the control force F and the gravity
force mg, where g is the vector of the acceleration due to gravity. In the coordinate system
Oxyz, we have
T . T
®,=F+mg=_[f f, f] +[0 —mgsiny —mgcosy| , (6.8)
. T
®=|f, f,—mgsiny 0] . (6.9)

The components of the friction force in the plane I are defined as follows:

kN, v] £ 0,

v

R, =< —fa, if |[v|| =0, |®] <kN, (6.10)
RN i v =0, @] > kN,
~kN Ry, if [|v| #0,

R, =< —f, + mgsiny, if |v] =0, ®| < kN, 6.1)
_kNW%’ if |[v|| = 0, |®| > kN,
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where

1®] = /£ 4 (fy —mgsinn)2, vl = \Jo2 +02 = Vi1 2. (6.12)

In the vector form, the equations of motion of the mechanical system under consideration
are given by

r=v, mv=F+mg+N+R, (6.13)

where r is the position vector of the point mass relative to the point O and N is the vector
of the normal reaction of the plane. In the coordinate system Oxyz, these vectors are
represented as follows:

r=[z y z]T, N=[0 0 N]T. (6.14)
In the coordinate form, the equations of (6.13)) become

mi = fm + Ry,
my = f, —mgsiny + Ry, (6.15)
0=f,—mgcosy+ N.

The last equation takes into account the fact that the mass point is constrained to move in
the plane IT and, therefore, z = 0.
Solve the last equation of (6.15)) for N to obtain

N = —f, +mgcosy. (6.16)

Since the mass point is kept in the half-space z > 0 and the constraint is unilateral, the
normal reaction force cannot be oriented in the negative direction of the z-axis; hence, we
have

N >0, (6.17)

Inequality (6.17)) and expression (6.16)) imply the upper bound for the z-component of the
control force:

f2 <mgcosy. (6.18)

If this inequality violates, the mass point will separate from the plane II, which is not allowed.

6.2.2 Optimal Control Problem

For the system
mi = fr + Rza
mij = f, —mgsiny + R,,

where R, and R, are defined by expression (6.10)) and (6.11) for N = mgcos~y — f,, find a
control force F with the components f., f,, and f, that satisfies the constraints

(6.19)

2 2 2 2
2+ [+ f2<U?, (6.20)
[ <mgcosy, (6.21)
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and transfers the system in a minimal time 7" from a given initial state

to a given terminal state
z(T) =z, yT)=yr, «(T)=dr, YT)=yr. (6.23)

Inequality constrains the control force in the absolute value. Inequality requires
that the z-component of this force does not exceed the magnitude of the projection of the
gravity force onto the normal to the underlying plane; otherwise, it is impossible to provide
a non-negative value for the normal reaction V.

Now, we can rewrite the system (6.1956.23) as the following [OCP

min
r(-),v(:),F()
s.t. T =0z, Y=y,
My = fo + Ry, miy = fy —mgsiny + Ry, (6.24)
2+ fg + f2<U? f, <mgcosv,
33(0) = x07y(0) = Yo, UI(O) = Uwoavy(o) = Uyo»
I‘(T) = IT’y(T) =Yy, UJC(T) = arT7Uy(T) = Uyr;

where r, R, and R, are defined by expression (6.14), (6.10) and (6.11)), respectively, for
N = mgcosvy— f,, the control force F = [fw fy fz} , and the velocity v = [vw Uy O}T

6.2.3 Reformulation

We will solve by using FILIPPOV’s rule and the local minimum principle. We can
rewrite in problem , ie., miy = fy + Ry, and mo, = f, — mgsiny + Ry, as
follows
h+('), if o1 > 0,
V(t) = ho (), if g1 = 0, oo < 0, (625)
h_(), ifo; =0, 09>0,

where switching functions oy := ||v|| > 0 (since (6.12))), o3 := || ®|| — kN; and

1 i fo — kN & . ) fo — kN )

hy()=— |fy —mgsiny — kNl | = — | f, —mgsiny — kN5 |,
m |"Y Il m |7 v

f-—mgcosy+ N 0

1

ho(-)=—=10 0 fz—mgCOSVJrN]T:[O 0 O}T,
m
| Jo = kN gy

V= —|f —magsin~y — kNLz=mgsiny
h-(") m fy —mgsiny Ok:N T ,

First, (6.25) is rewritten by FiLIPPOV’s rule in the following relaxed reformulation

V()= Y ay(Ohy (v(t),F(1), Y a;(t)=La;t) €[0,1], j€J,

JjeET JjeET
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together with additional mixed constraints G(«, v, F) <0, g(,v) = 0, where

gl() = _OéJr(t)O’h
91() = ao(t)(fl, gg() = ao(t)O'Q, (626)
g2(°) :== a_(t)o, G3(+) :== —a_(t)oy.

Some following cases are considered:

1st case: o1 > 0 (i.e., ||[v|] > 0) . Then the relaxed-additional constraints imply ag(t) =
a_(t) = 0, so a unique possible solution is a_(t) = ap(t) = 0, and a4 (t) = 1. Here Gy and
Gs are active constraints, G is inactive one.

2nd case: 01 =0, 02 <0 (i.e., ||v|| =0, ||®] — kN < 0). Then, from the relaxed-additional
constraints, one obtains a_(¢) = 0, and these constraints are satisfied for ao(t) € [0,1],
a4 (t) € [0,1] such that ag(t) + a4 (t) = 1. Here G;, j = 1,3, are active constraints, while G,
is inactive constraint if ||®] — kN # 0 and ag # 0.

3rd case: 01 = 0, 02 > 0 (ie., |[v] =0, ||®] — kN > 0). Then, these constraints imply
ap(t) = 0, and these constraints are satisfied for a4 (t) € [0,1], a—(t) € [0,1] such that
a4 (t) + a—(t) = 1. Here Gj, j = 1,2, are active constraints, and Gz is inactive one if
|®|| — kN # 0 and a_ # 0.

The phase points set is determined by

N(G) ={(r,v,F,a)[01=0,00 =0} ={(r,v,F,a) : |v| = 0,[|®] = kN} # 0.

(For e.g., vy =v, =0, fo =0, fy, = f», cosy=siny and k = 1)
The corresponding phase jump is then determined by

80'1
d(r,v)

s(t) = —aras (t)

+ (brao(t) + baa—(t))

>0,b1,b0 €R
8(r7v)7 al_Oa 1,b2 € )

where 0y = ||v|| = \Jv2 + 02 = \/i2+ 2 r=[z y O]T, and v = [v, vy, O]T.
Therefore, problem (6.24)) is reformulated as follows

min T

r(),v().F().a()

s.t t(t) =v(t), v(t)=h(v,F),
Gi(a,v,F) <0, j=1,2,3, gi(e,v)=0,3=1,2,
Gl(F) <0, j=1,2, (6.27)
JT(O) = ‘r07y(0 = Yo, .13(0) = U1107U’y(0) = Uyoa
.’,E(T) = zT7y(T) =Yyr, Ux(T) = U:chvy(T) = Vyr,
ZjEJaj t) =1, j(t € [Oal]a JE€ ja

where G{ (F) := f2 + f2 + f2 — U?, GJ(F) := f. — mgcos~, and h(-) is defined by
h(v,F) =Y a;(t)h;(v,F). (6.28)

JET
with G;, j € {1,2,3}, are active constraints, depending on [|v/|.
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6.2.4 A Solution Approach with [LMP]

Let us define the augmented PONTRYAGIN function and the endpoint Lagrange function for

problem (6.27),

3 2 2
H="H+ Zﬂj (t)gj (a’ \E F) + Z N;(t)gjf(F) + Z /,Lfgi(a, V)a

j=1 j=1 i=1
T

L(v,ini) = v m(ini),

where adjoint A\(t) € RS*  integrable functions 0 < u(t) € R3*, p9(t) € R?**, Lagrange

multipliers v € R, # := AT (¢) (v(t) h(v, F))T, mixed constrains G, g are given by (6.26)),
mni 1= ('T07 Y0, Vg Vyos T, YT Vg UyT)7 and

2(0)  y(0) 0\
m(ini) := z(T) y(T) 0
T w(0) v, (0) 0
v(T) vy(T) 0

Supposed that (f‘,{/,F,oQ) is a weak local minimum in problem (6.27)), then it satisfies
the [LMP] in Theorem EI, ie., there exists multipliers: o € R*, A € BV ([0,T],R%),
fie L' ([0, TL,R>), il € L' ([0,T),R*), jo € L' ([0,T),R2), di € (C([0,T),R))", such
that

>
Y

O7 ﬁTm(n-m-) = 0,

0, (G(&,v,F)=0, dj>0, dijxp=di,

o1+l + |
[0.T

)

=
vV

dn >0,
]
where D := {t €[0,7] : clm (&,%,F,&)(t) N N(G) # @}, and a df-measurable essentially
bounded function  : [0, 7] — R* such that
3(t) € conv S(clm ((&,¥), (&, F))(t)) for almost all ¢ in dij-measure,

there hold the following adjoint equation in terms of measure

< p OH r 0G N 9y -
_ g% AT T g\ T 9
dr= A ) dt+ ) dt + (49) a(r,v)dt + §d), (6.29)
the tranversality conditions:
. OL(D,ini)  « OL(D,ini)
AN0-)=——F——"", NT—-)=—F—7"—, 6.30
(0-) B(re, vo) (T-) Aer.vr) (6.30)

where rg = (x(O),y(O))7 rr = (x(T)7y(T))7 Vo = (UI(O),Uy(O)), vr = (UI(T)7vy(T))7
and the stationary condition w.r.t. the control:

HVF,6,0) = max  HEF o) (6.31)
IF||<U,0<a<1
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To simplify the problem, consider the particular case where the particle is constrained to
move on a line of maximum inclination and the control force acts in the vertical plane that
passes through the line of motion of the particle, where the initial and terminal positions of
the particle lie on a common line of maximum inclination and if, in addition, the initial and
terminal velocities are parallel to this line, i.e., one has v — 7, so

siny =1, cosy=0, f.=0. (6.32)

Subsequent, the stationary condition (6.31]) implies

A BN A fz f’t/ —mg
F = )= )=z <
H,F, &, \) = Moy + davy + HFHSHI}%)EQS{/\ZL(QJF +a )m + As(ag +a) — }
Aa(1 — ag) As(1—ap)
_ 1—ap)).
Mg Aoty + L max A fe e fy b max {Asg (1 — o))
Here we obtain
A if A 0, ifA 0
max {Asg(1 — )} = 59 1 5>0, ,  where g =< 1 520 (6.33)
0<a<1 0, ifAs<0, 1, if A5 <0,
)\4(1 - 010) )\5(1 - 040) 0, if )\4 = )\5 = 07
+ =
HFHS%%);ocSI{fx m Iy m ) |U|(A3 +A2)1/2,  otherwise,
therein,
A A P A
fo = |U|¢2, fy = U] [l Go =0, ifA2+X2>0. (6.34)

OF+ 2V CYESHNEE

Consider the case 01 =0, 02 <0 (i.e., |[V]| =0, [|®|| — kN < 0). Here ones have a_ =0, G;,
j =1,2,3, are active constraints with the phase points set A'(G) # 0, and the corresponding
phase jump is

) . . Jo o v v v v T
) = (ndo ~ ) =S (% 21 0 o g )" pew

where ag + aq =1, a1 > 0, and 3 := b1&g — a1é. The adjoint equation (6.29)) implies

L cgr OVl Ol
—d)\l :)\I%dt—k(ui]ao —/,6104+) o dt+§] or 1,
S W VLD O L ki Ll d 7S

oy oy
—dls=0

g d d

—d\y = Midt + (@60 — nay) ¥l g, 5,200 ”VH (6.35)
Ovy Oy

53 g OVl 0IIVH
—d)\s = hodt + (160 — dt + 2V

5 = Aadt + (]G — iy )avy X5

—dl\¢ = 0.
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The tranversality conditions (6.30) lead to A(0—) = 0, and A(T—) = 0. Thus, exploiting the
3rd and the 6th equation of (6.35)), i.e., —dA3 = 0, and —dAg = 0, ones get A3(t) = 0, and
A6(t) = 0, respectively. The remain equations of (6.35) get

vl vl

Aalt) = /Otma —ma) bt 4 (rao — ) /H 7y, (6.36)
o) = [ (itao = i) Dlar + (no —mae) [ Oy o)
i) = [+ o i) Byt 1 0100 - ma) [ A, @3
Aalt) = /0t<&2+<fﬁo>o—ﬂ1@+>i');;”>dt+<blao ma) [ WL ryanr).  (629)

Now we consider the case o1 > 0 (i.e., ||V|| > 0); the remain case, i.e., o1 = 0, o2 > 0, can be
similarly analyzed. In this case, ones have & = (1,0,0)T, G = —01, G; =0, j = 2,3, g; = 0,
i =1,2, and N(G) = 0, hence there are no phase point and the phase jump.

Since G, is inactive constraint and the condition 4G(-) = 0, we obtain fi; = 0.

The adjoint equation (6.29)) implies

90, R Y P N N
—dhy = M2t —dhe = 2oV dt, dhy = dhg = 0, —dAy = \dt, —d)s = Aedt. (6.40)

ox ox

Similar to the previous case, exploiting the 3rd equation of (6.40), i.e., —d5\3 = 0, and
—dXg = 0, we obtain A3(t) = 0, and Ag(¢) = 0, respectively. The remain equations of (6.40))
imply

t t
1n(§1)_/ 9% 41 (i) / 8””dt X4=/ Aidt, st/ Aodt. (6.41)
0 a 0 0
6.2.5 Numerical Solution

Table 6.1: Parameters of the mechanical model with dry friction: A Mass Point on A Rough
Plane, therein “~” means no unit, and ¢ = 1,n.

Physical quantity Identifier Value Unit
Number of points n 3

Free fall acceleration g 9.8 m/s/s
Identical point’s mass m 1 kg
Friction coefficient k 0.5 -
Friction /control force F;/f N (1 kg-m/s?)
Angle ZyOY (see (6.2.1) v /3, m/2 rad
Upper force U 10 N

For the system (6.19) with parameters are setting in Tab. where R, and R, are
defined by (6.10) and (6.11]) (more details acan be seen in the previous subsections and

6.2.2) for N = mgcos v — f,, by solving the corresponding [SwOCPI (6.27)) numerically, we

114



Chapter 6. Switched Optimal Control Problems with Dry Friction

obtain a control force F (see Fig. and Fig. [6.3) which satisfies the constraints 1 ,
and transfers the system 1} in a minimal time 7'(s) from a given initial state

z(0) =29 =10, y(0) =yo =1, @(0) =do =10, y(0) =go =5, (6.42)
to a given terminal state

Note that here we exploit the mixed constraints (6.26]) in the relaxed formula as G;(-,e) <0,
j=1,...,7,ie.,

Gi(-) = Gi(+e) = —ay(t)or — ¢,

Ga(") = Ga(*) := ao(t)o2,

Gs(-) = Gs(+) :== —a_(t)oz — ¢, (6.44)
91(-) = Ga(+,€) := ap(t)or — € and G5(+, ) :== —ap(t)or — ¢,

92(-) = Go(-) := a_(t)o1 — ¢ and G7(-) := —a_(t)o1 —¢.

where € > 0 small enough.
For more details, readers can see at https://github.com/DuyTranHD/0CPswitched.

6.3 Optimal Control of Material Points System in a Straight
Line with Dry Friction

This section discusses analytical and numerical solution approaches for optimal control of
a system of material points in a straight line with dry friction, which are based on our
conference paper [121].

6.3.1 Optimal Control Problem

We consider a optimal control of system of material points in a straight line with dry friction,
see [54], which consists n > 3 material points. The masses of these points are taken to be
identical (m; = m,i = 1,n) between the straight line and the points the dry Coulomb
friction force acts. The forces that interact between neighboring points are assumed to
control variables. Assume that z; is the coordinate of the i-th point along the line, v; and
fi are algebraic projections of the velocity of the i-point and the control force (acting on the
(i + 1)-th point from the i-th point) on the straight line, and F; is an algebraic projection of
the friction force acting on the i-th point, see Fig.

The system of points’ motion equations take the form

Tq = Uy,

. i=Tn. (6.45)
mv; = fi1 — fi + Fj,

Hereafter we use the extension of the definition
fo=/fn=0. (6.46)
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Figure 6.2: For the special case v = m/2: control force F' (f,-top left, f, top right) drives
trajectories positions x (middle left), y(middle right), with velocity v, (bottom left), v,
(bottom right) in minimal time 7' = 2.02745(s), where control & = (1,0,0).

The friction forces are determined by the relations

—kmgsgn(v;), if v; # 0,
Fi=4 —fi-1+ fi, ifv; =0&|fi—1 — fil < kmy, (6.47)
fkmg SgIl(fi_l — fl), if v; =0 & |fi—l — fz‘ > kmg,

where k is the coefficient of the friction between the points of the system and the plane; and
g is the free fall acceleration.

Assume that at initial instant all points of the system are at rest and are located at one point
of the straight line, without losing generality, we assume that this point is the coordinate
axis’s origin point.

2:(0) =0, v;(0)=0, i=T,n. (6.48)
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Figure 6.3: For the case v = 7/3: control force F (fx—top left, fy—top middle, f. top right)
drives trajectories positions x (middle left), y (middle right), with velocity v, (bottom left),
vy (bottom right) in minimal time 7" = 8.26367(s), where control & = (1,0, 0).

. Ti—1 xT; ‘ Tit1

‘](?'—2 fi—l f?', fi—i—l
amm m m m > umE
- -— —

Fiy F; Fipa

Figure 6.4: System of material points in a straight line with dry friction.

Let us fix the time of the system’s motion (¢ € [0,7]). We consider motions of the system
that bring all of its points at the final instant 7" to the same position in the straight line with
the zero velocity

2 (T)=21(T), i=2,n, v(T)=0,i=1,n. (6.49)
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Denote by  and v the coordinate of center of system’s mass and the velocity of this center:

n

_ ;293 v=23u (6.50)

i=1

The goal is to find the motion of a system of point that moves the system from state ([6.48) to

state ([6.49)), where the motion is controlled by relations (6.45)) and (6.47)) under unbounded
control forces f;, and maximizes the displacement of the system

z(T) — max. (6.51)

We can rewrite the above problem as in the below formulation of the optimal control problem

max x (T)
2()0( () -
s.t. & (t) = vi(t), i =1,n,
fisifs ﬁ — kgsegn(v;), if v; # 0,
’[)i(t): O, 1fv1:0&|f1,1—f1| Skmg, i=1,n
Lol kgsen(fioy — fi), if vi=0&|fim1 — fi| > kmg,
x;(0) = O,’UZ(O) =0,i=1,n,
zi(T)=z1(T), i =2,n, vi( )=0,i=1,n,

where (6.46)) and (6.50)) are satisfied.

6.3.2 Reformulation

We will solve by exploiting FILIPPOV’s rule to rewrite this problem to a relaxed
convexified one, together with the arising of the additional mixed state-control constraints,
and the is employed to obtain the solution.

By reformulating [ODEE of problem in FILIPPOV’s rule, we obtain the equivalent ones

Zajl )f11 Zaﬂl —10631()6[071],j6j,i:1,n,

Jj€T je€T

with additional mixed constraints g;(v,a) = 0,1 =1,2,3, G;(v,a, f) <0,5=1,...,

gl = 1,z(t)vz(t)
Gy = 042,z(t)vz(t)7

=

g1 = a3 (t)vi(t), Gz :== 0431( ) (fie1 = fi —kmg), Ga = —a3,(t) (fi-1 — fi + kmg),i=1,n,
g2 i= agi(t)vi(t), Gs := —au(t) (fi—1 — fi — kmg),
g3 = a5 (t)vi(t), Gg == ( ) (fic1 — fi + kmg)

where switching functions o1 ; 1= v;, 02 1= fi_1— fi—kmg, 03, = fi1— fi+kmg, i =1,n;
and

hl('ai): — kg, h2('ai):

fia—fi +kg, ha(i) =0, i=Tn,
m

fifl _fi
m
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fz 11— fl fz 1= fz

h4('7i> kg? h5(72) +kga 1= lan-

Denoting u; := (fi71 fiad")y=(fic1 fioni o, as; au as,), i =1,n, and

h(fo0,0) =3 aji(®h; (fi(t), fima (), vi(t),0),  i=1,n, (6.53)

JjET

For i =1,...,n, the phase points set is determined by

N(9)

I,’U,f,Oé)‘O’jJ:O,j:l,2,3}
Jf,’l},f,Oé)"Ui:O, fi—l_fi_kmgzoﬂ fz—l_fl+kmg:0}

{(
{(
0

)

which means that the mixed constraints are regular constraints.

For i =1,...,n, it is not difficult to show that the assumption |45, [RMC] is satisfied. Some
following cases are considered.

If v; < 0 then 15 =033 =0Q4; =05, = 0, thus Qg = 1, the active set 7 = {1,3,4, 5}
fv;=0then0<q;;<1,jeJ,andZ 2 {1,2}. f a1, =l or ap; =1 thenZ = J.

If v; >0then ag; =a3; =a4; =a5; =0, thus a;; =1 and Z = {2, 3,4,5}.

Thus, problem is reformulated as the following relaxed one

min —a:(T)
2(:),0().f () ()
’Oi(t):h(f7v77f ) -
Qj(.,i)SO,j: e, 6, gl( )f() 1=1,2,3, i=1,n, (6.54)
xZ(O) :077)2-(0) =0,
i(T) = z1(T), i = 2,n, v-(T) —0,
e aiilt) = 1Lai(t) €[0,1], j € T,

therein h(-) is defined as in (6.53), and equations (6.4616.50) are required, with G, (-,7) is an

active constraint, j € Z, where the index set Z depend on the value of v;, i = 1, n.

6.3.3 A Solution Approach with [LMPI

We then can study :6.52) by solving (6.54), and the equivalent optimal solution can be
implied. By using [LMP] we can derive the necessary condition of problem (6.54)).
We define some needed functions as follows.

(i) Augmented PONTRYAGIN function

6 3
7-2(3:7 v, f7 O‘) = A(t)THO(x(t)’ U(t% f(t)v a(t)) + Z:ujgj (a’ f’ v, Z) + Z H“qu(av v, i)a

j=1 =1

where p;(t) > 0,5 =1,...,6, pj(t) e R, 1 =1,2,3, and

Ho(-) = (ni(t) ... woa(t) h(fyo,1) ... h(fo,n)"
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(iii) Endpoint LAGRANGE function

Ly (o, v, 7, v1) = 7 (vl(O) o oa(0) i (T) ... v (T)

21(0) ... z,(0) 0 ... xn(T)—xl(T)>T

Then, from the Theorem “local minimum principle”; [45, Thm. 1], there exists a tuple of
multipliers (X, 1, ..., g, V) satisfying the below properties: A : [0, 7] — IR?" is a Lipschitz
continuous function, p; : [0,7] — IRy, j = 1,...,6, uf : [0,7] — IR, j = 1,2,3, are
measurable bounded functions, v > 0 is a vector; and such that the conditions (a) - (g) of

LMP hold true.
(a) the nonnegativity conditions

v>0, p; >0, i=1,...,6,

(b) the non-triviality condition
T 6
|y|+/ > y(t)dt >0,
0o “
j=1

(c¢) the complementary slackness conditions: Ly, (xg,vo, Zr,vr) =0,
(d) the pointwise complementary slackness conditions
wi(t)G;(-) =0ae. on [0,T], j=1,...,6,

(e) the adjoint equation

T

A = (B @,07 (1), (1), 0% (0) G (1), 0% (1), (1), 0 (1))

(f) the transversality conditions

T

AO) = = (35 (@ (0),2*(1)) G- (a(0),2"(1))
T

AT) = (852 (@ (0). 2" (1) Ge(a* (0),2* (1))

oxT vt

(6.55)

(6.56)

(6.57)

(6.58)

(6.59)

(6.60)

(g) the stationarity condition of the extended PONTRYAGIN function w.r.t. the control

OH
Do
oM
af

(™ (t),v*(t), f*(t),a*(t)) = 0 a.e. on [0,T],
(x*(t),v*(t), f*(t),a*(t)) = 0 a.e. on [0,T].
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With i =1,2,...,n, we have

OH i-1—fi
Do, = Anti (f L= fi kg) — K104, (6.63a)
K
OH i i
Dons Anti (f 1m fi + kg) + povi, (6.63b)
on
das, Vi ps(fi-1 = fi = kmg) + pa(fir — fi + kmg), (6.63c)
OH fior— 1
Do, ( o kg) + pdvi — pdvi — ps(fior — fi — kmyg), (6.63d)
OH i i
s Ancti (f 1m / + kg) + p3vi + pe(fi-1 — fi + kmg), (6.63¢)
OH asz;—1
af; = Anti 3/:71 T H3Q3,; — (a0 + 504 — HeQU5,4, (6.63f)
87'_[ l1—« i 87'_[
Ofiy An-ti 21— g0+ paos; — Hs0u + Ho0s,; = “af (6.63g)
Then, using the stationarity conditions (6.6116.62)), we obtain
PV = Anti <fl lm fi kg) ; (6.64a)
H2v; = _An+i (fl ITI”L fl + kg) = —HU1V; — 2An+ikg, (664b)
0= pfvi — p3(fi1 — fi = kmg) 4+ pa(fi—1 — fi + kmyg), (6.64c)
)\n 7
= (fi-1 = fi — kmg) ( ﬂ:_ - M5) ; (6.64d)
/\n+i
- (fz'—l - fz + kmg) (m + ,uﬁ) y (6.646)
1-— Otg’i
0=MAts o H3Qu3 5 + a3 i — Hs0iq i+ Qs ;- (6.64f)

From the pointwise complementary conditions and the fact that G;(-) is an inactive
constraint, j ¢ Z, one obtains u;(¢t) =0, j ¢ Z. Note that here fy = f,, =0, and n > 3.
Case: v; =0,i=1,n,ie,Z={1,2,3,5}, a; = (0,0,0,1,0), where we choose ay; = 1.

The conditions help us obtain

|fic1 — fil = kmg, (6.65)
therein we assume that pus # 0 and A\, 4; # 0, for i = 1,...,n. Then we obtain
Ul(t) =0& ’Uz(t) =0, t e [0, tn] \ [ti,h ti} (666)
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Chapter 6. Switched Optimal Control Problems with Dry Friction

Case: v; #0,4=1,2,...,n. We consider the cases v; > 0 and v; < 0. From (6.64al6.64b]),

and remember that v;(T) = 0, i = 1,n, we can imply

. . fi,1 — fi B e . —k‘g if v; > 0,
0i(t) = =———— — kgsgn(vi(t)) = {(n —9)kg ifv; <0
o Jke(T -ty iftet,,T),
< Ul(t) B {(TL - Z)kgt ift € [ti—17ti}7 (667)

where the stopping time of the ith point is determined by t; = V/it1, i = I, n, and then the
time of the speed-up of center of mass can be used to obtain
vVni

Finally, from , and (6.67)), we deduce that the motion the system of points is determined
by the following relations

(n — 2)kgt, ifte [tifl, ti],
”Ui(t) =140, ift e [O,ﬁn] \ [tifl,ti], 1 =1,n, (669)
kg(T —1), ift € [t,, T).

where t;, i = 0, n, is defined by (6.68)).
Remark 39. We obtain the same result by comparing with |54, Eq. 2.16] for n > 3.

6.3.4 Numerical Solution

We consider a system consisting of n = 3 material points which lie along a horizontal straight
line. More descriptions in details can see in the previous subsections of Section [6.3] In this
section, we use the following parameters, see Tab. in order to find the motion of a system
of point to maximizes the displacement of the system (6.51)), in the case where this motion is
governed by and , takes the system from state (6.48) to (6.49) with 7" = 10(s),
and z;(T) = z1(T) = 10(m), i = 2, 3, and a staring control forces f; = 2(N), fo = 4(N).

We solve problem with above parameters and remembering that fo = f3 = 0(N).

[T

Table 6.2: Parameters of the mechanical model with dry friction, therein “~” means no unit,
and 1 =1, n.

Physical quantity Identifier Value  Unit
Number of points n 3 -
Free fall acceleration g 9.8  m/s/s
Identical point’s mass m 1 kg
Friction coeflicient k 0.5 =
Friction/control force F,/f; N

We obtain the maximal displacement is 94.514(m) by MUSCOD-II, see Figure For more
details, readers can see at https://github.com/DuyTranHD/0CPswitched. Note that here
we also use further relaxed e for mixed constraints of problem (6.54)), similarly to Subsection
0.2.0l
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Differsnitfal State Furetion &

DifTarantlal State Function 1

Differential Stake Furctfen 2

walcehly w1

=20 =10

2o

Figure 6.5: Positions of three points: x7 (top left), x5 (top middle), and x3(top right).
Velocity of three points: v; (bottom left), va (bottom middle), and vs(bottom right).
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Chapter 7

Overview and Outlook

7.1 Overview

( SwOCP )

Filippov's | rule

Convexified
SwOCP

convex hull | relaxation

. direct .
reformulation multiple shooting
gRC.SwOCP [RC.SwOCP

(quadratic terms in VCs) (linear terms in VCs)

CQs | linearized .
reformulation

IBMP feedback alg./active set method
neighboring feedback Optimal controls switching point alg./SAR-NFL

Figure 7.1: Dissertation overview diagram.

regularity

The general framework to solve is presented, as well as such problems that
appear in real-life applications, like e.g., the subway problem, the flat hybrid automation with
a DC electrical network, and dry friction problems. Through specially tailored FILIPPOV’s
rule and relaxation, is reformulated, and the resulting problem is then solved in two
approaches.

As an indirect approach, the Maximum Principle takes the role of solving the
efficiently. From the local maximum principle, the optimality conditions are obtained by
exploiting relaxed reformulations; therein, FILIPPOV’s rule is exploited carefully with further
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convex hull relaxation, which allows us to treat the switches (i.e., the integer controls) exactly
without using the rounding schemes. Numerical applications are considered in the subway
problem and some instances of dry friction: a system of material points in a straight line
with dry friction, and a point mass on a rough plane.

The direct approach with the direct multiple shooting method is proposed as the sec-
ond approach that gives rise to Nonlinear Programming reformulations solved through a
specially tailored [SQP)] algorithm, wherein the regularity of the constraint qualifications is
checked carefully. By employing the block structure of the quadratic programming subprob-
lem in some special cases, one shows that the switches can be treated from the derivative
with respect to the discretized state trajectory, which is confirmed by the active set method
for vanishing constraints. Furthermore, a neighboring feedback law is proposed to obtain
feedback controls. Subsequently, the[CIAlis considered as another approach to reformulating
the As a state-of-the-art direct approach to treating switching points effectively,
a switching point algorithm is proposed, which comes from discontinuous dynamics. Some
applications are considered to illustrate the efficiency of the approach and include the sub-
way problem, the flat hybrid automaton with a DC electrical network, and the dry friction
problems.

Some auxiliary results, and open problems, such as the Grébner basis approach, a concept
about over-under estimating, and the Competing Hamiltonian algorithm, are considered in
the Appendices.

7.2 Outlook

In future work for the feedback algorithm and condensing procedure with block structure
for the subproblem, with vanishing constraints will be investigated for the general
case. Furthermore, by considering the general case (not just the scalar function) of the
switching function, and the path constraints will be taken in the general results will
be established. Therefore, one can treat the switches directly to the derivatives of the point
constraints and path constraints.

The case when the control u enters nonlinearly into the right hand side function of of
(or[SOCP)), remains an open question for further investigation. Thus, future research
will cover this problem by considering the reformulation and relaxation of FILIPPOV’s rule
in some special structures of (or SOCD).

The new reformulation for the mixed state-control constraints of may be pro-
posed, which is based on the analytical regular property of these constraints. One can apply
it for other types of [OCP] and some respective numerical tests for dry friction problems will
also be considered.

Instead of using to generate derivatives, automatic differentiation (ADI]) can be used
to improve the approximation. Moreover, internal numerical differentiation (IND) can help
to freeze adaptive components. In future studies, we may apply this concept to numerical
examples and compare the findings to those in this dissertation to demonstrate that the
quality of our approach will be slightly better with

Some open problems to work on are considered in Appendix [B] including the Grébner
Basis Approach for solving [SwOCP] and an idea about over-under estimating switches. This
general heuristic approach will be developed to be more efficient and widely adopted.
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Appendix A

Auxiliary Results

This appendix collects all auxiliary theories, and auxiliary numerical results.

A.1 An Example of Incorrect [(OCP!

We start with an example as follows

min |z (tf)];
byu(t), ifdTz(t) >0
st #(t) = +uld), : Tm( )>
b_u(t), if d*z(t) <0;
lu(t)| < 1,t €[0,t], (0) = o,
where t; =3, d=(1 1), b, = (=1 0)",b_=(0 1), 20=(2 1)7,zeR2
Problem (A.1)) with a discontinuous right hand side under the solution of the [ODFE], we hence

will consider the solution according to FiLipPOV. Then we get a corresponding problem

. 2
min (¢ )]l

byu(t), if dTx(t) > 0;
st.  &(t) = < b_u(t), if dTz(t) < 0; (A.2)
a(t)b_ + (1 — a(t)by)u(t), ifdTz(t) =0; «ft) € [0,1],

Problem (|A.2)) can be rewritten in the equivalent form

min [a(tg)];
st 2(t) = (a(t)b- + (1 — aft
lu(®)] < 1, a(t) € [0,1], o

Note that in problem (A.3)), it is easy to show that the set of admissible velocity

))opJult), t € [0,¢s], 2(0) = o, (A.3)
t)dTx(t) <0,(1—a(t)dz(t) >0, t € [0,tf].

Ui={veR?:v=(ab_+ (1 -a)by)u,ac|0,1],|ul <1} (A.4)
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is non-convex. Therefore, problem (A.3) may not have a solution or be incorrect which we
will show now. Together with the problem (A.3) we consider the following problem, where
the set U is replaced by its convex hull conv(U):

min [z (ty)]|3

st @(t) =71 () (b= 4 by) +72(t) (b= — by) —b_, 2(0) = o,
'Yj(t) € [O’ 1]7 ] = 1727
() + 72 () — 1)2dTa(t) < 0, (72(t) — 71 (1)) 2d (1) > 0,

tef0,tf]. (A5)

In the problem the control

7N =1, %) =0,te[0,1;  At) =05, 15(t) =0, t €[1,3],
together with the corresponding trajectory x°(t), t € [0, 3],

() =2—t,29(t) =1, € [0,1]; 29(t) =1 — (t —1)/2,250t) =1 — (t — 1)/2,t € [1, 3],
satisfy the relations

d'a(t)y=1-t>0,t€0,1]; d'a°t) =0, te[1,3]; ;) =0.

Hence the control 7°(t), t € [0, 3], is feasible and optimal in the problem .

Let us come back to the problem . It is easy to show that the cost functional value
in the problem and consequently in the problem is greater than zero for each
feasible control. For example, the control

w(t)=1,t€[0,1], u*(t) =0,t € [1,3], a*(t)=0,te][0,3],

is feasible, its cost functional has value zero, hence it is optimal in the problem (A.3)).
To show that the problem (A.3) is incorrect, we construct a control

u® (1), oI (t), t €0,3]
such that for any € > 0 it satisfies the following constraints
@) <1, 9(t) € [0,1],t € [0,3]
the corresponding trajectory z(¢) (t), t € [0, 3], satisfies the mixed constraints in the problem
(A.3) with the accuracy ¢ and the cost functional is equal to zero. For this purpose, we
choose an integer parameter M > 0 and define time points at the interval [0, 3] as follows:
7, =14+jh=14+4/M, j=0,1,...,2M, h=1/M.
The controls o™ (t), uM (t), t € [0, 3], are constructed by the following rule

Mty =0, uM(t) =1, t € [0,1],
M)y =1, uM(t) = -1, t € [r2), T2j41),
M@ty =0, uM(t) =1, t € [rj41,T2j41)), =0,1,..., M — 1.

2 Lo Q
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The corresponding trajectory 2 (t), t € [0,3], in the problem (A.3)) is
sMty=2—t, M @t)=1, t€0,1],

ot (t) = a1 (r25), 23" (1) = 21 (725) — (t — 725, t € [125, T2j11),

x{w(t) = Qﬁiw(ng) — (t — T2j+1)7 l‘é\l(t) = xé\/[(TQjJr]), te [T2j+1,7'2(j+1)),j =0,1,...,M —1.

Hence the following equalities hold true

i (ro5) = 23 (125), 5=0,1,..., M,

deM(t) x{\/[(t) - xé‘/[(t) =1—t, tel0,1],

dT[I;M(t) = .Tiwa') - l'éw(t) =t— 7'2]‘, t e [T2j?7—2j+1);
=z

de]VI(t) {V[(t) - l’é\/[(t) =h— (t - 7_2j+1)3 te [T2j+1aT2(j+1))a j=0,1,..., M -1,

which means that
0<dlaM(t), te[0,1); 0 <dPa™(t) <h=1/M, t€1,3].

Thus the control o™ (t), uM(t), t € [0,3], and the corresponding = (¢), t € [0,3], in the
problem satisfy mixed constraints with the accuracy h = 1/M and the cost functional
is equal to zero. For M — oo the trajectory a™(t), t € [0,3], converges to the optimal
trajectory z%(t), t € [0, 3], of the problem (A.5), however the control o™ (¢), uM (), t € [0, 3],
does not have a “resonable” limit. This shows that the problem is incorrect.

A.2 Numerical Example with FILIPPOV’s Solution
This section will continue to discuss problem (A.1f). As a result, we get the problem

min ||z (ts)]5

st a(t) = (Ba(t)b- + Br(E)bs Jult), t € [0,1],
x(0) = o, (A.6)
a(t) € [0, 1], a(t)d"x(t) <0, (1 — a(t)dTa(t) > 0, t € [0,t],

B1(1)] < alt), [B2(8)] < (1= a(®)), t € [0,1]-

We will solve (A.3]) and (A.6]) numerically by using MUSCOD-II. We start by writing them in

numerical-details form

min  [z(3)[|3

st @)= (1—a(t) a) u), te0,3], (A7)
2(0)=z0=(2 )7, [u®)| <1,a(t) €[0,1], t € [0,3],
a(t)(@1(t) — z2(t)) < 0, (1 — a(t))(z1(t) — z2(t)) = 0, t € [0,3],

min  [|z(3)|

st @)= (=B(t) Ba(t)) u(t), t €0,3],
2(0)=z0=(2 1), Ju(t) < 1,a(t) €[0,1], t € [0,3], (A.8)
a(t)(@1(t) — wa(t) < 0, (1 = a(t))(@1(t) — @2(t)) > 0, t € [0,3],
1B1(t)] < a(t), [B2(t)] < (1 —a(t), t € 0,3].



Code, data, and result files (see https://github.com/DuyTranHD/0CPswitched) are saved
under names: simple-test and simple-test-2, which are corresponding with and ,
respectively. Then one obtains the optimal solution, see Tab. which shows that it has
the strong significant (in the computation time and the number of [SQP) iterations) when
dealing with multiple shooting.

Table A.1: Comparison between incorrect and correct application of FILIPPOV’s rule.
Therein, control (u,c, 81, 82), state trajectory (z1,x2), and computing time is counted in
second, and # means infeasible solution. In the multiple shooting method, 50 shooting in-
tervals are hired.

Content One time of convexification Two times of convexification

Multiple shooting 29 SQP iterations 6 SQP iterations

Objective 8.027F + 00 1.678F — 11

Control # (—9.523F — 13,3.686F — 17,1.037E — 08, —8.620E — 10)
State trajectory # (—2.514F — 06, 3.235E — 06)

Convergence error convergence achieved

Computing time 5.286 0.436

A.3 Competing Hamiltonian Approach

In this section, we consider the [QCP| with integer controls in the formulation as follows

Lo () + [ 1), ()
s.t. z(t) = F(x(t), u(t), ay(t)),
0 <r(z(to),z(tyr))
ZwGW Olw(t) = 17 0< O[w(t) < ]-7
weld, weW,teT =lto,ty],

(A.9)

where F(z(t),u(t), a(t)) := 32, ey aw(t) (f4 (@(0), u(t), w) + f- (x(t), u(t), w)).
We firstly would like to write down the maximum principle for problem (A.9).
The HAMILTON function (augmented-extended PONTRYAGIN function) of SwOCP] (A.9) is

H(z,u, o, N) = AT F(x,u, ) + 67 1(2,u),

Uty @, p) =m(x(ty)) — pr(zto), x(ty)),
where o = [y @y,]. As the principal approach, the [LMP] reads

B(t) = F(x(t), u(t), a(t),

ox

z(to) = o,
with the terminal condition of the costates

Aiy) = *WT(tgf(t)’p) _ 7amTéi(tf)) +p8r(x(tg)a;x(tf))’
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if t; is free, we have in addition

OW(ty,x(ty),p) _ Om(x(ty)) par(x(tO)»x(tf))

8tf 8tf 6tf

g't:tf -

The controls u and o must be determined as u*(z(t), A(¢)) and o*(x(t), A(t)) such that the
Hamiltonian is maximized everywhere

{u*,a"} = arg max {H(x(t),u,, A(t))} a.e. on [to,ts]
well,ael0,1)2™

This means that for every ¢ € [to,t] a finite optimal control problem must be solved.

To track the integer controls w, we use the so-called Competing Hamiltonians approach,
which has to our knowledge first been successfully applied to the optimization of operation
of subway trains with discrete acceleration stages in New York by BoCkK and LONGMAN,
see [20,/21]. We recall that the discrete controls w € W = {wy,...,w,,}, and consider
continuous controls v € U, a € [0,1]>"", and F = F(z,u, o, w). We will treat the controls
by introducing W = {w1, ..., wn, }.

The Competing Hamiltonians algorithm is described as follows.

1. For all w € W determine

{u*,a"} = arg max H(z(t), u, o, A(t))}

u€lU,a€l0,1]2"w
and solve the problem for the continuous controls. Then setting
hy = H(z,u* 0k, N), w=wy,..., w,,,
therein, h,, are the Competing Hamiltonians.

2. Solve the Maximum Principle for the discrete control w
(x,\) = ha (2, A, .
w*(z, A) = arg max{h, (z, A, w)}

Then the switches can be treated by the difference between the function with maximum
values and the function with values closest to the maximum function, so-called switching
functions

o define Q; := hy — h; > 0, with w is the current optimal value of w, and j €
W, # .
e monitor if one Q; has a zero, determine “switching point”, change from © to 7,

and redefine the Q;.

Roots of this switching function indicate switched points from one optimal mode to the next.
To illustrate some how a switch is treated, we explain as follows.

1. Suppose that w; is the current optimal value for w. We define switching functions
Qj := hw, — hj, where j # wy, j € W. See Fig. [AT]for j = w,.

2. Check, if an equality ); = 0 is hold, then one determines a switching point j, and
redefine @); with j is the current optimal value for w. For instance, we start with
j = ws, see Fig. If no, one moves to next step.
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Figure A.1: Step 1 of the explanation.

hwl hw; hw3

I
l

Figure A.2: Step 2 of the explanation, where j = ws is a switching point.

Qu,

Ry, s,

Figure A.3: Step 3 of the explanation.

3. One checks the switching condition for other point. For instance, we consider w3 and
check Quy = P, — hu,, see Fig. [A3]

4. Keep doing this until there are no more points left.
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We obtain the following boundary value problem with switching function from the first
order necessary conditions of optimality (the Maximum Principle)

&(t) = F(z(t), u(t), aw),
OHT 78FT(x(t),u,a)

At) = - or Ox A®)

£C(t0) = Xy,
iy = 2mICD) | oriata)atey) (410

{u*,a"} = arg max {H(x(t),u,a, A(t))} a.e. on [to,tf]
ueU,ael0,1]2"w ’

ol (x(t),u)
-0 oz ’

+p

w*(z, \) = arg gle%{hw(x, A w)},
Qj =hgy —h; =0.

System (A.10]) is solved with an advanced Multiple Shooting method, which is capable of
treating such multi-point boundary value problems. The controls are indirectly determined
by pointwise optimization of the Hamiltonian as functions of states and adjoints.

A.4 A Second-Order Sufficient Condition

This section covers a second-order sufficient condition for a Weak Local Minimum in an
with mixed state-control constraints. Main proposed result and the proof of the main
theorem are considered in details.

Sufficient second-order conditions in optimal control are earlier investigated, see, for example,
[26,127,194,|129]. The most general results on sufficient conditions of the second order in
optimal control were published by OSMOLOVSKII, see [981(99].

Now we will formulate sufficient conditions of the second order for a weak local minimum.
For more general, we consider as follows:

min J(z,u, ) :=m(xz(0), z(T
somin T usa) = m((0),2(T))

s.t. &(t) = F(x(t),u(t),a(t)) for a.a. t € 0,77, (A.11)
G(z(t),a(t),e) <0 for a.a. t € [0,T],
r(2(0), z(T)) < 0.

where the mixed state-control constraints G(z(t), a(t)) is defined by

—a(t)o(x(t)) —
G(x(t), a(t),e) = <(1 - a()t))a(x(t)) is)

with € > 0 small enough. Denoting
q=(z(0),z(T)) = (xo,27), vy=(z,u,a), Y=XxUXxI0,1J.

The local minimum here is a weak local minimum.
Let § = (&, 4, &) € Y is an admissible of (A.11). Set ¢ = (Z(0),Z(T)).
We recall the Hamiltonian and the augmented Hamiltonian of (A.11))

H(y, A) = AF(z,u,0) = AF(y),  H(y, A\ p) = AF(y) + pd(z, ).
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Set My = {t € [0,T] : G(&(t), &(t)) = 0}. Define the critical cone K as follows:

K= {yey: &) = VEGOW, D@0, Al = 0. TG0, Aw)al) = 0.
oG .

for a.a. t € [0,T7; (Z(t), a(t),e)a(t) <0 for a.a. t € Mo} . (A12)

da
Since the classical definition of a critical cone, we see that K can be defined in the following
equivalent way

K={yeY:Vm(§)g<0,z(t) = VF(y(t)y(t), a.e. on [0,T],

gi( (t), &(t),e)a(t) < 0 a.e. on MO} .

Note that the condition K = {0} is not sufficient for local minimality of §. The counter
example can be seen in [100, Example 2.1]. Now let us formulate the assumptions for (A.11)).

Assumption A.4.1 (on the regularity of mixed constraints). [45, Assumption [RMC]

The mized constraints G(xz(t), a(t),e) < 0 are regular in the following sense: at any point
(x, @) satisfying relations G < 0, the system of vectors 8g Z(x, a, €) is positively-linearly inde-
pendent.

Assumption A.4.2. The first order necessary optimality condition for a weak local mini-
mum for § = (T,0, &) is fulfilled: there exist p and \ such that

(~p(0).5(1)) = Vm(3), (A13)
~A) = %(y(t),x(t)) _ A(t)%( () for a.a. t € [0,T], (A.14)
DL 3001, A0), 1)) = A0 I (3(1)) = 0 Jor a.0. 1 € [0,7], (A.15)
D001, A ), (1)) = M0 9 (5(0)) + D) (a(1), (1), £) = O for a.a. € [0,T],
(A.16)
A(t) > 0 for a.a. t € [0,T), (A.17)
a(t)G(&(t),a(t),e) =0 for a.a. t € [0,T]. (A.18)

Assumption A.4.3. There exist C > 0 and € > 0 such that for a.a. t € sm(e) we have

H(@ (1), alt), 0, A1) = H(2 (D), alt), a(t), A1) = Cla — a(t)]
H(E (1), u, &(t), A1) = H(& (1), a(t), &(t), A1) = Clu —a(t)[?
whenever |a — &(t)| <e, |u—a(t)| <e, G(z,a,e) <O0. (A.19)

Therein this set of a small measure has the form

sml(e) = {1t € [0,1]:0 < [T (a(0) 6(1), 6(0), A < e, 0 < |5 (a(0),a0) a(), MD)| < e},

(A.20)
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where € > 0 is arbitrarily small.
We introduce the quadratic form:

T —

y) = "V2m(d)q + / y(OTHG), ML), n(t))y(t)dt, (A.21)

where ¢ = (2(0), z(T)).

Assumption A.4.4. There exists cg > 0 such that
Uy) = co (ol + ull3 +al?) vy e K. (A.22)

Proposition 4. Assumption [A.].]] is equivalent to the following one: there exists cg > 0
such that

w1+ [ (G0 MO0t 0) + FHGOMO)0(0.0) ) de = collell + ul + o)

(A.23)

for all y = (z,u,a) € K and for all v(-) € L™ such that v(u,t) € le](z) (a(t),u(t)), v(a,t) €
TZ(Q) (a(t), a(t)) a.e. on My, where

T 2 R
o) = 3" Vmi@a+ 3 [ o TR0 Ao
and
Tfl(z)(d(t),oz(t)) ={veR": g—i(-,@,e)v + %QTZO;L(-, V)a < 0}

is the second-order tangent to the set A for the pair (&,a) € R?", see, for instance, [39).

A proof of the above proposition can be found in [100, pp. 156].
The main result of this subsection, the following theorem holds.

Theorem 16 (Sufficient second order condition). Let Assumption[A.4.1] - be fulfilled.
Then there exist 6 > 0 and ¢ > 0 such that

() = J(@) = e (lle = &) + llu— > + o — 1) (A.24)

for all admissible y = (x,u,a) € Y such that ||y — g|| < 0.

Proof. The majority of the following proof is based on and modified from the proof in [100}
Sec. 3]. We omit the dependence on ¢t for z, u, «, &, 4, &, etc.

Step 1 For y = (z,u,a) € Y we set Ay = y — ¢ and y(Ay) = HAZE”iO + | Aul? + |Aal.
Assume that condition does not hold. Then, there is a sequence of admissible points
Yn, 7# § such that ||y, — g|| — 0 and

And = J(yn) - J(Q) < 0(’771)7 (A25)
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where v, = v(Ay,) > 0, and Ay,, = (Ax,, Aun,Aan) =y, — 7. Set A F = F(y,) — F(9).
Since Az, = A, F, we imply A, J = A J—l—fo AMALF — Ady,)dt.

Moreover, fo Mindt = Az, [T — fo Mz, dt = Vm(A)Ag, + fo AL (§) Az, dt.
Therefore,

L LOF
And = Aum — Vm(3)Agn + / (A F — A (9) Ay )
0

OH

T
= Apm — V(A Ag, + / (AH — — (9,
0 8$

XAz, )dt (A.26)

where A, H = H(yn, 5\) - H(9, 5\)
Step 2 We have

AnH = H(Z + Ay, 0+ Atn, & + Aary, ) — H (&, G, &, \)
= H(% + Arn, @+ Atin, & + Ay, A) — H(E, G+ A, & + Aovn, A) — H(Z, G, &, \)
+ H(E, @+ Ay, & + Ao, N) — H(Z, G, & + Ao, N) + H(Z, G, & + A, \)
OH

= %(sﬁ,ﬁ—&—Aumd—i—Aam )Amn unH + Ao H + 10,

where |7l = O(n), AunH = H(Z, 4 + Aup, & + Ay, A) — H(&, i, 6 + Ay, A), and
AonM = H(E, @, & + Aan, ) — H(Z, 0, & X) Let €, N\, 0. Set

sm(en) = {t €1[0,1]: 0 < |=— (&, 4, &, \)| < €, 0 < %—Z(:@ﬁ@,&) <€}

Oa

Clearly, sm(e,) C My and meas sm(e,) — 0 as n — oo. Since G(-, a,) < 0 for all n, then,
from Assumption [A.4.3] we have A,,H > Clay,|?, and Ay, H > Cluy,|? for all sufficiently
large n. Therefore,

/ AppH dt > C/ v | dt, / AynH dt > C/ |, |2dt.
sm(en) sm(en) sm(€n) sm(€n)

Consequently,

/ <An7-l _ aﬂ(ﬁc,md, X)Amn> dt > / (Z—H(m 4+ Auy,, & + Aoy, )Amndt
(€n) sm(en) €T
oH .. . Q 2 2
- — (&, 4, &, \)Azxpdt + C \an| + |un|?) dt + o(vy)-
s )
Since

/ |[Aay| - |Az,|dt < ||Azy| /meas sm(e,) |Aay| = o(Vn),

sm(€n)

[ 1l 180t < 8| /e slen) |l = o000,
sm(en)
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we imply fsm(en) (%(i,ﬁ + Auy,, & + Aay, 5\) — %(i‘,ﬂ,&, 5\)) Az, = o(7,). Therefore,

/ <An’H, LT
sm(€n) Ox

Step 3 Conditions (A.25))-(A.27) imply

>/>

)Ascn> dt > C’/ (Janl® + |unl?) dt + o(yn). (A.27)
m(en)

. T oM
o(Yn) = Apm — Vm(A)Ag, -|-/ (A H — %( )\)Axn)
0
1 T2 N 2 87‘[
> A, Vim(A)Agyn + o(|Agn|”) + (A H — == (i, \) Az, )dt
2 [0,T]\sm(en) O
+C (Jon|* + [un|?) dt + o(yn). (A.28)

sm(ep)
We set u], := AtpXsm(e,)s Aup = Aty — )y, Ayl = (Azy, Aud, Aaf), of, = AdXgmee,)

T
Aa® = Aa —al,, 10 = V(Ayn) and 7}, == [ (Jul,| + |an|)dt fsm(en) (\an|2 + |un|2) dt
Then we have v, =2 4 7/,. Further, set AOH := H(j 4+ Ay2, ) — H(§, ). Then

/ @ - g N aw, )i = | @0m - (5 5 Ayt
0,77\ sm(en) Oz 0,77\ sm(en) oz
T OH OH . -
_ 0 o o 0 _ ~
_ /0 (A9~ S (5, ) A ) / A G e

Obviously, we have | m(en) (AYH — &E M (5 N Az, )dt = o(v,). Hence, we get

T
/ (At — D5 3 Avn)dt = / (2% — T 3 Am)dt + o(1). (A.29)
0,7\ sm(ex) Oz o oz

Note that %—t‘(y, NAYS = T2 (5. N Az, + 22 (5, \)Au + 22 (g, \)Aad. Therefore, relations
(A.28)) and (A.29) imply

1 1o r OH
o(m) 2 586,V m(N)Ag, + i (A 7—[—%( N Az, )dt + Cv,

— 5 Vim()Ag, + [ (AN - TGN,

oM 0, oM ,
+/O <8u( DA, + Z2(, )Aa)dt+0’yn.

Since AYH — ay H (5, N Ay2 = 1 (Ayn)T %y”( M)A + o(|Ay?]?), we obtain from here that

T 2

N TOH, -

o(Yn) > 2AqTV2 ()‘)AQn+/ (Ay2) o (9, \) Aypdt
0

OH OH
Aud + — A !
+/0 <8u( ) —|—a (7, \) a)dt—FC'yn,
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or, equivalently,
w(Ay?) +/ (88%( A)Aud + Z—H( A)Aag) dt + Cv,, < o(vn), (A.30)
0 u

where w(y) = 34" V2m(@)g + § o y(0)" GH @), AO)y(1)db.
Step 4 Since w(Ay;) < O(7)) < O(vy), relation (A.30) implies

T
| (G st + Gl sat ) de < 00, (A31)
o \Ou O
Further, condition G(-, & + Aal) < 0 yields A% H > C|Aa,|?, A, H > C|Auy,|?, and then
DL 50808 > 0(8a9P), LG 3l > O(BP),  ae. on My,

It follows that

(6;;( A)Aa) < 0(ACP), (?Z( AR ) < O(AW ) ae. on My, (A.32)

where a~ = max{—a, 0}, a™ = max{a,0}, a =at —a~ fora € R.
Let us analysis conditions (A.31)) and (A.32)). We rewrite (A.31)) in the following form

/OT [(Z‘@ymugf + (?ﬂg,ﬁ)mﬁ)j dt
_ /OT K?:(Q, X)Aug) + (?i(ﬁ@)Aa%)] dt < O(yn). (A.33)

+
Since, combine with (A.32)), we imply fo {(aﬂ( AN AUL ) + (%7:( M)A ) }dtﬁ O(n)-
Consequently,

TroH . < x o
/O(GU(%/\)AU

Step 5 Condition G(-, & + Aal) < 0 yields

OH

M Aa?
aa( )Aa,

+

> dt < O(m). (A.34)

89( A, e)Aal + 1(Aof])TaQ—g(- &,e)Aa’ < o(]Aal|?) a.e. on M (A.35)
da Y "2 "o9a2t n " o 0 ’
By multiplying this equality with A > 0 and by taking into account ﬂg—g(~, Q&) = —%(Q,ﬁ),
we obtain
2
ZH( NAa? + )\(A 0) %(.,a,gmag < o(|Aal|?) a.e. on My, (A.36)
Je!

with — fT 91 (5 N Aal dt + f )T%(-, &,e)Aaldt < o(v,).

Upon puttlng thls mequahty to and using H(y, \, 1) = A\F(y) + uG(z, o, €), we get
Q(Aa)) + Cv), < o(7a).- (A.37)
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In the following G(-, @) := G(x, a,€). Now, with 7, > 0 for all n, we consider two possible
cases:

0 0
fIn —0, (i) liminf 22 > 0.
Tn Tn
Step 6 In case (i), there is a subsequence such that 9 /v, — 0 in this subsequence. As-
sume that the sequence itself satisfies this condition. Then, 70 = o(7,). Since, obviously,

1AYY)] < O(7Y), condition (A.37) implies
Cp < 0(1m) + 0(9) = 01(7m),

i.e., 7/, = o(vn). The latter contradicts the conditions 70 = o(v,,) and 72 + v/, =7, > 0.
Step 7 Case (ii) is the main case, where v, = O(7))). Let us rewrite (A.30) in the form

(1) limin

0 w(dy)+ ) (B NA + 23, 0A) dt
o n 0o \au\% n T 8o \Ys n o
o 3 +7—H~C§0(1).

Thus, it follows
T N A N A~
w(2) + [y (B DA + 245, ) Aal) dt

min 50 ,C 3 <o(l).

Since C' > 0, we obtain
w9+ Jo (B M)A + 25, 3)Aa) db

’YO < 0(1)7

or, equivalently,

T
0 . 0 .
s+ [ (G st + o aat) dr < osd). (A39)
0 8“/ aOé
Note that in general, Ay? does not belong to the critical cone K. We find a sequence

8y, € K, which is "close" in some sense to Ay?, and then we use condition (A.38) to analyze
this condition by using Assumption (A.4.4).

Step 8 Set
M, (‘?;) = {tel0,T]: ?@f(i«,a,a,ﬂ)' >0},
M, ((Zf) ={te[0,T] %(@,@,d,i)b@},
M, (g};,en> ={te[0,T] %(:ﬁ,ﬁ,d,&) > en ),
M, (ZZ»%) ={te0,T]: ?;(:%7ﬁ,d,5\)'>en},
M, > = {te M,: %(i,ﬂ,@,&) =0},



OH OH OH OH
Mo = Mo <8u) UMy <3u> Y Mo (8&) My (804)
OH OH OH OH
() oy () oomtcrowa (P o, (P (aio
In view of (A.35)), there exists &1, and @y, such that
- - oG, . .
n Xy (82) = Qin, a—a(~,a,5)(Aa9L + aln)XMo(%) <0, (A.40)
< O(]Aul]?). (A.41)

alnXMo(%) = a1n7 |dln‘ < O(|Aa2‘2)7 |a1n
hereinafter s stands for the characteristic function of M, and therefore,

|G| < O(m), |d1n| < O(|Aan]?) = o(1), (A.42)
|t1nll, < O(yn), Ji1nlloo < O(|Au,||%,) = o(1).

Moreover, one sets

0 OH (4 0 OH [+
It (g (g, A
%H :7;1(%) te My (ZH>, gj — gﬂ(y A) te My (g'%)
TRV W)t da e ) a
There exists @a, and s, such that
d2nXM+(g%7en) = Qap, H@» 5\) (Aa% + C~V2n) XMA%%,%)’ (A~43)
ﬂQnXMJr(%’En) = Uzp, ,H(:l), 5‘) (Au% + a2n) XM+(%,E")7
on’° oH°
|G2n| <O ( D (9, )Aa ) XMy (52 en) < ;LO ( Oa (@, )Aa ) XM (5% en)
oH° oH°
il < 0 (|5 02268 ) v, it < -0 (|50 G0 ) o, 5.0

Consequently, |da2,| < O(JAay|) = o(1), and |2, ||, < O(||Aun ) = o(1).
Taking into account the estimation (A.34), we imply

1 - 1
|a2n| < 70('771) ||u2nH1 < :O('Yn> (A.44)

Choose €, > 0 such that

1AYn |0

€n

— 0. (A.45)

Then, one implies éO(’yn) = o(y/Vn). Consequently,
|a2n| = o(v/1n), [@2nll, = o(v/n)- (A.46)
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Set &, = @1y + Gan, and G, = @1y + G2n. Then |Gn| < O(Aay|) = o(1), [lin]l, <
O(lAun ) = o(1), and

~ ~ ~ ~ Qnp
6] = o(y72), 6l < [l < 2 00) = 0(30), (A7
) _ i _ [t | o
[@nll, = o(V/un), liinll3 < Mliinl| o iy < - 0(m) = o).
Moreover, since (A.39), (A.40), and (A.43), we have
g—g(~,&)(Aa2 +a,) <0, g—z(-,a)(mg +il,) <0 a.e. on My, (A.48)
OH , . N OH , . ¢ _
P g0+ =0, PG (A + i) =0, (4.9
Set &, = —al, + an, 0, = Aay, + @y = A + ay,, and @, = —a, + 1y, Sty = Aty + Uy =
Au® + 4y,. Then
Y g OH OH

(- G)dn <0, Z=(-)0up <0 ae. on Mo, a(y,ﬂ)dan =0 (5, A)ou, = 0. (A.50)

da T ou
Note that |of,| < \/meas sm(e,) |al,| = o|al,]) = o(1 /) = o(\/Tn), and
[uplly < v/meas sm(en) [[uplly = o([luylly) = o(y/77) = o(y/7n). Therefore,

an| =o(vmm),  llanlly = o(y/m). (A51)
Step 9 The equation Az, = A, F implies
. OF . oF . oF . 2
N = I G)Aw + T2 () Aty + I (5) Ay + O g ) (452
There exists dx,, such that
. oF , . oF . oF .
0k, = %(y)Amn + %(y)Aun + %(y)Aan, 3x,(0) = Az, (0). (A.53)
Then, it follows from Eq. (A.52) and Eq. (A.53)) that dz,, = Ax,, + Z,,, where Z,, satisfies
. OJOF oF . oF . 2 _ _
T = g(y)A% + %(y)Aun + %(y)Aa" —O(|Ayn["), @n(0)=0.
This implies the following estimation
1Zn oo < O(lnlly) + O(a@nl) + O(|1Aynl3) = o(v/7n)- (A.54)

Set ¥, = (T, Un, ), and 0y, = (62p, Sun, day,) := AyYS + 4,. Then, according to (A.50)
and (|A.53)), we see that

Sy, € K. (A.55)
Step 10 Let us compare w(dy,,) with w(Ay2). We have

OPH . - T O*H . - _
(Oyn)" Tyg(y, Néyn = (AY) + 7) 672(1/, A) (Ayy + )

7 O?H . < _OPH . - _ PH, . <
= (Ay?) 557 A)oyd + 2 5. 0 NAYY + ()" 57 0 Vi
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Similarly,
(8g0)" V*m(@)0gn = (Agu + @) V*m(§) (Mg + 7)
= (Aga)" V2m(@)0gn + 20V m(@)Agu + (@) Vm(@)dn,
where 0¢, = (02,(0), 02, (T)), Agn = (Azy(0), Azy(T)), Gn = (Z4(0),Z,(T)). Therefore,

w(yn) = w(Ayp) + ru(n),

where
ro(n) = 2(g,)"V*m(Q) Agy + @y V2 m(§)gn + /0 T@(wf%?f(z), NAY, + 75 %2;;[@, N )dt.
We will show that

rw(n)| = o(yn).- (A.56)
First, we have

gnaazj(g, Ay = zn%%‘(g, NAz, + :zn%@, NAuy, + 7, ;j;i (5, ) Aay,

+ iy, ?;Zj (7, ) Aud + anaaj—;i(g, Az, + an%(g, M)A
+ an%’;‘@, M)A + dn%(@ NAz, + &n%(g, A AL

According to (A.54)) and the first two estimations in (A.47)) we get

1Azl + [Aunlly + Aan]) [Znllo + (1AZ[l & + [Acm]) [|tnll;
+ lan| (Aan| + [|Azn| o + [[En]l}) = o(ym).

Let us estimate H}Aug : |11n|||1 Using the equality in , and condition ,

we obtain
T T
/O |Au%|-|an|dt:/0 |AWD)| - fin + izl dt < | AQ||_ [Gan]y + || A6 [F2nly

1
< ]l 0G) + ]| L0G) = o). (A57)

Therefore, H(yn)T%zy (Q,X)Ayg = 0(Vn)-

Secondly, similarly way by using (A.54) and (A.47) we get

_ OPH
H(yn)T 352 (Y N)Jn

= o(Yn)-

T _ 2 ~ 3% _ 2 A RN =
Conseauently, | [y (2(5)7 5 5, )V AYS + (5) " G5 (5, M5 ) dt| = 0(3a).
In addition,

‘z(qn)TVZW(d)Aqn + (@) V3m(@)an| < ¢ (1Al 1Zall0) + 1202 = 0(7a),
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with some ¢ > 0. This yields the estimation (A.56). Consequently,

W(0yn) = w(Ayp) + o(n). (A.58)
Step 11 Now let us compare v(dy,,) with v, = v(Ay,,). Similarly to Step 10, we obtain
’7(63/71) =Yn + 0(’771)‘ (A59)

Step 12 Finally, we consider the term fo ( 5 (U, M)A + 8H( A)Aa? ) dt in the inequality

- Let us use . Since

2 2
(5an)Tg QZ( @)day, = (A +a,)T %(.,a)(mg + éy)
%G
= (Aap)” 5)7( &) A, + rgay(n),
where
_70%G -7 0%G
TG(a)(n) = Q(Qn)TW(~,0[)AOZg + (an)TW(.,a)an and ||rg(q)(n Hl Yn)

we obtain from (A.35]) that

2
gg( a@)Aad +2(5 )t gag( &)da, < o(|Aal|?) 4+ rga)(n) ae. on M.

Due to Assumption there is a sequence {ag, tgn} such that

oG _ 1 0%G . N 2

00 (@) + gu) + 3 (60)" 02 (-, 8)60 <0, Jign] < ol Aad[?) + e rga ()],

oG _ 1 092G, N 2

au( )(Au% + tgn) + 5(5un)Tw(-,u)5un <0, [ugs| < 0(|Au9l| )t+ec |7"g(u)(n)| )
with some ¢ > 0. Set dv,(a) = Aad + agn, and dv, (u) = Aul + dg,. Then

oG, . 1 70%°G, . -

Y. z Z 7. < =

%9 a)ova(0) + o80T (@), <0, gl = o).

g, | 1 70%G N .

[y — _- < = = .

O dva(u) + O DT (i) <0, igally = o). lignle = of)
Consequently,

ToH, - T oH
; 5'a( G, A) vy, (a)dt ; 8a( 3, VAL dt + o(yn), (A.60)

[ 2 Mot = [ P 8+ o),

Step 13 Conditions (A.38), (A.58), (A.59), and (A.60)) imply

tom) + [ (N0 0) + T sun(e)) < o) (A1)

Since 0y, € K, and v, (u) € le]@)(ﬁ,éun), dop (o) € Tz(Z) (&, 0cr), condition 1) contra-
dicts Assumption in the form (A.23]). The proof is finished. O
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A.5 Sliding Regime for (OCP!

An Approximation for Sliding Regimes to Switches

This subsection proposes an idea of “How to construct an approximation for ‘sliding regimes’
to ‘switches’ in general?”

We discretize the non-integer control values, i.e., the controls on the interval (¢],t}) with
appropriate time’s gird, then we approximate these discretized values by an appropriate
rounding scheme (see Subsection to construct the output integer control.

We start with a discretization of the controls aj and a3 on the interval (¢;,t}) by defining
a shooting grid

=tg<ti1 <...<tlg_1<tlsg=1t.

On each interval [t;,t;41], 4 =10,1,2,...,s — 1, of the shooting grid we make known control
parameters ¢;'', ¢;" and ¢;*, ¢;*, where aj; = @7, j = 1,2, and the switched controls
wi q? 9,7 =1,2. We then take into account the rounding strategy [SURI (see Eq. (2.67)),

G T

with j = 1,2,

i i—1
SIS IR S e St
q4;" = k=0 k=0

0 else.

Finally, we end the construction for “sliding regimes” to “switches” by collecting the values
of the rounding ones

—1 —
wi={g" Y, wi={a"},.

Sliding Regime for [OCP)

We consider [OCP] under basic form as (A.62) without the integer-values control function,

ie.,

I(I,r)l,iun(.) o (x(t), u(t))

s.t. a(t) = f(x(t),ut) +ecT. (A.62)
0 <r(z(to),z(ty))
u(t) eU,

The optimal sliding regime is characterized by the non-uniqueness of the maximum with
respect to u(t) of the HAMILTON function

H(z,,u) =T f(x,u),

where ¢ are adjoint variables. Under these conditions (in (A.62)), on the section [5, T511] €
[to,tf], with s = 0,1,...,k, of the (k + 1)-slide (k > 1) with the maxima wo, ..., us, (A.62)
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splits and takes the form

k
min > asp (z(t), us(t))
I()au() s=0

st. @(t) = Ekj asf(z,us),

s=0
0 <r(x(to), z(ty)), (A.63)
te [TSaTerl] ET, s=0,1,...,k,

us(t) € Upm dzef{uo,...,uk}, s=0,1,...,k,

k
Sas=1la;>0,s=0,1,..., k.

s=0

The HAMILTON function for (A.63)) as follows:

k
M ) = 7 (z asf(x(t),us)> |
s=0

after excluding oy and regrouping the terms, the above function can be reduced to the form

k

H(:vav O[,'LL) = QZ}T Z [f(xa UO) - f(maus)] Qs

s=1

k
(H(‘rawaUJO) - H(xawaus)) Q.

s=1

Since H(z, ¥, us) = max H, for s = 0,1,...,k, on the section [ry, 7] the optimal sliding

regime with (k + 1) maximum the coefficients at the (k + 1) independent linear controls
ag, 1, ..., o of the HAMILTON function of the split problem are equal to zero. An
optimal sliding regime with a "slide" through (k + 1) maxima is an optimal singular regime
with (k+1) components for the split problem (A.63)). The maximum possible value of (k+1)
advisable to take when researching sliding regimes is defined by the convexity’s condition
of the set values of the right hand side vector and the convexity from below of the greatest
lower bound of the set values of the integrand of the split system obtained when the control
vector (ag,us), s =0,...,k, runs through the whole admissible domain of values.

Here, we give a definition of 1, which are determined by an adjoint system of equations as
follows:

~ ox
Example A.1.
min /3 (2% —u?) dt (A.64)
T,u 0
st &(t) = u(t), (A.65)
z(0) =1, z(3) =1, (A.66)
u(t)| <1 (A.67)
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To obtain a minimum of objective function (A.64)), it is desirable for every ¢ to have |z(t)]
as small as possible, and |u(t)| as large as possible. From (A.65HA.67)), an “ideal” trajectory
is found

1—¢, 0<t<l1,
z(t) =<0, 1<t<?2, (A.68)
t—2, 2<t<3.

Here, the boundary values of a control

u(t) = +1 or u(t) = —1, (A.69)
can obtain the absolute minimum of (A.64]).
But, if 1 < ¢ < 2 then u(t) = 0, (A.68) can not be created for any control function u(t), which

satisfies (A.69). However, it is possible to using control functions u,(t), where 1 < ¢t < 2 and
n — 0o, which realize more frequent switchings from 1 to —1 and vice versa

-1, 0<t<1,
wn(t) = +1, 1+E <142 k=0,...,n—1, (A70)
" —1, 1+2H <145 p=0,... ,n—1, '
+1, 2<t<3

where n = 1,2, ..., to create a minimizing sequence of controls {u, (¢)} which satisfies
and a minimizing sequence of trajectories {x, (t)} converging towards the .

Each trajectory z,(t) differs from only on the interval (1,2) on which, instead of
being a precise path along the z-axis, it makes a “saw-toothed” path with n identical “teeth”,
positioned above the z-axis. The “teeth of the saw” become ever finer when n — oo, such that
lim,, 00 zp(t) = 0, 1 < ¢ < 2. In this way, the minimizing sequence of trajectories {z,(t)}
converges towards 7 but the minimizing sequence of control {u,(¢)}, when n — oo and
1 < t < 2, which realizes ever more frequent switchings from 1 to —1 and vice versa, does
not have a limit in the class of measurable functions. This means that on (1,2), an optimal
sliding regime occurs.

Using heuristic reasoning, it is possible to describe the obtained optimal sliding regime in
the following way: An optimal control at each point of the interval (1,2) “slide”, i.e., skips
from the value +1 to —1 and back, such that, for any interval of time, nevertheless small, the
measure of the set of points t in which u = +1 is equal to the measure of the set of points t
in which uw = —1, which, by virtue of , ensures a precise motion along the x-axis. The
description given above of the character of change of an optimal control on part of a sliding
regime s non-rigorous, for it does not satisfy the ordinary definition of a function.

It is possible to give a rigorous definition of an optimal sliding regime if, along with the
initial problem (A.64HA.67), an auxiliary “split”problem is introduced: To find a minimum
of the functional

3
J(x,a,u) = / (2° — apu — oy ud) dt, (A.71)
0
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with the constraints

& = agup + aqu, (A.72)
z(0)=1, =z(3)=1, (A.73)
luol <1, lur[ <1, ag+a1 =1, ag,ar = 0. (A.74)

The split problem (A.71HA.74]) differs from the initial one, i.e., (A.644A.67), in that, instead

of one control function u(t), two independent control functions ug(t) and w4 (t) are employed;
the integrand and the function of the right-hand side of of the initial problem are
replaced by a linear convex combination of corresponding functions, taken with different
controls up(t) and wuq(t) and with coefficients ag(t), a1(t), which are also considered as
control functions.

Hence, in problem there are four controls ug, u1, ag, 1. Insofar as ag and «y are
related by the equality-type condition ag + oy = 1, it is possible to drop one of the controls
ap or ay by expressing it through the other. However, for the convenience of subsequent
analysis, it is better to leave both controls in an explicit form.

Unlike the initial problem, an optimal control for the split problem exists. On
a section of the optimal sliding regime of the initial problem, the optimal control of the split
problem takes the form

1
27

while on the sections of entry and exit:

Oéo(t) = Oél(t) = UO(t) =—-1, ul(t) = +1, 1<t <2,

ap(t) =1, wo(t)=-1, aq(t)=0, up(t) arbitrary, 0<t <1,
a1(t) =1, wui(t)=+1, ap(t) =0, uo(t) arbitrary, 2 <t <3.

On the section of an optimal sliding regime, the controls o and a1, going linearly into the
right-hand side, and the integrand accept values within the admissible domain. This means
that the optimal sliding regime of the initial problem (A.64A.67) is an optimal singular
regime, or optimal singular control, for the auxiliary split problem (A.711A.74).

A.6 Linear Program in Maximum Principle

In the Maximum Principle (see Section [3.1.4)), one needs to solve the linear program with
variable bounds (or box constraints) as belows

min {— Z" il + Zﬁﬂ;a;

au;r,u
s.t. 0<a<l, 0<af,0<d;, j=1,..7, (A.75)
Y =a, Ejzla; =1-aq,
where aJr M) fom,ug), ay = AT (t) f-(z,u;), =1,...,7, see problem (3.52)).

The Lagranglan function of [fEl m is

T . T _ . AN
L=—a"a"—a"a —|—/\+(Z u; foa)+A (Z i fa—1)+patus(1—a)+ptat+ula.
j=1 j=1

The optimal solution of (A.75|) are obtained by the following conditions
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() Cjmi @) =a, ¥)_ @y =1—a,a€ 0,1, @ €[0,a], @ €[0,1—-a], j=1,...,7,
(ll) M1, 2, 13,55 H4,5 2 0, ] = 1,...,777,,

(iii) AT+ AT+ —pe =0,
—af + AT s =0, —a; + A" +pa;=0,5=1,...,0,

(iv) pa =0, p2(l—a) =0,
pa il =0, pgji; =0,j=1,...,7

Conditions (iii)-(iv) help us obtain

<0 ifa=1pu =0,

A= A" = —pu2{>0 ifa=0,u =0, (A.76)
=0 ifOéE(O,].),,U,l:,UQ:O,

AN =af —ps;<afVji=1,...,7, (A.77)

AT =a; —pay<a;,Vji=1,...,n (A.78)

If ﬁj > 0 then from conditions (iv) one implies p3; = 0, Vj = 1,...,7, hence from (A.77)
one gets
AT = aJ =\ f(z,uy), Vi=1,...,7

If ﬂ = 0 then from conditions (iv) one obtains ps; > 0, Vj = 1,..., 7, hence from (A.77)

one 1mphes

Analyzing similar for @}, one gets

M f(z,u;) ifa; >0,Vj=1,...,7
je{rﬁln)n}{)\Tf (z,uj)}y ifa; =0,Vj=1,....,7n

A.7 Example

Example A.2. [82] Eq. (4.1)] Consider a problem

F(z(t),u(t)) if r(z(t)) > 0,
st @(t) = { F_(z(t), u(t)) if r(z(t)) <0, (A.79)
Fy(z(t),u(t)) v Fy(z(t),u)) if r(z(t) =0,
u(t) e [-1,1], teT =[0,T7], =(0)=uz, h(z(T)) =0,

with the following data:

reR3 Fi(z,u)=Azr+bTu, h(z) =2 —20+1, z(0)=(2,1,0), T =4,
1 -1 0 000

d=|-1], o*=|o0 |, b==[1], 4=(0 0 0 (A.80)
0 0 0 110



We can write problem (A.79) in the following form

min  x5(4)
(—u,0,21 + x2) if x1(t) — z2(t) > 0,
st &(t) =< (0,u,z1 + x2) if x1(t) — z2(t) <0, (A.81)
(—u,0,21 + 22) V (0, u, 21 + x2)  if 21(t) — x2(t) =0,
) —x2(4) = -1

U(t) € [_1v1]7 te [074}7 .13(0) = (27170)a JJ1(4
By using the FILIPPOV’s rule, in terms of differential inclusions, (A.81]) is stated as follows:

min  x3(4)
st @(t) e Uz), telo,4], (A.82)
2(0) = (2,1,0), x1(4) —x2(4) = -1
where the mapping U(x), x € R?, is defined by the relations
U(z) :={veR® v =(—u,0,21 +22),u € [~1,1]} if 21 () — z2(t) > 0,
(A.83)

(
U(x) :={veR>: v =(0,u, 21 +x2),u € [~1,1]} if 21 (¢) — z2(t) <0,
[—11]}

Ul):={veR®:v=a(-u,0z +x) + (1 —a)0,u,z; + )
if Z‘l(t) — .’L‘g(t) =0.

Next, since the function r(x) is linear and U(x) is defined as in (A.83), we can deduce that

conv U(x) ={v e R®:v = f(z,,uy,u_),a € [0,1], Juy| < a,ju_| <1—a},

where
fla, o, up,u) == aa™ () + (1 — a)a™ (x) +u bt () +u_b (x)
— Aa(@)a+a (z)—(uy 0 0) +(0 u_ 0, (A.84)

with Aa(z) :=a™(z) — a™ (z).
The weakened problem is

min  x3(4)

( N

st. x(t) = u_ (1 ,
w1 (t) + za(t) te0,4.  (A.85)
.Z‘(O) = (2,1,0), I1(4 —[132(4) —1,
lut (1) < (),

By using the necessary nondegenerate optimality conditions stated in |82, Thm. 2| with the
following data:
SOty =A, te]0,4],

71:27 7120,
w(t):(t_4_yvt_4+ya_1)7

te[0,3],

9021, y:27
t € [3,4],

V()= (t—4,t—4,-1),
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one can obtain the optimal control and the trajectory in the form
a L, wl(t)=1, «2(t)=0, tel0,1),

a’(t) =05, ul(t)=05 u’(t)=-05 te]ll,3),

a 0, uS()=0, w’(t)=1, te[3,4],

¥ 1, telo,1],
2V(t) = —t/2+ 1.5, a5(t)=—t/2+15, tec][l,3]
() =0, 23(t)=t-3, te[3,4],

(1) = / (23(r) + 2Q(r))dr, 7€ [0.4],

and the optimal value of the objective function is Fy(2°(4)) = 23(4) = 5.

(A.86)

Now we will use the above optimal solution to construct a control in the original problem.
By construction, [uf| < 1, w? =0ift € 71 = {t € T : &°(t) = 1} = [0,1), u} = 0,
WO <1ifteTo={teT:at) =0} =[34], and |[ul] < '), u?| < 1—a%¢) if

teT.=T\(ToUTi) =[1,3). We set

wi(t)=ul(t) =1, us(t)=0, teTi=][0,1),
ur(t) =0, wa(t)=u(t)=1, teTy=][34],
’LLO 'LLO —

We get optimal control in relaxed problem. However this is not feasible in the original
one. Exploiting the procedure as in Section (cf. |82} Section 3]), one can construct an

approximate solution to problem (A.79)).
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Appendix B

Some Open Problems

This appendix reprints some ideas and solution approaches for tracking switches in [OCP]

B.1 An Idea about Over-Under Estimating

In this section we propose a concept about over-under estimating, in order to have a better
approximation for switches.
Consider an appropriate time grid

Gm::{t0<t1...<tm},

and suppose that the controls can only switch in the discretization points ¢;, ¢ = 0,1,...,m.
The basic control functions on this grid would be

bo — 1, ift e [tj,tj+1) OS]Sm—L
J 0, else

with the binary controls then being w; := Z;ﬂ;ol b?
of RC.SwP
A switch in control w; at time step t; is captured by the term

(t)gs,5, 1 < i < ny,, where ¢ is the solution

0ij = ¢ = Gij-1l, (B.1)

and the total number of switches could be limited by opax as omax > % Z?;’l ;n:l Oij-

Based on the definition of the absolute value, from (B.1]) we could use the tightest underes-
timating hyperplanes

Oij 2 QG5 — Gij—1,

Tij 2 Gij—1 = Qi (B.2)
The biggest disadvantage of (B.2) is that it yields lots of switches when ¢; ; ~ ¢; j—1. There-
fore, KIRCHES |76] proposed to use the tightest overestimating hyperplanes

Oij = qij +qij—1,

Tij =2—=qij — dij-1, (B.3)
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which are based on the inequalities

965 = Gij—1| < 1aij + qijl,

955 — qig—1] = 2max{qi;, i j—1} — lgi; + qij—1] 2= (qij + ¢ij-1)
Instead of using (B.2)) or (B.3)), we propose over-under estimating as follows

R 2 2
Tij =\ 95 T ij-1>

(i — gij—1)* (BA)
ACUV VY .
V& T4

. . \e |[A-B|? <A _— < 2 .
which are based on the inequalities Japre S |A — B| <4/|A— B|” + C, for the choices

A=4qj, B=qij-1,and C=2q;;qi ;1.
Here it has to requires the switching variable to be equal to a convex combination of those

Tij =

= {O, it qiz’j + qz’2,j_1 =0,
Oi,j "=

ol else,

2
in ol = .. /a2 2 s )i
therein, 0,7 = @i iy /67 ; + ¢7 ;1 + (1 — i j) e whereas,
2,7 1,0 —

! 0, else.

The following table, Tab. [B.I] shows a brief comparison of these three above estimations.

Table B.1: Comparison for the three over-under estimating.

Estimating switch o; ;

qi,5 qi,j—1 QBIHBQD (]B3D qB4D
0 0 0,0 0,2 0, error
/4 0  1/4,-1/4 1/4,7/4 1/4,1/4
1/4  1/4 0,0 1/2,3/2 V2/4,0
/2 0 1/2,-1/2 1/2,3/2 1/2,1/2
/2 1/4  1/4,-1/4 3/4,5/4 V/5/4,1/4v/5
/2 1/2 0,0 1,1 1/4/2,0
3/4  1/2  1/4,-1/4 5/4,3/4 /13/4,1/4/13
1 0 1,1 1,1 1,1
1 1 0,0 2,0 V2,0
0 1 1,1 1,1 1,1

both equal to zero, our “over-under” (B.4) is the better estimator when compared with other

ones, i.e., (B.1§B.2) and (B.3|). Therefore, the best choice here is to deal with (B.3) for the
zero case, while the remaining cases are applied with (B.4).

Remark 40. The results in Tab. ow that, except the case where ¢; ; and ¢; j_ are
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B.2 Grobner Basic Approach

In this section, we will investigate another approach in optimal control, namely Grébner basis,
which is algebraic in nature. This approach was use to determine the switching surfaces, e.g.
see [125], or to synthesize a feedback control based switching law that nearly produces time-
optimal switching, see [101},/102]. Recently, the Grobner basis is also employed to detect the
biological switches, cf. [5].

The main idea of Grébner basis approach is to test directly if a particular switching strategy
is feasible. We will go through this heuristic via two following instances in Subsection
while the general heuristic approach is proposed in Subsection

B.2.1 General Heuristic Approach

This section describes the core concept of the Grébner basis approach through the input, the
general heuristic approach, and the output.
Input: A[OCP]in the following form

w(H;LH() z(ty)

5.t @(t) = fa(t),u(t), t € [to, tf] = T, (B.5)
r(x(to), x(ts)) <0,
lu(t)| <1, teT.

General Heuristic Approach

(i) Using [PMP]to obtain optimal control u*(t) = u*(A(t)), optimal state trajectory z*(t),
and optimal co-state A*(t).

(ii) Determining a maximum number of switches, assumed as d, which is directly depended
on the degree of \*(¢).

(i) Designing t1,...,tq the length of the successive intervals where u*(t) stays constant.
The particular choice (among the only two possible ones)

-1, for to <t<ty,
+1, for t1 <t <ty +to,

u*(t) =
(=17, forty+...4+tg1 St <ti+...+tg1+1tg=:ty.
(while the remain is +1,—1,+1,...)
(iv) Calculating a*(ty) = (z7(tf),..., x5 (ty)) w.r.t. u*(t), which is described in step (iii).
(v) Computing suitable Grobner bases (one possibility is using Sturm sequences)
(v.i) Setting

zZ1 = tl, Z9 = tg, e 24 = td,
ar = x1(ty), az :=x2(ty), ..., an = xp(ty).
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(v.ii) Solving the complex version of the switching problem
a; =x;(z1,...,24), forj=1,...,n. (B.6)

by using the Macaulay symbolic program [61]. The system has a complex
solutions, or real solutions.

(v.iii) Considering the special case there has real nonnegative solutions. Using
Sturm sequences to compute suitable Grobner bases together with the following
algorithm
Input of Alg. i} Current state (a1,...,a,).

Algorithm 5. The Switching Algorithm(with Grébner basis)

Case 1 (Check whether z; = 0) Testing the consistency of the system within
z1 = 0. If consistent solve it, if z; > 0, j = 2,...,d set w = —1, otherwise set
u = 1. If the system z1 = 0) is not consistent, go to the next case.

Case 2 (Check whether zq = 0) Testing the consistency of the system within
zq = 0. If consistent solve it, if z; >0, j=1,...,d—1 set u = —1, otherwise set
u = 1. If the system zq = 0) is not consistent, go to the next case.

Case 3 cd(ai,...,an) = 0 (Check whether z; =0, j =2,...,d—1) If a, <0 let

u = —1, otherwise let u = +1.
Case 4 cd(aq,...,a,) # 0 Computing the Sturm sequences, and obtain the number
of solutions. Depending on this number, set u =1 or u = —1.

where cd(-) is the condition comes from system with some special cases of
Zj,j:L...,d.
Output of Alg. [f} Value of u, either 1 or —1.

Output: Switching strategy, +1,—1,+1,..., or —1,4+1,—1,....

Remark 41. An example to visualize the General Heuristic Approach can be seen in Exam-
ple[BI] On the other hand, in Example [B:2] we can apply this heuristic to obtain switching
strategy between 0 and 1, when the control 0 < u(¢) < 1 instead of —1 < u(t) < 1.

B.2.2 Numerical Examples

This subsection consists two following instances to illustrating the general heuristic approach

in Section [B.2.11

Example B.1. Consider the classical time-optimal control problem for a system consisting
of a chain of integrators, cf. [125], where the linear system with saturated control input, and
the objective drives the system from an initial condition z(0) to a target x(t¢) in minimum
time £y

Bty o 1

s.t. &1(t) = w2(1), (B.7)
( ) = xS(t>7
as(t) = u(t), [u(t) <1,
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We drop the superscript * to simplify the notation. The HAMILTON function of is
H(l’, )\, U) =1 + )\1$2 + )\Q.Ig + )\3’&.
The maximality condition gets

H(z(t),\t),u(t)) = min_ {1+ Ai(t)z2(t) + Aa(t)z3(t) + A3 (t)u}

—1<u<1
=14+ M (#)xa(t) + A2 (t)zs(t) — A3(t) sgn(As(t))
while the optimal control is given by

1 ifAs3(t) <0

u(t) = —sgn(A3(t)) = {_1 if A3(t) > 0.

Hence the optimal state trajectories are

[ I3(0)t ey
n)=154 O)f 720t +21(0) i Xa(t) <0
£ BT 4 20 (0)t+21(0) i A3(t) >0

2o(t) = +303( Jt+z5(0) if A3
—*+xs( )t + 22(0) if Mg

(t) <0
(t)>0
ety = {10 () <0
T b 25(0) if A3(t) > 0

The adjoint equations are
M) =0, Aa(t)=—=X\(t), A3(t) = —Xa(2)
which together with the terminal condition A(¢f) = 0 imply the optimal co-states

£ t B a1
M) =t —tg, Aaft) = —5 + gt~ Ef Nalt) = 5 —try +1i5 - Ef (B.8)
We consider a Grobner basis approach. In this example, there are only two possible strate-
gies where the input alternates between —1 and +1, taking the values —1,4+1,—1,..., or
+1,—1,41, ..., respectively. In each case, taking into account the maximal number of switch-
ing, one can easily derive an expression for the final value of the state, z(tf), as a function
of the switching times.
From , it is well known that there are no singular intervals and that the control input
switches at most three times. Designate by t1,to and ¢3 the length of the successive intervals
where u(t) stays constant. Any set of initial and final conditions can be translated to having
z(0) = 0 and a given value for x(ty), and this is the setting from here on. The particular
choice (among the only two possible ones)

-1, for0<t<t
u(t) =q+1, fort; <t <t;+ty
-1, fOTt1+t2§t<t1+t2+t3:th
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drives the chain of integrators for the origin to the final point z(ts) given by

Zg(tf) = —t1 + 1ty — tg
2 2 2

t t t
zo(ty) = —51 —tity + 52 + tots — 53 — tgty
B33 3 ¢ 2 2 12 t2 t2
xl(tf) =-1 + 23 *ltg — *lt3 — £t1 + £t3 — 73t1 + *3t2 — t1tots. (Bg)

6 6 6 2 2 2 2 2 2

It turns out that the selection between alternating values —1,+1,—1,..., or +1,—1,+1,...
for the optimal input w(t) depends on whether the equations in have a solution for
a specified final condition x(t;) = (x1,72,23)7. We refer to the computational algebraic
geometry and Grobner bases, cf. [125, Sec. III], for the following calculation. We set

xi=t1, y:=to, z:=t3, a:=a3(ty), b:=wxa(ty), c:=z1(ty).

Then we solve the complex version of the switching problem, namely, the following.
Problem 1: Given is the system of equations

a=y—x—2

2 2 2
b:%—i—yz—%—zy—%—zz (B.10)
3 2 2 3 3 2 2 2 2
z oz 2 2 oz x?z r  zx
A T R R

We use the Macaulay symbolic program to compute the complex solutions z, y, z of the above
system. By a similar way as in [125, Subsec. A. Complex Solutions|, we conclude that

i. the system does always have a complex solution;

ii. if a® = —2b, a® = 6¢ and a, b, c € R, the system has real solutions;

iii. if a®? = —2b, a® = 6¢ and 0 < a,b, c € R, the system has real nonnegative solutions.

We are interested in the case iii. Thus, as a second step, we will investigate the following.

Problem 2: Given are a,b,c € R. Does there exist a nonnegative solution vector (x,y, z)
for the system in the sense that z > 0, y > 0, z > 07 If there is a positive solution
x,, z, then the value of the optimal control u assumes the values —1,+1, —1 successively,
and in particular, the present value for the optimal control is u(0) = —1. If no positive
solution exists then the present value of the optimal control is u(0) = +1.
We will use Sturm sequences to compute suitable Grobner bases together with an algorithm
from real algebraic geometry. Sturm sequences are associated to polynomials as follows.
Suppose f(z) is a single variable polynomial with real coefficients. We define po(z) = f(z),
pi(x) = f'(x), and then recursively p; by p; = gi—1pi—1 — pi—2 for i > 1, where ¢;_;
represents the quotient and p;_» the respective remainder each time. Therein, we demand
that deg(p;) < deg(p;—1). So, p; is up to sign the remainder of Euclidean division of p;_o by
Di—1-
As a first step, we compute a Groébner basis for the three polynomials in under an
elimination order with > y > 2z > ¢ > b > a. Note that switch of the variables y and z in
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the ordering. One gets

0 = y* — 49%b — 2y%a® + 4dyc + 4yba + 4/3ya’ — b* — ba® — 1/4a* (B.11a)
0=2b+1/2za* — 1/2y> + 3/2yb + 3/4ya® — 2¢ — ba — 1/6a* (B.11b)
0=2zy—1/2y> +ya—1/2b—1/4a> (B.11c)
O=z+z—y+a. (B.11d)
We next solve (B.11b|) or (B.11c) for 2z
1/2y% — 3/2yb — 3/4ya? + 2 1/6a3

L /2y° — 3/2yb — 3/4ya* + 2¢ + ba + 1/6a (B.12)

b+ 1/2a?

2/2 — 1/2b+ 1/4a?
_Y/2-ya+1/2b+1/4a (B.12b)

Y

respectively. Herein, of course, assuming that b+ a?/2 and y are not zero.
One sees that y = 0 implies 2b + a® = 6¢ — a® = 0. These relations simplify the system to

0=0b+1/2d% 0=c—1/6a® 0=1y>,
0=2z2y—1/2y>+ya, 0=y+z—y+a. (B.13)
This has the solutions y = 0, z arbitrary, x = —a — z. Since y = 0 is actually equivalent to

a® — 6¢c = a® + b = 0, testing the latter conditions is sufficient to find out whether y = 0. In
that case, nonnegative solutions will exist precisely when a is negative. This covers the case
y=0.
If x = 0, the system takes the form

0 = ¢ + 2cba + 2/3ca® — b> — 1/2b%a* — 1/12ba* — 1/72a%s

0=yb+1/2ya® — ¢ — ba — 1/3a®

0 =yc — 1/6ya® + ca — b* +1/12a*

0=y?—b—1/2d°

O=z—-y+a. (B.14)
Since a, b, c are known, it is not so difficult to check the consistency of this system, by solving
each of three middle equations for y and testing the vanishing of the first. If consistency fails,
we are not in the case x = 0. If the system is consistent, one needs to check whether the
obtained solutions for y, z are nonnegative. If that is so, set u = —1 and otherwise u = +1,

finishing the case = = 0.
In a similar fashion, one does get the case z = 0. If z = 0, one gets

0 =c¢? — 2cha + 2/3ca® + b3 — 1/2b%a® 4+ 1/12ba* — 1/72a8

0=yb—1/12ya® — c + 1/6a>

0 =yc—1/6ya® — 2ca + b% +1/12a*

0=y>—2ya+b+1/2a*

O=z—y+a (B.15)
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which is quite similar to the case x = 0. One first check whether the first relation between
the parameters holds. Then one solves the next three equations for y and then solves the last
relation for z. If the system is consistent we have z = 0. If x,y turn out to be nonnegative,
set u = —1 and otherwise u = +1.

This rules out all cases of vanishing variables. In order to predict when strictly positive
solution exist, we are reduced to the cases (a?/2 = —b, a®/6 # ¢) and (a?/2 # —b).

We consider the first case (a?/2 = —b, a®/6 # c). Then, we have a Grobner basis

—b—1/2a%y® + 4c—2/3a®2 —y* —ax + 2z —y + a.
It becomes obvious that in order to have a nonnegative solution, we need
P =4%/6—c) >0, 2= (4(a®/6 — )/ /24 a >0, z = (4(a®/6 — )'/?) /2 > 0,

which simplifies to the two conditions a3/6 — ¢ > 0, (4(a®/6 — ¢)'/3)/2 +a > 0. These
conditions that can easily be checked for given a, b, c and determine existence of a nonnegative

solution (z,y, z) of the system (B.10).
Now, let us move to the most general situation a?/2 + b # 0. In particular, y # 0 then.

[125, Theorem 2| asserts that the Sturm sequence {p;(y)} corresponding to
fy) = y* — 492 (b + a?/2) + 4y(ba + c + 1/3a®) — b* — ba® — a* /4

counts the zeros of this quartic. In particular, there will be positive solutions for just y if and
only if v(0) — v(00) > 0 since zero is not a root of the quartic [note that —b% — ba? — a*/4 =
—(b+a?/2)?].

Now, from

y?/2 —ya+ 1/2b + 1/4a®
z= .
Y

This means that for positive y, z is positive as long as y?/2 — ya + 1/2b+ 1/4a® > 0. This
parabola has roots in 7 2 = a + \/a?/2 — b where r; < ry. Since the parabola has positive
leading coefficient, y,z > 0 for y ¢ [ry,72] if a®/2 —b > 0, and y,z > 0 for all y > 0 if
a?/2 —b<0.

Similarly

y?/2 —1/2b — 1/4a>
; .

r=y—a—z2=

Let 7} o = +4/1/2a? +b with r; < r5. Hence, 2,y > 0 if and only if 0 < y ¢ [}, 5] if
a?/2 > —b, and z,y > 0 for all y > 0 if a?/2 < —b.

We conclude that to have z,y, z all positive at the same time we need to satisfy the
following conditions all at the same time:

y* — 4y (b + a?/2) + dy(ba + ¢ +1/3a®) — b* — ba® — a* /4 =0
y ¢ r,re), ormy ¢ R
y &[ri,mo), orri ¢ R
y>0
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which can be checked with Sturm sequences.

These results pave the way for the following algorithm, which has as input the current
state (a,b,c) of the system and as output the recommended value for w for time optimal
control, either —1 or 1. The origin is then approached by an iterated repetition of the
algorithm.

Algorithm: The Switching Algorithm (|125, Alg. 3], Dynamical Steering of the System to
the Origin): Suppose our system is in the state (a, b, c).

Case 1 (Check whether z = 0) Test the consistency of the system (B.14]). If consistent solve
it; if y,z > 0 set uw = —1, otherwise set uw = 1. If the system ([B.14)) is not consistent,
go to the next case.

Case 2 (Check whether z = 0) Test the consistency of the system (B.15)). If consistent solve
it; if z,y > 0 set u = —1, otherwise set u = 1. If the system (B.15) is not consistent,
go to the next case.

Case 3 a? = —2b,a® = 6¢. (Check whether y = 0) If @ < 0, let u = —1 for a s, at which point
the system will have reached the origin. If a > 0, let u = +1 for a s.

Case 4 a®> = —2b,a® #6¢c, 2 #0,y # 0,2 # 0. If a® — 6¢ < 0 and 11a® < 6¢, let v = —1. Else,
let u = +1.

Case 5 a? # —2b, x # 0,y # 0,z # 0. Set 11 = a — \/a?/2—b, 12 = a + \/a?/2 — b,
rh=+/a2/2 +b. Let f(y) = y* — 44*(b + a*/2) + 4y(ba + c + 1/3a3) — b* — ba® — a*/4
and compute the corresponding Sturm sequence {p;(y)}i<o. Let I = (0,71) U (r2,00)
if r, € Rand I = (0,00) else. Let I’ = (r),00) if v, € R and I’ = (0,00) else. Let

S=Inr.
Using the Sturm sequence compute the number of solutions of f(y) in S. If this number
is positive, set u = 1, otherwise set u = —1.

Example B.2. We consider the Fuller’s problem
(https://mintoc.de/index.php/Fuller’s_problem)

. 1 2
min xodt
o(),w() Jo @i

s.t. 1(t) = x2(t), t€]0,1] a.e. (B.16)
Ta(t) =1—=2w(t), w(t)e€{0,1}, t€[0,1] a.e.
2(0) = (0.01,0),

: 1 9
gy Jo o1
s.t. 21(t) = x2(t), te€]0,1] ae. (B.17)
Z2(t) =1—2a(t), «ft)€0,1], t€0,1] a.e
2(0) = (0.01,0),

We drop the superscript * to simplify the notation. The HAMILTON function reads
H(z, N\, @) = 27 + M\zy + Xo(1 — 2a).
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The maximality condition implies
H(z(t), A1), a(t)) = Oggl{w?(t) A (B)z2(t) + (1 - 20)A2(1)}
= 23(t) + M\ (H)z2(t) — sgn(Aa(t)) Aa(t)

while the optimal control is given by

[0 i) <0
O‘(t>_{1 if Ao (t) > 0.

Hence the optimal state trajectories, with ¢y, co, ¢}, s are the appropriate constants such
that z1(0) = 0.01 and z3(0) = 0, are

Epet+c, if Aa(t) <0 t4+e if Aa(t) <0
xl(t) = 2 ’ . ) mQ(t) = . )
_§+Cgt+62 if )\g(t) >0 —t+cy if /\Q(t) >0

and the adjoint equations are Aj(t) = —2x1(t), Ao(t) = —A;(t), which together with the
terminal condition A(t;) = A(1) = 0 imply the optimal co-states

a(f) = 7? _ c12t2 —cdt+cf if () <0
! Bl _gigdif Aa(t) >0,
4 i3 e t? 1" " :
opatt L at if \a(t) <0
)\Q(t) - {12154 6czt3 2cl2t2 ' " ' /neoos 2( ) (B.18)
—5 S+ -ty if Ma(t) > 0.

We consider a Grobner basis approach. In this example, there are only two possible strate-
gies where the input alternates between 1 and 0, taking the values 0,1,0,..., or 1,0,1,...,
respectively. In each case, taking into account the maximal numbers of switching, one can
not so difficult to derive an expression for the objective function value,

1 2 4 9
1 (220 1
/ wdt ~ o <x12( ) 4 22(02) + 2Bt 4 1) + 2301 + 12+ 1) +ai(Y )+ x12( )>
0 i=1

as a function of the switching times. From , we see that the control input switches
at most four times. Designate by t1,ts, t3, t4 and t5 the length of the successive intervals
where «(t) stays constant. Any set of initial and final conditions can be translated to having
x(0) = (0.01,0) and a given value for (1), and this is the setting from here on. The particular
choice (among the only two possible ones)

for0 <t <ty

for t1 <t <ty + 1t

fortq +to <t <ty +1ta+13

fort)1 +to+t3 <t <ty+to+itz+ty

fort;1 +to+ts+ts <t<ti+to+ts+ts+its=1

Q
—~
~~
N>
I
—_ O = O =
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drives the chain of integrators for the origin to the approximated points (exactly the points
at the switches) and the final point (1) given by

.’Eg(l):ftl +t27t3+t47t5:2t2+2t471

t3 1
.Il(l) = —52 - ti — 2t1tg + 2toty + 2t3ty — t1to + 2t5 + 2t4 + 0.01 — 5
oty +ty +t3+tg) = —t1 +ta —t3+ 1y

. 8t
xl(h +to + 13 + t4) = ) +t; — 5 + 5 tits — t1t4 + tots + toty — tsty +0.01
.’Ez(tl + t2 +t3) = —tl + t2 — t3
2 3

iEl(tl + to —|—t3) = —51 — 53 — t1t3 + totz + 0.01
Ig(tl + tg) = —tl + t2 (Blg)

t2
o1ty +tp) = —51 +0.01

.’L’Q(t1> = —tl
t2

z1(t) = —51 +0.01

therein,

—t, for t € Ty
t — 2tq, forteT)

xo(t) = § —t + 2to, for t € T
t— 2t — 2, forteTy
—t + 2ty + 214, fort € Ty
—£ 1+ 0.01, for t € Ty
Lot 12+ tits — 2 +0.01, for t € Ty

wr(t) = § =2 4 25t — 32 — 4145 40,01, for t € Ty
L9ty + ta)t + (t1 + ta + )2 — tats — 2 +0.01, for t € Ty
L 2ty ta)t— 13— 2a(ty + 1o 1) — tata — 2 +0.01, fort €Ty

where T := [O,tl), T, := [tl,tl +t2), T = [tl +to,t1 + 1o +t3), T5 := [tl + o+ 13,81 +i2+
t3+ty), Ty = [t1 +to +t3 + 14, 1).

It turns out that the selection between alternating values 1,0,1,..., or 0,1,0,... for the
optimal input «(t) depends on whether the equations in have a solution for a specified
condition {Ji(tl), x(tl + tg), 1‘(t1 +to + tg), ﬂi(tl + 1ty +t3 + t4), 1‘(1)}

We refer to the computational algebraic geometry and Grobner bases, cf. [125, Sec. III], for
the following calculation. We set

w = tl, xXr = tQ, Yy = t3, z = t4,

and a := 172(1), b:= 1‘1(1), C = ng(t1+t2+t3+t4), d:= $1(t1+t2+t3+t4), e = I’Q(t1+t2+t3),
fi=zi(ts +t2 +13), g = 22(ts +t2), h = 21(t1 + t2), i 1= x2(t1), J 1= @2(t1).
Then we solve the complex version of the following switching problem.
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Problem 1: Given is the system of equations

a=2r+2z—1

1,2

b:—?—22—2wz+23:z+2yz—wx+2x+2z—0.49
c=-w+zr—-y+=z
2 2 2
d:—%—i—xQ—%—&—%—wy—wz—i—xy—&—xz—yz—i—O.Ol
e=—-—w+xr—y
2 2
f:—%—%—warxynLO.Ol
g=—-—w+zx (B.20)
2
w
h=—-——+0.01
5 +
1= —w
2
w
j = —— +0.01.
J 5 +

We use the Macaulay symbolic program to compute the complex solutions w, z,y, z of the
above system. By a similar way as in [125, Subsec. A. Complex Solutions| and Ex. we
can conclude that

i. the system does always have a complex solution;

ii. if h =3 <0.01 and a,b,¢,d,e, f,g,h,i,j € R, the system has real solutions;

iii. ifh=7<0.0landa,b,c,d,e, f,g,h,i,j € R, the system has real nonnegative solutions.

We are interested in the third case. Hence, we will investigate the following question as a
second step.

Problem 2: Given are a,b,c,d,e, f,g,h,i,7 € R. Does there exist a nonnegative solution
vector (w,z,y,z) for the system in the sense that w > 0, z > 0, y > 0, z > 07 If
there is a positive solution w,x,y, z, then the value of the optimal control o assumes the
values 1,0,1,0,1 successively, and in particular, the present value for the optimal control
is @(0) = 1. If no positive solution exists then the present value of the optimal control is
a(0) = 0.

We will use Sturm sequences similarly as the previous example to compute suitable Grobner
bases together with an algorithm from real algebraic geometry.
As a first step, we compute a Grobner basis for the ten polynomials in under an
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elimination order with w >z >y>z2>j>i>h>g> f>e>d>c>b>a. One gets

2

b:—%—z2—2wz+2$z+2yz—wx+2x+2z—0.49
2 2 2
d:—%4—:102—%—1—%—wy—wz—i—my—i—xz—yz—&—O.Ol
2 2
f:—w——y——wy—kscy-i-0.0l
2 2
2

h=-% 4001

2
2
w
j = —— +0.01
J 5 T
w= —i (B.21)
T=g—1
y=g-—e¢
a+1 .
= 9 —g+a.

Remark 42. From examples [B.I] and [B:2] for solving these problems by using the Grobner
basis, we realize that the complexity rises a lot when we increase the number of variables or
the degrees of the polynomial in the equations.
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i-th row/j-th column of matrix A, row/column vector
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Inverse of matrix A

i-th entry of vector x

i-th entry of vector-valued function f

Least integer greater than or equal to x

Partial derivative of F' at (x,y)

Gradient of FF: R — R at =

170



NOMENCLATURE NOMENCLATURE

Black Board Symbols and Function Space

N Set of natural numbers excluding zero
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R™ Space of n-vectors with elements from the set R
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t Model or process time t € T
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1l The Euclidean norm of a matrix or vector

Sets

| X] Cardinality of a set X

A(z) Active set at = (see Definition

u Set of all continuous control functions
X Set of all differential state trajectories
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o) Switching function
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