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Zusammenfassung

Lichtmikroskopische Techniken konnen benutzt werden, um den Einfluss der
rdumlichen und zeitlichen Organisation von Chromatin und assoziierten nuk-
ledren Faktoren zu untersuchen. In der vorliegenden Arbeit méchte ich mit zwei
biologischen Ansétzen die Bedeutung der quantitativen Extraktion von raum-
und zeitabhingigen Parametern aus mikroskopischen Bildern untersuchen und
deren Auswirkung auf den heutigen Wissensstand iiber die nukleéire Topologie
zeigen. Zusétzlich soll die Software-Plattform Tikal, die ich zur Vereinfachung
der quantitativen Analyse multidimensionaler mikroskopischer Bilder entwickelt
habe, vorgestellt werden.

Im ersten Projekt habe ich die rdumliche Position und Verteilung des X-chro-
mosomalen Inaktivierungszentrums (Xic) wihrend der X-chromosomalen Inak-
tivierung in Zellkernen weiblicher und mé&nnlicher embryonaler Mausstamm-
zellen (ES-Zellen) mittels dreidimensionaler (3D) Fluoreszenz in situ Hybri-
disierung (FISH), sowie anhand von Lebendzellaufnahmen mittels Lac-Operator
markierter Xic-Transgene untersucht. Tikal wurde zur Bildverarbeitung und zur
quantitativen Bestimmung der Distanzen zwischen den Xic-Loci in weiblichen
ES-Zellen, sowie zur Messung der Absténde der Xic-Signale zur nukledren Pe-
ripherie in weiblichen und méannlichen ES-Zellen verwendet. In weiblichen ES-
Zellen wies eine kleine Population von Zellen eine Kolokalisation der beiden
Xic-Loci wéhrend der frithen Differenzierungsphase auf. Die funktionelle Be-
deutung dieser Anndherung der Xic-Loci wiahrend der X-Inaktivierungsphase
wird bestarkt durch ihr Fehlen in zwei ES-Zellmutanten, die Defizite in den X-
chromosomalen Zahl- und Selektionsmechanismen aufweisen. Ausserdem kon-
nte ich zeigen, dass der Xic-Lokus nahe der nukleiren Membran lokalisiert ist.
Diese periphere Lage ist am stirksten bei ménnlichen ES-Zellen wéhrend der
frithen Differenzierung ausgeprigt. Eine solche rdumliche Absonderung des Lo-
kus konnte notwenig sein, um den aktiven Zustand des einzigen X-Chromosoms
beizubehalten.

Im zweiten Projekt habe ich die Dynamik der nukledren Organisation mit Hilfe
von zwei inerten nukledren Korpern, GFP-NLS-vimentin-Partikeln und mikro-
injizierten Polystyren-Kiigelchen, untersucht. Um die Mobilitdt der Partikel
in sich bewegenden Zellen und in Zellkernen, die ihre Form verdndern, quan-
titativ verfolgen zu koénnen, verwendete ich Tikal. So konnte ich aus Serien
mikroskopischer Bilder lebender Zellen die relevanten Parameter mit Hilfe von
Tracking Methoden (Verfolgung von einzelnen Objekten in Raum und Zeit)
und Bewegungsanalysen extrahieren. Kinetische Analysen zeigten ein Uber-
wiegen nukledrer Partikel mit eingeschrinkten Diffusionseigenschaften. Aus den
vorliegenden Ergebnissen ldsst sich schliessen, dass Chromatindichte und Chro-
matinumbau auf molekularer Ebene die Beweglichkeit von Proteinbestandteilen
innerhalb des Zellkernes direkt beeinflussen.

In der vorliegenden Arbeit méchte ich zunéchst die beiden biologischen Fragestel-
lungen erkldren und den aktuellen Wissensstand auf dem Gebiet der nukleédren
Architektur, X-chromosomalen Inaktivierung und Bildverarbeitung kurz dar-
stellen. Anschliessend moéchte ich die spezifischen Techniken der Bildverar-
beitung, die ich zur Bearbeitung der mikroskopischen Aufnahmen verwendet



habe, vorstellen. Zusétzlich sollen das Konzept und die Funktionen meiner
Bildverarbeitungs-Software Tikal erldutert werden. Die dann folgenden Kapitel
werden sich mit den beiden Projekten iiber die Analyse der Xic-Lokalisation in
ES-Zellen und iiber die rdumliche und zeitliche Verfolgung nukledrer Partikel
beschéftigen.



Abstract

Light microscopy techniques have been used to investigate the influence of the
spatio-temporal organization of chromatin and associated nuclear factors. In
this thesis I will present with two biological examples the importance of quan-
titative extraction of spatial and temporally dependent parameters from micro-
scopic images and their impact on the knowledge of topological constraints in
the nucleus. Additionally, I introduce a software platform, called Tikal, which
I developed to facilitate the quantitative image analysis of multidimensional
microscopic images.

In the first project I investigated the spatial localization and distribution of
the X-chromosomal inactivation center (Xic) locus during the X-chromosomal
inactivation process in female and male mouse embryonic stem (ES) cell nuclei
using 3 dimensional (3D) fluorescent in situ hybridization (FISH) analysis, as
well as live cell imaging with Lac operator-tagged Xic transgenes. I used Tikal
for the image processing and the quantitative analysis of the inter Xic locus
distances in female cells and the Xic signal distances to the nuclear periphery of
female and male cells. In female ES cells, a small population in which the two
Xics are co-localized can be detected in early differentiation. The functional
importance of this apparent cross-talk between Xics during the initiation time
window when X-inactivation begins is underscored by the fact that it cannot be
detected in two mutant ES cell lines that are incapable of counting and choice.
Further I found that the Xic locus lies very close to the nuclear envelope. This
peripheral location is most pronounced in male ES cells during early differenti-
ation. Such a sequestration of the Xic may be indicative in order to maintain
the active state of the single X-chromosome.

In the second project I investigated nuclear body dynamics of two different
types of inert nuclear particles, namely particles produced of GFP-NLS-vimentin
and microinjected polystyrene beads in order to study the dynamics of nuclear
organization. To quantitatively follow particle movement on the background
of moving cells and shape changing nuclei, I used Tikal to work on images
derived from live cell time-lapse microscopy and extracted relevant parameters
with single particle tracking and mobility analysis. Kinetic analysis revealed
predominantly obstructed diffusion for nuclear particles and I could conclude
that chromatin density and thereby chromatin remodeling on the molecular
level directly influences the mobility of protein components within the nucleus.

In this thesis I will first introduce the two biological questions by reviewing
our knowledge about nuclear architecture, X-chromosomal inactivation and im-
age processing. I will then introduce specific image processing techniques I used
for the processing of biological microscopy images. Additionally, I present the
concept and features of the software platform Tikal. The following chapters will
describe the two projects on Xic localization analysis in mouse ES cells nuclei
and on nuclear particle tracking, respectively.
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Chapter 1

Introduction

1.1 Nuclear architecture

The cell nucleus is not only a rudimentary object filled with deoxyribonucleic
acid (DNA) that is only transcribed and replicated. It is a highly complex or-
ganelle orchestrating a high number of vital and functional processes within the
cell. Therefore, especially in this context an organized structure of chromatin
and proteins is essential to ensure an accurate maintenance of these cellular
processes. Beside the knowledge about gene transcription and molecular mech-
anisms of coordinating structures it is mandatory to understand their tempo-
ral and spatial distribution within the cell nucleus. To explain functionality
of cytoplasmic and nuclear proteins or RNAs only on their transcriptional or
translational regulation is not appropriate and has to be revised. Epigenetic
processes such as DNA methylation can not be explained by the pure quan-
titative regulation of responsible factors and therefore need a combination of
molecular and physical properties of proteins to describe the overall physiolog-
ical cell functions, e.g. the cleavage kinetics of a protein complex as well as its
spatial distribution within the nucleus.

For the purpose of this thesis it is important to know how the nucleus is
organized. For this reason I will give an overview on the spatial organization
and compartmentalization of the nucleus.

1.1.1 Nuclear compartments

The fact, that the interior of the nucleus is not only an amorphous structure,
has been widely recognized. Many discrete compartments with specific functions
have been identified (see Figure 1.1) [1, 2, 3].

The most clearly distinguishable interphase subnuclear structures in mam-
malian cells are the nucleoli. Nucleolar compartments are the central sites of
ribosomal RNA synthesis and processing and can also be seen as centers of
biogenesis for the ribosomal subunits. Additionally, defined sub-compartments
within nucleoli represent the centers where these different activities are per-
formed. This has been confirmed by analysis of the kinetics of assembly and
elongation of the mammalian RNA polymerase I complex on endogenous ribo-
somal genes in the nuclei of living cells [4].
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Figure 1.1: Graphical representation of a cell nucleus with its organelles and interior
structures. The nucleus is surrounded by the nuclear envelope a double layer membrane
coupled to a network of intermediate filaments, the lamina. Where the inner and
outer nuclear membranes are fused together nuclear pores are formed that serve for
the transit of materials between the nucleus and cytoplasm. The chromosomes are
arranged into chromosome territories within the nucleoplasm. The most prominent
structure is the nucleolus which is the site of rRNA synthesis, rRNA processing, and
assembly of ribosomal subunits. Transcription is coordinated by RNA polymerase 1T
which is abundantly found within the nucleus. Other structures such as PML and Cajal
bodies are sequestered to protein complexes and can restrictively diffuse throughout
the nucleus. (Image adapted from [2])



1.1. Nuclear architecture

Beside the nucleoli, many other small nuclear bodies (NB) have been de-
scribed. Prominent examples are the Cajal bodies (CB) (see Figures 1.1, 1.2),
formerly known as coiled bodies. These subnuclear structures are generally
spherical and have an approximate diameter of 0.5-1um. The composition of
the CB appear in cross sections as a network of coiled fibers [5]. It has been
described that CB are found in both animals and plants and are highly enriched
in several classes of small nuclear ribonucleoproteins (snRNPs), nucleolar, cell-
cycle control proteins and the marker protein p80 coilin, as well as several basal
transcription factors. While these bodies seem not to be transcriptional active,
nascent small nuclear RNAs (snRNAs) have been observed immediately next
to them in mammalian cells [5]. In this context it has been found that some
of the post-transcriptional modifications of the spliceosomal snRNAs take place
in CBs and are guided and introduced by a recently discovered class of small
CB-specific RNAs [6]. These are members of the so-called guide RNA fam-
ily, which functions to align RNA modification activities with target sequences
through complementary base-pairing interactions. It is likely that other guide
RNAs will be discovered since the number of guide RNAs identified to date is
still far less than the number of modified nucleotides found within spliceosomal
snRNAs. Moreover CB proteins might be involved in the cell cycle coordination,
cellular stress responses and cell aging. For the latter a putative involvement of
CBs in telomerase maturation is suggested [7].

Individual CBs can show complex dynamic behavior, including translocation
as well as fusion of CBs in the nucleoplasm, splitting into two daughter bodies
and movements to and from nucleoli. In cases where CBs split into two smaller
bodies, some components, such as fibrillarin, are seen to partition differentially
between the daughter structures, whereas other components, such as coilin, are
present at similar levels in both [8]. This is consistent with the view that CBs
represent a heterogeneous collection of related structures that can differ in their
precise molecular composition and possible biological roles. Much of the CB
movement appears to occur via simple or constrained diffusion, although in
some cases it is possible that more active processes are involved [9, 8]. Not all
CBs are mobile at any time, and in most cases they remain tethered within a
confined nuclear volume, probably through interactions with specific chromatin
regions [10].

Another important nuclear structure are the promyelocytic leukemia (PML)
bodies (see Figure 1.2). These bodies are defined by their content of PML
protein. They are comparable in size to coiled bodies but are usually more
abundant. In mammalian cells commonly 10-20 PML bodies can be found.
However, the biochemical and molecular functions of PML NBs and PML pro-
teins still seem unclear. It has been suggested that DNA and RNA viruses have
a variety of effects on body morphology, whereas adenoviruses and human im-
munodeficiency virus (HIV) cause the PML bodies to move to the cytoplasm
[11]. Another effect is observed with herpesviruses that “unwind” the PML bod-
ies [11]. Such functional descriptions derive from earlier studies of PML bodies
where they have been referred to nuclear domains that accumulate proteins that
can be interferon-upregulated and thus have a vital function in nuclear defense
mechanisms [12]. It was observed that herpesvirus and adenovirus genomes are
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1. Introduction

Figure 1.2: Cajal bodies (CBs) and promyelocytic leukemia protein (PML) bodies in
human cells. Anti-coilin antibodies label CBs (red), which appear as spherical, bright
foci distributed throughout the nucleoplasm. PML bodies are stained in green, detected
here using an anti-PML antibody. Note that some PML bodies and CBs are located in
close proximity (asterisk). DNA is stained with DAPI (blue). Bar: 5um. (Image from

[71)
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1.1. Nuclear architecture

deposited at the periphery of those nuclear domains. Interestingly, it seems
that DNA viruses start their transcription and consequently initiate replication
at these peripheral domain sites, suggesting that viruses have evolved ways to
circumvent and exploit this potential cellular defense.

PML bodies are amongst the most rapidly moving structures within the nu-
cleoplasm with an average velocity of 4.0-7.2um/min. This mobility was not
sensitive to a-amanitin and therefore not directly dependent on RNA poly-
merase I activity. However, an abolishment of the PML body dynamics was
observed upon ATP depletion (sodium azide treatment of cells); indicating an
energy-dependent movement [13]|. Further it was shown that an inhibition of
actin-dependent myosins I reduced the mobility of PML bodies, suggesting that
nuclear motor proteins might be involved and responsible for the dynamic be-
havior of NBs. Interestingly, only rapidly moving PML bodies were affected
by energy depletion whereas bodies with more localized movements showed no
changing in dynamics [13].

A variety of other structures such as the perinucleolar compartment and
gemini bodies have also been described [2]. But, while nuclear compartments
and bodies have raised much interest, the extent to which they really define
functional compartments remains a matter of debate. Studies by Almeida et
al. have shown that disruption of CBs does not change cell morphology and
viability [14]. Similar observations have been made in transgenic animals [15].

1.1.2 Nuclear matrix

Even though still controversially discussed, numerous experiments support the
notion of a nuclear matrix that plays central roles in nuclear functional organiza-
tion. The nuclear matrix is classically described as an amorphous fibrogranular
structure that can be isolated from nuclei by hypertonic treatment followed by
nuclease digestion [16, 17]. The nuclear matrix typically contains many hun-
dreds of different proteins. Two-dimensional gels reveal more than 200 nuclear
matrix proteins (NMPs); among the most abundant are the lamins, nuclear mi-
totic apparatus protein (NUMA), B23 and the hnRNP proteins [18, 19]. These
findings further support the view that the internal nuclear matrix consists of a
nuclear ribonucleoprotein network (see Figure 1.3).

Generally one can say that interphase chromatin is arranged into topologi-
cally distinguishable domains comprising gene expression and replication units.
A possible hypothesis suggests that such a chromatin arrangement could be
achieved through genomic sequence elements, so-called MAR or SAR regions
(for matrix- or scaffold-associating regions). S/MAR regions are located near
the boundaries of actively transcribed genes from were they can influence their
activity. The nuclear matrix binds diverse nuclear proteins and might help in
their assembly to functional macromolecular complexes involved in important
nuclear processes, such as transcription, RNA splicing and DNA replication [20].

Many of these nuclear matrix involved proteins have been studied in detail.
Amongst the best characterized are the scaffold attachment factor A (SAF-A)
and the attachment region binding protein (ARBP). These proteins were dis-
covered because they tend to associate with matrix attached DNA elements.
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1. Introduction

Figure 1.3: The nuclear matrix of a cell prepared by the crosslink-stabilized nuclear
matrix preparation procedure and visualized by resinless section electron microscopy.
The nuclear matrix consists of two parts: the nuclear lamina (L) and a network of
intricately structured fibers connected to the lamina and well distributed through the
nuclear volume. The matrices of nucleoli (Nu) remain and are connected to the fibers
of the internal nuclear matrix. Three remnant nucleoli may be seen in this section.
Bar: 1um. (Image from [20])
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1.1. Nuclear architecture

SAF-A was identified in nuclear extracts from HeLa cells [21]. It specifically
binds to a scaffold attachment region element from the human genome. SAF-A
shows the highest affinity for several homologous and heterologous scaffold at-
tachment regions elements from vertebrate cells. SAF-A is an abundant nuclear
protein and might be a constituent of the nuclear matrix and scaffold structures.

Recent results have suggested a contribution of SAF-A in the silencing of X-
linked genes, maybe by inducing a local change in nuclear architecture [22|. In
vivo mobility experiments demonstrated that SAF-A is a component of a highly
stable proteinaceous structure in the territory of inactive X-chromosomes, which
might act as a platform for immobilizing X-inactivation specific transcript (Xist)
RNA during the maintenance phase of X-inactivation [23]. T will describe the
possible role of SAF-A with respect to X-inactivation more thoroughly later.

It was also shown that SAF-A binds to p300, a major transcriptional co-
activator [24]. The regulation of transcription occurs through scaffold /matrix
attachment regions (S/MARs), the chromatin regions that bind the nuclear
matrix. ARBP has been shown to interact with methylated DNA in MAR
elements through interaction with mSin3A (a protein member of a chromatin
remodeling complex). This interaction recruits a corepressor complex containing
histone deacetylases. This in turn is thought to generate a localized silenced
chromatin structure [25].

SAF-B (scaffold attachment factor B) specifically binds to S/MAR regions
and interacts with RNA polymerase IT (RNA pol IT) and a subset of serine-
and arginine-rich RNA processing factors (SR proteins). It was proposed that
these interactions allow SAF-B to provide a surface for the assembly of the
transcription apparatus [26].

Another interesting aspect is found where chaotic deregulation and mislo-
calization of genes are observed. The cause of this irregular arrangement is the
loss of a single MAR-binding protein [27]. Parallels can be found in some ways
in malignant disregulation of gene expression [28].

Although strong evidence for the presence of a putative nuclear matrix was
found, its meaning is still being controversially discussed since the link between
the biochemical isolated structures and its in vivo organization is weak. How-
ever, in correlation with nuclear matrix factors such as the SAF-A complex
and the later described X-chromosomal inactivation aspects SAF-A presence
has shown fundamental functions. Especially in the maintenance of the inac-
tive structures of the X-chromosomes in female cells during the cell cycles the
nuclear scaffold might be, beside other epigenetic mechanisms, mandatory for
the proper maintenance of function of the inactive X. For this reason it can be
hypothesized that the inactive X-chromosome (also know as the Barr body),
with its positioning close to nucleoli or the nuclear periphery, is connected to
proteins of the nuclear matrix [29]. However, further investigations to identify
nuclear matrix factors and their functions in nuclear organization in particular
with in vivo studies have to be promoted in future.
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Figure 1.4: The inter-chromatin compartment. Chromosome domains and inter-
chromatin space seen by a) electron microscope (Image adapted from [36]) and b) laser
confocal microscope sections through a HeLa cell nucleus with green fluorescent-protein
(GFP)-tagged H2B (Image from [37]). b) Section showing GFP-tagged chromatin
(high density, white; low density, gray), two nucleoli (nu) and the inter-chromatin
compartment (IC) space (black).

1.1.3 Spatial organization of chromatin and chromosome terri-
tories

The level of nuclear organization within interphase and metaphase cells has
been studied over decades. Early hypotheses suggested that chromosomes oc-
cupy defined positions within the cell nucleus. One supporting example for this
assumption included the peripheral positioning of the sex chromatin body (rep-
resenting the inactive X-chromosome at interphase) in cells of eutherian females
(placental mammals). This inactive chromosome (Barr body) is located at the
nuclear periphery and was therefore the most convincing evidence for a non-
random position of a chromosome [30]. More recent investigations are based on
in situ hybridization techniques to identify individual chromosomes or regions
in the interphase nucleus. This led to major advances in the analysis of nuclear
organization. Chromosome painting and confocal microscopy of mammalian in-
terphase cells showed that chromosomes occupy discrete territories within the
nucleus. Such analyses revealed that the spatial arrangements of these territo-
ries are non-random [31, 32, 33] and in a radial configuration [34, 35| (see Figure
1.4).

The non-random arrangement of chromatin has been investigated in studies
were the spatial distribution of chromosomes in the interphase nucleus was mea-
sured. The findings suggest that gene-rich chromosomes, such as human chro-
mosome 19, locate towards the interior of the cell nucleus, whereas gene-poor
chromosomes such as human chromosome 18 and the inactive X-chromosome are
found towards the periphery of the cell nucleus. Generally the results suggest
that the intranuclear arrangement of a human chromosome is correlated with the
large-scale replication domains, even before DNA replication [38]. These findings
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Figure 1.5: Chromosomal territories and their nuclear localization in relationship to
the different chromosomal bands observed during mitosis and their functional character-
istics. As the nucleus reassembles after mitosis, distinct chromosomal bands segregate
into different regions, giving rise to polar chromosome territories. Alignment of po-
lar chromosome territories results in the establishment of distinct higher-order genome
compartments, with functionally distinct chromatin fractions. (Image adapted from
[43))

could be validated for other cells in a cross-species study where seven different
primate species were subjected to comparative analysis of the radial distribution
pattern of human chromosome 18 and 19 homologs by three-dimensional fluo-
rescence in situ hybridization [39]. These publications support findings where
the position of actively transcribed, early-replicating DNA is located towards
the center and late-replicating that correspond to inactive (low transcription
rate) DNA is located to the periphery of the nucleus, respectively [40]. This
higher-order organization is also seen within chromosome territories where ac-
tive genes tend to locate towards the periphery and inactive genes towards the
interior of the nucleus [37, 41] (see Figure 1.5). In mouse lymphocytes gene
silencing that is associated with the repositioning of genes close to centromeres
has been observed [42].

Recent studies suggest that the chromosomal positioning within the nucleus
is dependent on its individual size. Experiments where the radial distances of
chromosomes were measured showed a nonrandom distribution correlation with
chromosome size. Small chromosomes were distributed significantly closer to
the center of the nucleus or prometaphase rosette, while large chromosomes
were located closer to the nuclear rim. This distribution is independent of the
chromosomal gene density [44|. Moreover recent publications described that
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chromosome positions might vary through the cell cycle [45]. However, a partial
inherited chromosome arrangement can be observed over several cell prolifera-
tion cycles [46, 47].

A possible explanation why chromosomes occupy distinct nuclear domains
could come from the fact that chromosomes decondense only to a limited extent
after mitosis. The compaction of chromatin was measured in HeLa cells by 4D
chromatin intensity measurements of H2B stained cell nuclei. It was shown that
in early G1 chromatin is only four to five times less compact that in late anaphase
[48]. These results might imply that the biggest part of most chromatin of a
chromosome stays close together in a condensed conformation. Additionally
one can hypothesize that chromosomes are rather condensed in their default
state interphase. Only those loci that are transcriptional active might be more
decondensed. This idea of well-defined (compact) chromosome territories has
been extended. It has been observed that transcriptional active loci can be
located on subchromosomal domains which loop out up to several microns away
from the main body of the territory [49, 50, 51]. Such loops could probably
intermingle with chromatin from other chromosomes. There is no direct data
confirming this hypothesis, however, publication showed that gene loci lie far
from the territory itself [52, 53].

Other interesting findings were the description of so called ridges [54, 55,
56, 57, 58]. Ridges are found to be very gene-dense domains with a high GC
content, a high SINE (short interspersed nuclear element i.e. Alu sequences)
repeat density, and a low LINE (long interspersed nuclear element) repeat den-
sity and are further characterized by high gene expression levels in a variety of
cell types. In this context these domains might be an integral part of a higher
order structure in the genome related to transcriptional regulation [57]. The
major histocompatibility complex locus is one of these domains. Recent find-
ings suggest that ridges coincide with large chromatin loops that extend away
from the body of their chromosome territories [49]. An additional supportive
feature was the discovery that transcriptional up-regulation of genes in the ma-
jor histocompatibility complex by interferon-gamma led to an increase in the
frequency with which this large gene cluster was found on an external chromatin
loop [51]. In conjunction with this study, similar large-scale chromatin struc-
ture remodeling events induced by a strong transcriptional activator have been
described in preceding studies [59].

In the next section we will look at a special case of chromosome positioning
and organization. The X-inactivation process is a very complex cellular pro-
cedure to selectively inactivate a single chromosome and maintain its silenced
state. Some of the described nuclear components are vital for the success of the
inactivation mechanism and therefore important for the overall survival of the
cell.
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Figure 1.6: Different strategies for X-chromosomal inactivation. Dosage compensa-
tion of protein transcription in male and female animals has to be properly regulated
and assured. Many animals show a specific gender determined sex chromosomal dis-
tribution. Mostly the female carries two or more X-chromosomes whereas males can
carry an equal balance of X and a 'Y chromosomes. To ensure proper dosage compensa-
tion between the two genders the transcription rate originating from the X’s has to be
regulated. In female mammals and female marsupial animals all X’s except one will be
inactivated whereas in males the single X escapes the inactivation process. In insects
i.e. Drosophila melanogaster a different strategy has evolved. Instead of inactivating
the female X’s the male organism hyperactivates the transcription rate of the single X
to ensure proper dosage compensation while the female X’s escape this process.

1.2 X-chromosomal inactivation

1.2.1 Introduction

In 1961 Mary Lyon suggested that the transcriptional silencing of one X-chro-
mosome in female cells should ensure dosage compensation of X-linked genes
between male and female mammals (see Figure 1.6) [60].

The silencing of one X-chromosome in mammals occurs early in development
and it was shown that the process of X-inactivation occurs at random, such that
the paternal or maternal X-chromosomes are silenced with the equal probabil-
ity [61, 62, 63, 64]. This unique strategy has to encompass mechanisms that
orchestrate the different treatment of two identical X-chromosomes in the same
nucleus. Once the inactivation took place it has to be maintained throughout

17
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countless cell divisions. Random X-inactivation is thought as a multistep process
involving counting of chromosomes, choice of the active X-chromosome (Xa),
initiation and spread of silencing on the inactive X-chromosome (Xi) and sub-
sequent maintenance of the Xi’s silent state. To investigate the X-inactivation
processes more thoroughly mouse embryonic stem (ES) cells have become an
invaluable tool. ES cells are derived from the inner cell-mass of the blasto-
cyst, a developmental stage where random X-inactivation has not yet occurred.
Thus, female ES cells undergo random X-inactivation after being induced to
differentiate in vitro [65].

The X-inactivation is a highly complex process which follows precise and
timely coordinated procedures (see Figure 1.7). At the beginning of differentia-
tion a non-translated RNA is mandatory for the initial phases of X-inactivation.
The transcription of a X-inactivation-specific RNA is upregulated on the Xi and
starts to coat the chromosome in cis and initiates the inactivation process. The
RNA transcription rate on the Xa remains low throughout the whole process
and gets even downregulated at later stages. After the initial triggering phase
additional coordination factors such as epigenetic histone modifications become
more and more important in setting up the final inactivated state of the Xi.

In the next chapter I will describe in detail the very complex mechanism
of X-chromosomal inactivation according to the coordinating elements such as
the X-inactivation center (Xic) and the counting and choice regions. Finally an
overview of the maintenance of the inactive X-chromosomal state over the cell
cycle and the importance of X-inactivation during the developmental stages will
be given.

1.2.2 X-inactivation center (Xic)

The initiation of X-inactivation is dependent on a master X-inactivation center
(Xic) (see Figure 1.8) [67]. The Xic is the main control locus for X-inactivation.
The most important gene within the Xic locus is the X-inactivation specific tran-
script (Xist) gene. It has been found that Xist is exclusively transcribed from
the inactive X-chromosome [68]. The mature Xist molecule is a non-translated
RNA, 17 kb in length and without any conserved open reading frames [69, 70].
The Xist sequence contains a number of regions consisting of tandem repeats.
Further it has been shown that Xist RNA is not associated with the transla-
tional machinery of the cell and is located almost exclusively in the nucleus
[70].

Xist has been shown to be the important part in choice and spreading of
the future Xi [71, 72, 73]. Interestingly, even though Xist is present on inac-
tive X-chromosomes throughout the life of an organism, it is only in the first
phase of X-inactivation directly involved in transcriptional silencing but it is
not required for its maintenance in somatic cells [74]. The first stages of in-
activation are dependent on continued Xist expression. This expression is not
accompanied by any of the later characteristics of the inactive X, such as histone
hypoacetylation and late replication timing. In cells that have been induced to
differentiate, Xist must be expressed during the first 48 hours of differentiation
to initiate ectopic silencing. However, the inactivation process can be reversed
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Figure 1.7: Complex timing processes during the inactivation processes. The X-
inactivation process in female mouse ES cells is a highly coordinated process. Different
molecular mechanisms have to be timely orchestrated to ensure the proper initiation,
progression and maintenance of X-inactivation. One of the earliest visible components
after initiation of the inactivation is the expression of Xist on the Xi. Xist is essential
during the first hours of inactivation. At later stages other factors like histone modifi-
cations such as (de-)acetylations or (de-)methylations, later replication timings of the
Xi and MacroH2A histone association support and coordinate the process. It seems in-
terestingly that the initial inactivation phase with starting Xist expression is reversible
within 72 hours. After this period the previously described controlling factors do not
allow a reversion of the inactivation process. (Image adapted from [66])
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Figure 1.8: Functional elements within the X-inactivation center. The Xic region, as
defined by deletion and transgenesis analyzes, is shown, together with important func-
tional elements. Genes shown in green produce non-coding transcripts (green lines).
Genes shown in gray produce protein-coding transcripts and have no known Xic re-
lated function. Above the map, regions shown in black encompass elements defined by
targeted deletions involved in counting and choice. Counting is the process whereby
a cell senses the number of X-chromosomes that are present and ensures that only
a single X-chromosome remains active per diploid autosome set, all supernumerary
X-chromosomes being inactivated; choice concerns the selection of the X-chromosome
that will remain active or that will be inactivated. The candidate region for the geneti-
cally mapped Xce locus involved in choice is shown in gray. Below the map, the red bar
represents a “hotspot” domain of histone H3K9 dimethylation, which is constitutively
present in male and female ES cells before and after differentiation; the orange bar
represents a hotspot of H4 hyperacetylation, present only in female ES cells prior to
differentiation. (Image from [76])

by downregulation of Xist expression. Once 72 hours of differentiation have
elapsed, continued silencing is no longer dependent on Xist expression and the
full range of secondary X-inactivation characteristics are acquired [67, 75].

In all phases, the Xist RNA is locally constrained to the territory of the inac-
tive X-chromosome |77, 78]. This is in contrast to almost any other RNA species
that freely diffuses throughout the nucleus [79, 80]. Xist exclusively spreads in
cis to neighboring regions from its site of transcription of the same chromosome
until it essentially “coats” the entire inactive X-chromosome. Spreading in trans
to other non-X-chromatin regions that may even be spatially closer has never
been observed.

The molecular basis of the very low mobility of Xist, and the mechanism
that imparts its local constraint, are currently unclear. Earlier experiments
have suggested that diffusion of Xist is prevented by binding to components of
the nuclear matrix [81]. It was recently demonstrated that SAF-A is enriched in
the territories of the inactive X-chromosome and might bind Xist and restrain
therefore its movement within the Xi territory [23, 22]. Additional analyses
by fluorescence in situ hybridization (FISH) showed that Xist appears highly
particulate and is located to a large nuclear domain that corresponds to the
space occupied by the Xi [78]. There a three-dimensional analysis showed that
Xist RNA is not just bound to the surface of the Xi, but seems to reside within
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Figure 1.9: Xist transcription in embryonic stem cells. Patterns of Xist RNA ex-
pression in female ES cells undergoing differentiation using RNA fluorescence in situ
hybridization. a) Image shows undifferentiated ES cells that have two punctuate Xist
RNA signals, representing the presence of unstable Xist transcripts at the site of tran-
scription on both (active) X-chromosomes. b) upon differentiation, Xist RNA from
one of the two alleles becomes stabilized and coats the X-chromosome that is to be
inactivated in cis. The X-chromosome that remains active continues to express Xist in
its unstable form. c¢) Xist expression in fully differentiated cells. Xist RNA coats the
inactive X-chromosome and the Xist gene on the active X has been silenced. (Image
adapted from [67])

the entire space delineated by the Xi [78].

Prior to the X-inactivation process the Xist RNA can be detected as a
pinpoint signal at the site of its transcription on all X-chromosomes, which are
active at this point. It was shown that in undifferentiated ES cells low-level Xist
expression was detected from the single Xa in male cells and on both Xa’s in
female cells. Upon differentiation Xist expression was detected only in female
cells, in which Xist RNA colocalized with the entire Xi [82]. These findings
were supported by the observation of differentiating female mouse ES cells that
showed an increase of Xist expression from the Xi prior to silencing. On the
contrary the Xa showed low-level transcription of Xist. It was suggested that the
transition from low level to high level expression is regulated by the stabilization
of Xist transcripts at the Xi [83] (see Figure 1.9).

Consistent with this role in X-inactivation, Xist levels increase dramatically
in female but not male cells in the developmental window in which silencing of
the X-chromosome occurs [84]. Additionally it was found that after the differ-
entiation process, transcription of unstable RNA from the active X-chromosome
allele continues for a period. This shows that a stabilization and accumulation
of Xist transcript on the Xi allele is of importance for the inactivation process
[85].

1.2.3 Counting

The counting process senses the X-chromosome to autosome ratio and ensures
that the X-chromosome inactivation initiates in the female (XX) but not in the
male (XY) mouse ES cells. Counting is regulated by the Xic locus, which con-
tains the Xist gene. In earlier studies it has been shown that Xist, introduced
onto an autosome, is sufficient by itself for inactivation in cis. It was observed
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that Xist RNA becomes localized at the autosome into which the gene is inte-
grated. This suggested that the elements required for some aspects of chromo-
some counting are contained within the inserted Xic construct and that the Xist
RNA might be required for some aspects of chromosome counting [86]. For this
purpose transgene mouse ES cell lines have been established because they rep-
resent an essential and stringent test tool for defining the minimal region that
can carry out the functions attributed to the Xic. To detect aberrant behaviors
during the inactivation process constructs containing the Xic and additional
up- and downstream flanking region were introduced in mouse ES cells. In the
search for a possible region responsible for the counting events these sequences
were subsequently narrowed down and tested. It was found that the insertion
of 450 kb of a multicopy murine Xic/Xist sequence onto autosomes activates
female dosage compensation in male ES cells [87]. Particular in this study Xist
was successfully induced upon differentiation and was then expressed from both
endogenous and ectopic loci. This leads to successful and proper chromosomal
inactivation and suggests that elements responsible for correct counting and
choosing Xs are present on this particular Xic transgene sequence [87]. The ec-
topic multicopy Xic integration resulted in chromosome-wide changes that are
characteristic for the Xi.

However, the introduction of different yeast artificial chromosomes (YACs)
constructs into ES cells, it was found that single-copy transgenes, unlike mul-
ticopy arrays, can induce neither inactivation in cis nor counting [88]. These
results demonstrate that despite their large size and the presence of Xist, the
single copy construct lacks sequences critical for autonomous function with re-
spect to X-inactivation. A possible conclusion might be that single-copy Xic
transgenes may be lacking sufficient numbers of repeat elements, or “way sta-
tions” necessary for the nucleation and propagation of the Xist RNA-mediated
signal along the chromosome [89]. Based on this hypothesis a recent publica-
tion suggested that LINEs (long interspersed nuclear elements) act as booster
elements to promote the spread of Xist mRNA [67] (see Figure 1.10). From a
molecular view LINEs contain a reverse-transcriptase-like gene that might be
involved in the retro-transposition process in the human or mouse genome. An
example is the human element LINE-1, which is 6.1 kb and has a copy number
of 516’000 in the human genome.

Indeed, the X-chromosome is particularly rich in LINE sequences. Contact of
the Xist RNA might cause the LINE elements to be sensed as repeated elements
by the cell’s system for repeat-induced gene silencing. This leads to the silencing
of these elements and their conversion to heterochromatin [91]. Globally such a
step by step reaction would eventually lead to a fully inactivated chromosome.
A supportive fact in correlation with single-copy transgenic cell lines is that
the LINE density in the region covered by these defined Xic/Xist transgene
regions is not particularly high, which would correlate with the need of multiple
copy inserts [89]. These multiple insertions might compensate for the missing
in LINEs and override the normal but fragile Xist spreading pathway by brute
force overexpression of the relevant transcript.

Beside the possible involvement of LINEs in the counting process, recent
studies have identified a 65 kb region downstream to Xist that affects X-chromo-
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Figure 1.10: Model for X-inactivation. The model shows possible roles of some pu-
tative players in the initiation of X-inactivation. a) Before inactivation, Xist RNA is
expressed in an unstable form (dotted red lines) and the possible blocking factor(s)
(red) prevents Xist upregulation and/or its association with the chromosome in cis on
the Xi. b) With ongoing inactivation Xist RNA becomes upregulated through stabi-
lization, transcriptional upregulation or release of the blocking factor. LINEs might
participate in the spreading process in some way. This spreading event might be either
through association with nucleoprotein complexes including Xist or by a mechanism
such as repeat-induced gene silencing (RIGS). RIGS is a mechanism observed in several
organisms where transgene expression may be silenced epigenetically when repeated
sequences are present. It has been proposed that interactions between homologous
sequences (repeats) might lead to the formation of folded chromatin structures that
attract heterochromatin-specific macromolecules [90]. c¢) Stabilized Xist RNA coats
the X-chromosome before its inactivation. d) Transcriptional silencing of genes on the
X-chromosome occurs as a result of Xist RNA coating using an unknown mechanism.
The coating event is rapidly followed by a shift to asynchronous replication timing of
the X-chromosome. e) Chromatin modifications, such as the histone deacetylation and
methylation of promoters of X-linked genes, as well as the recruitment of the histone
variant macroH2A, presumably transform the Xist RNA-coated chromosome into a
stably inactive and condensed chromatin state. (Image from [67])
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some counting by another mechanism, namely by affecting histone modifications
in this sequence. It was found that deletion of the region significantly disturbed
the counting process. A possible explanation is that an elementary histone H3
Lys-4 dimethylation site lies within this deleted sequence that might interact
with Xist to coordinate the highly complex counting process [92]. Whether
other up or downstream elements to Xist are important has to be elucidated in
the future.

Another explanation for the counting process might be nuclear compartmen-
talization. As previously introduced an important way of regulating gene expres-
sion is the localization of genes within specific nuclear compartments [93, 94].
Subnuclear domains enriched in factors specialized in particular nuclear func-
tions may provide a nuclear context that influences chromatin architecture and
gene expression independently of their flanking sequences. Therefore the differ-
ent spatial localizations of the X-chromosomes were one of the earliest models
proposed to explain the differential treatment of the two X-chromosomes during
X-inactivation [93]. The hypothesis for counting suggested that the Xic on the
X-chromosome is sequestered to a particular nuclear region, e.g. the NE, in
order to maintain its active state and to prevent it from exposure to factors in-
volved in triggering X-inactivation. Another, not mutually exclusive hypothesis
proposes transient co-localization, or “cross-talk”, between Xic’s, as reported for
imprinted loci [94]. Such cross-talk might help the cell to count or “sense” the
number of present X-chromosomes and ensures that only one X-chromosome re-
mains active. This is supported by findings where cross-talk between Xist alleles
has previously been proposed to be involved in the choice of the X-chromosome
to inactivate during initiation [71].

Later in this thesis I will describe the effects of Xic localization and its
implications on the counting process in mouse ES cells.

In conclusion, transgenic mouse ES cells studies have revealed that the po-
tential for chromosome-wide gene regulation is not intrinsic to X-chromosomal
DNA, but can also occur on autosomes possessing the Xic [88]. The presented
data in this chapter showed that artificially integrated Xic sequences result in
long-range cis effects on the autosome that resemble those found on an inacti-
vated X. This implies that the Xic can both initiate X-inactivation and drive
heterochromatin formation in cis independent of its localization.

1.2.4 Choice

During the X-chromosomal inactivation the cell has to choose which of the
two apparently similar X’s is going to be inactivated. Although in mammalian
cells this chromosome selection is random it is coordinated by defined factors.
Again, the use of transgenic mouse cell lines has largely contributed in finding
the responsible sequences of choice. Although counting and choice can be seen
semantically similar, their functions and roles are different. Like the deletion of
counting element sequences, deletions of a choice element disturb X-inactivation
in female cells. In contrast to a counting element deletion, the lack of a choice
element does not result in aberrant and lethal X-inactivation in males.

The choice function of the Xic appears to be influenced by multiple elements
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Figure 1.11: The one-factor model: “Counting” represents the titration of several
factors (violet and green circles) to create a single blocking factor. The factors can
originate from multiple distinct autosomes. Other options include that the blocking
factors are diffusible molecules or one or several X-linked DNA sequences. “Choice”
represents binding of the blocking factor to one Xic, thereby preventing the firing of
Xist. The blocking factor designates the future Xa and the Xi forms by default. X:
X-chromosome, A: autosome, XCI: X-chromosomal inactivation, BF: blocking factor.
(Image adapted from [100])

spread across the Xic region. In addition to the genetically defined, but so far
elusive, X-controlling element (Xce) locus, several targeted deletions lying 3 or
5’ to or within Xist lead to a non-random X-inactivation process [95]. Deletion
of the Xce locus in undifferentiated ES cells eliminates Xist expression and
antisense transcription present in this region. Upon differentiation the deletion
also led to nonrandom inactivation of the chromosome that contained the deleted
transgene [63].

In 1999, several groups reported on the discovery of an antisense RNA to
Xist (Tsiz) which is influencing choice during the inactivation steps [96, 97].
The 40 kb RNA originates 15 kb downstream of Xist and is transcribed across
the Xist locus. The Tsiz RNA, like the Xist RNA, has no conserved open
reading frames (ORFs). It seems to locate exclusively in the nucleus and more
precisely at the Xic. Before the onset of X-inactivation, Tsiz is expressed from
both X-chromosomes. At the onset of X-inactivation, Tsiz expression becomes
monoallelic, associated with the future Xa and persists until Xist is turned off.
Tsiz is not found on the Xi once cells enter the X-inactivation pathway [98].
Another group reported in parallel of the correlation of Xa hypermethylation
and allelism at the Xce [63]. Recently it has been shown that the duration and
strength of Tsiz transcription (7siz hypertranscription) is sufficient to block
Xist RNA accumulation in a cis-limited manner. It was proposed that Tsiz
transcription is necessary to decrease Xist activity on the future Xa. On the
other hand Tsiz repression is required for Xist RNA accumulation on the future
Xi [99]. Interestingly, the same group found that choice is mediated by a Tsiz
promoter activity independent mechanism.

Recently a cis element in the mouse Xic called Xite was discovered. Xite
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harbors intergenic transcription start sites and regulates Xist. It is suggested
that Xite is a candidate for the Xce that can skew choice during X-inactivation
[101]. Additionally other non-coding RNA transcripts have been identified in the
5’ region of Xist. It has been shown to have high affinity to histone modification
factors early after the onset of X-inactivation [102]. Other non-coding tran-
scripts that also partially escape from X-inactivation map to an unmethylated
CpG island 10 kb upstream of Xist [103]. Whether these represent functional
RNAs, like Xist, or whether they are involved in regulating inactivation is not
known.

Another interesting aspect is that mammalian cells have to define a single
Xa, and then inactivate the remaining X-chromosome(s). Therefore the cell has
to choose between two apparently identical X-chromosomes and randomly place
a differentiating mark on only one of them, e.g. the future Xa. Most models
propose the existence of an autosomal blocking factor. This hypothetical factor
which is produced in limited quantity is responsible for setting a mark to the Xic
of a single X-chromosome per diploid cell, protecting it from inactivation [104].
The amount of blocking factor activity must be determined by autosomal ploidy
such that each diploid set of autosomes produces sufficient blocking factor to
choose only one Xa. The interaction of the blocking factor with the counting
element on the Xa finally interferes with the Xist RNA silencing function on this
chromosome. The counting element can therefore be seen as the fundamental
cis-element required for choosing the Xa (see Figure 1.11).

A second model proposes the presence of two factors, namely a blocking
factor, that protects the future Xa and an X-linked “competence factor” that
induces inactivation on the future Xi [105] (see Figure 1.12). In this respect,
recent results suggest that T'siz and Xite are not only involved in choice but
also play a vital part in counting supporting a two factor inactivation model
[100].

1.2.5 Maintenance

Several lines of evidence indicate that after X-inactivation has been established,
Xist is no longer required for maintenance. In studies using mouse-human so-
matic cell hybrids, a human Xi chromosome fragment that lacked the XIST gene
remained transcriptional silent [74]. Similar results have been obtained with hu-
man leukemia cells where an Xi-derived isodicentric chromosome maintained its
inactive state despite missing the XIST gene [106].

In order to understand the function of Xist during the inactivation but also
the function of other epigenetic marks in the maintenance state it is impor-
tant to characterize chromatin changes. Histone modifications like acetylations,
methylations, phosphorylations and ubiquitinations represent important ways of
regulating gene expression [107, 108]. Especially temporally coordinated histone
modification seems to play an important role in the initiation and maintenance
of the X-chromosomal inactivation [109]. In this respect, it has been reported
that methylation of histone H3 at lysine 9 on the Xi occurs immediately af-
ter Xist RNA coating and before transcriptional inactivation of X-linked genes.
This X-chromosomal H3 Lys-9 methylation occurs during the same time win-
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Figure 1.12: The two-factor model: “Counting” represents the titration of autoso-
mal (violet circles) and X-linked factors (green circles) to form blocking factors. Any
untitrated X-linked factor becomes a competence factor for the future Xi. This hypo-
thetical factor can be a diffusible trans-acting factor or a cis-acting DNA element. In
this context, “Choice” reflects binding of the blocking factor to Tsiz on the future Xa
and binding of the competence factor on the future Xi to elevate Xist expression. The
mutually exclusive binding of the blocking and competence factor could be mediated
by Tsiz or Xite. X: X-chromosome, A: autosome, BF: blocking factor, CF: competence
factor. (Image adapted from [100])

dow as H3 Lys-9 hypoacetylation and H3 Lys-4 hypomethylation. So far these
Histone H3 modifications were the earliest known chromatin changes during X-
inactivation [110]. A possible mechanism would identify this H3 Lys-9 methyla-
tion 5’ to Xist as unique “hotspot” which might be a nucleation center for Xist
RNA-dependent spread of inactivation along the X-chromosome [110]. Detailed
analysis of histone tail modification states showed that the hypomethylation of
Arg-17 and that of Lys-36 on histone H3 also characterize the Xi. These modi-
fications are also found at early phases of the initiation of X-inactivation [111].
Furthermore it was found that the chromosome which is undergoing inactiva-
tion is subject to a shift in replication timing. This occurs slightly later than
the Xist RNA coating and the chromatin modifications [111]. Recent findings
showed that Histone H3K9 dimethylation and K27 trimethylation characterize
the Xi in somatic cells. It is shown that the dynamic changes of H3 Lys-9 and
H3 Lys-27 methylation on the inactivating X-chromosome compared to the rest
of the genome are distinct. Methylation suggests that those two modifications
play complementary but perhaps non-redundant roles in the establishment and
maintenance of X-inactivation [112].

These findings demonstrate that the inactive X-chromosome is hypoacety-
lated for histone H3 in female mammalian cells and show that hypoacetylation
of core histones may be a general feature of the chromatin along the Xi [113].
Especially the enrichment for H3 methylated at Lys-9 is a distinguishing mark
of facultative heterochromatin on the Xi. It is interesting that also depletions
of methylations at Lys-4 on the Xi can occur and influence facultative het-
erochromatin formation [113]. This data might demonstrate that differential
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methylation marks at two distinct sites of the H3 amino terminus correlate with
contrasting gene activities and may be part of a histone code involved in estab-
lishing and maintaining facultative heterochromatin. A supporting finding of
this theory was that at later stages, e.g. before mitosis, characteristic histone
modification patterns can be found on the Xi [111|. Despite the importance
of histone modification factors it was recently demonstrated by in vivo mobil-
ity experiments that the previously introduced SAF-A (see nuclear matrix) is
a component of a highly stable proteinaceous structure in the territory of Xi,
which might act as a platform for immobilizing Xist RNA during the mainte-
nance phase of X-inactivation [23].

Another interesting aspect is a possible involvement of the members of
the Polycomb group PRC2 complex such as Eed and Ezh2/Enxl in the X-
inactivation process [67]. Ezh2/Enx1 is a histone methyltransferase capable of
trimethylating H3 Lys-27 [114]. It was found that the Ezh2/Enx1 was recruited
to the inactive X-chromosome in what appears to be a Xist RNA-dependent
fashion [115, 116]. The dimethylation of H3 Lys-9 on the Xi may not be Xist
RNA-dependent and may be mediated by a different HMTase and/or complex
[117, 112]. Therefore the polycomb group proteins are excellent candidates for
participating in the cellular memory of inactivity. This proposal is based on
genetic studies in Drosophila melanogaster showing their role in heritability of
the silent states [118]. In the case of mammalian X-inactivation, members of the
PRC2 complex and H3 Lys-27 methylation are recruited to the X, potentially
via Xist, during the early stages of X-inactivation [76]. However, recruitment to
the Xi of PRC1 complex members and, in particular, of the Polycomb protein,
which in Drosophila can bind H3 trimethyl Lys-27, has not been reported so far.
It seems highly likely that at least some mouse Polycomb homologs will indeed
associate with the Xi [119]. However, the understanding of the role of the Poly-
comb group proteins in maintaining the inactive state of the X-chromosome is
still very rudimentary and their functions have to be elucidated in future studies.

1.2.6 Developmental View

X-inactivation exists in an imprinted and a random form. Based on phyloge-
netic analysis it has been proposed that imprinted X-inactivation may represent
the ancestral state of this process, arising more than 130 million years ago in
metatheria [120]. Marsupials mammals, such as the kangaroo, undergo non-
random inactivation and shut off the paternal X-chromosome (Xp) (also known
as imprinted X-inactivation) (see Figure 1.13) [121, 122].

In eutherians, inactivation takes place randomly in the soma so that either
the paternally or maternally inherited X-chromosome can be silenced. Remains
of imprinted inactivation with only the paternal X-chromosome being inactive
and the maternal X remaining active can be observed in the extra-embryonic
tissues of eutherian mammals [123, 124|. The mammalian imprinted inactivation
only occurs between the two cell state and carries on to the blastocyst state
where nearly all cells contain an inactive Xp. The inactive state of the Xp is
kept in the trophectoderm and primitive endoderm over the whole development
stage. In contrast, the Xp in the inner cell mass becomes reactivated again
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Figure 1.13: Kinetics of X-inactivation during pre-implantation mouse development.
The dynamic X-inactivation events that occur in pre-implantation embryos are de-
picted. At the two-cell stage, Xist expression has just begun and is localized to its
site of transcription (shown as a small spot). At the four-cell stage, Xist RNA is
accumulated over the parental X-chromosome (shown as a domain). The initial silenc-
ing event triggered by Xist RNA coating occurs prior to Eed/Enx1 recruitment and
H3K27 or H3K9 methylation of the X-chromosome. This event appears to be linked
with H3 hypoacetylation and loss of H3K4 methylation. In the blastocyst, essentially
all cells contain an inactive Xp associated with the PcG proteins Eed and Enx1. In
the trophectoderm and primitive endoderm (extraembryonic lineages), this inactive
state is maintained and perhaps further locked in by a shift in replication timing (early
replication in this case). However in the inner cell mass the Xp becomes reactivated
during the development. The Xp loses its Xist RNA coating and the Polycomb group
proteins, and the histone methylation marks are gradually reversed. In this way, cells
that will subsequently contribute to the epiblast (embryoproper) contain two active X-
chromosomes, prior to the random inactivation of either the Xp or Xm. In the female
germ line, which is set aside subsequently, the inactive X becomes reactivated just prior
to meiosis. PE: primitive endoderm; TE: trophectoderm. (Image from [66])
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during the development. The Xp loses its Xist RNA coating and the Polycomb
group proteins, and the histone methylation marks are gradually reversed. This
will subsequently lead to cells containing two active X-chromosomes in the inner
cell mass. With progressing development random inactivation takes place in the
embryonic cell lineages (epiblast) of these species.

In rodents, it has been proposed that the imprinted form of X-inactivation
that occurs in the early embryo could represent the remains of an ancestral
form of inactivation [125, 124]. However, in other placental mammals, such as
humans, this form of inactivation has completely disappeared. These findings
support the theory that random X-inactivation has evolved subsequently in
placental mammals. This separate evolvement would result in a clear selective
advantage for random X-inactivation, especially in terms of controlling genetic
traits.

Alternatively, the imprinting of the X-inactivation mechanism may have
been exposed to selective pressures in specific mammals more than once during
evolution. Evidence for such selection periods can be found in different species
of mammals and their fundamental differences in their early development and
extraembryonic tissue formation and their sexual differentiation and determi-
nation strategies [125, 126]. Interestingly, though the apparent similarities in
imprinted X-inactivation between marsupials and the extraembryonic tissues of
rodents no homolog of the Xist gene has been identified in marsupials to date
[127]. Therefore the selection forces acting on X-linked gene expression during
the development of different mammals are thus likely to be diverse. Moreover,
imprinted X-inactivation may have evolved independently in marsupials and
eutherians [128]. That might imply that imprinted X-inactivation may be very
different between the two taxa.

As described above the paternal X is always prone to be inactivated for im-
printed X-inactivation. There is clear evidence that there exists a mark on the
maternal X-chromosome preventing it from inactivation. However, if there is
an existing imprint on the paternal X-chromosome which might favor its inac-
tivation is less clear [129]. One potential hypothesis suggests that preferential
paternal X-inactivation could have evolved by using a form of inactivation ob-
served in male germ cells of many species. The male meiotic sex-chromosome
inactivation (MMSI) might involve the the transient inactivation of the Xp and
Y chromosomes [130]. The MMSI process prevents deleterious, illegitimate re-
combination events between the unpaired regions of the sex chromosomes and
other chromosomes during meiosis [131]. One possible mechanism might be
that the meiotically induced inactivity of the Xp is somehow transmitted to the
female zygote and still may carry marker which predefines it for inactivation
in early XX embryos [132, 129]. However, the comprehension of the causes of
imprinted X-inactivation, and of the evolutionary similarities or differences be-
tween marsupial and rodent imprinted X-inactivation, can come only from the
knowledge of the epigenetic marks and the early events underlying this process
in different species [76].

In conclusion we have seen that inactivation is a highly complex cellular
mechanism where still many detailed regulation pathways are unclear. In this
context my main project will investigate the potential impact of the Xic po-
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sitioning during the X-chromosomal inactivation for the counting mechanism
in differentiating mouse ES cells. This is especially interesting since a recent
study shows that interaction of gene loci might be involved in the coordination
of complex nuclear mechanisms such as regulation of gene expression levels dur-
ing T-cell development [133]. Before I present my results, I introduce general
aspects important for biological microscopy image analysis. In the Material and
Methods part I focus on specific image processing methods I used for my work
(see Section 3.1) and the main tool, the Tikal image processing platform, that
I have developed to perform successful data analysis on the later experiments
(see Section 3.2).

1.3 Biological image processing

1.3.1 Introduction

The terms image processing, image analysis, machine vision and computer vision
are defined very broadly. Rapidly the developments in image processing evolved
from fields of active applications such as technical diagnostics, autonomous ve-
hicle guidance, medical imaging (2D and 3D images) and automatic surveillance
[134]. However, despite the fast development progresses in medical and indus-
trial image analysis a deficit of methods for biological microscopy image analysis
is noted. For this reason I will focus in this work on applicable image processing
methods for mainly biological microscopy images. A variety of the presented
algorithms originate from the industrial and medical image processing field but
can often, with some modifications, be applied to microscopic images.

In the following chapter I will present possible data workflows and new ap-
proaches for microscopic image data analysis in biological applications in context
with their underlying theoretical frameworks.

1.3.2 Workflow

Biological experiments using microscopes can provide useful quantitative in-
formation by pursuing common workflow procedures (see Figure 1.14). The
images derived from this research field have to be processed after acquisition
with a microscope since the raw data is commonly stored unmodified and bears
lots of noise. Therefore the first step in the image processing workflow is a
visual inspection of the data which gives information about the appropriate
pre-processing methods needed to improve the overall image data quality, e.g.
median or Gaussian filtering of the images.

After successful pre-processing the images can readily be visualized with
volume rendering methods (see Figure 1.15). Volume rendering is a technique
that allows displaying a complete 3D dataset at once and can be understood
comparable to an X-ray image. The displayed image represents a projection
through the image stacks where parts with high density appear more opaque
and parts with low density are more transparent. This technique is good to
obtain an overall impression of the 3D scene of microscopic images and can be
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Figure 1.14: The typical workflow in computational imaging for biological microscopic
4D images. Once the images have been acquired by a microscope and pre-processed
to improve the signal-to-noise ratio (SNR), they can be directly visualized by meth-
ods like volume rendering. For multiple objects in motion, single particle tracking, in
which a particle is tracked over different time-steps, is the most direct method used to
provide access to parameters such as velocity, acceleration, and diffusion coefficients.
Segmentation is the basis for both surface rendering and kinetic measurements. Surface
rendering is obtained after segmentation of contours in each individual slice and gives
rise to volumetric measurements such as volume and surface area. Measurements of
concentration changes for segmented areas in fluorescence recovery after photobleach-
ing (FRAP) or fluorescence loss in photobleaching (FLIP) experiments give rise to
estimates of kinetic parameters such as diffusion and binding coefficients. Image reg-
istration is used to eliminate movements of objects and can measure elastic or rigid
changes of shape, i.e. comparison of cell nuclei. It is also often used to correct for
global movement before further quantitative analysis. The estimation of the optical
flow is an approach to quantify mobility in continuous space. All these processes lead
to accurate estimates of quantitative parameters. (Image from [135])
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Figure 1.15: Volume rendering of a jaw over-
layed by skin tissue. The technique is good to ob-
tain an overall impression of the 3D scene of med-
ical (and biological) images. (Image from [136])

best visualized as animated movies of the different complete scenes. However,
no quantitative conclusion can be drawn from such techniques.

To allow a quantitative extraction of parameters such as volumes, surface
areas but also velocities and diffusion constants of objects the images have to
be segmented. Since segmentation is an essential procedure for quantification
the overall approaches have to be very accurate to represent the image objects
and will be explained in more detail later. Helpful tools for quantitative mea-
surements of 3D objects and their properties in an image series are tracking
algorithms or optical flow approaches. However, these are not the only appli-
cations to obtain relevant quantitative parameters and there are virtually no
limitations in methods for quantifying biological processes, e.g. the measure-
ment of gray-value recovery curves for defined regions of interest (ROI) in flu-
orescence recovery after photobleaching (FRAP) experiments (see Figure 1.16)
or determination of protein or molecule associations and co-localizations with
fluorescence resonance energy transfer (FRET) methods.

A final and important application for facilitating quantification and increas-
ing the amount of extractable information is the use of registration algorithms.
These methods can help to eliminate objects movements and deformations be-
tween two datasets by applying spatial transformations, e.g. correction of cell
movements within an image series.

In conclusion, there is no strictly predefined workflow for biological image
processing. Thus it is advisable to follow the roughly defined processing scaffold.
This is composed of pre-processing, segmentation, registration, quantification
(e.g. tracking) and visualization. This procedure is not only intuitive but, as I
will show later, leads to accurate and reproducible extraction of parameters in
huge datasets.

1.3.3 Pre-processing

Quantitative analysis of biological images is crucial for means of comparison of
experimental data. Most of the qualitative description of processes observed
in microscopic images could be explained by quantitative means by extracting
the relevant features with the use of the proper tools, e.g. measurements of
distances, velocities or volumes [138, 139, 134|. Especially for biological imag-
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Figure 1.16: Fluorescent recovery after photobleaching (FRAP) and fluorescence re-
covery curve. Top) A local perturbation (white square) is introduced by photobleaching
a fluorophore and the recovery of fluorescence is observed over time. Bottom) Fluores-
cence intensity in the bleached region of interest is measured over time and normalized
to the total intensity. The immobile fraction can be measured by comparing the recov-
ery at very long time to the initial intensity. Half time recovery is the time needed to
reach half of the final recovery. (Image adapted from [137])
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ing with microscopes lots of acquisition devices, such as laser scanning or wide
field microscopes, are available to generate a vast amount of quantitative data.
These images are often directly originating as raw data from the detectors, e.g.
charge coupled device (CCD) cameras. These raw images are stored unpro-
cessed and generally contain very noisy and blurred image features and a low
signal-to-noise ratio (SNR) (see Figure 3.1). To obtain meaningful information
such images have to be pre-processed prior to segmentation (e.g. binarization)
and quantification (e.g. by using single particle tracking (see Section 3.1.4)).
The pre-processing filtering methods can be roughly divided into distinguishable
groups according to their final results; such as the linear and nonlinear smooth-
ing noise reduction filters, gradient-based processing filters and edge preserving
filters such as anisotropic diffusion filtering [140, 141].

Linear and nonlinear smoothing noise reduction filters

The first group of pre-processing filters include filters to reduce and suppress
noise or other small fluctuations in the image and prepare images for further
processing. Two different groups can be distinguished, namely the linear and
nonlinear algorithms. The differences is that linear filters can be used for anal-
ysis in the Fourier domain whereas the latter can not [142].

For linear filters the output image is based on a local averaging of the input
filter where all of the values within the filter area (filter kernel) have the same
weight. This can be partially modified by implementations based on rectangular
or circular filter kernels. The Gauss filter is a common implementation of a linear
filter.

As already described non-linear filters do not have a frequency domain equiv-
alent. But often images contain high frequency components, such as edges and
fine details. If a linear filter would be applied to such a signal it would blur
sharp edges and produce unacceptable results. To conserve edge information
nonlinear filters can be used, e.g. median filter, low- or highpass filters.

Gradient-based pre-processing filters

The second class of pre-processing filters are gradient-based operators. These
filters are based on local derivatives of the image function [142]. The image
derivatives are bigger at locations of the image functions where they undergo
rapid changes. The aim of gradient operators is to identify and to indicate such
locations in the image. These operators enhance high frequencies and suppress
low frequencies in the Fourier transform domain. The Fourier transform is an
important image processing tool which is used to decompose an image into its
sine and cosine components. The output of the transformation represents the
image in the Fourier (or frequency) domain, while the original input image is
equivalently represented by the spatial domain. In the Fourier domain image,
each point represents a particular frequency contained in the spatial domain
image. The Fourier transform can be used for gradient based operators al-
though their major drawback is their sensibility to noise. Common examples
for gradient-based pre-processing filters are Sobel, Laplace and Canny filters.
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Edge preserving noise reduction with anisotropic diffusion and bilat-
eral filtering

Anisotropic diffusion filtering [143] is closely related and partially derived from
earlier results where nonlinear diffusion processes were used to model the human
vision [144]. The motivation for anisotropic diffusion filtering is that a Gaussian
smoothed image is a single time point of the solution to the heat equation that
has the original image as its initial conditions. Anisotropic diffusion includes
a variable conductance term that depends on the differential structure of the
image. The variable conductance can be used to limit the smoothing at edges
in images. The smoothing effect itself depends on the measured high gradi-
ent magnitude and the conductance parameter influences the overall smoothing
efficiency and controls the sensitivity of the process to the edge contrast. A
user has to define the conductance value and the effective width of the Gaus-
sian filter mask itself. Anisotropic diffusion filtering includes terms of nonlinear
partial differential equations that can be solved on a discrete grid using finite
differences. Thus, the smoothed image is obtained by an iterative process. The
efficiency of using anisotropic diffusion filtering for biological imaging has been
shown in recent works [145, 146, 147].

1.3.4 Segmentation

To obtain meaningful quantitative data of pre-processed images the correctly
corresponding objects have to be segmented. The basic aim of segmentation is
the division of the image into uniform and homogeneous parts that correlate with
objects in the original image. Therefore segmentation is used in the extraction of
relevant structures from images. Broadly two general strategies can be used to
obtain these object correlations. The first is a complete image segmentation that
aims to result in uniquely defined regions that directly correlate with objects
of the input image, e.g. definition of small cells on a homogeneous background
extracted with a global threshold (see Figures 1.17 and 3.6).  The second
approach is a partial segmentation of the image. With this strategy the image
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is divided into defined regions which not necessarily correlate directly with the
complete image objects. Therefore partial segmentation and later merging of
the separate structures leads to the final (binarized) shape of the target object.
An example is the segmentation of medical images of the brain where different
physiological subregions can be defined by different gray-values. A combination
of segmented subregions can be merged to a meaningful and functional unit, e.g.
segmentation of the white and gray brain matter. Such partial regions can be
defined by similar brightness, color, reflectivity and texture properties. Finally,
higher-level knowledge of the global arrangements can lead to a meaningful
result for partial segmented images.

Segmentation of medical and biological images is a challenging task. Hun-
dreds of different methods have been developed and implemented in recent years.
Though many promising approaches have been proposed no single method can
generally solve the problem of segmentation for the large variety of image modal-
ities existing today. Often, the most effective segmentation results can be ob-
tained by carefully customizing combinations of algorithms components for solv-
ing an existing problem. The parameters for these components are tuned de-
pending on the characteristics of the image modalities of the input images and
the features of the anatomical and biological structures to be segmented.

In general, segmentation is the most important and also most tedious part
in the general image processing workflow, but is necessary for later quantitative
analysis.

1.3.5 Registration

Depending on the experimental setup image or object aligning is necessary. In
biology, image alignment (image registration) is mostly used in live cell exper-
iments (2D or 3D plus time) to suppress global object movements or shape
deformations during acquisition, e.g. moving cells during the observation pe-
riod.

Image registration is the process of determining a spatial transform that
maps points from one image to homologous points in the second image. The
basic input data to the registration process are two images: one is defined as
the source image and the other as the target image. Registration is treated as
an optimization problem with the goal of finding the spatial mapping that will
bring the moving image into alignment with the fixed image (see Figure 1.18).

To represent the spatial mapping of points from the fixed image space to
points in the moving image space a transform has to be defined. The transform

T Figure 1.18: General concept

of image registration. Image
registration should map each
point in one image onto the cor-
responding point in the second
image.
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Figure 1.19: Representation of different forms of transformations in registration pro-
cesses. The red dotted object represents the target structure, the black object is the
source object. a) Rigid translational correction, b) rigid rotational correction, c) rigid
transformation by mirroring the source object, d) affine scaling transformations, e)
affine shearing and non-uniform scaling transformations, f) use of elastic transforma-
tions to correct for local deformations.

is shown and used inversed to avoid undefined values for mathematical solutions
during the registration steps (which would lead to false and meaningless image
registration results).

Rigid transformations including rotation, reflection and translation can be
used to correct for simple object movements within the image. In addition to
rigid transformations, affine transformations that include uniform and nonuni-
form scaling and shearing can be used to correct for area and volume changes
over time. When local variations between the geometric structures are encoun-
tered elastic registration methods, e.g. thin-plate splines methods, can be ap-
plied, e.g. local cellular membrane changes can be corrected by these algorithms
(see Figure 1.19).

To increase the registration effectivity for images certain assumptions have
to be fulfilled. Such assumptions include that the transformation between the
images of the different formats is isotropic. Further it is assumed that neither
image is skewed and that pin cushion or barrel distortion for each image is
negligible. With these assumptions the later described different approaches of
image transformations are facilitated.

Common use of image registration for medical imaging applications

An area where image registration plays an important role is the early detection
of cancers in medical imaging. Radiologists often have difficulties locating and
accurately identifying cancer tissue. Even with the aid of structural informa-
tion such as computer tomography images (CT) and magnetic resonance images
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Figure 1.20: Simulation of bimaxillary osteotomy, including soft tissue prediction.
The pre- and postoperative appearance of a patient with maxillary retrognatism and
mandibular prognatism is simulated. a + a’) Simulation of the corrective surgical
impact (bimaxillary osteotomy), which consists in an advancement of the maxilla by
10mm and a set-back of the mandibula by 12mm (red). b + b’) The resulting soft
tissue deformation is simulated with linear and non-linear elastic registration methods.
¢ + ¢’) Result of the soft tissue deformations. The model shows predictive results of the
patient’s face prior and posterior the operation. d + d’) Pre- and postoperative pictures
of the patient showing the correction of the maxillary retrognatism and mandibular
prognatism. (Image adapted from [148])

(MRI) the identification of abnormal structures is very difficult because of the
low contrast between tumor and surrounding tissues in CT and MRI images
[142]. Although improvements in detection with high contrast images can be
obtained by using single photon emission computed tomography (SPECT) and
radioactively labeled monoclonal antibodies, resolution and contrast problems
might still be present. Sometimes it is difficult to determine the precise location
of the high concentration of the radioactive isotope in SPECT or positron emis-
sion tomography (PET) images in relation to anatomic structures, such as vital
organs and surrounding healthy tissue. For this purpose the patient images can
be mapped or registered to each other or standard atlas images. The mapping
procedure can significantly aid in the early detection of tumors and other dis-
eases and improve the overall accuracy of medical diagnosis. Such applications
of medical image registration have been used in the diagnosis of breast cancer,
colon cancer, cardiac studies, wrist and other injuries, inflammatory diseases
and different neurological disorders including brain tumors, Alzheimer’s disease
and schizophrenia. The method has also been utilized in radiotherapy, mostly
for brain tumors, and by cranio-facial surgeons to prepare, predict and simulate
complex surgical procedures (see Figure 1.20).
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Image registration for biological applications

In biological applications image registration methods are needed when direct
quantification of sub-compartment particles are performed, e.g. analysis of
sub-nuclear particle velocity and diffusion properties within moving cell nu-
clei [145, 9]. With the aid of proper image registration methods the motion of
the biological compartments can be corrected over long image acquisition times
in 3D. Thus, direct quantitative data can be extracted from the local internal
regions of the corrected images without distortion effects occurring from the
global compartment movements.

In contrast to the abundant use of image registration for medical imaging
sparse use is noted in the biological field. However, advances in registration
methods for sodium-dodecyl-sulfate polyacrylamide gel electrophoresis (SDS-
PAGE) and sucrose gel images have been made. On the other hand, image
registration algorithms for microscopic images are rare and mostly restricted to
manual or semi-automatic 2D registration (e.g. software packages such as Im-
ageJ [149] or AutoAligner [150]). One major problem of microscopic image data
is their diversity. Different microscopes use different formats, sizes and depths of
storing their data, e.g. different image sizes, voxel sizes, image depths. Even the
knowledge of the correct data format can sometimes not overcome the problem
of comparing two datasets acquired on two different systems. Besides the prob-
lem of image modality another significant problem of using image registration
algorithms in the biological field is the image quality. Often acquisitions are
very noisy and might even show intensity fluctuations during the time series of
the experiments, e.g. fluorescent bleaching can occur during the imaging period
leading to a decrease of the SNR.

In biological as well as medical imaging the high voxel anisotropy in the
z-direction compared to the x and y axis has to be taken into account for 3D
image registration. The main sources of the poor z-resolutions are the physical
and mechanical limits of the underlying microscope. These distortions can be
partially reduced by using deconvolution algorithms to eliminate scattered light
and increase the overall SNR of the image. The use of new 4 PI microscopic
systems can significantly alter the image z-resolution although the overall ac-
quisition time increases. One disadvantage is that fast biological processes can
currently not be acquired with a 4 PI system within an appropriate time res-
olution, e.g. FRAP experiments for fast diffusion processes in the cell nucleus
[151]. However, interpolation approaches for reducing anisotropy can be sug-
gested to overcome limitations of the available imaging device. Further, a proper
experimental planning and optimization is helpful to improve the image quality.

Registration using landmarks

A commonly used method for medical image registration is landmark-based
registration. Landmarks are defined control points that are placed in the im-
age and normally represent unique features (geometric properties). The placing
of landmarks must be performed accurately and is the input for the following
transformation. Control points themselves can be placed at internal structural
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Figure 1.21: Automatic extraction of
landmarks. The detected landmarks of the
human brain are highlighted by the white
squares (Image from [152]). The extracted
points can be used to register this image to
a reference target image, e.g. another im-
age or an image atlas of the human brain
(see also Figure 1.22)

Figure 1.22: Landmark-based registration of human MR images. a) The 2D section
of a MR image of a human brain shall be mapped onto b) a reference image. For
this purpose specific and clearly identifiable landmarks have been selected (numbers:
1-12). c¢) Registration results in an overlay of the source (as gray-value image) and
target images (as outlines). Landmark-based registration is very efficient for medical
images. Landmark-based registration in biological applications can be applied to gel
and whole animal alignments. Registration of cell or cell nucleus images with this
method is limited because of the lack of constant, meaningful and reproducible object
features. (Image adapted from [153])

or external marker points (see Figure 1.21). In medical imaging clear anatomic
landmarks can be found, e.g. rib cage, ventricles and bone surfaces. But the
accurate placing of landmarks is very difficult for individual cells due to their
morphological variety of structures. Therefore the use of landmark-based regis-
tration methods for microscopic imaging of cells is limited.

This is different for the medical image registration area where the transfor-
mation of control points of the first image to those on the second one yields
satisfactory results. The definition of anatomical control points is not always
an easy operation and the use of these internal landmarks requires considerable
operator expertise. However, user provided control points usually lead to accu-
rate, satisfactory and fast registration. Another advantage is that the a priori
information from the user’s knowledge is straightforwardly introduced in the
registration process (see Figure 1.22).
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Edge-based registration methods

The potential use of edge-based (contours-based) registration in medical imaging
is significant. Often edges are the only common information found in these
images. Though the method can be very powerful it is also very susceptible
to image noise as contours are not easily extracted from noisy images. The
extracted contour features must be representative and properly characterized for
use with edge-based registration algorithms. For this purpose the pre-processing
steps consists of discarding all image information except the edges for each
individual image. In medical imaging such edge extraction steps can include
active contours methods and edge detection algorithms, e.g. Canny or LoG
zero crossing filters.

Poor image resolution and noise in the edge image can lead to registration
problems because the minimum of the global matching function is missed. In-
stead of the absolute global minimum a local minimum of the fitting function
is selected leading to a meaningless registration result. In order to overcome
these artifacts and to ensure high reliability in the overall edge-based registra-
tion process, methods for systematic search and global optimization techniques
have to be included.

Gray-value and moment-based registration

Another possible approach which works on similar methods as edge-based reg-
istration includes the comparison and matching of the intensity values of edge
pixels in the source and target image [142]. The idea of gray-value-based reg-
istration is based on matching of voxel intensities. It can be combined with
moment-based registration to improve the result. The extraction of common
object information from images can be performed without or with minimal par-
ticipation of the user. The properties for the moment-based registration are
center of gravity, principal axis’s and more complex features deriving from the
gray-values. The parameters used to correct for object translation, rotation,
scaling and shearing can be optimized using cost functions. The cost functions
are based on the uniformity of the source to the target image. The minimum
of these functions is found through iterative univariate or multivariate calculus-
based minimization steps. The main feature of the extracted object moments is
that they are invariant features of images.
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Chapter 2

Objectives

In the following chapters I present the two main biological projects I worked on
using the powerful features of my image processing platform Tikal. The Tikal
image processing platform and the strategies and methods I used to analyze the
huge multidimensional image datasets from both projects will be introduced in
the Materials and Methods part.

Spatial aspects of X-chromosomal inactivation during embryonic
stem cell differentiation

The major objectives of the first study was the determination of the Xic posi-
tioning within the cell nucleus and in respect to the nuclear membrane. I first
investigated the changes of the Xic location upon differentiation and determined
if a non-random spatial localization of the Xic locus in the nucleus at different
days of differentiation exists. In a second part [ analyzed different cell line types,
such as multi / single copy trangenic and counting deficient ES cell lines to de-
tect differences in Xic localization prior and after induction of X-inactivation.
In respect to the data I further tested if and at which stage the counting event
is dependent on the proximity of the two Xics in the different female and trans-
genic cell lines. Additionally I analyzed the implications of Xic localizations in
cells carrying mutations in the regions responsible for counting. I described the
quantitative localization analysis of the Xic in over 5000 individual cells during
the initial phases of X-inactivation with the help of Tikal.

4D imaging and analysis of moving subcellular particles and
chromatin dynamics

Using a combined computational and experimental approach I studied the dy-
namic behavior of nuclear body-like particles formed by GFP-NLS-vimentin
[154]. As previously introduced the mobility of nuclear particles such as PML
and Cajal bodies is a key aspect for understanding their biological function.
For this purpose it is essential to observe those particles in their natural envi-
ronment to understand the different global effects on their dynamics, e.g. the
influence of chromatin structure and dynamics on those sub-nuclear particles.
To understand those complex biological systems I investigated the functional
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effect of chromatin that influences the mobility behavior of nuclear particles. In
this context I tested potential correlations between particle mobility and chro-
matin environment. Further I performed experiments to systematically measure
the change of nuclear particle mobility in normal cells and in cells under stress
conditions. Finally I investigated the overall suitability of vimentin as inert,
small nuclear marker molecules for future chromatin accession experiments.
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Chapter 3

Materials and Methods

3.1 Biological microscopy image processing methods

3.1.1 Image pre-processing
Definition of noise in microscopic images

For microscopic biological images the amount of noise is a very important factor
for success or failure of the whole quantitative analysis (see Figure 3.1). The
experimental setup and planning is very important in this aspect. The SNR
has to be high. A proper calibration of the imaging device is crucial and signifi-
cantly reduces noise in the images. Such mechanical adjustments include precise
alignment of the laser lines and photodetectors but also the precautionary po-
sitioning of the microscope in a non-vibrant environment to avoid interference
noise. Additionally, good SNRs can be obtained by optimizing the light intensity
and exposure time of the sample. In this case the thickness of the specimen that
can dramatically influence the SNR has to be taken into account. A thick and
non-translucent object can absorb or even scatter light and therefore decrease
the overall SNR in the image. On top of that impulsive noise is also introduced
in confocal systems. Such high-pitch or impulsive noise means that the image is
corrupted with individual noisy pixels whose brightness differs significantly from
the others close by. These differences can have various sources such as different
light absorptions properties, different emission efficiencies and light scattering
effects of the fluorescent molecules.

Another significant source of impulsive noise are the CCD cameras. Often
CCD cameras produce “salt and pepper” noise, a subtype of impulsive noise
where the described pixels are fully saturated (“white” pixels). It is not always
possible to avoid such saturated impulsive noise originating from CCD camera.
However, an optimized setup of the microscope and the experiment itself can
dramatically improve the image quality, e.g. optimized light intensities and
photomultiplier parameters can reduce “salt and pepper” noise.

Smoothing noise reduction filters

To suppress the different types of occurring noise a variety of smoothing algo-
rithms can be used. Generally, the calculation of new image intensity values is
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Figure 3.1: Different common types of noise in images originating from a laser scan-
ning microscope. a) Original images with slight background noise. b) Noise (mostly
Gaussian) originating of either faint fluorescent specimen signal or weak laser intensi-
ties resulting in a low SNR ratio. ¢) Typical "salt and pepper" or high pitch noise that
emerges from the photo multiplier tubes (PMT) or CCD camera. It can be partially
reduced depending on the experimental setup.

based on averaging of brightness values in a defined local neighborhood area.
For example, Gaussian low-pass filtering computes a weighted average of pixel
values in the neighborhood, in which the weights decrease with distance from
the neighborhood center according to a Gauss function. In addition formal and
quantitative explanations of this weight falloff can be given. The intuition is
that images typically vary slowly over space, so near pixels are likely to have
similar values, and it is therefore appropriate to average them together. The
noise values that corrupt these nearby pixels are mutually less correlated than
the signal values, so noise is averaged out. The assumption of slow spatial vari-
ations fails at edges, which are consequently blurred by such a kind of linear
low-pass filtering.

The main problem of the smoothing process is the blurring of sharp edges in
the image and therefore edge preserving methods, such as anisotropic diffusion,
are the most effective choice to eliminate impulse noise or image degradations
appearing as thin lines. However, extensive image degradations leading to large
blobs or stripes can not be restored. Such severe image perturbances might occur
because of ground vibrations carried forward to the imaging device or a flickering
or partially interrupted laser or light source during the image acquisition (see
Figure 3.2).

Gradient-based pre-processing filters

An important class of gradient-based operators are edge detectors, such as Sobel,
Laplace or Canny edge detectors, which are very important in local image pre-
processing methods to locate abrupt changes in the intensity functions (see
Figure 3.3). Edges are often used for finding and defining region boundaries.
Edges are defined as pixel boundaries of homogeneous regions where the image
function varies. Thus, the ideal case of edges with or without noise consists of
pixels with high edge magnitude.

Because of the high noise levels of biological microscopy images the overall

46



3.1. Biological microscopy image processing methods

Figure 3.2: Severe distortion artifacts originating
from laser scanning microscopes which cannot be re-
stored by linear smoothing pre-processing algorithms.
a) Image distortions from vibrations carried to the
imaging device during image acquisition. The laser
scans are severely different from their original scan-
ning lines paths which results in ripple like internal
and peripheral edge structures. a’) Gaussian blurring
of ripple noise results in general smoothing of the im-
age. However, the edge contours are still distorted. b)
Laser failure artifacts which occurred during the scan-
ning process. Such a sever failure results in complete
image information loss in the affected areas. b’) Me-
dian filter restoration attempt resulting in an overall
smoothed image with further image degradations and
loss of edge information at transitions areas between
the black stripes and the object borders.
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Figure 3.3: Gradient-based methods for object edge
detection [155]. a) original noisy image b) Results of
the Gaussian derivative edge detection from the orig-
inal image (a). The objects itself are barely recogniz-
able because no prior smoothing step has been per-
formed to the image. c¢) Gaussian derivative of the
original image. The image has been smoothed by
Gaussian smoothing before edge detection has been
performed. The image is heavily blurred and internal
cellular structures are slightly distorted. d) Non max-
imum suppression of the edge image (c) which is also
known as Canny edge detection. The object edges are
clearly detected. However internal object structures
and background noise is also detected.
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Figure 3.4: Effects of smoothing filters. a) The original image was smoothed by
b) Gaussian filtering and c) anisotropic filtering. Especially at the nuclear borders
the clear advantage of the anisotropic diffusion algorithm is clearly visible because the
image structures and edges remain preserved while the noise is strongly reduced. With
Gaussian smoothing a diffusion of the overall contours is seen while the background
noise is still visible.

noise has to be reduced while the object edges have to be preserved. Edges
themselves are often fuzzy, blurred and hard to define. To overcome this prob-
lem edge preserving smoothing filters (e.g. anisotropic diffusion) can be applied
prior the detection of the actual object boundaries. As already mentioned, the
drawback of linear image denoising (smoothing) without including object and
border features tends to blur away the sharp boundaries in the image that help
to distinguish between the larger-scale structures. Such structures include ei-
ther anatomical information in medical imaging or cellular or even subcellular
features in biological imaging. Moreover even where smoothing does not erase
the object boundaries it tends to distort the fine structures of the image. This
can lead to subtle but essential changes in the overall properties of the anatom-
ical or biological structures in question. For this purpose a new alternative to
linear filtering was introduced. This new method is called anisotropic diffusion
filtering (also called nonuniform or variable conductance diffusion) [141].

Anisotropic diffusion and bilateral filtering

Typically, the number of iterations required for anisotropic diffusion filtering is
small, e.g. large 2D images can be processed in several tens of seconds. To
obtain such an optimized performance it is essential that a carefully written
code and the access to modern, general purpose, single-processor computers ex-
ists. The technique applies readily and effectively to 3D images, but requires
more processing time. The output of the anisotropic diffusion filtering is an
image or set of images with reduced noise while preserving edges (see Figure
3.4). Such images are useful for a variety of consecutive processes including seg-
mentation, quantification and statistical analysis, visualization, and geometric
feature extraction.

Another very efficient filter in this class is the bilateral image filter [156]. It
combines gray levels on their geometric closeness and their photometric simi-
larity, and prefers near values to distant values in both domain and range. Two
pixels can be close to each other and occupy nearby spatial location, or they
can be similar to one another meaning that they show nearby intensity values
(possibly in a perceptually meaningful fashion). A discrete image is more than
an array of values, it represents a regularly spaced set of samples over a contin-
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uous two (or three) dimensional domain. One can think of the coordinates as a
discrete realization of a function over the continuous two (or three) dimensional
domain. The filter uses this information at pixels that are close to a pixel in
the image domain and similar to a pixel in the intensity range to calculate the
filtered value. Two Gaussian kernels (one in the image domain and one in the
image range) are used to smooth the image. The result is an image that is
smoothed in homogeneous regions but has preserved edges. The result is sim-
ilar to anisotropic diffusion but the implementation, compared to anisotropic
diffusion, is non-iterative and results in faster processing times for equivalent
images. Another benefit to bilateral filtering is that any distance metric can
be used for kernel smoothing of the image range. Bilateral filtering is capable
of reducing the noise in an image by an order of magnitude while maintaining
edges (see Figure 3.5).

2683

Figure 3.5: Two varieties of different edge preserving filters. a) An image containing
cell nuclei with cytoplasmic derived background noise (also see Figure 3.4) was filtered
by (b) anisotropic diffusion filtering [143] and bilateral filtering [156]. Both filters
show their strength in preserving the object boundaries. Differences and the principle
working concept of the two filters are noticed on structures within the nuclei. While
the anisotropic filter preserves structural information within the object the bilateral
filtering method results in more homogeneous and smoothed internal information. This
can have a particular advantage in segmentation of the whole nucleus since the gray-
value fluctuations are leveled out and improve the results of segmentation. If the
segmentation of internal structures is needed the use of an anisotropic filter might be
more advisable.

Summary

For my later work the introduced image pre-processing filters were crucial for
the following quantification steps. Although the microscopic parameter settings
were optimized, the image quality demanded the use of noise-reducing filtering.
Basically every available smoothing algorithm could be used for pre-processing.
However, for my work I found that the median, anisotropic diffusion and bilat-
eral filters were essential for proper pre-processing. The former filter reduced
“salt and pepper” noise originating from the CCD camera without blurring the
edges. The two latter filters smoothed the image objects (and their histograms)
while preserving their contours. The presented procedures optimally prepared
the images for the preceding image segmentation steps.

3.1.2 Image segmentation

The simplest way of segmentation is global gray level thresholding. The condi-
tions for effective segmentation are the proper definition and separation of the
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"

Figure 3.6: a) Red blood cell smear on a bright background glass cover slip. (Image
adapted from [157]) b) Simple thresholding of the cells results in clearly segmented
objects. Simple binarization is reasonable since no background noise is present and the
individual cells often do not touch each other.

objects and background, e.g. by reflectivity or light absorption of their sur-
face. Commonly, such images consist of contrasted objects located on a uniform
background such as blood cells on a glass slide or black printed characters on
white paper (see Figure 3.6). Gray level threshold filters are used to transform
an image into a binary image by changing the pixel values according to two
user defined values. These threshold values are an upper and a lower intensity
value. For each pixel in the input image, its intensity value is compared with
the lower and upper thresholds. If the intensity value is inside the range defined
by the lower and upper limits the intensity value is set to 1. Otherwise the pixel
intensity is treated as outside value and receives the value 0 (see Figure 3.6).
Simple thresholding is computationally inexpensive and can be used in simple
applications or at the end of an intensive pre-processing filter chain.

As long as objects do not touch each other and their gray-levels are clearly
distinct from the background thresholding yields suitable results. However, mi-
croscopic images often do not show these optimal conditions to apply simple
thresholding. Depending on the imaging device resolution, the specimen prop-
erties and the experimental setup the individual objects are not clearly separated
and can show fuzzy edges. Furthermore, inhomogeneous background illumina-
tion complicates the finding of an optimal global threshold. An extension of
simple thresholding by incorporating histogram based knowledge often fails. No
bi-modal histogram curve is found due to the inhomogeneous distribution of the
gray-values for the objects and the background (see Figure 3.7).

Although edge-based segmentation algorithms represent a large group of seg-
mentation methods I found no effective use of this filter category for biological
microscopic imaging. FEdge-based segmentation relies on edge detecting oper-
ators such as the Sobel, Laplace, Canny methods. The edges normally mark
image locations of abrupt changes in gray-level intensities, colors and textures.
Again, the most common problems of edge-based segmentation algorithms are
caused by image noise or unsuitable information in the image. This misguid-
ing noise can cause edge presence where no real border is detectable. In the
opposite situation a skewing of information can result in non detectable edges
where a real border should be existent. Such problems can especially occur
in 3D microscopic image stacks. Due to the resolution limits of the micro-
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Figure 3.7: Simple thresholding. Simple thresholding of the image (a) by a global
threshold often results in artifacts deriving from background noise (b). In this partic-
ular case edge preserving smoothing methods improve the result of the segmentation
(for pre-processing examples see Figure 3.5) but simple binarization is not suitable for
this example. Especially in regions where the cell nuclei are close to each other the
method can not resolve the exact contours.

scope in z-axis compared to the x- and y-axes the edge information can be lost
which leads to false segmentation of the object borders. Furthermore, fine ob-
ject structure, textures, scattered light or experimental artifacts can also lead
to misinterpretation of available edges and lead to an oversegmentation of the
objects. Though not eliminated, such artifacts can be reduced by increasing the
input image quality with deconvolution and pre-processing algorithms prior to
segmentation, e.g. noise reductive pre-processing filters such as median, Gauss
and edge preserving anisotropic diffusion filters (see Figure 3.8).

For the purpose of the later described projects of segmentation of 3D cell
nuclei I obtained the best results by using region growing filters. Region growing
techniques can be generally better for noisy images where borders are difficult
to detect. Homogeneity is an important property of regions and is used as the
main segmentation criterion for the algorithms. Again, the criteria for homo-
geneity can be based on image gray-levels, colors, textures and shape. Though
strong intensity fluctuations may be noticed within microscopic images, extrac-
tion of homogeneous regions is possible by defining the correct segmentation
intervals and parameters (see Figure 3.8). The use of region growing algorithms
has proven to be an effective approach for image segmentation in the medical
imaging field. The basic concept of a region growing algorithm is to start from
a seed region (typically one or more pixels) that is considered to be inside the
object to be segmented. The pixels neighboring this seed point region are eval-
uated to determine if they should also be considered part of the object. If so,
they are added to the region and the process continues as long as new pixels are
added to the growing region. Region growing algorithms vary depending on the
criteria used to decide whether a pixel should be included in the region or not.
These region growing criteria include the type of connectivity used to determine
neighboring pixels and the strategy used to check neighboring pixels.

Since every biological experiment using microscopes produces images with
tremendous differences in quality, size and extractable features no generally
applicable segmentation method can be suggested. For my later experimental
analyses region growing methods were the most efficient approaches in segment-
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Figure 3.8: Segmentation of cell nuclei. a) The original image shows cell nuclei
with cytoplasmic background noise. b) Segmentation of individual cell nuclei with the
region growing method. Prior to segmentation the images where filtered by bilateral
diffusion (see Figure 3.5). Segmentation is robust against small interfering noise regions
and result in object separation (blue arrow). Because the cell nuclei are very close to
each other in certain regions and the overall SNR is low segmentation artifacts (object
fusions) can be observed (red arrow). Partially such fusion events might be avoided with
template based segmentation algorithms. However due to the abundant morphological
variety of cell nuclei shapes such an approach is limited.

ing nuclear shapes. Important is that the segmentation steps are carried out
with the highest focus on the meaning and accuracy of the resulting segmented
objects. Improper segmentation can result in difficulties in the further process-
ing workflow (e.g. object registration or particle tracking) and even worse can
lead to false and finally meaningless quantitative data. The overall success of
image segmentation relies, besides the correct selection of available methods, on
proper experimental planning and execution of the underlying experiment. Sub-
sequent steps after successful segmentation could include image registration (see
Section 3.1.3), object quantification by tracking algorithms (see Section 3.1.4)
or visualization by isosurface rendering (see Figure 3.9 for isosurface rendering).

3.1.3 Image registration

Image registration can be performed prior or after the previously described
segmentation procedure. In this section I will describe the strategies that I found
the best applicable registration methods for biological microscopic images.
The use of standardized atlases known from the medical imaging field is
almost not applicable in the biological field because of the huge morphological
diversity of biological objects. Therefore, registration is mostly restricted to
intra experimental applications, i.e. correcting the movements and shape defor-
mation of single cells or cell nuclei over a given time series. But also the inter
experimental registration is a challenging task. Because of the possible bleach-
ing effects during the acquisition attention has to be paid to the light sensitivity
of living biological specimens. This light sensitivity of living specimen is also
known as phototoxicity. To avoid the harming effects of light on the object the
light intensity or the exposure time has to be reduced. This again leads to a de-
crease of the SNR resulting in a possible decrease in the accuracy of the overall
registration process. With proper experimental pre-planning and setup most of
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Figure 3.9: Isosurface rendering of cell nuclei. The technique is good to obtain
a surface representation of the 3D scene of microscopic images and can be used to
extract quantitative parameters.

the described problems can be avoided leading to good registration results.

There is no general approach to biological image registration. Several factors
exist which influence the selection of the appropriate methods. Certainly, a high
SNR is an influential point for accurate image registration. Spatial and temporal
resolution and object morphology have additional impact on the selection for
the most efficient algorithm. The final consideration of using a specific method
are the experimental image dimensions. Single experimental datasets can be
registered by selection of manual or semi-automatic registration methods. High-
throughput image datasets such as complex time resolved images from live cell
arrays need fully automated registration algorithms.

Registration using landmarks

A possible application for registration using landmarks for biological microscopic
images might be the use of markers that reliably and repetitively define corre-
sponding object features within the specimen, e.g. within a cell or a cell nucleus.
Especially for registration of cells such markers could be DNA-FISH probes that
always associate with two different chromatin sequences defining spots of known
distance. Since chromatin or other cellular structures are deformable structures
and underlie constant active and diffusible molecular processes, e.g. steady dif-
fusional motion behavior of chromatin within the cell nucleus [158], the use of
such a control point based application is restricted to a limited field of applica-
tions, e.g. short and highly temporal resolved (millisecond range) image series.
Especially for long live cell experiments (minutes to hours) no constant rigid
intra cellular structures suitable for representative landmark extraction and de-
termination (i.e. euchromatin or heterochromatin regions) have been identified
so far.

o4



3.1. Biological microscopy image processing methods

The process of landmark-based registration can be accomplished manually,
semi-automatically or automatically. Though it is difficult to find appropriate
marker points in biological live cell imaging data the method can be used in
certain biological applications. Especially in the alignment of SDS-PAGE and
polysaccharose gels control point based registration can be used. For gel align-
ments a semi to fully automated landmark-based registration approaches leads
in most of the cases to considerably good results.

Edge-based registration methods

An important influencing factor for the quality of the results using edge-based
registration methods is the detection and information extraction of object bor-
ders. For microscopically imaged biological specimen the edge extraction pro-
cedures do not always result in satisfactory results. Especially for big 4D cell
experiments the deviation from physiological optimal acquisition parameters can
lead to phototoxic reactions, e.g. apoptotic reactions and subsequent death of
the investigated material. Taking this into account it is difficult to extract the
edge information from the images. Even with sophisticated algorithms such as
active contours methods the edge extraction is not always a task easy to perform
because of high morphological changes of the different biological specimens. Es-
pecially during the analysis of living ES cells, one of the applications studied in
this thesis, dramatic cellular and nuclear shape variations can be observed that
make the use of active contours impossible.

On top of the morphological shape changes ES cells tend to grow in colonies
and move in non uniform directions. This unpredictable growing behavior and
low contrast makes it very difficult to extract clear and suitable contours for
edge-based registration methods. A possible strategy to overcome some of the
described problems is to acquire small ROIs that only include one single object,
e.g. single cell or cell nucleus. Though the imaging of single cell nuclei is
more laborious I achieved very remarkable edge extraction and rigid registration
results (see Figure 3.10).

The edge-based registration processes can follow several methods. I achieved
reasonably good results with an algorithm that tries to minimize the mean
square error (MSE) of the control point mappings from the first image to the
points extracted from the second image. For this purpose edge points originating
from segmented and binarized images that represent the object shapes can be
extracted. Registration is achieved by applying a parametrized deformation to
the space containing the source point set and then adjusting the parameters in
such a way that the shape of the target point set is most accurately matched
[160, 159]. Using 3D image stacks the edge-based registration techniques match
the images by minimizing the MSE distance between the surfaces of objects
structure visible on both input and target images.

Gray-value and moment-based registration

Gray-value based methods are suitable for unsupervised or partially supervised
image registration (see Figure 3.11). Therefore the gray-value based method is
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Figure 3.10: Edge-based registration for a cell nucleus. Top) Tracking of the center-
of-mass (COM) of mass of the nucleus prior (blue) and after (red) rigid edge-based
registration [159]. The oscillation of COM of the registred results in the z-direction
is due to the fact that only a rigid correction of the objects was performed. Bottom)
Time series of the original extracted edges of the cell nucleus over time (a-f). Results of
the registration with the described edge-based methods (a’-f’). It shall be noted that
the movements in the z-direction can not be seen.
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also very suitable for registering large 3D datasets over time [145, 161]. However,
as discussed previously, the method itself is very susceptible to noise as well.
Proper pre-processing with edge preserving algorithms smoothing is advisable
and increases the overall performance and results of the algorithm. Problems
might occur if single cells are selected by defining ROIs and subsequent cropping
of the images prior to registration. If wrong threshold parameters are set for
the registration algorithms the result might show a perfect but meaningless
matching of the image masks to each other. The actual problem of correcting
the global movements and shapes of the target objects would be avoided.

3.1.4 Particle tracking

A special form of the previously described registration methods are single parti-
cle tracking algorithms. The goal is the quantitative extraction and tracking of
particle features in a time resolved manner. Besides the matching of individual
particles from two adjacent images that are temporal separated, object correla-
tion networks, so called trajectories, have to be created. Due to the multitude
of available tracking algorithms I will focus on two different methods that are
suitable for biological tracking experiments. Possible approaches for particle
tracking are the particle tracking velocimetry (PTV) method and the determi-
nation of the optical flow in image series (see Figure 3.12). In my thesis I used
the PTV method for tracking small nuclear particles which will be discussed
later (see Figure 3.13).

Particle tracking velocimetry and optical flow tracking

For the PTV process it is obligatory to determine individual object properties
for each image. Such object properties include the volume, velocity and acceler-
ation and are combined with physical assumptions such as the mass inertia law.
This heuristic determination of the extracted object properties in time resolved
image series leads to a construction of a trajectory network with the PTV ap-
proach. The discretization approach of the PTV method will link the spatial and
temporal information during the trajectory construction. Additionally the par-
ticle velocity vector fields are extending the available information of the PTV.
Compared to PTV the optical flow method does not need the parametrized ob-
ject information from segmented images. Moreover, tracking based on optical
flow determines the vector field shifts of two subsequent images on a per pixel
base. Furthermore, a continuous formulation of the optical flow field for small
time intervals is possible. This can lead to an increase in robustness of the opti-
cal flow field method to noise and artifacts for high resolution time intervals. It
has been shown that the mean standard velocity distribution of particles is less
error prone for the optical flow approach compared to the PTV-method using
identical datasets [163]. Interestingly, the study showed that the mean velocity
values were less depended on the SNR in the image using optical flow methods.
In contrast, the PTV method showed a higher variability of the mean velocity
values with changing SNR.

With the use of vector fields direct object motion correlations on a pixel
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Figure 3.11: Intensity based registration for a cell nucleus. Top) Tracking of the
center-of-mass of the nucleus prior (blue) and after (red) elastic gray-value-based reg-
istration with AIR [161]. A clear improvement especially for the translational and
rotational movements can be observed. Bottom) Overlay of a single image planes of
the original (red) and registered (green) cell nucleus over time (a-f). It shall be noted
that the movements in the z-direction can not be seen.
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Figure 3.12: Tracking of particles with optical flow fields. Top) Small moving par-
ticles. Bottom) Optical flow vector fields of the respective moving particles. (Image
adapted from [162])
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Figure 3.13: PTV tracking of segmented nuclear particles. The nuclear particles
were binarized prior to tracking. Image information from the gray-value and the seg-
mented images where used to perform the tracking over 70 timesteps. The trajectories
are displayed as small colored dots interconnected with black lines. Short trajectory
fragments are often originating from segmented noise particles and can be removed by
setting thresholds for minimal trajectory lengths or manual correction.
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bases can be extracted from the image. With optimal temporal image resolution
the use of the optical flow method identifies regions that are slowly changing
parameters, e.g. intensity shifts, pixel shifts, in space and over time. For this
case the velocity vector field for a moving particle shows continuity for almost
all data points. Normally, the unique assignment of a particle pixel for two
subsequent particles is defined when using the optical flow tracking method.

Beside the direct correlation of vector fields to individual pixels segmentation
is another way of extracting quantitative object properties from the image. In
the case of PTV the correct pixel assignments in two or even more subsequent
images has to be determined according to the segmented object parameters, e.g.
mass, velocity, gray-value intensity. To obtain a correct trajectory linking with
PTV, also for temporal low resolution image sequences, different interpolation
models can improve the correct trajectory construction for objects over several
time points. Possible interpolation models, such as B-splines interpolations,
could be used for surface approximations and guarantee a continuous progression
of the trajectories over time [164, 165].

Applications areas and limitations of automated particle tracking

Automated particle tracking bears several methodical problems leading to un-
wanted and artefactual results. The non-defined assignment of a pixel or object
to another in the subsequent image is also known as correspondence problem
(see Figure 3.14). The correspondence problem summarizes the fact that gen-
erally no method exists to uniquely link different correlating pixel or objects
in an image sequence. To overcome the problem, a temporal higher resolved
image acquisition has to be performed resulting in a significant decrease of the
average displacement vector. If the average displacement vector is smaller than
the average particle distance in a discrete time interval a meaningful result can
be generated. A higher temporal resolution can facilitate the analysis of big-
ger and overlapping particles and would lead to better estimation of particle
correspondence.

The use of microscopic images for certain biological applications might in-
troduce other limitations for automated tracking approaches. Often fluorescent
labeled particles are tracked over time which underlie, depending on the flu-
orescent dye, a decrease of intensity due to molecular bleaching effects. The
decrease in intensity can be observed globally for the whole particle and leads
to a decrease in the global tracking performance. The bleaching effect becomes
especially severe at object boundaries where additional noise is observed. This
again leads to the corresponding problem of pixel assignments in two adjacent
images. The effect is even more intensified when a multitude of particles is
present because of the illumination of numerous particles that influence the in-
tensity of each individual particle. The single intensities could be even more
skewed due to scattering light from the other objects.

The PTV tracking algorithms itself can be introduced by two different meth-
ods. The two-frame information method is used based on the extracted particle
information from two subsequent images. An example of the two frame method
is the appliance of the fuzzy-logic methods for calculating proper correspon-
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Figure 3.14: Possible correspondence problems for automated particle tracking. Top)
The trajectories of two independently moving particles with similar physical properties
are built. At the current position of the tracking process the two particles are in close
proximity. For the prosecution of the yellow or the blue trajectory two possible mutually
exclusive possibilities exist. The decision for the trajectory elongation is based on
physical parameters, e.g. object mass, average gray-value intensity and velocities, from
prior time steps. Bottom left) Missing correspondence to previously tracked particles
can occur when particles merge and subsequently split again. Bottom right) Missing
object information in one time step can also lead to problems in building trajectories.
Interpolation methods using object properties from previous time steps can overcome
the missing data and close the trajectory.
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dences [164]. An extension of this method would be a three-frame method.
This allows the calculation of the acceleration of a particle by incorporating its
properties from three images in a sequence.

3.2 Tikal image processing platform

3.2.1 Introduction

New technologies such as multi-photon microscopes, improved confocal laser
scanning microscopes, and cameras with higher resolution, speed, and sensitiv-
ity have enabled the acquisition of larger numbers of images in biology. These
microscope technologies combined with fluorescent probes such as the Green
Fluorescent Protein (GFP) allow the routine acquisition of very large datasets
from live samples. Since many modern microscopes yield digital data, these
large datasets require substantial computer resources, e.g. processor time for
analysis, devices for data storage. This results in an increased need for computer
hardware for the storage of huge amounts of image data but also for image pro-
cessing, image analysis and visualization. To quantitatively approach such huge
amounts of data, specialized, suitable and user friendly software tools have to be
used. Although the current market shows some solutions for certain biological
image processing problems, they are restricted to special application fields. The
combined use of two or more programs is limited since data interchange between
the different formats can be very difficult and time consuming. Furthermore im-
age processing platforms are often proprietary and commercial products with
high costs of purchases and restrictions of application programming interfaces
(APIs) to include extensions of user needed modules. For the purpose of bi-
ological image processing I developed an image processing platform with the
name Tikal to address and overcome some of the described software limitations,
e.g. integration of the complete image processing workflow for processing and
visualizing multidimensional data sets.

I created the Tikal image processing platform for facilitated and user friendly
data processing for biological datasets. At the beginning of my work, at the
end of 2002, I could not find suitable platforms that enabled the handling and
processing of large multidimensional datasets in an easy and intuitive way. I
tried to use programs with integrated image processing capabilities to approach
quantitative measurements for various biological questions. Among the tested
software packages were programs like ImageJ (http://rsb.info.nih.gov/ij/)
[149], Heurisco (http://www.heurisco.de), Matlab (http://www.mathworks.
com) image processing package and Imaris (http://www.bitplane.ch) [150].
Quickly the limits of these toolkits became visible for my work. Among other
things the limitations included the lack of high-throughput capabilities, com-
pletely missing data handling, processing, and quantification of multidimen-
sional datasets and poor visualization of the data and results in a multidimen-
sional way. Another important aspect that I found missing was the lack of
information for the underlying algorithms. Beside the often cryptic, program
specific and non-intuitive parameter sets, the (proprietary) software documen-
tations did not describe the true underlying algorithms. Especially the use of
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quantitative measurement algorithms showed large value differences in the re-
sults with only slight changes of the parameter sets, e.g. filter parameters, i.e.
Imaris isosurface rendering and volume determination. The major drawback of
the existing platforms was their lack of quantification routines and modules. I
encountered severe problems extracting quantitative parameters from multidi-
mensional microscopy data with the available pre-processing, segmentation and
visualization algorithms, e.g. object surface and volumetric parameters, object
velocities (by single particle tracking). Tikal was developed for this purpose.

The word Tikal has its origins in the ancient Mayan language and means
"place of spirits". Today the name stands for the monumental Mayan temple
ruins in the northern part of Guatemala. I have chosen this name because of
the direct parallels to the construction methods of these ancient ruins. The
Tikal temple area evolved step by step by the brilliant ideas of the former archi-
tects and great craftsmanship. So does the Tikal image processing platform: it
grows by incorporating new image processing routines to facilitate the general
workflow of image pre-processing, segmentation, quantification and visualiza-
tion. Therefore Tikal is an easy, fast, reliable and extendable framework for the
analysis of biological datasets.

3.2.2 Concept of Tikal

During the initial development stages I designed Tikal in a modular and ex-
tensible way. This modular concept means that the different parts can be run
as stand-alone applications (see Figure 3.15). Tikal comes in two user acces-
sible versions. A graphical user interface (GUI) that enables an intuitive and
straightforward way of interaction with the program and its underlying routines.
Another way of using the program is a command line interface that is suitable for
high-throughput processing and repetitive tasks. The two interaction methods
will be described in more detail later.

The most important core part of Tikal is the image processing library. The
library is completely written in C/C++ and unifies the essential functions for
data handling, memory allocation and handling, and data conversions. On top
of these functions I included algorithms for image data import and export, pro-
cessing and quantification. The import routines enable the opening of original
Leica and Deltavision files and additional Tiff or raw files of different formats.
To facilitate the import of huge multidimensional data stacks from other micro-
scopic systems (e.g. Zeiss data files) I included an import macro. The image
data can be exported as tiff or raw images or saved as internal Tikal format for
later use.

After successful loading of the multidimensional images the user is able to
interactively work with the dataset. For this purpose I programmed a GUI using
an open source API Fox Toolkit (http://www.fox-toolkit.com/). The use of
a non-commercial GUI has several advantages such as the avoidance of licensing
fees, light weighted structure of the GUI containing only the essential functions
and continuous (almost daily) new version updates with code feature improve-
ments. The most important aspect was the selection of a platform independent
GUI which is capable of compiling on Linux, Windows and Macintosh systems.
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Figure 3.15: General conceptual overview of the Tikal image processing platform.
The library is built around the fundamental core functions such as memory allocation
and process coordination (yellow fields). Image processing functions can be called by a
common interface, processed and returned (orange fields). Since also external libraries
have been integrated special interface conversion functions have been written to enable
flawless functioning of these foreign packages. On top of the core library function a
user interface has been developed. The communication with the underlying routines
can be either achieved by a GUI or a command line interface. The GUI features also
enhanced visualization modules such as 4D isosurface rendering modes. Within the
isosurface rendering scene tracking results can be displayed and manually manipulated
(green fields). The command line interface gives capability to use the image processing
libraries in conjunction with a Grid cluster computing environment. Further the Tikal
library can be used with the open microscopy environment (OME) standard [166] to
query large biological image databases, e.g. cell screening databases (blue fields).
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Figure 3.16: Overview of the working area of the Tikal image processing platform.
The central element is the image display where the original and processed image can
readily be seen. The interface enables the user to interactively browse through the
complete datasets in all dimensions (z direction, time dimension and different colors)
(sliders). The image history shows the already performed precessing steps and is iden-
tical to an extended undo function (image history). Additionally different channel and
display modes can be selected (channel selector; colormaps). The pull-down menu
shows a selection of applicable filters.

After extensive web-search I have chosen to use the open source GUI from Fox
Toolkit (http://www.fox-toolkit.com/).

The user has an easy visual access to the multidimensional image dataset by
using the GUI. I included a function for browsing and inspecting the multidi-
mensional datasets in z direction, time dimension and different colors (channels)
by using sliders, zooming and the use of color lookup tables (see Figure 3.16).
To obtain a 3D representation of the data I programmed an isosurface extraction
module. The isosurfaces are extracted by the marching cube algorithm approach
[167] and improved by the iterative Taubin smoothing algorithm [168, 169] (see
Figures 3.17, 3.18).

The extraction of information from segmented images by the marching cube
algorithm [167] creates a polygonal surface representation of an isosurface through
a 3D scalar field. A cube is considered to be eight neighboring pixels, where
each pixel is either inside or outside the surface. There are 256 combinations
of pixels in total. For every such cube, a combination of triangles is defined
in a lookup table (zero to five triangles) that represents the part of the surface
inside that particular cube (see Figure 3.17). The algorithm iterates over the
whole 3D scalar field, forming a list of triangles in the process that represents
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Figure 3.17: Schematic overview of the marching cube algorithm method for extrac-
tion of isosurfaces. The cube is rastered over the image and analyzes the individual
corner pixels. If one of the checked pixels is within a user defined threshold a triangle is
fitted within the corner of the cube (left cube). The same behavior is observed if two or
more opposite corners are found (central cube). If adjacent pixels are detected the algo-
rithm fits and optimizes the found triangles to result in a closed surface representation
(right cube).

an isosurface.

After isosurface extraction the data can be inspected as a 4D scene with
an integrated OpenGL scene viewer. A time slider enables again to easily and
intuitively navigate through the data.

Visualization only allows qualitative statements about the datasets. Hence,
I integrated an image processing filter module to the Tikal library that enables
processing and quantification of the biological image data. The contribution of
the image processing functions helps to define a seamless image processing work-
flow. Such a workflow can include noise reduction, registration, segmentation
and final quantifications of the data, i.e. by 3D particle tracking over time. The
variety of the available filters will be explained in the next chapter (see Chap-
ter 3.2.3). To extend my image processing filter functions I integrated ITK
(http://wuw.itk.org/), an open source image processing library, to Tikal,
which offers major extension especially for image segmentation and registra-
tion processes. Furthermore the integration of this module proves the working
modular concept of Tikal and the easy integration of additional features.

As already discussed one can use the vast amount of processing algorithms
by accessing them with the graphical interface. Because findings in biological
data have to be confirmed by repetition of the performed experiments man-
ual evaluation of large and similar multidimensional image datasets can be very
time-consuming and nerve-racking. Therefore I included a high-throughput pro-
cessing procedure for these large and repetitive 4D datasets. The user is able
to communicate and use all the importing, exporting and processing features
of Tikal on the command line interface. This feature opens the option to run
parallel batch jobs on its large datasets. To optimize the computational time I
programmed a script to use the batch job capability of Tikal on a high perfor-
mance Grid cluster.

Almost every physical object parameter, dependend on the underlying bio-
logical question, can be extracted with Tikal for data quantification, e.g. object
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Figure 3.18: Effects of Taubin smoothing [168, 169]: Taubin smoothing is used for a
number of computational purposes, including representative visualization and data ex-
traction for biological data. The major problem in visualization is that smooth curves
must be approximated by polygonal curves and surfaces by polyhedral surfaces. An
inherent problem of these approximation algorithms is that the resulting curves and
surfaces appear faceted. The algorithm optimizes the position of the polyhedral isosur-
face area corners which results in a real world representation of the processed object.
During the iterative smoothing process the algorithm avoids shrinkage of the object.
a) original and unprocessed cell nucleus extracted by the marching cube method. b)
the same nucleus but processed with the iterative Taubin smoothing algorithm.
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volumes, surfaces and velocities. Since I was interested in the timely resolved 3D
positioning of particles in a cell or cell nucleus I included a 4D tracking module
initially developed by Matthias Gebhard in our lab [164]. This module is capable
of combining image features from binarized and gray-value images and tracks
them in 3D over time. Physical object properties such as volume, center-of-mass
(COM), gray-value distribution, speed and acceleration were taken into account
to increase the accuracy of automated tracking. The trajectories are displayed
within the previously described 4D isosurface rendering window in conjunction
with the actual tracked objects (see Figures 3.13, 5.3). The visualization of the
trajectories enables a visible approach to confirm the overall tracking result.
To correct for possible tracking failures I added the capability of user defined
manual tracking within the OpenGL isosurface rendering window. My manual
tracking option greatly improves the tracking efficiency in two ways. First, by
using the 4D trajectory visualization information the user is able to optimize
the parameter sets for further automatic tracking. Second, the user can cor-
rect possible tracking artifacts or extend the trajectories in a manual way, by
pointing and clicking with the mouse on the individual objects. The manual 4D
tracking is especially powerful when the SNR ratio is very low resulting from
a poor segmentation or from particle merging, dissolving or reappearing events
[170].

Another common problem during the analysis of subcellular or subnuclear
particles is the overall motion of the living biological specimens. These cellu-
lar or nuclear movements bias the tracking data. For this purpose I included
an already implemented and tested registration scheme which was developed in
our lab within the Tikal program [159, 171]. This module is capable of per-
forming 4D registration based on a point-based matching method using already
segmented image stacks. The advantage of this registration module are its var-
ious available transformation models. The incorporated registration algorithms
include the option to perform simple rigid transformation, affine transforma-
tion and thin-plate splines transformation. However, for some applications this
procedure led to misregistration due to the prior segmentation step and the
resulting loss of gray-value information. To optimize the registration results I
included another registration tool into Tikal. The second registration tool is an
open source medical imaging registration library called AIR providing rigid and
affine transformation models [161]. This package is capable of using gray-value
images as starting points for registration. Due to the fact that the AIR library
consists of self compiling stand-alone programs I decided not to take this third
party registration library into Tikal. Moreover I added the option to transfer
the 4D data in the correct format for registration with the AIR package. To
use the AIR package on the computer cluster I wrote scripts which enabled an
easy-to-use command line user interface to this abundant registration package.
Beside the described registration modules, other registration algorithms are in-
cluded in ITK. Because the registration algorithms of ITK have been added
recently no tests for biological images have been performed so far.
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3.2.3 Features of Tikal

I programmed Tikal in a modular way which enables an easy extension of the ex-
isting framework with new algorithms and available plug-ins. The main features
of Tikal focus on image pre-processing, segmentation, registration, quantifica-
tion and visualization. In this chapter I want to focus on specific features and
algorithms of the Tikal image processing platform. More details will be given for
the already introduced areas of pre-processing, segmentation and quantification
methods in closer context with the underlying algorithms found in the program.

Data import, export and handling within Tikal

Data import routines for Leica and Deltavision files are incorporated as well as
generic scripts to open standard multidimensional microscopic tiff images. To
facilitate and obtain an overview of the working progress a “filter processing
history” function has been included that is similar to an undo function. This
function enables a precise reconstruction of the image processing workflow. Tikal
further offers options to open and export this progress history from and to the
hard disk at any time.

Image pre-processing routines

A large number of pre-processing algorithms is available within Tikal (see Table
3.1). Because of the modular concept of the Tikal image processing library fur-
ther filter extensions can be integrated and made accessible very easy. Another
advantage of Tikal compared to other image processing programs is that Tikal
can make use of 3D capabilities of certain filters due to its internal data repre-
sentation. Since there is no restriction to the filter types the user can choose
the different modes according to the underlying dataset and problem, i.e. 2D
or 3D images.

A variety of common usable generic pre-processing methods are implemented
in Tikal. A good starting point for image noise suppression is the use of Gaus-
sian or median filters. However, as already discussed, these filters can blur the
image without taking object borders into account which subsequently can lead
to unsatisfying segmentation and quantification results. Therefore edge pre-
serving smoothing filters such as the introduced anisotropic diffusion filters are
optimal in preserving edge information while preparing images for the following
segmentation steps.

The gradient anisotropic diffusion filter represents a robust and good filter
for the work with biological images. The filter is integrated in two optimized
forms in Tikal. However, the smoothing results are similar and derive from an
N-dimensional implementation of the classic Perona-Malik anisotropic diffusion
approach for scalar-valued images [143, 147|. Similar to the anisotropic diffusion
filter is the previously introduced bilateral image filter [156]. The bilateral filter
is used from the ITK filter library and demonstrates besides its powerful pro-
cessing function the seamless integration into the Tikal image processing library.
The bilateral image filter is similar to anisotropic diffusion but is implemented
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‘ Pre-processing filters H Segmentation filters
2D/3D Gauss filter Simple binarization
2D /3D Median filter Pyramid linking binarization
2D /3D Anisotropic diffusion Connected threshold region growing
Bilateral diffusion Connected neighborhood region growing
Gradient diffusion Confidence connected region growing
Gradient magnitude Otsu thresholding
Canny edge detection Outline detection
Gamma correction Object filling
Autogamma correction Pixelremover
Dilatation
Erosion
Opening
Closing
Inversion
Maximum intensity projection
Average intensity projection

Table 3.1: Overview of filters included in Tikal. The filter are categorized into two
groups of pre-processing and segmentation methods, respectively. Explanation of the
relevant pre-processing and segmentation filters are given in the text.

as non-iterative algorithm which shows slightly faster processing results than
the classical anisotropic filter.

Certainly there are more approaches available for image pre-processing but
I obtained remarkable results applying the above described filters to my raw
image datasets. Especially very noisy images that were distorted by high pitch
noise or scattered light artifacts in the object or background areas were optimally
prepared for the subsequent processing workflow.

Selection of segmentation methods for pre-processed data within Tikal

After pre-processing the images, e.g. with an anisotropic diffusion filter, the data
had to be segmented for quantitative analysis. Due to the high variability of
different structures within the images and the large amount of filters I decided to
use segmentation filters that have shown suitable results in the medical imaging
field. Beside different simple binarization methods such as simple thresholding
and image pyramid linking thresholding I included more advanced filters such as
region growing segmentation filters. The region growing filter category consists
of several different methods that are implemented in Tikal (see Table 3.1).
The region growing filter, as defined earlier, tries to identify homogeneous
regions within an image which fully or partially describe objects of interest.
For this, a simple criterion for including pixels in a region is to evaluate the
intensity value inside a specific gray-value interval. An example is the “connected
threshold region growing filter” that uses a threshold interval criteria provided
by the users. The region growing algorithm includes those pixels to the region
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of interest whose intensities are inside the defined interval. Present noise in the
image can reduce the efficiency of this filter to grow for large regions. When
faced with noisy images, it is usually convenient to pre-process the image by
using an edge preserving smoothing filter.

The “neighborhood connected threshold region growing filter” is an extension
of the “connected threshold region growing filter” which accepts a pixel in the
region if its intensity is in the interval that was again defined by two user-
provided threshold values. The difference is that the extended filter will only
accept a pixel if all its neighbors have intensities that are within the defined
interval. The size of the neighborhood (defined by the user) to be considered
around each pixel is defined by a variable filter mask. The reason for considering
the neighborhood intensities instead of only the current pixel intensity is that
small structures are less likely to be accepted in the region and might get lost.

Another criterion for dividing pixels into discrete regions is to minimize the
error of misclassifications under the histogram. A way to look at the problem
is that two groups of pixels exist within the image histogram, one with one
range of values and one with another interval. The problem is that these two
ranges usually overlap what makes thresholding difficult. The goal is to find a
threshold that classifies the image into two clusters. The difficulty is that only
the histogram for the combined regions exists but the separated histograms for
each individual region is not available. The solution is to minimize the area
under the histogram for one cluster that lies on the other cluster’s side of the
threshold. This should result in the minimization of the error of classifying
a background pixel as a foreground one or wice versa. The Otsu threshold
selection algorithm can also be described by the minimization of the within
class variance or equivalently maximization of the between class variance. The
segmentation with the Otsu approach is very suitable for large 4D imaging
experiments because it can automatically calculate without user interference
an optimal threshold for each individual 3D stack. However, if the number of
objects is too high, the SNR too low or the objects are touching each other the
performance of the Otsu approach decreases and oversegmentation can occur.

Another interesting segmentation approach with minimal user interference is
the “confidence connected threshold region growing filter”. The criterion used by
this filter is based on simple statistics of the currently processed region. First,
the algorithm computes the mean and standard deviation of intensity values for
all the pixels included in the region. A user-defined variable factor is used to
multiply the standard deviation and define a range around the mean for the
actually scanned pixel. Neighboring pixels whose intensity values fall inside the
range interval of the standard deviation are accepted and included in the region.
When no more neighboring pixels are found that satisfy the criterion for region
inclusion the algorithm is considered to have finished its first iteration. At that
point, the mean and standard deviation of the intensity levels are recomputed
using all the pixels included in the region. This new mean and standard devi-
ation defines a new intensity range that is used to reprocess the region where
the neighboring pixel are again evaluated whether their intensity fall inside the
defined range. This iterative process is repeated until no more pixels are added
or the maximum number of iterations is reached. Noise that is present in the im-
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age can reduce the performance of this filter to form large regions. Though the
selection of the correct number of iterations and the standard deviation might
be very difficult the overall performance of the filter is very efficient, effective
and robust for segmentation of biological images.

PTV tracking and quantification of image objects with Tikal

After successful segmentation the considered objects have to be quantified ac-
cording to their size, movement and other descriptive parameters. One impor-
tant aspect for quantification is the use of single particle tracking approaches.
With these methods a network of connections of objects, so called trajectories,
are built up in image series to describe their change in 3D localization over time.

The Tikal tracking module is a 3D particle tracking velocimetry (PTV) al-
gorithm using a fuzzy-logic approach to enable weighted classifications of the
relevant physical parameters, e.g. size, volume and gray-value distribution of
objects. Prior to the determination of the relevant parameters a proper pre-
processing and segmentation has to be performed. With these segmented images
a two-frame or three-frame particle tracking can be performed [164]|. Two-frame
particle tracking generally has to properly assign the individual COMs of the
particle in the first image to the different particle positions in the subsequent
image sequence. In the three-frame tracking method an additional parameter is
introduced to compute properties such as particle accelerations. Such a param-
eter describes the acceleration of an object between three trajectory segments
and can be used to optimize the tracking result (by properly defining threshold
values).

The already discussed correspondence problem can be solved by introduc-
ing heuristic approaches. The Tikal tracking module takes advantage of some
heuristics to perform PTV tracking. One can use the maximum particle velocity
and small distance changes criteria to find trajectory correspondences of moving
objects between two images within an interval At using the mass inertia law
of physical bodies. A body has to be within a given physical limiting interval
of possible values to solve the correspondence problem, e.g. the volume is not
allowed to be larger than a defined value (also see Figure 3.14). The proper
selection of heuristics is crucial to solve the correspondence problem. Therefore
the commonalities of particle movements and particle properties such as object
volumes or surfaces and gray-value distributions have to be linked and deter-
mined. A short time interval At between the subsequent images is needed to
solve the correspondence problem and to improve the tracking result. Beside
the two-frame velocity determination the particle acceleration is measured in a
three-frame to refine the tracking process. Additionally a heuristic to determine
the uniqueness of the trajectory has to be determined. In biological processes
bodies or vesicles often tend to fuse or split during the experimental sequence.
With these heuristics the particle correspondence problem can be solved for a
local neighborhood.

An approach for a solution of the determined parameters is based on a hier-
archical method that makes use of constructing a trajectory network involving a
temporal linear defined working direction. The strategy to solve the correspon-
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dence problem within the trajectory network is to use a fuzzy logic approach.
The fuzzy logic strategy shows clear advantages compared to strong determin-
istic approaches. This means in theory that the use of the fuzzy logic approach
does not require exact Boolean values for solution.

The trajectories resulting from the Tikal tracking algorithm can be shown
in several modes. The results can be written as raw data in an ASCII file to
the hard disk and exported to other programs for further evaluation. Another
option is to directly visualize the trajectories with the internal 4D scene viewer.
The direct visualization has several advantages compared to the text-file output.
So the overall success and efficiency of the tracking process is instantly accessible
in correspondence with the underlying 3D reconstructions of the experimental
dataset. The tracking artifacts can be instantly identified and manually cor-
rected. If the overall result is not satisfying at all another tracking process with
an optimized parameter set can be initiated and directly visualized again.

Summary

The program Tikal has been written completely in C/C++ from ground up
without using operating system bound classes. Therefore, the program can be
easily compiled and deployed on computers running Windows or Linux. The
program consists of two major parts. A GUI enables the user to communi-
cate interactively with the image processing platform, e.g. importing data and
optimizing filter settings. The second part is the actual image processing pack-
age which is completely independent from the GUI. This enables to run the
algorithms on a command line based form in an optimized environment, e.g.
parallel computer cluster. Additionally this abstraction and separation is fur-
ther mandatory to include the library into other environments such as OME.
Extension of the existing modules is very efficient since there is a general inter-
face for handling the data. Even external libraries such as the ITK [172] have
been recently integrated and the available procedures are now functionally fully
available and usable. Data handling is mostly restricted to the memory. The
images are completely loaded into the memory, which enables very fast data
processing without time consuming I/O to the hard disk. However, a limiting
factor might be the amount of memory, though this problem can be overcome
with computers equipped with the appropriate amount of memory.

3.3 Experimental procedures

3.3.1 ES cell lines and culture

Female mouse embryonic fibroblasts (MEFs), prepared from 13.5 day embryos
were cultured in Dulbecco’s modified eagle medium (DMEM) with GlutMAX
(Invitrogen, Karlsruhe, Germany) supplemented with 10% fetal bovine serum
(FBS) (Invitrogen). Male and female ES cell lines were grown either on mono-
layers of mitomycin C treated feeder cells (in the case of HP310 , D102, 53BL
and 4B4) as previously described [173, 174]; or on gelatin-coated flasks or plates
in the case of feeder-free PGK12.1 and HM1 cells, as previously described [112].
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ES cells were maintained in an undifferentiated state in DMEM with GlutMAX,
15% fetal calf serum (Invitrogen), 10-4mM 2-mercaptoethanol (Sigma, Munich,
Germany), and 1000 U/ml leukemia inhibitory factor (LIF) (Chemicon, Hamp-
shire, UK). Differentiation of ES cells was induced by pre-adsorbing feeders (in
the case of feeder-dependent ES cell lines) (see |88, 173]); removing LIF and
using 100nM all-trans retinoic acid (ATRA)(Sigma) in DMEM supplemented
with 10% FBS, and 10-4mM 2-mercaptoethanol. Differentiation medium was
changed daily. All cells were grown at 37°C in 8% CO9. Feeder-free male HM1
cells were a gift from E. Wagner; feeder-free female PGK12.1 cells were a gift
from N. Brockdorff; 4B4 cells were derived by lipofection of the feeder-dependent
CK35 ES cell lines (see [88, 173]) with a bacterial artificial chromosome (BAC)
transgene (see Section 3.3.2).

3.3.2 ES cell transfections

Transient transfections were performed on undifferentiated or differentiating
ES cells at 70-90% confluence. The medium was changed 2-3 hours prior to
transfection and Lipofectamine 2000 (Invitrogen, Karlsruhe, Germany) was used
under the manufacturer’s conditions. Cells were left with the transfection mix
overnight, the medium was changed the next day and cells were either fixed
and treated or else used for live cell imaging several hours later. The 4B4 cell
line was created as described [175] by transfecting the 399K20 BAC into CK35
ES cells and selecting in G418 at 750ug/ml 48h post-transfection (1mg/ml
of G418 after establishment). The 4B4 Lacl7 line was generated by applying
Hygromycin (250ug/ml) selection 2 days after transfection of 4B4 cells with the
p3’ss Lacl-YFP plasmid [176].

3.3.3 SW13 cell culture and transfection

SW13 lacking endogenous vimentin [177] were usually grown in DMEM (Invit-
rogen, Karlsruhe, Germany) supplemented with 10% fetal calf serum (Seromed,
Berlin, Germany), 20mM glutamine and 100uxg/ml penicillin / streptomycin
(Invitrogen) at 37°C and 5% COq. For live cell imaging purposes the cells were
resuspended in complete DMEM without Phenol Red (Invitrogen) and grown
in 2- or 4-well Lab-Tek® II chambers (Nalge Nunc International, Rochester,
USA). Transient transfections were carried out using the FuGene 6 transfection
reagent according to the manufacture’s protocol (Roche, Mannheim, Germany).

Immediately before imaging, chromatin counter stain was obtained by incu-
bating the cells with 1pg/ml Hoechst 33342 in complete DMEM without Phenol
Red for 20 min followed by three times washing with DMEM without Phenol
Red. Cells were then kept in complete DMEM supplemented with 20mM Hepes
without Phenol Red. For tracking of nuclear particles I stably transfected SW13
cells with the expression plasmid encoding Xenopus laevis GFP-NLS-vimentin.
To track vimentin particles in the cytoplasm, SW13 cells were transiently trans-
fected with the Xenopus laevis GFP-vimentin cDNA construct described above.
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3.3.4 GFP-NLS-vimentin constructs

The cloning of the Xenopus laevi GFP-NLS-vimentin expression plasmid has
been described previously [154]. For the generation of the N-terminally tagged
GFP-vimentin construct the vimentin cDNA was modified at the 5’-end to con-
tain a BspE I-site followed by a Nde I-site containing the start methionine in
frame subcloned into pBlueScript (Stratagene, La Jolla, USA). The BspE I /
BspE I fragment was then subcloned into pEGFP-C1 and the orientation verified
by DNA sequencing.

3.3.5 Microinjection of fluorescent polystyrene microspheres

SW13 cells were cultured in P35G-1.5-7-C-Grid cell locate culture dishes (Mat-
Tek Corporation, Ashland, USA) in complete DMEM medium for 1 day af-
ter plating. Carboxylate-modified 0.1pm microspheres (FluoSpheres, #F8800,
Molecular Probes, Leiden, Netherlands) were obtained as 2% solids in solution
and further diluted to 0.04% solution in 1M BSA in PBS. Before microinjection,
the microspheres were sonificated for 30 seconds to avoid aggregation. The AIS
2 system (Cell Biology Trading, Hamburg, Germany) was used for microinjec-
tion. Injection needles were drawn from borosilicate glass capillaries GC120TF-
10 (Harvard Apparatus, Edenbridge, UK) using a Flaming Brown micropipette
puller P-97 (Sutter Instruments, Novato, USA). The injection pressure was ad-
justed to 20-250 kPa in the different experiments. For evaluation of cell viability
microinjected cells were grown at 37°C with 5% CO9 overnight and examined
the next day.

3.3.6 3D RNA and DNA FISH

Fibroblasts or ES cells cultured on gelatin-coated coverslips were fixed in 3%
paraformaldehyde for 15 min at RT. Permeabilization of the cells was performed
on ice in PBS containing 0.5% Triton X-100, and 2mM Vanadyl Ribonucleoside
Complex (New England Biolabs, Ipswich, USA) for 3.5 min. The coverslips were
rinsed twice and kept in 70% ethanol. Prior to FISH, the coverslips were dehy-
drated through an ethanol series (70%, 90%, 100%), air-dried and the washed
in 2X SSC. The DNA was then denatured in 50% formamide, 2X SSC for 40
min at 80°C in an oven. The coverslips were then placed in ice cold 2X SSC,
rinsed once and RNA/DNA FISH performed. The Xist probe used was a 19
kb genomic fragment derived from a lambda clone (510) which covers most of
the Xist gene (see [88]). The Xic probe (YAC PA-2) has been described pre-
viously [88]. Probes were labelled by nick translation (Vysis, Downers Grove,
USA) with spectrum green or red-dUTP (Vysis). Hybridization involved 0.1ug
of probe (per coverslip) precipitated with 10ug of salmon sperm and resus-
pended in 50% formamide, 2X SSC, 20% dextran sulfate, 1mg/ml BSA (New
England Biolabs), 200 mM VRC, overnight at 37°C. After 3 washes in 50%
formamide / 2X SSC and 3 washes in 2X SSC at 42°C, DNA was counter-
stained for 2 min in 0.2mg/ml 4’-6-diamidino-2-phenylindole (DAPI), followed
by a final wash in 2X SSC. Samples were mounted in 90% glycerol, 0.1X PBS,
0.1% p-phenylenediamine (Aldrich, Munich, Germany) (pH 9). A Leica DMR
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fluorescence microscope with a Cool SNAP FX camera (Photometrics, Tucson,
USA) and Metamorph software (Photometrics) were used for image acquisition.

3.3.7 Immunofluorescence of RNA and DNA FISH

Cells were fixed and permeabilized as described for RNA and DNA FISH (see
Section 3.3.6). Following permeabilization coverslips were rinsed in PBS and
preparations were blocked in 1% BSA (Invitrogen, Karlsruhe, Germany), and
0.4U/ul RNAguard (Amersham, Buckinghamshire, UK) in PBS for 15 min,
incubated with primary antibody (diluted in blocking buffer) for 40 min, then
washed in PBS four times for 5 min each and incubated with secondary antibody
(Alexa Fluor 568 goat anti-rabbit IgG, Interchim, in blocking buffer, Montlucon
Cedex, France) for 40 min at RT. After washing in PBS, preparations were
postfixed in 3% paraformaldehyde for 10 min at RT and rinsed in 2X SSC. RNA
FISH was then performed as described in Section 3.3.6 (without a denaturation

step).

3.3.8 Drug treatment of SW13 cells

Before drug treatment, I acquired 3D time series of cells with a time-lapse of
At = 10 seconds for 10 minutes. Immediately afterwards the medium was
exchanged for one of the following solutions: i) 600mM sorbitol; ii) 20mM azide
/ 50mM deoxyglucose; iii) 0.04ug/ml nocodazole; and iv) 1ug/ml cytochalasin
D - all in complete DMEM without Phenol Red except for ii), which was applied
in PBS [178]. After change of medium, I immediately acquired further 3D time
series images for another 10 min. Thereafter, the drug containing medium was
replaced by complete DMEM without Phenol Red. In order to document the
recovery and viability of cells, images were acquired for another 10 minutes with
the same microscope settings.

3.4 Data acquisition and analysis

3.4.1 4D live cell imaging

Live cell imaging was carried out on a confocal laser scanning microscope TCS
SP2 AOBS (Leica Microsystems, Wetzlar, Germany) using a 63x oil immersion
objective with 1.4 optical aperture (HCX PL APO 1bd.BL 63x / 1.4, #506192,
Leica Microsystems). The microscope was further equipped with a 29 mm objec-
tive heater (#0280.010, Leica Microsystems) with temperature-controlled device
(#0504.000, Leica Microsystems) and a temperature-controlled fan (ASI 400E,
Nevtek, Burnsville, USA). A diode laser (A = 405nm) was used for excitation of
Hoechst 33342. An argon (A = 488nm) and a helium / neon laser (A = 543nm)
was used for EGFP and fluorescent microsphere excitation, respectively. 3D
image stacks, each consisting of 17 2D-images, of GFP-vimentin particles and
Hoechst 33342 stained chromatin were acquired in parallel at the maximum
scanning speed of 1400 Hz (i.e. scan lines per second) with a constant At = 10
seconds. Imaging format was set to 256 x 256 pixel, voxel sizes were generally
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between 0.093pm x 0.093um x 0.325um and 0.093um x 0.093pm x 0.450um.
The laser intensity was adjusted to a minimum to avoid photodamage during
imaging. For this purpose the acousto-optical beam splitter (AOBS) were set
between 2-5% for both lasers with photo multiplier (PMT) settings of 715.7 Volt
for the diode laser and 717.4 Volt for the argon and helium / neon lasers. All
the image processing steps were carried out in Tikal.

3.4.2 3D fixed cell imaging

Fixed cell imaging was carried out on a confocal laser scanning microscope TCS
SP2 AOBS (Leica Microsystems, Wetzlar, Germany) using a 63x oil immersion
objective with 1.4 optical aperture (HCX PL APO 1bd.BL 63x / 1.4, #506192,
Leica Microsystems). A diode laser (A = 405nm) was used for excitation of
DAPI counterstain. An argon (A = 488nm) and a helium/neon laser (A =
543nm) was used for Spectrum Green Xist RNA probe and Spectrum Red XIC
DNA probe excitation, respectively. 3-D image stacks with an image format of
1024 x 1024 pixel and constant voxel sizes of 0,058um x 0,058um x 0,204um
where acquired. The number of z-stacks was adjusted according to the heights
of the cell nuclei resulting in an average amount of 40 2D-images for each cell
nucleus. The DAPI stained chromatin, the Xist probes and the Xic-DNA probes
were acquired in parallel at constant scanning speed of 800 Hz (i.e. scan lines
per second). The laser intensities were adjusted to an optimal signal to noise
ratio and kept constant for all imaged slides. For this purpose the AOBS were
set to 35% for the diode laser and to 40% for the argon and helium/neon laser.
The PMT settings where adjusted to 499.7 Volt for the diode laser, 650.3 Volt
for the argon and 628.6 Volt for the helium/neon lasers.

3.4.3 Segmentation of cell nuclei

Image processing was carried out using my image analysis platform Tikal run-
ning on a high-performance computing cluster. Segmentation of cell nuclei based
on DAPI staining was performed automatically and the results were manually
checked and confirmed for each individual cell nucleus. This manual step was
necessary a) to elucidate and avoid false segmentation due to hybridization ar-
tifacts b) to eliminate oversegmented cells. This oversegmentation occurred
because of the tendency of ES cells to grow in closed colonies and the insuffi-
cient resolution of the microscope to resolve the nuclei borders in the nanometer
scale.

To achieve optimal segmentation results the image analysis process was bro-
ken down into two subsequent parts (see Figure 3.19). The first part included
the finding of a ROI including a cell nucleus. The second subsequent analysis
performed the segmentation of the nucleus in the ROI.

The ROI selection was performed fully automated by reducing image noise
by 2D median filter followed by maximum intensity projection of the whole
image stack. The obtained 2D image was segmented using a neighborhood con-
nected threshold region growing filter (NCTRG) integrated into Tikal. Region
growing algorithms have proven to be an effective approach for image segmen-
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Figure 3.19: Data analysis workflow for segmenting 3D ES cell nuclei based on DAPI
staining. 3D image stacks of populations of cell nuclei will be acquired by confocal
laser microscopy. The different processing steps that are applied to the complete 3D
data will be representatively visualized by a single 2D section. In a first step high
pitch noise (such as "salt and pepper" noise) will be reduced by a 2D median filter
followed by a maximum intensity projection of the whole 3D image stack. A neigh-
borhood connected threshold region growing (NCTRG) filter will be applied to the
image background area in the projection image. This leads to a complete segmentation
of the background areas which needs to be inverted to obtain the corresponding cell
nuclei. The segmented cell nuclei will be separated and individually used as regions of
interests (ROI) to cut out single 3D stacks from the original data. These cropped 3D
image stacks contain information to a single cell nucleus. The individual image stacks
will be processed one by one by edge preserving 3D anisotropic diffusion filtering fol-
lowed by a 3D NCTRG filtering of the background and subsequent inversion to obtain
a representative segmented 3D cell nucleus.
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tation. The NCTRG filter is an extension of the standard connected region
growing filter using mathematical morphology erosion. The reason for consid-
ering the neighborhood intensities in the erosion process instead of only the
current pixel intensity is that small structures are more likely to be segmented.
The basic approach of the NCTRG algorithm is to start from a seed region that
is considered to be inside the object to be segmented.

For our automated segmentation I used an inverted approach. That means
I segmented regions not belonging to objects (background) and finally inverted
the resulting image to obtain the binary nuclei regions. Following such a strat-
egy has several advantages such as the selection of a seed point is independent
of the actual position of the cell nucleus in the image, i.e. selection of the
seed point can be always in the left upper corner of the image. Another ad-
vantage to segment the background are low intensity fluctuations within the
background areas resulting in smooth object borders. High reliability of this
inverted segmentation approach was crucial for application in a fully automated
high throughput setting.

After obtaining a segmented 2D representation of the whole image area
individual binary cell nuclei will be selected and used as template to define
ROIs in each individual image of the 3D stack. The ROI is then processed by
contour preserving and noise reducing 3D anisotropic diffusion filtering [147]
followed by NCTRG in 3D using the same background segmentation strategy
as described above. As a result I obtained accurately segmented cell nuclei in
3D.

3.4.4 4D Image registration

4D image registration [159, 161] of consecutively captured three-dimensional im-
ages of cell nuclei counterstained with Hoechst 33342 was performed for correct-
ing for global movement of cell nuclei. In order to reduce alignment artifacts due
to acquisition noise all three-dimensional image stacks were preprocessed using
a 3D median filter and a 3D automatic gamma correction for maximum gray-
value range. Image registration was then performed using an implementation of
an automated image registration algorithm [161] running on a high-performance
computing cluster. In this study, I only applied rigid and affine transformation
since I did not observe drastic local deformations in cellular shape which would
require correction by our non-rigid transformation method [171]. Rigid and
affine transformation matrices were computed in a two-step process for opti-
mal 4D object alignment. First, objects at time point ¢ 4+ 1 were consecutively
aligned with 3D objects at time point t providing a pre-registered image stack
at each time point. Secondly, each pre-registered image stack was aligned with
respect to the initial image stack at time point ¢ = 0. Transformation matrices
calculated for the chromatin stained images were applied to all corresponding
image stacks in the other color channels.
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3.4.5 4D Tracking of fluorescent beads and vimentin particles

Image processing was carried out using the image analysis platform Tikal. The
analysis chain consisted of three major modules: image pre-processing and seg-
mentation, 4D tracking and quantification of dynamics, 4D visualization and
user interaction with 4D datasets. To reduce noise in the vimentin channel,
images were subjected to 3D diffusion filtering [147] followed by segmentation
with a pyramid linking algorithm [179]|. Particle tracking was performed by
extending our already implemented single particle tracking algorithm from 2D
+ time to 3D + time [164, 146]. The tracking algorithm uses parameters such
as the individual COMs, volumes, total gray-value intensities, velocities and
accelerations. To control possible tracking and segmentation artifacts I visual-
ized 4D tracks of beads and vimentin particles, respectively, together with their
isosurface reconstruction at each time point.

3.4.6 Measurements of FISH signals

An automated segmentation of the Xic FISH signals was not possible owing
to their variable intensity and size. Manual selection and segmentation of the
Xic signal was therefore performed after segmentation of cell nuclei. This also
enabled detection and correction of possible segmentation artifacts in the DAPI
channel, e.g. caused by overlapping nuclei. To estimate the distance of the
Xist /Xic region to the periphery and the inter Xist/Xic distance I implemented
a new module in Tikal. This module is capable to find the closest distance of
two segmented objects in different channels. For this purpose the Xic signal
was automatically preprocessed by reducing noise by 2D median filtering fol-
lowed by 3D anisotropic diffusion filtering. Segmentation was obtained by using
NCTRG with a seed point in a background region. The segmentation results
were manually cross validated against the original raw Xist/Xic data and if
necessary corrected to avoid false segmentation. After this data validation the
COM of each segmented signal was automatically obtained. The shortest Eu-
clidian distances of the COM to the closest segmented nuclear periphery voxel
(segmentation procedure described in Section 3.4.3) were calculated. The inter
Xic distance was obtained by measuring the Euclidian 3D distance of the two
segmented Xist/Xic COM within the cell nucleus.

3.4.7 Correlation analysis of chromatin density and tracked nu-
clear particles

Chromatin images were preprocessed by a 2D Gaussian smoothing filter to re-
duce noise. Additionally a gamma filter was applied to use the full gray-value
range of 8 bits. For additional noise reduction the 256 different gray-values
were divided into eight gray-value classes ranging from 0-32, 33-65, etc. The
COMs for each individual polystyrene bead or nuclear vimentin body was cal-
culated and tracked in 3D over time. For each time point the corresponding
binned mean gray-value intensities of a 9 x 9 pixel area around the COM was
determined.
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3.4.8 Calculation of mean squared displacements and anoma-
lous diffusion coefficients

The mean square displacement (MSD) was calculated for each particle and time
point of the dataset according to

< d? >=<[d(t) — d(t + At)]* >

and plotted as < d? > (um?) versus At(s) using Matlab (The MathWorks, Inc.,
Novi, MI). Further evaluation of anomalous diffusion («) [180, 181] was deter-
mined by using the regression curve fitting functions implemented in Matlab.

3.4.9 Statistical analyses, simulations and plots for Xic loca-
tions

Significance analyses for Xic distributions were performed in R-Project (http:
//www.r-project.org/). For coherence the distributions were compared with
two non-parametric tests, namely Wilcoxon and Kolmogorov-Smirnov tests [182,
183]. Both tests showed similar results for the analysis. Cut of threshold for
similar distribution was the 95% quantile.

Simulation of random data points and g-g-plots generation were performed
in R and are described in more detail below. Live cell line plots and barplots
were generated with Sigmaplot. For data simulation random points with equal
density distribution in a unit sphere were generated. For this purpose the vol-
umes of all segmented nuclei were combined and the mean volume calculated
which resulted in a approximation of a hypothetical cell nucleus with a radius
of 7.2um. To simulate the Xic distance from the NE 1000 random spots within
this sphere were generated by individually selecting the x, y, z, coordinate from
a random uniform distribution number generator provided by R. Finally the
shortest distances to the nuclear periphery were calculated by correlating the
obtained 3D points to the previously determined simulated nuclear radius.

Similar procedures were chosen for the simulation of the distances in-between
two hypothetical Xic signals. Two times 1000 individual uniformly distributed
X, y, z coordinates were generated followed by the calculation of the Euclid-
ian distance between two 3D coordinates resulting in 1000 simulated inter Xic
distances.

The g-q (quantile-quantile) plot is a graphical technique for determining if
two data sets come from populations with a common distribution. The method
plots the quantiles of the first data set against the quantiles of the second data
set. If the two sets come from a population with the same distribution, the points
should fall approximately on a line with slope 1. The greater the departure from
this reference line, the greater the evidence for the conclusion that the two data
sets have come from populations with different distributions [184].
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Chapter 4

Transient co-localization of Xics
during the initiation of
X-1nactivation

4.1 Introduction

As previously introduced, one of the most intriguing features of the X-inacti-
vation process is the differential treatment of two identical chromosomes within
the same nucleoplasm. How does one X-chromosome become impervious to
the same transcriptional machinery driving genetic activity of the second X-
chromosome?

Initiation of this process is regulated by a master control locus, the X-
inactivation center (Xic). Cells must register the presence of at least two Xics for
X-inactivation to occur [104, 185] and only a single X-chromosome will remain
active in a diploid cell. All supernumerary X-chromosomes become inactivated.
The Xic is also the site from which inactivation spreads across the X-chromosome
in cis, or even across an autosome, in X-autosome translocations. Xist RNA is
essential for the initiation of X-inactivation and is thought to mediate spreading
in cis [72, 75]. However, Xist is not involved in the counting function of the
Xic [73]. A complex combination of antisense transcription to Xist (in the form
of Tsiz) and cis-regulatory sequences located in the region 3’ to Xist appear
to be involved in the choice and counting functions of the Xic (for reviews see
[186, 95]). Several studies involving transgenesis have been performed for the
Xic with the aim of defining the minimal region sufficient for Xic function at
an ectopic (autosomal) site [86, 87]. Such experiments are a stringent test for
assessing the sequences that are not only necessary, but sufficient, for the func-
tion of a locus. In transgenic ES cells and mice, such transgenes are able to act
as ectopic Xics (when they included the Xist gene). However, they can only do
so when present as multicopy arrays. Single copy Xist transgenes, up to 460
kb long (covering 130 kb of sequence 5’ and 300 kb of sequence 3’ to Xist) are
unable to induce Xist RNA coating in cis or even to trigger inactivation of the
endogenous X-chromosome (counting) [88]. Critical elements for autonomous
Xic function must therefore still be lacking from these large single copy trans-
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Figure 4.1: The mouse Xic region. The wt mouse Xic region with different X-
inactivation specific gene loci (boxes) and their proposed functions (black arrows).
The different lengths and sites of transgene regions or sequence deletions are indicated
by red bars for the various cell lines. Bar: 10kb.

genes and multicopy arrays must compensate for this lack in some way. Given
that the region involved in counting [174] lies intact within the large genomic
transgenes tested so far [88], one hypothesis that has been proposed for the
lack of counting and choice is that single copy transgenes may not be appropri-
ately positioned within the nucleus, or relative to the X-chromosome. Such a
mislocalization might prevent a single copy transgene from being "sensed" as a
supplementary Xic and thus X-inactivation (of the endogenous X-chromosome)
will not be triggered.

It is increasingly recognized that the localization of genes within specific nu-
clear compartments may be an important means of regulating gene expression
[42, 187, 188]. Sub-nuclear domains enriched in factors specialized in particu-
lar functions may provide a nuclear context, beyond that provided by flanking
sequence, that influences chromatin architecture and gene expression. Nuclear
compartmentalization, mediated by binding of one X-chromosome to a single
entity per nucleus, was one of the earliest models proposed to explain the differ-
ential treatment of the two X-chromosomes during X-inactivation [93]. In this
context, one hypothesis for “counting” could be that the Xic on the remaining
active X-chromosome is sequestered in a particular nuclear region (for example
the nuclear envelope (NE)) and is therefore prevented from exposure to factors
involved in triggering X-inactivation. Another, not mutually exclusive hypoth-
esis proposes transient co-localization, or “cross-talk”, between Xics [189]. Such
cross-talk might help the cell to count or "sense" the number of X-chromosomes
present and ensure that only a single X-chromosome remains active. This hy-
pothesis is particularly attractive in the light of the incapacity of single copy
transgenes to function as ectopic Xics and more specifically their inability to
induce counting [88]. An absence of long range elements involved in directing
the correct nuclear position of the Xic could result in these transgenes not being
correctly “sensed” as supernumerary Xics due to their aberrant localization in
the nucleus, or with respect to the other Xic.

Even though nuclear compartmentalization was one of the earliest mod-
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‘ Name ‘ Genotype ‘ Counting ‘ Choice ‘ Clis-inactiv. ‘ References ‘
HM1 XY Yes NA NA
PGK1 XX Yes Yes Yes [69]
HP310 XX Yes Yes Yes [174]
D102 XX A0 No No Yes [174]
53BL XY (Tgn=1) No No No [190, 173]
4B4Lacl7 | XY (Tgn=4) Yes Yes Yes this study

Table 4.1: List of the analyzed cell lines including their genotypes and observed
phenotypes during early X-inactivation (see also Figure 4.1). Tgn: Transgene repeat
inserts.

els proposed to explain the control of X-chromosome inactivation, surprisingly
few studies have actually addressed this possibility. In this project I assessed
whether the Xic locus shows any signs of non-random spatial distribution in
the nucleus that might reflect - or underlie - its specific functions in controlling
the onset of monoallelic gene expression of the X-chromosome. In particular
I determined whether the Xic shows any particular association with the NE. I
also addressed the possibility that cross-talk occurs between the Xics. To eval-
uate the functional significance of these Xic interactions, I analyzed a variety
of wild type (wt), transgenic and mutant ES cell lines using 3D FISH analysis
of thousands of nuclei (see Table 4.1 and Figure 4.1). Due to the vast amount
of data, manual analysis was impossible and advanced computational and sta-
tistical tools had to be developed. Pre-processing, segmentation and analysis
of over 5000 single cells were performed with Tikal (see Section 3.2 and [145]).
Live cell imaging of Lac operator-tagged Xic transgenes in ES cells was also
developed, in order to examine the in vivo dynamics of the Xic locus. Based
on such analyses, I show that the Xic preferentially occupies a peripheral local-
ization in early stages of ES cell differentiation. In female ES cells I reveal the
existence of a transient co-localization between the two Xic during the initia-
tion of X-inactivation, which I propose could be part of a “sensing” mechanism
implicated in the counting and choice functions of the Xic.

4.2 Results

4.2.1 Peripheral nuclear localization of the Xic in undifferenti-
ated and differentiating male ES cells

Using a 3D FISH approach, and my previously described image analysis tool
Tikal (see Section 3.2), I set out to assess whether (i) the location of the Xic
within the nucleus might be non-random (ii) the position of the Xic changes
during ES cell differentiation, in particular during early differentiation, which is
when the initiation of X-inactivation occurs and Xic function is important (iii)
the location of the Xic in ES cells is comparable to that in fully differentiated
cells, such as mouse embryonic fibroblasts (MEFs). I analyzed male (HM1) ES
cells, grown on gelatinized coverslips and differentiated over a 4 day period, by
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4. Transient co-localization of Xics during the initiation of X-inactivation

Figure 4.2: Illustrative visualization of
the image processing workflow on a sin-
gle confocal image plane to prepare the
data for the later quantification process.
In a first step the cell nuclei have to
be pre-processed by noise reducing and
edge preserving filters followed by detec-
tion of the nuclear edges that lead to a
full segmentation of the cell nuclei. In
a second step the Xic signals get seg-
mented. Binarization of both signals
in separate channels enables subsequent
automated measurements of the various
distances (see Figure 4.3). Blue = cell
nuclei stained with DAPT; green = Xic-
FISH signals; red line = outlines of de-
tected cell nuclei.

LIF withdrawal and ATRA treatment. Male MEFs were used as fully differen-
tiated controls. In order to preserve 3D nuclear structure, cells were fixed first
and then permeabilized prior to DNA FISH (see Sections 3.3.6 and 3.3.7). Con-
focal laser scanning microscopy was used to acquire 3D stacks on large numbers
of nuclei (> 80) per coverslip and advanced image analysis tools were used to
perform semi-automated segmentation of the nucleus defined by DAPI stain-
ing (see Figures 4.2 and 3.19). The FISH signal corresponding to the Xic was
segmented manually and the shortest distance (Dp) of the Xic from the NE,
as defined by DAPIT staining, was computed automatically (see Figure 4.3 and
Section 3.4.6).

The distributions of Xic distances from the NE in MEFs and ES cells at dif-
ferent stages of differentiation were examined (see Figure 4.4). To assess whether
these distributions were random or not, I compared each data set with a simu-
lated data set of 1000 randomly distributed points in a hypothetical spherical
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Figure 4.3: Different possibilities of distance measurements in ES cell nuclei according
to the analyzed cell lines. DP1, DP5 = shortest distances to the nuclear periphery; D =
distance between two Xic loci; X = X-chromosome. Top left) representative female cell
line nucleus with two X’s and their corresponding Xic locus signal. Different parameters
such as the two shortest distances of the Xic’s to the nuclear periphery (DP; and DP3)
and the Xic inter distance (D) can be measured. Top right) representative wt male ES
cell nucleus were only one X is present. In this case only the distance of the locus to the
nuclear periphery (Dp) can be measured. Lower left) Transgenic male cell line with a
wt Xic on the X-chromosome and a single or tandem repeat Xic insert on an autosomal
chromosome. The parameters from data extraction are the same as compared to wt
female ES cell lines. Lower right) Special case for male transgenic ES cell lines. The
Xic LacO tandem repeat has been stably inserted into the wt X. Again, three possible
parameters can be extracted, although they are distinctively different to the wt since
Xic insertion on the only X-chromosome occurred. This integration shows limits in the
spatial localizations of the Xics in respect to the nuclear periphery and in-between Xic
distances.
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HM1
(XY)

PGK1
(XX)

Figure 4.4: 3D isosurface visualization of male (HM1) and female (PGK1) ES cell
nuclei. Prior to visualization the DAPI (blue) stained nuclei have been pre-processed
and segmented to enable isosurface extraction. The nuclei are cut open to give sight
on the Xist/Xic signals (green/red). A peripheral nuclear localization of the Xic in
the male ES cells can be observed whereas in female ES cells a more internal nuclear
localization of the Xic is detected.

cell nucleus with a radius of 7.2um, which corresponded to the average nuclear
radius obtained from all of the acquired data. The mean distance of the Xic
locus from the NE in male ES cells (ranging from 0.05 - 0.57um, depending
on stage of differentiation) was significantly different (p < 0.0001; using the
Kolmogorov-Smirnov and Wilcoxon tests, see Section 3.4.9) to that for the hy-
pothetical cell nucleus (1.6um) and also to the mean distance for male MEFs
(1.2pm) (see Figure 4.5). The peripheral localization of the Xic was particularly
striking in male ES cells, at 1.5 days of differentiation, where the mean distance
was found to be just ~0.05um (compared to 0.52um in undifferentiated ES cells
and ~0.6pum at other time points). Results obtained from two independent
differentiations were similar. Statistical analysis of the HM1 data sets demon-
strated that the localization of the Xic close to the NE, prior to and during
differentiation, was highly non-random and that this skewed distribution was
highly significant (p < 0.0001) (see Figure 4.6).

4.2.2 More internal nuclear localization of the Xic in undiffer-
entiated and differentiating female ES cells

A similar analysis was performed on two different female ES cell lines (PGK and
HP310) as well as on female MEFs. In this case simultaneous Xist RNA / Xic
DNA FISH were performed, in order to identify the X-chromosome undergoing
inactivation. The kinetics of Xist RNA accumulation and X-inactivation during
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Figure 4.5: Visualization of Xic dis-
tance distributions to the nuclear pe-
riphery with box plots for male (HM1)
and two female (PGK1, HP310) wt ES
cell lines. The individual bars represent
the combination of the peripheral dis-
tance distributions for the respective ex-
perimental classes. The number of data
points for each class is shown on top
of the corresponding bar. The average
distance to the nuclear periphery is in-
dicated by a horizontal line within the
boxes. The solid boxes contain all values
falling into the 95% quantile confidence
level. For male ES cells a close associa-
tion of the Xic to the nuclear periphery
can be observed. Female ES cells show a
more internal nuclear localization of the
Xic. Strikingly, a significant shift of the
Xic towards the nuclear periphery can
be observed for HM1 cells on day 1.5 af-
ter induction of differentiation. In both
female ES cells no significant changes in
the distances of the Xic to the nuclear
border can be observed. In female cells
the Xics were linked to either the Xi and
the Xa according to detectable or ab-
sent Xist accumulation, respectively. S
= simulated distribution class consistent
of 1000 randomly placed spots within an
artificially simulated nucleus; C = Con-
trol experiment consisting of male or fe-
male MEF populations; dx = days after
start of inactivation, where x indicates
the actual time point in days from the
initiation of X-inactivation.
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Figure 4.6: Significance determination with the Kolmogorov-Smirnov test of the Xic
distance to the nuclear periphery in the analyzed cell lines for the different time points
of X-inactivation. The labels of the compared cell lines are found at the top and on the
left hand side of each matrix. The numbers indicate the time points of the respective
day of inactivation. 0 = p > 0.05; + = 0.05 < p <0.01; ++ = 0.01 < p < 0.0001;
+++ = p < 0.0001; Xa = Active X-chromosome; Xi = inactive X-chromosome; Sim
= Simulated data points (see Section 3.4.9); MEF = mouse embryonic fibroblasts.
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Figure 4.7: X-inactivation kinetics of early differentiating female mouse ES cells. The
plots show the ratio in % between cells with detectable Xist accumulation (on the Xi)
versus the total number of analyzed Xics.

the differentiation of female ES cells are shown in Figure 4.7. In female cells,
the distance of each of the two Xic loci (DP; and DPy) relative to the NE was
evaluated using identical procedures to those described above. In undifferenti-
ated female ES cells, the mean distance of Xic loci from the NE was found to be
significantly shorter than that for the simulated random distribution (see Fig-
ures 4.5 and 4.6) but very similar to that in male ES cells (see Figure 4.5). The
Xic on the active X (Xa) or inactive X (Xi) during female ES cell differentiation
was identified based on the absence or presence of Xist RNA accumulation (see
Figure 4.4). No significant differences between the Xa and Xi in Xic distance
from the NE were found (p-values > 0.1). However, the mean distance of the
Xic on the Xa from the NE in a differentiating female ES cell, was significantly
larger (0.4 - 0.9um for PGK cells; 0.2 - 0.99pm for HP310) than the mean dis-
tance for the Xic in a differentiating male ES cells (ranging from 0.05 - 0.57um)
(see Figure 4.6). Furthermore, the distributions of both the Xa- and Xi-linked
Xics in ES cells were found, in general, to be significantly different to those in
female MEFs (see Figure 4.6).

In summary, the Xic locus is closely associated with the NE in undiffer-
entiated and early differentiating ES cells. However, neither the Xa nor Xi
associated Xic loci in female cells are found to be as frequently close to the NE
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4. Transient co-localization of Xics during the initiation of X-inactivation

as the single Xic in male ES cells. Thus, the spatial distribution of the Xic on
the Xa in female ES cells appears not to be equivalent to that of the Xic on the
Xa in male ES cells. Importantly, the distribution of the Xic locus in a fully dif-
ferentiated male or female MEF (whether on the Xa or Xi), although peripheral,
resembles a random distribution. This suggests that the specific distribution of
the Xic observed in male and female ES cells may be linked to the central role
that this locus plays in the initiation of X-inactivation.

4.2.3 Association of the Xic region with the nuclear periphery
and constrained motion in living cells.

As the previously performed fixed cell analysis, I wished to confirm that the
generally peripheral nuclear localization of the Xic locus could also be seen
in living ES cells. For this reason transgenic male ES cell lines using a BAC
(399K20) that covers 195 kb centered around the Xist gene were generated [102].
Multicopy Xist transgenes can function as ectopic arrays when integrated into
autosomes [88, 86, 98]. A Neo-resistant gene cassette and a 256-mer LacO
tandem array were serially inserted into the end of the insert 3’ to the Xist
gene with a RecA shuttle vector system [175]. A number of transgenic clones
were isolated following transfection of this BAC into male ES cells. These were
characterized for their copy number (data not shown) and their capacity to
correctly induce Xist RNA coating and chromatin changes in cis (see Figure
4.8).

One line (4B4) with 2-4 copies of this BAC integrated into an autosome,
showed efficient induction of Xist RNA coating in cis (see Figures 4.1, 4.8b and
4.4), associated chromatin changes (see Figure 4.8b) and transcriptional silenc-
ing (data not shown). In early stages of differentiation a small proportion of cells
also showed the accumulation of Xist RNA on the endogenous X-chromosome,
a sign of counting (see Figure 4.8b). It should be noted that cells showing
accumulations on the endogenous X are rapidly lost because of the resulting
X-chromosome nullisomy [88].

A second line (4B2) containing 4-5 copies of the BAC integrated onto the X-
chromosome was also analyzed. Upon differentiation a Xist RNA domain could
be seen in a proportion of cells (up to 20%) but this proportion rapidly decreased
to 0%, again presumably as a result of cell lethality due to X-chromosome
nullisomy (data not shown).

The distances of the transgenic and endogenous Xic loci from the nuclear pe-
riphery in fixed cells were measured according to the Xist RNA / Xic DNA FISH
measurement procedure described in Section 4.2.1 (see Figure 4.3). Although
a generally peripheral localization was found for both loci (mean distance from
the NE ranging from 0.9 - 2um), the mean distances were significantly greater
(p > 0.0001) than those of the Xic in differentiating male ES cells but were
similar to those of differentiating female ES cells.

To examine the nuclear localization of the Xic and its dynamics in living cells,
live cell imaging was performed on the 4B4 cell line. One concern using in vivo
microscopy is the degree to which phototoxicity might alter the biological process
being investigated. We therefore established appropriate conditions for live cell
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Figure 4.8: Principles of the Xic transgene constructs. A) Schematic overview of the
modified Xic insertion cassette. The 256-LacO repeats are integrated within the Xic
region downstream from Xist. B) Visualization of the autosomal transgene integration
by LacI-YFP and Xist RNA FISH. C) Visualization of the native Xic and the autosomal
integrated transgene by Eed and LacI-YFP in a ES cell colony.
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Figure 4.9: 4D Live cell imaging of the Xic locus in 4B4 cells (lower row). Snapshots
of one image plane of the original 4b4 live cell data with merged fluorescent signals.
Upper row: 3D isosurface reconstruction display of the acquired signals. Green = H2B-
mRFP histone marker, red = LacO tagged Xic transgene detected via LacI-YFP. Bar
spum.

imaging on ES cells that minimize phototoxicity based on the appearance of
the cells using phase contrast light microscopy at the end of the movie, and
the capacity to detect mitoses (see Section 3.4.1). In order to visualize the
LacO tagged transgenes, stably transfected clones of 4B4 cells expressing the
Lac repressor protein fused to YFP were generated. Live cell imaging on these
cells revealed that ES cells are highly motile and that dramatic changes in the
shape and location of nuclei occur over short periods of time. This rendered
the tracking of the Xic locus relative to nuclear periphery very difficult. To
overcome this, we transiently transfected these cells with a plasmid expressing
H2B-mRFP. In this way the LacO tagged Xic transgene could be detected via
Lacl-YFP and the nucleus could be visualized via H2B-mRFP. Imaging was
performed on 4B4 cells in the undifferentiated state, or following differentiation
after 1.5 days. To evaluate the movies, the two fluorescent signals were pre-
processed, segmented and quantified in 3D over time (see Figure 4.9).

In most cases only a single Lacl-YFP spot could be detected, although in
some case 2 or 3 signals could be found. The fact that the 2-4 copies of the LacO
(separated by 195 kb intervals if inserted as a tandem array) are not detected
suggests that either these transgenes are unusually condensed at interphase,
although in fixed cells this did not appear to be the case (data not shown).
Alternatively, occupancy of the LacO array in each copy of the BAC may not
be complete. Distances to the nuclear periphery for the LacO transgene in the
individual 4B4 cells imaged are plotted against time (see Figure 4.10). This
analysis revealed that the Xic transgene is located fairly close to the NE (0.24
- 1.0um) in most (16 cells out of 24 cells), but not all, cells and that it shows
relatively constrained mobility. In fact, in those cells where the transgene shows
a more internal location (8 cells out of 24 cells), it appears to be associated
with the nucleolar periphery. In differentiating ES cells, the Xi is the transgenic
one in a minimum of 90% of cases (|88] and data not shown). The mobility of
the transgene was similarly constrained in differentiating cells and its location
was also peripheral. It is noteworthy that a 3D analysis was crucial for the
evaluation of time resolved spatial analyses: evaluation of the same data sets
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Figure 4.10: Tracking of the Xic locus and its distance from the nuclear periphery in
4B4 4D live cell experiments. The Xic distance from the nuclear periphery is plotted
for 24 independently acquired cell nuclei with a time interval of one stack per minute
(highlighted in different colors).
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Figure 4.11: 3D isosurface visualiza-
tion of Xic cross-talk event in a female
(PGK1) ES cell nuclei. Prior to visual-
ization the DAPI (blue) stained nuclei
have been pre-processed and segmented
to enable isosurface extraction. The nu-
clei are cut open to give sight on the
Xist/Xic signals (green/red).

PGK1
(XX)

using maximum intensity projections often showed what appeared to be dra-
matic movements of the LacO transgene within the nucleus (data not shown)
but these were in fact due to changes in nuclear orientation (rolling or rotating).

In summary, live cell imaging confirms that the Xic locus tends to be more
peripheral in its location and further reveals that this locus is fairly constrained
in its motion.

4.2.4 Spatial Xic cross-talk in female ES cells and male ES cells
with multicopy transgenes

The above results show that the Xic tends to be located close to the nuclear
periphery. However, I noted that in differentiating female ES cells, or male ES
cells with multicopy Xic transgenes, the two Xics in fact exhibit a more internal
nuclear location than the Xic in male ES cells, particularly at around 1.5 days
of differentiation. One possible explanation for this could be that in cells with
more than one Xic, where counting, choice and initiation of inactivation must
occur, the Xics may have to associate with a common nuclear compartment, or
interact transiently, in order to exchange information and/or to coordinate the
ensuing X-inactivation process (see Figure 4.11).

To address this possibility, I used the 3D DNA FISH images described pre-
viously, to measure the distances between the two Xic loci, in the two female ES
cells (PGK and HP310) as well as in the male line with a multicopy transgene
(4B4). Close proximity of the two Xics (within a 0 - 3um interval) could be
detected in a small population of cells, particularly at day 1.5 of differentia-
tion (see Figure 4.12). This is precisely the time when in male ES cells, where
X-inactivation does not take place, the Xic is at its most peripheral, suggest-
ing that when two or more Xics are present, their transient co-localization may
be linked to the onset of X-inactivation. Nevertheless, the significance of the
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Figure 4.12: Detection of cross-talk events in wildtype female (PGK1, HP310), trans-
genic male (4B4, 53BL) and female counting deficient ES cells. A striking increase of
Xic cross-talk events can be observed for PGK1, HP310 and 4B4 cell lines between day
1.5 and day 2.0 after induction of X-chromosomal inactivation. A general decrease of
cross-talk events and no detectable Xic approximation events within a distance range
of 0 - 2.0um were seen for 53BL and D102 cells. S = simulated distribution class consis-
tent of 1000 calculated Xic distances from a random and uniform distribution within a
simulated cell nucleus; MEF = Control experiments consisting of male or female MEF
populations; dx = days after start of inactivation, where x indicates the actual time
point in days from the initiation of X-inactivation.
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co-localization being detected was unclear, given the very small proportion of
cells in which it could be seen. To test for significance, I compared my data
sets with a simulated distribution of two randomly positioned points within a
sphere (see Section 3.4.9). The Xic intervals in female MEFs were also exam-
ined and found to be very similar to the simulated data set. From a statistical
point of view, the overall Xic distances differences showed no obvious significant
differences because of the global non-parametric analyses of the statistical tests.
These global tests can fail to show any significance when the important events
(in this case Xic co-localization or intervals < 1.5um) are transient, or occur in
a small fraction of cells. I therefore analyzed my data using quantile quantile
(qq) plots (see Figure 4.13) and bar plots (see Figure 4.12) to give us some idea
of differences in distributions.  As a control group for the qg-plots, the Xic
distances of the female MEFs were plotted against a random point population
of simulated points in a virtual cell. The qq-plots (performed by running each
data set against the random point simulation) reveal a shift to shorter than
expected inter Xic distances for the female PGK and HP310 ES cells, as well as
for the male transgenic 4B4 cells, compared to the female MEF control group
(see Figure 4.13). This shift is most pronounced at 1.5 - 2 days of differentia-
tion. The bar plots also reveal a higher proportion of short (0 - 1.5um) inter
Xic distances in female PGK and HP310 cells, and in male transgenic 4B4 cells,
compared to the female MEF control group (see Figures 4.12 and 4.13).

In order to test whether this transient co-localization of Xics has any func-
tional significance that could be relevant to the known role of the Xic in counting
and choice, T analyzed two female ES cell lines thought to be mutant for these
functions (see Figure 4.1). One of these (the D102 cell line) was derived from
HP310 by the creation of a 65 kb deletion within the Xic region [174]. Upon dif-
ferentiation, the deleted X2%%% chromosome is always chosen for inactivation.
Furthermore, this deletion is known to abolish counting function as in XA65kb(
or X269k S cells, the single X2%°% chromosome undergoes inactivation upon
differentiation. This implies that the part of the Xic that is normally "blocked"
to maintain one X-chromosome active per diploid cell is missing. I performed
Xist RNA / Xic DNA FISH on D102 cells under identical conditions to those
used for the other cell lines described above. The inter Xic distances were cal-
culated and plotted using qqg-plots. This revealed a dramatic absence of Xic
co-localization (i.e. distances between 0 - 1.5um) and a shift from the statis-
tically expected distribution of inter Xic distances (see Figures 4.12, 4.13 and
4.15).

The second ES cell line I used to test the functional significance of this Xic-
Xic co-localization, was a male ES cell line, carrying a 460kb, single copy Xic
transgene integrated on chromosome 13 (53BL). This transgene, which includes
Xist as well as the "counting" region that is absent in the X2*? allele in D102,
has previously been extensively characterized and shown to be incapable of
inducing counting, choice and cis-inactivation during ES cell differentiation [190,
173]. DNA FISH was performed to detect the endogenous Xic and the single
copy transgene and inter Xic distances were calculated, as described above. No
sign of proximity or co-localization (0 - 1.5um) was found between the two Xic
signals at any stage of differentiation. The qqg-plot analysis revealed a dramatic
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Figure 4.13: Analysis of inter Xic distance distribu-
tions with qg-plots. Visualization of the Xic distance
distributions with qg-plots for all analyzed cell lines
against a simulation of 1000 randomly determined Xic
distance distribution at day 1.5 after differentiation. An
approximation of the two Xic can be seen for PGK1,
HP310 and 4B4 cell lines whereas a complete lack of the
short Xic inter distance population can be detected for
the 53BL and D102 cell lines.

99



4. Transient co-localization of Xics during the initiation of X-inactivation

PGK1 PGK1
T 0.0 1.0 15 20 30 40 £ 0.0 1.0 1.5 2.0 3.0 4.0
{900'0 OE |0 ﬂ| n '1-«-4-4-1. P
Qoojdl ] [ i s
PGK1
w 00 1.0 1.5 2.0 3.0 40
g '_+ HOH-'-;O]H!
4B4 4B4
o 0.0, 1.0 1.5 2.0 3.0 4.0 £ 0.0 1.0 1.5 20 3.0 4.0
;-; 00:0.+ D[l] l]j. n :H-|~|¢«{-|+V1H+++|+o+
4B4
w 00 1.0 15 20 3.0 4.0
ERNERA ST TN
D102 D102
o 00,10 15 20 30 40 00101520 30 40
Soofofofa[ofofo] & [ofw[ofelola]
D102
w 0.0 1.0 15 20 3.0 40
g e rall
s (ofofof+]oT0]
53BL 53BL
&2 001015203040 £ 0.0 1.0 1.5 2.0 3.0 40
@oojofofofs[n]s] g [o[wffmio]0]
53BL
001015203040,
Yoo +[+[+]a]0]0]

Figure 4.14: Significance determination with the Kolmogorov-Smirnov test of the Xic
inter distances in the analyzed cell lines for the different time points of X-inactivation.
The labels of the compared cell lines are found at the top and on the left hand side of
each matrix. The numbers indicate the time points of the respective day of inactivation.
0=p>0.05 +=0.05<p<0.01; ++ = 0.01 < p < 0.0001; +++ = p < 0.0001; Xa
— Active X-chromosome; Xi = inactive X-chromosome; Sim — Simulated data points

HP310

MEF

53BL

D102

0.0

0.0

1.0

1.5

20]
3.0
40/

HP310
0010 |5203040

(ojofo]+]+

HP310
0.0 1.0 15293040

H++ I]I»

PGK1

001015203040_

PGK1

0010!5203040
+

e
e

e
+4+4

e

53BL
001015203040

(see Section 3.4.9); MEF = mouse embryonic fibroblasts.

100

Sim

D102

53BL

HP310
0.0 1.0 1.5 2.0 3.0 4.0

m.o«xi-r-r:'oo* ﬁ¢¢:|

HP310

00101520 3040

) Y

|0 =
++

ey
_— _ﬁ_ =

HP310

0010152030 4.0

+

+ee

H

e



4.2. Results

Day 1.5 Day 2.0
wn L
=] S 4
= =
£ -4
I ==
Cal wn -
o o -
T T T T T T T
0 5 10 15 0 5 10 15
PGK1 PGK1
o 6530 L Pl
o S 4
o 7 o T
2 2
a [a]
- wn -
g0
(=T (=
T T T T T T T T
0 5 10 15 0 5 10 15
HP310 HP310
g o w4

53BL
5 10
1 1
53BL
5 10
1 1
Y

=] o -
T T T T T T T T
0 5 10 15 0 5 10 15
PGK1 PGK1
g T L
- & - o
o S 4 j
a7 a7
@ @
m m
n th
n — wn -
& °
o - o -
T T T T T T T T
0 5 10 15 0 5 10 15
HP310 HP310

Figure 4.15: Analysis of inter Xic distance distributions with qg-plots Comparison of
the wildtype female cell lines against the inactivation and counting deficient 53BL and
D102 cell lines at day 1.5 and day 2.0 after induction of X-chromosomal inactivation.
The qqg-plotting of PGK1 against HP310 distribution at the respective days fall in the
approximate line with slope 1 meaning similar distributions. The slight shift towards
shorter inter Xic distances for PGK1 cells at day 1.5 after induction of differentiation
can be explained by the slightly slower inactivation kinetics observed in HP310 cells.
Again dramatic abolishment of short distances between the two Xic loci can be seen
when female wildtype cells are compared to 53BL and D102 cells.
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4. Transient co-localization of Xics during the initiation of X-inactivation

shift from the expected distribution of inter Xic distances, similar to that seen
in the D102 line (see Figures 4.12, 4.13 and 4.15). This contrasts with the
multicopy transgenic 4B4 cell line, which shows Xic co-localization and which
is capable of inducing X-inactivation and some degree of counting.

In conclusion, the above results suggest that the co-localization between Xic
loci observed in female ES cells, and in male ES cells with multicopy transgenes,
may be functionally relevant, given that two ES cell lines in which counting and
choice are abolished show Xic-Xic co-localization.

4.3 Discussion

During early mammalian development, inactivation of all X- chromosomes but
one is triggered if a diploid nucleus contains more than one X-chromosome, or
more specifically more than one Xic. The mechanism underlying this sensing
and differential treatment, of multiple genetically identical Xics within the same
nucleoplasm is fundamental to the understanding of X-inactivation and possibly
to monoallelic gene regulation in general. In my study I have analyzed the
nuclear localization of the Xic in fixed and living cells. T determined that the
Xic locus shows a non-random spatial distribution in the nucleus that might
reflect its specific functions in controlling the initiation of X-inactivation. Such a
nuclear compartmentalization was one of the earliest models proposed to explain
X-chromosome inactivation [93]. It stated that the binding of an X-chromosome
to a single entity per nucleus, such as the nuclear envelope, could mediate X-
inactivation. In particular the counting process, where one Xic is blocked from
triggering X-inactivation (per diploid autosome set), could be explained by a
single nuclear binding site that is able to block the signals that trigger up-
regulation of Xist expression from a single Xic during development. This would
ensure that the X-chromosome carrying the binding site would therefore remain
active and ensuing in correct X-linked gene dosage compensation.

My high throughput, semi-automated 3D analysis on fixed cells has revealed
that the Xic locus occupies a significantly peripheral location in nuclei of ES
cells, which stands in contrast to fully differentiated fibroblasts. This peripheral
location is most pronounced in male ES cells at early differentiation stages
(minimal distance is seen at day 1.5) and could correspond, as proposed by
Comings (1968) [93], to the sequestration of the Xic as a mean of preventing the
initiation of X-inactivation on the single X-chromosome. In female cells, or in
male cells with a multicopy Xic transgene, the Xic also shows a tendency to be
peripheral in its location, whether it is on the active or inactive chromosome.
However, the location of the Xic in these cells is less peripheral on average
compared to the Xics detected in male cells during early differentiation stages.
This more internal location may be linked to the co-localization of the Xics I
observed in a small population of female cells and could reflect their movement
towards each other (see below). However, the fact that a less peripheral location
for the Xic, compared to male ES cells, was found not only in wild type female
cells but also in D102 cells, in which counting is abolished and no Xic co-
localization is seen, suggests that the internalization of the Xic occurs regardless
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4.3. Discussion

of whether or not the two Xics actually come into close contact with each other.
Thus, an alternative explanation for this difference in peripheral location is that
sequences required for the association of the Xic with the nuclear periphery
are distinct from the sequences required for Xic co-localization. Indeed, if the
hypothesis that suggests a single nuclear site per diploid cell for the Xic locus
to bind is correct, then this unique site should only be occupied by a single Xic
locus at any time. In cells with multiple Xics, they would "compete" with each
other for binding to this unique site. Therefore the average distance of any Xic
locus from the nuclear periphery would thus be greater in a female cell than in
a male cell, where the single Xic can remain in residency of this site. Certainly,
the definition of the nature of this unique binding site, assuming it exists, will
clearly be an important challenge for the future. However, the importance
of the Xic location could be determined by parallel labeling of the Xic locus
and the X-chromosome territory with the subsequent comparison of the mean
distance of the Xic in cells with a peripherally associated X-chromosome relative
to the distance of other regions of the X-chromosome. Further the effect of
the inhomogeneous DNA distributions on the Xic location could be tested by
correlation of the Xic position to the underlying chromatin density (see Chapter
General Conclusion and Section 3.4.7).

I also examined the location of the Xic in living cells, using a LacO tagged
Xic locus which was visualized because of the fusion of the Lac repressor fused
to YFP or GFP. As expected from the fixed cell analysis, the LacO tagged Xic
was found to have a peripheral location in the majority of undifferentiated and
early differentiating ES cells. In a few cases, the Xic showed a more internal
location, which appeared to correspond to the nucleolar periphery (see also
Chapter General Conclusion). In none of the live cell imaging experiments a
dramatic movement of the Xic relative to the rest of the nucleus was observed.
Indeed, the Xic appeared fairly constrained in its motion. However, I cannot
exclude that the small variations in position that I observed over short time
intervals corresponded to exchanges in Xic occupancy between the transgene
and the endogenous Xic. The answer to this will have to await the tagging of
both Xics for live cell imaging.

Another hypothesis that has been proposed to explain counting and choice
in X-inactivation involved interactions or "cross-talk" (used as the equivalent
for spatial approximation of two Xic in the following sections) between the two
Xics during the initiation of X-inactivation. Both inter- and intrachromoso-
mal interactions between loci are known to occur in several organisms includ-
ing Drosophila, where transvection™ and Polycomb associated interactions have
been reported to occur at high frequencies. For a long time it was believed
that such trans-interactions were rare or non-existent in mammalian systems,
but recent findings have shown that such 3D communications do exist and may
even be common in certain situations. For example, inter-chromosomal inter-
actions were recently described for T-helper cell 1 and 2 loci [133]. Addition-
ally, there is evidence that such inter-chromosomal interactions occur at sites
of recurring translocation in mammalian cells [191]. Because such homologous,

*homologous chromosome pairing that influences gene expression
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4. Transient co-localization of Xics during the initiation of X-inactivation

inter-chromosomal interactions, other than during meiosis, are of transient na-
ture and therefore hard to detect, I performed my study on thousands of cells
using automated 3D analysis. This allowed me to show that the two Xic loci in
female ES cells or in male cells with multicopy Xic transgenes come into very
close proximity of each other during ES cell differentiation. Although the pop-
ulation of cells in which this cross-talk happens is small, it reaches a peak at
day 1.5 of differentiation, which is exactly the time window when counting and
choice during the initiation of X-inactivation are expected to occur.

Most important, I found that the Xic co-localization is abolished in two
ES cell lines that are disrupted in their counting and choice functions. The
functional significance of the Xic co-localization is of great interest with respect
to the regulation of X-inactivation and several possible explanations can be
given.

One is that this co-localization reflects a nuclear targeting process, which
allows correct initiation of X-inactivation to occur by placing all of the Xics
in the same nuclear compartment. The fact that such a co-localization can
be dissociated from Xist up-regulation, as the D102 mutant does not show
cross-talk but does show Xist up-regulation and cis-inactivation of the deleted
X-chromosome, suggests that Xic cross-talk is not required for up-regulation of
one of the two Xist genes. Furthermore, Xist RNA itself does not appear to be
responsible for this cross-talk (but Tsix might be, because it is missing in the
deletion of the D102 line). On the other hand, the absence of co-localization
in the D102 cell line may be linked to its known defects in counting and choice
[174]. One hypothesis would be that bringing together the two Xics is necessary
for one of them to be randomly chosen for blocking or Xist up-regulation (see
model in Figure 4.16).

Obviously an important question is whether this Xic cross-talk is a cause or
consequence of initiation of X-inactivation. The 53BL* cell line does not trigger
inactivation of either the autosome that carries the transgene or of the endoge-
nous X-chromosome. This fact would argue that Xic cross-talk is upstream of
the initiation of X-inactivation and may be required in order for the cell to
recognize the number of Xics it contains and to trigger X-inactivation.

What sequences might mediate co-localization of the Xics? Based on the
lack of Xic cross-talk in D102 cells, an obvious candidate would be the 65 kb
region, which is deleted on one allele in D102 cells. However, the fact that the
single copy 53BL transgene contains this 65 kb region, would argue that this
region cannot be sufficient for co-localization to occur given that no cross-talk
is observed in 53BL cells. It should be noted that providing this transgene with
a potential pairing partner on the homologous autosome is not sufficient, as ES
cells homozygous for the 53 transgene were tested previously and found to be
incapable of triggering inactivation in cis, or of the endogenous X [173]. Taken
together, the data from the D102 and 53BL cell lines suggest that more than
one region may be important for pairing of the Xic loci and / or for accurate
positioning of the Xic in the nucleus (see Figure 4.16). This would be consistent

*single copy transgene line containing all of the known elements required for X-inactivation
(as defined by deletion at least)
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Figure 4.16: Possible models for the cross-talk mechanism during X-chromosomal
inactivation. Several regions within the Xic sequence might be responsible for the co-
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4. Transient co-localization of Xics during the initiation of X-inactivation

with the fact that when two or more copies of a Xist transgene (equivalent to
that in 53BL cells) are present in a tandem array, they are able to function as
an ectopic Xic [173]|. This suggests that multiple redundant sequences may be
required to allow proper co-localization.

What other region, missing in the single copy transgene line could be in-
volved? It was previously reported that the single copy transgene in line 53BL
is missing a large part (> 150 kb) of a 250 kb hotspot of H3K9 di-methylation
[110] and H3K27 tri-methylation [112] lying 5’ to the Xist gene. The exact
role of this region remains unclear, but given its unusual chromatin characteris-
tics, one possibility is that it binds Polycomb group proteins which may help to
mediate trans-interactions such as the ones described here. The H3K9 methyl
hotspot could thus play a role in enabling the "kissing" between the two Xic
regions, in a manner analogous to the transvection of homologous chromosomes
seen in Drosophila melanogaster [192, 193, 194]. This could facilitate the inter-
actions between Xics at the region 3’ to Xist, involved in counting and choice
and missing in the D102 mutant.

In conclusion, I have shown for the first time that in ES cells with multiple
Xics, these loci undergo transient co-localization in ES cells that are competent
for the counting and choice functions of X-inactivation. The functional signifi-
cance of this co-localization is illustrated by the fact that in ES cell lines that
cannot induce counting and choice, such co-localization is abolished. The exact
nature of the Xic-Xic interactions and the molecular mechanisms that are likely
to enable correct differential regulation of the Xic, has to be elucidated in future
studies.
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Chapter 5

4D single particle tracking of
nuclear particles

5.1 Introduction

Interphase nuclei are structurally highly organized with chromosomes restricted
to defined territories [37]. The movement of large complexes or nuclear bodies
such as Cajal or PML bodies in the nucleus has been described by various groups
[195, 13, 10]. This type of organization of interphase chromosomes indicates
that the resulting interchromatin compartment provides a so-called interchro-
mosomal domain (ICD) space that differs significantly from that occupied by
chromatin [196]. It was shown that nuclear bodies as well as specific RNA are
excluded from the chromosome territories but reside in an interchromatin com-
partment [54, 78, 196]. Investigation of the diffusional accessibility of the nucleus
for microinjected DNA and dextrans of varying molecular weight by fluorescence
recovery after photobleaching (FRAP) methods revealed significant differences
in mobility according to size. FITC-dextrans of molecular sizes up to 580 kDa
were demonstrated to be fully mobile, whereas DNA fragments were nearly im-
mobile [197]. Furthermore, a size- and electrical charge-dependent exclusion for
macromolecules is encountered for chromatin regions [198]. In contrast, poly(A)
RNA has been shown to move freely throughout the interchromatin space of the
nucleus with properties characteristic of diffusion [199]. Moreover, the large ri-
bosomal subunits seem to exhibit a random movement in a Gaussian manner
without evidence for any direct path on their way from the nucleolus to the nu-
clear pores [200]. Recently, microinjection of fluorescent nanospheres has been
used to track the movement of such particles under distinct experimental condi-
tions [201]. The authors employed a silicon-intensifier target camera coupled to
an epifluorescence microscope in combination with a 2D particle-nanotracking
routine implemented in the Metamorph / Metaview image processing system
[202, 203]. In particular, tracking of nanospheres within the nucleus revealed
that the particles diffused freely in restricted "cages", eventually translocating
into another "cage". These studies, however, did not reveal any information
on the 3D movement of particles in comparison with local chromatin density.
Such a study requires recording of simultaneous time-lapse recording of three-
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dimensional image stacks of particles and chromatin using a confocal laser scan-
ning microscope as described in the present study.

Kinetic analysis of nuclear bodies requires spatio-temporal microscopic imag-
ing of live cells generating a huge amount of data that is only difficult or im-
possible to analyze in a standardized way without computational support. The
present developments of an Open Microscopy Environment (OME) aims at pro-
viding a standardized informatics solution for the storage, management and
analysis of light microscopic image data [166]. For quantitative analysis of com-
plex data from live cell experiments a variety of systems have been developed
(for review see [135]). An integrated image analysis solution should include
tools for all steps in the image processing chain, i.e. image pre-processing and
segmentation of objects, registration of moving and deforming cells, tracking
of objects over time, and multi-dimensional visualization and kinetic analyses
of dynamic objects. Only with the availability of quantitative kinetic data it
is possible to obtain insight into the underlying mechanisms of biological pro-
cesses such as those involved in the functional and spatial organization of the
cell nucleus.

In the present study I describe a combined computational and experimental
approach to study the dynamic behavior of nuclear body-like particles formed by
GFP-NLS-vimentin [154] in response to different cellular inhibitors and, most
importantly, in relation to the chromatin structure of the nucleus. This has
been compared with the motion of polystyrene particles of similar size. Since
both kinds of "bodies" display identical movement, the vimentin bodies can
be regarded and hence employed as entities supposedly "biologically inert" for
the nucleus. Using my novel image processing platform Tikal [ show that the
kinetics of nuclear particles are influenced by various cellular inhibitors. Fur-
thermore I show that the kinetics of nuclear bodies is directly influenced by local
restructuring of chromatin domains.

5.2 Results

5.2.1 An experimental system for probing particle kinetics in
the cell

I used fast 3D time-lapse confocal laser scanning microscopy to analyze the mo-
bility of Xenopus laevis GFP-NLS-vimentin and synthetic particles (polystyrene
microspheres) within the nucleoplasm. GFP-NLS-vimentin is deposited at 37°C
within the nucleus of stably transfected SW13 cells in multiple discrete bodies
(8-40). On average the cells contain bodies that are nearly 1pum in diameter
as observed in the light microscope (see Figure 5.1a). This corresponds to a
particle diameter of about 200-500nm in fixed cells as prepared for conventional
electron microscopy (data not shown). From correlative light and electron mi-
croscopy studies I know that nuclear vimentin particles are excluded from dense
chromatin regions [204]. In contrast, transfection of human vimentin-free SW13
cells with an expression plasmid encoding GFP-vimentin without the engineered
NLS sequence leads to the formation of many cytoplasmic particles (> 100) of
very similar size (see Figure 5.1c).
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To study the nucleoplasmic mobility of particles of a defined size I microin-
jected unloaded polystyrene beads into the nucleus of living cells. T used orange
fluorescent 100nm-beads that resemble in size authentic nuclear bodies such as
PML- or Cajal bodies [158, 205, 13, 8] on the light microscopic level. Thereby
I attempted to find out how the mobility of the ectopically expressed nuclear
vimentin particles related to polystyrene particles [206, 154]. In the course of
these studies I found that a system based on an ectopically expressed protein
has several clear advantages compared to the microinjection of beads. First, the
expression efficiency of the GFP-vimentin construct is very high. More than
50% of the cell nuclei show formation of nuclear vimentin bodies. Since the cells
are stably transfected they reflect a normal physiological state. In contrast,
for microinjection only approximately 10-20% of injected the cells survived over
night culture (n = 300). Additionally, the artificial microspheres have to un-
dergo tedious processing steps such as sonification and centrifugation prior to
injection to avoid the formation of aggregates.

5.2.2 A computational system for tracking nuclear particles on
the background of moving cells

For the analysis of complex data derived from spatio-temporal imaging of traf-
ficking particles T used Tikal (see Section 3.2). As described previously, the
platform allows to directly and easily handle complex microscopic data and
to dynamically interact with the dataset throughout the whole quantitative
data analysis steps. The image processing pipeline is initiated by image pre-
processing steps including noise reduction followed by object segmentation. In
many cases, cells move and also change their morphology during the observation
period. Global movements include translocation and rotation, whereas morpho-
logical changes are either caused by global changes in size (affine transformation)
or by local deformations. Since any of these transformations overlay the actual
movement of nuclear particles within the cell, I corrected for them by rigid trans-
formations (translocation and rotation), affine transformations (scaling) and by
thin-plate spline models (local deformations; [159, 171]). These transformations
allow a direct measurement of nuclear particle movements without any bias in-
duced by external forces and cellular movements. For quantitative evaluation
of kinetics of moving particles I extended our single particle tracking approach
formerly developed for two-dimensional time series [147] to automatically track
objects in 3D time series. The automatically computed 4D tracks are visual-
ized together with a surface rendered 3D reconstruction of segmented nuclear
particles in a multi-dimensional scene viewer (see Figure 5.2). By interacting
with the automatically computed trajectories the user is able to interactively
control and correct for possible artifacts during the tracking procedure, e.g. de-
riving from noisy images. Applying Tikal, I rapidly reconstructed, visualized
and analyzed the trajectories of 1131 particles in more than 50 cells.
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5. 4D single particle tracking of nuclear particles

Figure 5.1: A) Nucleus of a SW13 cell stably transfected with an expression plas-
mid encoding for GFP-NLS-vimentin. B) SW13 cell nucleus containing microinjected
100nm-microspheres. C) SW13 cell transfected with GFP-vimentin showing cytoplas-
mic particle formation. A’, B’, C’): Corresponding Hoechst 33342 chromatin stain, A”,
B”, C”) superimposed images.
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Figure 5.2: Screen shot of the image processing platform TIKAL. (top) Image shows
a sample two-dimensional section through a nucleus with binarized nuclear particles
(red) counterstained with Hoechst 33342 stain (green). Pull down menu exemplifies dif-
ferent tools for quantitative analysis integrated into TIKAL. Numbers indicate different
nuclear particles reconstructed by 3D isosurface reconstruction (bottom). Computed
tracks of nuclear bodies over time are displayed as spheres on a string in the multi-
dimensional scene viewer.
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a b

Figure 5.3: 4-D visualization of vimentin particle trajectories a) in the nucleus and
b) the cytoplasm. Each color represents an individual vimentin body. The respective
centers of masses are indicated as spheres. Tracks are symbolized by interconnecting
lines. Arrows indicate the different kinds of diffusion (see Figure 5.4). Major types
of movement are indicated: I) confined diffusion; IT) obstructed diffusion; IIT) normal
diffusion; IV) directed motion.

5.2.3 In vivo observation of microspheres

I imaged the microinjected microspheres and the GFP-NLS-vimentin particles
in SW13 cells over a time interval of 20 min (see Figure 5.1a and 5.1b). After
image processing a qualitative analysis of the trajectories of 154 microspheres
visualized in 12 cells suggested the same kind of mobility for both the 100nm-
beads and the GFP-NLS-vimentin bodies (see Figure 5.3).

For a more rigorous quantitative comparison the mean square displacement
(MSD) was calculated for each individual particle as well as its anomalous dif-
fusion coefficient a. Based on «, the analyzed particles were classified into
four arbitrary groups of mobility using the theoretical framework from previ-
ous studies [180, 181]: (i) confined diffusion (a < 0.1), (ii) obstructed diffusion
(0.1 < a < 0.9), (iii) simple diffusion (0.9 < a < 1.1) and (iv) directed motion
(v > 1.1) (for sample trajectories see Figure 5.4). The comparison of the cal-
culated anomalous diffusion coefficients of the GFP-NLS-vimentin bodies with
those of the 100nm-microspheres revealed no significant changes in the distri-
bution (p = 0.126; compare Figure 5.5a and 5.5b. For statistical significance
of interexperimental differences of distribution patterns for anomalous diffusion
coefficients refer to Table 5.1).

Next, I was interested in the differences of the kinetic behavior of the Xeno-
pus GFP-vimentin particles in the nucleoplasm as compared to that in the
cytoplasm. Transfected SW13 cells lack endogenous vimentin and therefore do
not have intermediate filaments. Instead, only small spherical aggregates of the
temperature-sensitive amphibian protein were deposited throughout the cyto-
plasm (see Figure 5.1c; [177, 207]). When directly comparing the particle trajec-
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Experiment 1 Experiment 2 p-value
control beads 0.1264
control cytoplasm p < 0.0001
beads cytoplasm p < 0.0001
control azide / deoxyglucose 0.1453
control cytochalasin D 0.01643
control nocodazole p < 0.0001
control sorbitol p < 0.0001

azide / deoxyglucose cytochalasin D 0.1095
azide / deoxyglucose nocodazole 0.0048
azide / deoxyglucose sorbitol p < 0.0001

cytochalasin D nocodazole 0.7306

cytochalasin D sorbitol p < 0.0001

nocodazole sorbitol p < 0.0001

Table 5.1: Significance analysis of interexperimental differences in distribution of
anomalous diffusion coefficients by Kolmogorov-Smirnov test: Statistical significance
analysis for interexperimental differences in cumulative distribution of anomalous dif-
fusion coefficients (for corresponding distribution plots see Figure 5.5 and Figure 9)
was performed by the Kolmogorov-Smirnov test [182]. The different experiments are
depicted as followed: control = vimentin particles in the nucleus; beads = sepharose
microspheres (100nm) in the nucleus; cytoplasm = vimentin particles in the cytoplasm;
Vimentin particles in the nucleus with drug treatment: azide / deoxyglucose (10mM /
50mM); cytochalasin D (1ug/ml); nocodazole (0.04pg/ml); sorbitol (600mM).
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Figure 5.4: Different classes of mean square displacement of tracked nuclear vimentin
particles. a) Mean squared displacement (MSD) of four representative modes of par-
ticle mobility (x-axis: acquisition time in seconds; y-axis: MSD). Roman numbers: I)
confined diffusion; IT) obstructed diffusion; IIT) normal diffusion; IV) directed motion
(The numeration refers to indicated trajectories in Figure 5.3a). b) The four different
mobility classes are represented by particle trajectories. The trajectories correlate to
the numbers indicated by arrows in Figure 5.3.

tories of the nucleoplasmic vimentin bodies to the cytoplasmic vimentin bodies
striking differences were found. Nuclear-targeted vimentin particles displayed
a spatially restricted movement within distinct corrals. However, on occasion
they were able to move spontaneously to an adjacent corral (see Figure 5.3a).
The maximum distance that a NLS-vimentin particle moved was 4pm within
the observation time of 20 min. This corresponds on average to a speed of
0.2pm/min. Most strikingly, I never encountered crossing nuclear trajectories.
In contrast, cytoplasmic vimentin particles moved along more extended trajec-
tories and did hardly ever exhibit corralling events (see Figure 5.3b). Moreover,
the cytoplasmic bodies moved three times as fast, i.e. up to 12um in distance
within 20 minutes.

A comparison of the overall kinetic characteristics of nuclear vimentin bodies
versus sepharose beads revealed that in the nucleus obstructed diffusion is the
major type of movement whereas in the cytoplasm directed motion is observed
to a similar extent, both accounting for approximately 40%. Notably, confined
diffusion is very rarely found in the cytoplasm whereas in the nucleus 11.4% of
the movement can be accounted for it (see Figure 5.5, Table 5.1).

5.2.4 Chromatin remodeling directly effects mobility of nuclear
particles

In the next step I analyzed the influence of chromatin density on mobility of
nuclear particles. Upon inspection of corralled versus highly mobile nuclear
particles (see Figure 5.6) I frequently observed a correlation between chromatin
density in the neighborhood of particles and their degree of motility.
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Figure 5.5: Classification of particles into four groups of diffusional motion according
to cellular localization and their calculated anomalous diffusion coefficient. a) nuclear
vimentin particles, (b) microinjected nuclear 100nm microspheres, (c) cytoplasmic vi-
mentin particles.

t=1200s

Figure 5.6: 4-D-tracking of vimentin particles in the nucleus. (a, b) particles with
restricted movement (confined diffusion) c) corralled particle and corresponding tra-
jectories. (red = vimentin bodies; green = Hoechst 33342 staining).
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For a more rigorous quantitative analysis the mean gray-value in a neigh-
borhood of 9 x 9 pixels was measured for each particle over an observation time
of 20 min with a time-lapse of At = 10 seconds (see Figure 5.7).

Evidently, there is a strong correlation between chromatin density and par-
ticle velocity. Particles with high velocities were exclusively formed in areas of
very low chromatin density. An increase in chromatin density directly led to a
decrease of particle velocity (see Figure 5.8a and 5.8b). A similar reverse effect
was detected in cases where particles had very low velocities. After release of a
body from a dense chromatin cluster a sudden increase of its mobility could be
observed. In this case a high chromatin density was measured during the resting
phase of the body, whereas a decrease of chromatin density was detected before
the particle started to increase its velocity (see Figure 5.8c). This phenomenon
was prominently encountered with particles showing a high frequency of changes
in corralled and more directed movement (see Figure 5.8a-c). For particles with
minimal changes in distance and velocities, a constant chromatin density with
low fluctuation in measured gray-values was observed (see Figure 5.8d).

5.2.5 Influence of inhibitors on the mobility of nuclear vimentin
bodies

In order to investigate the contribution of structural elements of the cytoplasm to
nuclear body mobility in living cells, inhibitors of cellular energy as well as drugs
that lead to the depolymerization of cytoskeletal systems were employed. In
particular, T inhibited cellular ATP production and incubated cells with agents
that depolymerize microtubules or microfilaments, both of which are tracks for
molecular motors in the cytoplasm. Cells were imaged prior to addition of the
inhibiting substance for 10 minutes with image stacks acquired every At = 10
seconds. In a first step, the dependency of nuclear vimentin particles on energy-
dependent mechanisms as investigated by depletion of ATP through incubation
with 10mM azide and 50mM deoxyglucose followed by live cell imaging over a
time interval of another 10 minutes. For more than 140 bodies in eight cells the
diffusion coefficients were calculated. Compared to the control group (see Figure
5.5a, 5.9a and Table 5.1) an absolute increase of 5.7% for confined diffusion, an
absolute increase of 0.6% for obstructed diffusion, an absolute decrease of 1.7%
for simple diffusion and an absolute decrease of 4.6% for directed motion were
observed (see Figure 5.9b, Table 5.1). Interestingly, after addition of azide
/ deoxyglucose a rapid condensation of chromatin was observed. Chromatin
condensation was reversed after removal of the inhibitor as also reported recently
[80].

Secondly, the impact of the presence of a functional actin cytoskeleton on
vimentin body movement was tested using the actin polymerization inhibitor
cytochalasin D at 1ug/ml (Figure 5.9¢c, Table 5.1). Five cells were imaged after
addition of cytochalasin D every At = 10 seconds for 10 minutes. A quanti-
tative analysis of 121 bodies revealed an absolute increase of 5.3% and 8.6%
for confined and obstructed diffusion, respectively, and an absolute decrease of
3.9% for simple diffusion and a decrease of 10.0% for directed motion compared
to the control group.
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Figure 5.7: Chromatin intensity analysis showing the
preprocessing steps for the Hoechst 33342 images: a) un-
processed original image; b) Gaussian smoothing; c) im-
age classified into 8 regions of gray-values; d) localization
of particles in the cell nucleus (red); e) measuring the
mean gray-value intensity around the COM for each indi-
vidual vimentin particle (see Section 3.4.7 for a complete
description).
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Figure 5.8: Correlation plots between mean gray-values (green line) of chromatin
densities and particle velocity (blue line) over a time range of 20 minutes. Arrows
indicate significant changes in intensity and particle velocity. Red: NLS-GFP-vimentin;
green: Hoechst 33342 stain.
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Figure 5.9: Mobility of nuclear vimentin bodies under the influence of inhibitors.
Classification was performed according to the diffusion coefficient. a) control; b) azide /
deoxyglucose (10mM / 50mM); ¢) cytochalasin D (1ug/ml); d) nocodazole (0.04pg/ml);
¢) sorbitol (600mM).

To study the role for microtubule structures on particle mobility I used the
microtubule polymerization inhibitor nocodazole (see Figure 5.9d, Table 5.1).
The effect of nocodazole treatment (0.0449/ml) was also imaged in 5 cells with
image stacks every At — 10 seconds for 10 minutes. By analyzing 119 bodies,
an absolute increase of 8.7% and 9.9% was detected for confined and obstructed
diffusion while an absolute decrease of 7.7% and 10.9% compared to the control
groups was observed for simple diffusion and directed motion, respectively.

5.2.6 Particle movement in dehydrated cells

Finally the dependency of the GFP-NLS-vimentin mobility on availability of
water in the nucleus was tested by treating the cells with sorbitol (600mM)
[208] (Figure 5.9e, Table 5.1). In contrast to the previous inhibitors, I observed
a dramatic change in particle mobility. Calculation of diffusion coefficients for
101 particles in five cells revealed the total loss of simple diffusion and directed
motion activities. Accordingly, 79.1% of all particles were found in the confined
diffusion and 20.9% in the obstructed diffusion group.

In summary kinetic changes were most prominent for the directed motion
mode. ATP depletion decreased directed motion about 30% relative to the con-
trol group. Treatments with cytochalasin D and nocodazole even showed a 70%
decrease in directed motion relative to the control group. The most striking
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effect was encountered by treating the cells with sorbitol. Simple diffusion and
directed motion were totally abolished whereas the number of particles exhibit-
ing confined diffusion increased by a factor of 7 relative to the control group.

5.3 Discussion

In this study I developed comprehensive bioinformatics tools to analyze the ki-
netic behavior of small particles in the cell nucleus. For this purpose, fast time-
lapse confocal laser scanning microscopy was used to record fluorescent particles
in their chromatin environment. Automated image processing algorithms such
as image registration and single particle tracking were instrumental to analyze
the resulting complex datasets in a most efficient way. Usually, sophisticated
image processing methods are widely not accessible for cell biology laboratories
working with multi-dimensional datasets. A qualitative, interactive analysis of
complex processes in living cells can yield interesting results. However, a quanti-
tative insight into the underlying mechanisms can only be achieved by a rigorous
computational analysis. While computational systems have been provided for
estimating diffusion and binding constants based on photobleaching experiments
of populations of small proteins [171, 209, 210, 211], integrated software pack-
ages for single particle tracking of nuclear bodies on the background of moving
and shape changing objects have not been provided yet to the community. Here,
my system Tikal closes an important gap. For an automated analysis of even
larger sets of spatio-temporal data as in this study any software system needs
to be adapted to data storage systems that are devoted for handling such huge
datasets [166]. At the same time image analysis workflows have to be deployed
onto computing clusters or the GRID ([212], accepted). Both developments are
underway in our laboratory.

I visualized the different kinetic behaviors of nucleus-injected 100nm poly-
styrene microspheres. Furthermore, a stably transfected cell line expressing
GFP-NLS-vimentin, which forms nuclear particles in the same size range as mi-
crospheres, was used. The majority of nuclear particles moved with obstructed
diffusion within distinct corralled regions. This kind of movement was essen-
tially found also for microinjected polystyrene beads. The obstructed diffusion
behavior supports the notion that these particles can diffuse within corrals re-
stricted by dense chromatin regions. Upon chromatin remodeling distinct less
dense chromatin regions are formed and enable the particle to move to an ad-
jacent corralled region. I was able to quantitatively assess this phenomenon
by measuring the chromatin intensity around an individual particle. My data
show that chromatin intensity decreases prior to a global velocity increase of
the particle. Therefore I conclude that the particles do not actively push their
way through the chromatin. Moreover, the chromatin itself is able to support
or induce the movement of individual particles. The ability of the particle to
move from one corral to the next is restricted and regulated by the surround-
ing chromatin remodeling activities. However, whether local chromatin regions
can actively influence the destination of small nuclear particle movement has
to be resolved in future investigations. With the present assay I cannot discern
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whether changes in the velocity of a body simply correlate with the entry of a
body into a domain or whether the changes are caused by interaction between
a body and the surrounding chromatin domain surfaces.

The addition of cellular inhibitors caused significant changes in the diffu-
sional behavior of nuclear particles. In all treatments a reduction of active
transport processes was observed. This suggests that the coordination of nu-
clear processes such as chromatin remodeling is not solely dependent on single
factors such as ATP, i.e. ATP consuming enzymes. Moreover, chromatin re-
gions in interphase nuclei apparently move in a diffusional way [158], while other
factors such as cytoplasmic microtubules and actin filaments attached to the NE
possibly account for large-scale spatial chromatin rearrangements [47].

The phenomenon of energy dependent nuclear body movement has been
also described in other studies where an anomalous diffusion behavior and an
ATP- and transcription-dependent association of CBs with chromatin was re-
ported [10]. Further, upon ATP depletion in BHK cells rapid and large-scale
movement of PML bodies stopped, whereas small localized movements of PML
bodies were still observed [13]. A recent examination of the dynamic behavior of
PML nuclear bodies showed their fission to microstructures after different phys-
iological stresses, and their fusion upon recovery [213]. Moreover it has been
shown that movements of PML and other nuclear bodies can be described by
diffusion of the individual body within a chromatin corral and its translocation
resulting from chromatin diffusion [9]. However, future systematic studies will
help to reveal the influence of drug treatments and cellular inhibitors on the
dynamic behavior of those and other nuclear bodies.

A further interesting observation was the reversible formation of chromatin
dense regions upon energy depletion. The general effect of this reorganization
seems to influence the mobility distribution pattern of the particles only slightly.
However, T could observe a significant decrease in directed motion of up to 30%
upon inhibition of energy-depended processes.

Furthermore, in order to evaluate the degree of nuclear particle movement
with respect to cytoplasmic dynamics, I used the vimentin system to analyze
cytoplasmic particle mobility. Mostly active transport processes were observed.
Two possible explanations for this phenomenon are suitable. Vimentin, which
belongs to the group of intermediate filaments, forms crossbridges to other cellu-
lar structures. Since the SW13 cells lack endogenous expression of intermediate
filament proteins such as cytokeratins and vimentin, possible interactions with
these cytoplasmic intermediate filaments can be omitted. Specific interactions
with dynein have been described [214, 215]. Hence, newly synthesized vimentin
is subjected to active transport processes and "guided" to cellular locations for
the establishment of vimentin networks. Another explanation could assume that
the filaments do not bind any cytoplasmic structure. In this less likely scenario
the active transport of vimentin particles would result from the densely packed
cytoplasm and the resulting pushing and pulling of adjacent actively transported
molecules.

From my data I conclude that the NLS-vimentin system is very suitable for
further studies of nuclear architecture. Though I obtained the same results with
microinjection assays, the GFP-NLS-vimentin system has significant advantages
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such as the higher expression efficiency and the fact that the experiments can
be performed in a cell system with normal proliferation characteristics.
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In this thesis I pursued two biological projects focusing on quantitative image
analysis of biological processes. I used the image processing platform Tikal to
perform the various pre-processing, quantification and visualization tasks.

The first project covered the spatial analysis of the Xic in various mouse ES
cell line nuclei where I found a spatial Xic cross-talk event that is essential for the
X-inactivation process. Fractions of the cells were fixed at discrete time points
for subsequent confocal laser microscopy analysis. I had to acquire hundreds
of multicolor 3D stacks for the different cell lines during the sequence of the
differentiation process that resulted in the quantification of over 5000 analyzed
cell nuclei.

In the second project I could show the correlation of movement of small sub-
nuclear particles with the underlying chromatin density [145]. For this purpose
large multicolor 4D image sequences were acquired, followed by extensive data
pre-processing, segmentation and analysis with Tikal.

Additionally T could show the methodological proof of concept for Tikal
in several other studies. Tikal was successfully used for the high throughput
3D segmentation of cell nuclei [216], the 3D segmentation and determination
of physical properties for small nuclear particles [9] and the 3D segmentation,
reconstruction, 4D tracking and visualization of starfish chromosomes during
mitosis [170].

So what is the overall benefit and message of this thesis? I could give
essential information about chromatin organization and show the importance of
transient chromosome rearrangements (and cross-talk events) occurring during
the early differentiation phases of mouse ES cells. With the analyzed data
I could help to clarify the generally accepted Xic cross-talk theory that was
suggested almost 40 years ago [93, 189]. My results will help to explain and
understand the complex processes of X-inactivation and will help to initiate
new ideas of research areas.

The arrangements of chromosomal territories and the presence of the nuclear
ICD has been suggested and proved by several studies [196, 217, 54, 37, 204].
With the help of 3D FISH techniques and filamentous vimentin the ICD could
be defined as a region with less chromatin in-between chromosome territories
[54, 154, 204]. The function of these regions with less chromatin could be seen as
chromatin open domains creating an environment that facilitates transcriptional
activation and keeps clusters of genes together [53]. Often nuclear particles are
found within the ICD although the physiological importance of this localization
is still an open question [204]. An important aspect in defining the ICD function
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is to understand the movement of nuclear particles within the chromatin envi-
ronment. With the help of vimentin and inert sepharose beads I could measure
the correlation between chromatin density and subnuclear particle movements
and could conclude that alteration in chromatin density directly influences the
mobility of protein assemblies within the nucleus [145, 9].

From these results it is clear that the chromatin confirmation and rear-
rangements are essential for coordination of nuclear processes. Taking this into
account, how can the transient cross-talk event be explained by conformational
changes of chromatin?

Two different but mutually not exclusive models for chromosome distribution
exist. One model suggests a gene density dependent distribution of chromosomes
within the nucleus, whereas in other studies a chromosome size depended dis-
tribution is observed [218, 34, 219, 220|. It seems that different cell states show
different chromosomal arrangements. It has been shown that in quiescent fibrob-
lasts a shift of chromosome 18 to the nuclear center is observed, whereas cycling
fibroblasts show a peripheral localization of the same chromosome [45, 44]. In
terminally differentiated myoblasts compared to cycling myoblasts such a posi-
tional change of specific chromosome loci has also been observed [221]|. Could
such a chromosomal shift be also responsible in the case of the Xic cross-talk?
And if so, what nuclear factors might be included?

A major difference between the discussed data and my project on the Xic
distribution are the cell types and their respective differentiation state. The
previous analyses were performed in differentiated cells such as fibroblasts and
myoblasts whereas I used undifferentiated mouse ES cells [222]. It is clear
that those cells and their chromatin conformation are substantially different
and it remains questionable if the existing models can be simply merged to ES
cell line systems. In ES cells major chromatin rearrangements occur during
the early lineage decisions that correspond exactly to the phase where I found
that the Xic cross-talk events take place [222]. In this respect I could show
by specific counting deletions, that the spatial Xic cross-talk is essential for
X-inactivation and the subsequent differentiation steps. The approximation of
specific chromosome regions must be of vital importance as shown by a recent
study where interferon loci come into close spatial location and play a regulatory
role during T-cell maturation [133]|. This suggests that portions from different
chromosomes communicate with each other, and bring related genes together in
the nucleus to coordinate their expression (kissing chromosomes) [223|. But the
main mechanistic process still remains unclear. What are the mechanisms that
bring two functionally related genes on two different chromosomes together?

Since the Xic cross-talk events are very coordinated, precise and transient,
an explanation only by chromatin diffusion models is unlikely [158]. Therefore,
active nuclear processes might be involved in these chromosomal kissing events.
That energy dependent processes can influence the movement of nuclear par-
ticles has been shown in several studies [145, 9, 13, 10, 8]. However, it is still
controversially discussed how these energy dependent particle movements are
coordinated. The subnuclear structures could either bind directly to transport
molecules, e.g. myosin, or could be passively pushed through the nucleus by
actively remodeled chromatin. Although some of the nuclear particles actively
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bind to chromatin [10], it remains to be elucidated which molecular mechanisms
are responsible for the Xic cross-talk event and if it can be explained with the
knowledge about nuclear particle movement.

Certainly live cell imaging of two fluorescent labeled Xic regions would shed
more light on the questions of the mechanism of Xic cross-talk. It could for
example show at what cell cycle stages this transient Xic co-localization oc-
curs. The transient co-localization could possibly take place shortly prior or
after mitosis. Although it has been shown that global chromosome position-
ing is mainly inherited during mitosis [224], local conformational changes of
the chromatin state could initiate the approximation of the Xics. These studies
were again performed in fully differentiated cells. However, the FRAP technique
on double labeled H2B chromatin with two different fluorophores could readily
be performed in mouse ES cells. This could give a clear model of the timely
coordinated extend of chromatin rearrangement in differentiating ES cells. A
combination of the H2B staining with the information from the labeled Xic re-
gions would maximize the explanatory power and give meaningful insights in
the Xic cross-talk process.

Furthermore, an investigation of the Xic processes in different cell types
would be interesting. Since the two analyzed female mouse ES cell lines derive
from the same species I could not find any significant differences in spatial and
temporal resolution during the Xic cross-talk. Therefore an extension of the
fixed cell analysis to other mammalian cell lines such as human or monkey ES
cells could reveal how conserved the Xic cross-talk is. New insights of human X-
inactivation would be gained, although experimental planning and setup would
be more complex from an ethical point of view.

In context with the extended fixed cell analysis other nuclear structures im-
portant for the possible coordination of X-inactivation could be investigated.
Especially the importance of the nucleolus could be approached. Manual evalu-
ation of internal Xic locations suggested that the Xic is closely associated to the
nucleolus. An association to nuclear membrane structures would substantiate
that the Xic has to be located in a heterochromatic region to get properly sensed
and regulated for later inactivation processes. An interesting question would be
to evaluate the importance of the Xic location to the nucleolus but also the
influence of defined chromosome positions during the X-inactivation process.

At later stages different hypotheses could be validated by computer models.
During my project, I introduced simple computer simulations to test whether
or not the nuclear Xic positioning is random. However, to obtain meaningful
information from such simulations a vast amount of data had to be acquired
initially. For my projects thousands of microscopic cell images have been taken
into account and it becomes obvious that a manual performed analysis of such
huge datasets would have been impossible within the given time. For this reason,
[ developed an integrative data analysis platform that harbors the complete data
analysis workflow. Prior to the programming of Tikal I tested several available
data analysis programs.

A multitude of commercial and non-commercial image analysis packages is
available on the market. Each individual package has its own strengths and
weaknesses in specific fields of application. Because of the recent upturn of bio-
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logical image analysis many of the nowadays available image software packages
have a specific focus on medical image analysis. Between the various application
fields, such as medical and biological image analysis, the programs have to be
adapted to suit the differential needs of analysis due to the previously discussed
differences in image quality but also different image features. For this reason
the available and ready to use software packages for biological image analysis
are limited.

Generally software suppliers follow two different strategies for their products,
namely a commercial or a non-commercial way of distribution. Because of these
two distribution channels software features often substantially differ from each
other. For commercial packages I noted strong emphasis in the optimization of
data visualization and rendering (Imaris, Bitplane). Indeed, data visualization
is an important step in performing proper quantitative data analysis. But fre-
quently this feature is a major drawback of such platforms because commercial
platforms lack suitable modules for pre-processing and noise reduction filters.
Often only simple filters such as median filters and Gauss smoothing algorithms
are integrated. Beside those facts, it then appears controversial that data anal-
ysis is integrated in some of those programs, e.g. co-localization analysis, ob-
ject quantification tools and rudimentary tracking algorithms. In this context
it seems interesting that some commercial programs (such as Amira) feature
extensive processing and quantification algorithms. However, these platforms
often lack a substantial amount of capability to be used for higher dimensional
biologic image sequences.

One solution would be the use of several different software packages. How-
ever, splitting of processing tasks amongst different programs is time consuming
and inefficient in every way. Common problems occurring due to the use of
multiple platforms might involve data conversion problems, but also hardware
limitations such as storage problems. The latter aspect seems to have lost im-
portance, since storage space has faced decreasing prices on the market over the
last years. But in this respect the cost of data storage is not the main problem.
The management of the abundant number of data files is becoming more and
more the focus of central interest, e.g. like millions of files have to be stored
in a retrievable way. Therefore the proper extraction, storage and filing of im-
age meta data is essential for the coordinate functioning of future large scale
screening projects, e.g. large scale phenotyping with cell arrays [225]. Although
some of the surveyed analysis platforms showed attempts to integrate image
data bases to their environment, none showed real high-throughput capabilities.

Another possibility is the use of non-commercial and open source programs.
Compared to commercial packages, their focus often lies more on image pro-
cessing and analysis but frequently shows a lack of visualization capabilities
(especially for displaying multidimensional image sequences). A major advan-
tage of open source platforms is their constant program updating and capability
to integrate external extensions. Open source strategies give a transparent and
easy way to implement virtually any kind of analysis modules. The only draw-
back of the existing open source solutions are their initial programming and
data handling frameworks. ImageJ can be seen as such an example which was
initially developed as a powerful tool for 2D microscopic image series. An exten-
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sion to 4D multicolor datasets is almost impossible at the current software state
and needs a total revision of the code. Also the previously discussed feature for
high-throughput processing is lacking completely (although some kind of batch
scripts have been integrated to ImagelJ). But directions towards high through-
put database platforms have been made. One of the most promising database
developments for microscopic platforms is the formerly introduced OME open
source image data base [166].

To avoid these various presented draw-backs of existing platforms I de-
veloped Tikal. With the data analysis methods used in the previously pre-
sented projects I was able to show the powerful features of my program. I
could introduce the complete processing workflow from raw to quantitative
data into my program. I added supplementary features such as the capa-
bilities of 4D image registration and 4D single particle tracking to my soft-
ware. Such features are in other programs either completely missing or only
in basic versions available, e.g. lacking 3D registration capabilities of Tur-
boReg (http://www.epfl.ch/thevenaz/turboreg/) and AutoAligner (http:
//www.bitplane.ch). Especially the 4D single particle tracking module is
seamlessly integrated to the 4D isosurface visualization window which enables
the user to survey and, if necessary, correct possible trajectory artifacts. A ma-
jor additional advantage compared to all available programs is the capability of
running Tikal on a high performance cluster. Only this high-throughput mod-
ule made it possible to process the vast amount of my generated datasets. To
close the open gap of lacking communication interfaces of various software pack-
ages to image databases (such as OME) new methods enabling the combination
of the high-throughput capabilities of Tikal with such databases are currently
integrated.

Future work definitely needs to focus on automatic and unsupervised analy-
sis of biological microscopy images. Problems such as the reliable data storage
and retrieval have been discussed in the previous section. Additional focus
needs to be put on the extraction of meaningful and relevant cellular features
from these images. Only with the help of such parameters clear biological con-
clusions can be drawn fully automated by computer algorithms. An example
for such approaches is the already described cellular phenotyping by machine-
learning-based classification methods [225]. Other projects are using similar
methods to identify abnormalities during the cell cycle and especially during
mitosis (see MitoCheck (http://www.mitocheck.org)). The identification of
representative and reproducible features or markers for classification in living
cells is difficult. Compared to higher animals single cells lack an anatomical
map of their structure. Currently approaches are taken to identify the the ac-
curate 3D spatial localization of genes within the cell nucleus (see 3DGenome
(http://3dgenome.science.uva.nl/)). Such information could be used to
create an “anatomical” map of the cell.

To achieve these future goals one has also to focus on the constant develop-
ment but also adaption of existing analysis algorithms to extract quantitative
parameters from the cellular and subcellular imaging of biological samples. Es-
pecially the object segmentation methods but also the quantification by tracking
algorithms have to be more robust and reliable to be usable for unsupervised
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image analysis. For the segmentation of cells or cell nuclei algorithms using
active contours or level sets might be a promising solution. Tracking could be
optimized by combining the presented methods of PTV and optical flow to ob-
tain a maximum of accuracy. Noticeable is, that whatever new algorithm or
method is developed it can be easily deployed as a module to Tikal.

In conclusion, my platform is improving the overall analysis accuracy and
performance for biological images compared to existing platforms. Due to the
modular framework concept, it can easily be expanded with new modules and
methods. Further the framework shows no limitation in image dimensionality
and has shown its proof of concept on the performed biological data analysis
projects. With the help of Tikal I was able to master the challenging amount of
thousands of images and extract biological meaningful quantitative parameters.
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Appendix A

Tikal Manual

A.1 General Functions
The GUI front-end can be divided into several parts:

e The “Canvas area” in the center of the GUI. 2D images of multi-dimensional
datasets will be displayed.

e A menubar to select functions for file I/0, filter selection, quantification,
and zooming can be found at the top of the working area

e Browsing through image stacks in the z (left slider) and time dimension
(bottom slider). This function is only activated if the loaded images have
multi-dimensional properties. The actual position in the dataset is dis-
played in the window bar (top): time / z-position.

e The “Data set history” window for displaying the already performed image
processing results

e The “Channel selection” window for selection and display of all or individ-
ual channels in multi-channel images

e The “Colormap selection” drop-down menu for data visualization with
color-maps.

e The “Console window” displays important messages and progress infor-
mation during the data analysis. Besides a taskbar (bottom) will display
short descriptions of the selected functions.

e The “Isosurface rendering” window renders extracted isosurfaces in 4D
with OpenGL. Beside visualization it enables displaying of tracking tra-
jectories and their manual modification.

e The “Experiment cropping” window allows the definition of areas for image
cropping for complete 4D data sets.
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A.1.1 The “Canvas area”

The “Canvas area” displays 2D image slices of multi-dimensional datasets. Left
mouse click on the image area will display in the “Console window” the complete
coordinates and grey-value information of the selected pixel. For mouse assisted
navigation and manipulation see Section A.5.7 on page 147.

A.1.2 The “Data set history” window

The “data set history” window displays the current image processing history.
Whenever a manipulation on an image is performed a new entry will be made.
Such an entry will be called an “experiment” in the following.

Normally the selected entry will be used for data processing. With a selection
of multiple entries (by pressing Ctrl + left mouse) the last selected entry will
be used for processing.

Right mouse click on the menu entry enables renaming of the corresponding
entry.

Deletion of one or multiple entries can be achieved by selection followed by
pressing the Remowe button.

A.1.3 The “Channel selection” window

The channel selection window enables selection, duplication and removal of in-
dividual channels. At least one and a maximum of 256 channels are available
for an experiment.

Multiple channels can be selected and visualized by pressing Ctrl + left
mouse . Processing filters will only be applied to the selected channels.

If no colormaps are selected the channels will be display according to RGB
rules, e.g. first channel R = red, second channel G = green.

Deletion of a single channel can be performed by left mouse followed by
clicking on the Remove button.

Duplication of a single channel can be performed by left mouse followed
by clicking on the Copy button.

The channel removals and duplications are only working on single selected
channels.

A.1.4 The “Colormap selection” window

The drop-down menu enables visualization of the data sets by pseudo colors.
Standard selection is “normal” displaying the images in RGB mode.

New colormaps can be added by creating a 256 color look-up table with the
ending “.act” in the folder “color_maps”. The name of the colormap has to
be added in the file “color_maps.lst”. To load the colormap Tikal has to be
restarted. The folder needs to be located in the same directory as the Tikal
main executable.
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A.1.5 The “Experiment cropping” window

The window displays a 4D maximum intensity projection of a complete data
set. A region-of-interest (ROI) in the shape of a polygon can be drawn. The
corners of the area can be defined by single selections in the projection area with
the left mouse. The two following cropping modes are available: i) polygon
region definition (red line), ii) rectangular region definition (yellow line). The
selections have to be stored by selection the Save Poly Mask button or the Save
Rec Mask, respectively. The cropping algorithm can be started by clicking on
the 4pply button. The window can be closed without cropping by selecting the
Cancel button.

Resetting of the selection can be achieved by the use of the middle mouse.
The selected area covered by the polygon can be visualized by the right mouse.

A.1.6 The “Isosurface rendering” window

The window appears after creation or loading of isosurfaces (see Section A.6).
The dialog shows similar structure and components as the main Tikal GUI
front-end:

e The “OpenGL canvas” area in the center of the GUI. 3D isosurface ren-
dering of multi-dimensional datasets will be displayed.

e Browsing through the 3D isosurface scenes in the time dimension (bottom
slider). The mouse can also be used for the slider control. The d + left
mouse on the “OpenGL canvas” shifts the time slider ¢+ 1. The o + left
mouse on the “OpenGL canvas” shifts the time slider ¢t — 1.

e A menubar to select functions for file I/O. This includes saving of iso-
surfaces (for isosurface loading see Section A.6.2 on page 153), trajectory
export functions (object coordinates, object properties, mean squared dis-
placements, changes in distance), trajectory saving and loading routines.

e A “controls” sections for camera positioning, trajectory handling (and vi-
sualization) (see Section A.5.5 on page 146), channel / display modes and
color controls

The 3D objects in the “OpenGL canvas” area can be controlled with the mouse.
With the left mouse pressed the object can be rotated, with the middle mouse
pressed the scene can be zoomed and with the right mouse pressed the objects
can be moved.

Export Mean Square Distance to Excel

Exports a tab-character delimited text with information for each individual
trajectory:

Column 1: Trajectory index

Column 2-4: Scaled Trajectory COMs for the x, y, z coordinates

Column 5: Sum of all grey values found within a tracked binarized object
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Column 6: Scaled volume in pm?

Column 7: Total number of voxel for a binarized object
Column 8: Change in distance of an object

Column 9: Mean squared displacement (MSD) for a trajectory

A.2 The “File” menu

A.2.1 Open 4D desktop

Opens a complete Tikal Desktop. This is a proprietary file format which enables
to save and restore the complete “Data set history” entries (for saving of Tikal
Desktop see Section A.2.2).

A.2.2 Save 4D desktop

Saves the complete entries from the “Data set history” window into the Tikal
file format. All image properties (such as voxel sizes) are saved as well.

A.2.3 Open 4D stack

Enables to open large 4D experiments of 8 bit grey-value rew and tiff files.
Normally these file derive from other programs by exporting the image files. To
open this single files a “listfile” containing the file paths has to be either auto-
matically or manually created (see Section A.2.5). If raw-images are imported
the correct extension and image sizes has to be provided. Loading of Tiff-files
does not depend on provided image sizes since Tikal is obtaining those values
directly from the dataset.

A.2.4 Save 4D stack

Writes a whole experiment with all its channels to the selected folder with the
named “listfile” for later reimport to Tikal (see Section A.2.3). The data format
is a 8 bit grey-value raw image without headers. The filenames are created
according the following rules: “tt_c_zzz.raw’” where t = time, ¢ = channel,
z — z-slice. Any leading space will be filled by “0”.

A.2.5 Create listfile

To facilitate opening of whole experimental datasets that consist of individual
image files a “listfile” has to be created. For the automatic creation of the
“listfile” the data need to be in the appropriate format (either 8 bit grey-value
raw or 8 bit grey-value tiff) and with the correct naming. The file naming
should be the following:

“prefiz_tt_c_zzz.raw’”’ where prefiz = user defined value, ¢ = time, ¢
= channel, z = z-slice. Any leading space will be filled by a “0”. The files need
to reside in the same directory.

In the “Create imagelist file” dialog the directory containing the images has
to be selected (left). The other fields define the size, length and format of the
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data set. Please note that the filenames are saved as absolute paths. If files are
moved or renamed a new “listfile” has to be created.

If a manual creation of the “listfile” is needed it must be in the following
structure to achieve successful loading of the dataset:

1. A new stack will be defined by a “!!” at the beginning of the line

2. A new channel will be defined by a “>>” at the beginning of the line

”

3. Each image must have a index number “1, 2, 3, at the beginning
of the line followed by the filename which includes the absolute path. The
arrangement of the filenames also designate the positioning of the files in
the image stack (first file = top image in the stack, last image = bottom
image in the stack).

Example:
!'" new image stack: 1
>> Image Channel 1
1 /path_to_file/filename_stack_1_channel_1
2 /path_to_file/filename_stack_1_channel_1

>> Image Channel 2
1 /path_to_file/filename_stack_1_channel_2
2 /path_to_file/filename_stack_1_channel_ 2

!'" new image stack: 2

>> Image Channel 1

1 /path_to_file/filename_stack_2_channel_1
2 /path_to_file/filename_stack_2_channel_1

A.2.6 Create listfile Leica

Normally multi-dimensional data deriving from a Leica microscope should be
opened with the “Open 4D Leica” (see section A.2.8). If the files with extension
“.les” are missing a “listfile” can be generated. The files have to be named
according to the convention of the Leica format: “prefiz_ttt_zzzz_chce.tif”
where prefiz = user defined value, t¢t = time, cc = channel, zzz = z-slice.

A.2.7 Create listfile DeltaVision

Depreciated. For importing Deltavision files refer to Section A.2.10.
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A.2.8 Open 4D Leica

Opens original Leica files with the extension “. lez” (Leica Microsystems). After
opening a selection of available sub-experiments will be provided.

A.2.9 Open 3D Leica

Opens files without and available file with “.le%”-extension. How-
ever, the naming of the file has to follow the conventions from Leica:
“prefiz_ttt_zzzz_chcc.tif” where prefiz = user defined value, tt =
time, cc — channel, zzz — z-slice. The import filter strips all information
except the prefix and loads the 3D stack.

A.2.10 Open DeltaVision
Opens original Metamorph files with the extension “. dv” (Deltavision / Applied
Precision).

A.2.11 Open Metamorph

Opens original Metamorph files with the extension “.stk” (Molecular Devices).

A.2.12 Image properties

Displays properties of the selected image data sets e.g. image sizes, number of
images in a stack. Further it enables a changing of the voxel size parameters (in
um). After changing the parameters the Set button has to be pressed to save
the current settings. If changes should be discarded without saving or only the
dialog window be closed the Close button has to be pressed.

A.2.13 Batch

The “Batch” processing is only accessible in the developer version of Tikal.

A.2.14 Quit
Closes the Tikal Software. All unsaved data will be lost.

A.3 The “Filters” menu

Normally all filters display a dialog window to set the processing parameters
which will be used to initialize the filter itself. Prior to filter application the
experiment for processing and the desired channels have to be selected, respec-
tively. The filter will always be applied to the whole 3D stack for each individual
time point (if available). It can be defined if only a certain time range of the
experiment should be processed (default value is always the complete dataset).
Filtering will be started by pressing the 0K button.
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A.3.1 Binarize

Global thresholding of an image. All pixel with grey-values > the threshold will
be set to 255. Pixel grey-values < the threshold will be set to 0.

e Binarize threshold = sets the global threshold

The other parameter fields are not used and do not influence the results of the
filter.

A.3.2 Pixelremove

Removes pixels with defined size / volume from the image stack. Either by
defining limits a range of object volumes (in voxel) can be selected or a precise
object volume (in voxel) can be defined for removal. To obtain the object
volumes a object property extraction on the binary image can be performed
(see Section A.5.1).

Prior to apply this filter the images have to be segmented (a global threshold
method is provided (see Section A.3.1)).
Remove a range of volumes:

e Binarize threshold = sets the global threshold (see Section A.3.1)

e Minimum voxel count = sets the lower range in voxel counts to remove
objects

e Maximum voxel count = sets the upper range in voxel counts to remove
objects

e Exact voxel counts = 0
Remove objects by defining their exact volume:

e Binarize threshold = Sets the global threshold (see Section A.3.1)
e Minimum voxel count = Not used
e Maximum voxel count = Not used

e Exact voxel counts = Exact volume in voxel of object to be removed

A.3.3 Binarize min/max

Global thresholding of an image within a threshold range. All pixel within
the range of lower and upper threshold will be set to 255. All other pixel not
fulfilling the conditions will be set set to 0.

e Binarize threshold low — Sets the lower threshold

e Binarize threshold high = Sets the upper threshold
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A.3.4 Binning binarize

Classifies a image into 8 defined grey-value intensity ranges (bins) according to
their pixel values. The first bin contains grey-value ranges between 0-32, the
second 33-65, etc. Prior to binning the images get smoothed by a 2D Median
(see Section A.3.8) and 2D Gauss filter (see Section A.3.8).

A.3.5 Median 3D

The median filter is a non-linear spatial filter used to remove noise spikes from
an image. The 3D implementation is using a 3x3x3 kernel and is applied on the
whole image stack.

A.3.6 Median 2D

The median filter is a non-linear spatial filter used to remove noise spikes from
an image. The 2D implementation is using a 3x3 kernel and is applied on each
single image plane.

A.3.7 Gauss 3D
The Gauss 3D filter computes the convolution of the input image with a 3x3x3
Gaussian kernel. The 3D filter is applied on the whole image stack.

A.3.8 Gauss 2D

The Gauss 2D filter computes the convolution of the input image with a 3x3
Gaussian kernel. The 2D implementation is using a 3x3 kernel and is applied
on each single image plane.

A.3.9 Canny 2D

The Canny edge detection algorithm is an implementation of a Canny edge
detector based on a publication by John Canny [226]. Six major steps are used
in the edge-detection scheme:

1. Smoothing of the input image with a Gaussian filter. The larger the width
(standard deviation) of the Gaussian mask, the lower is the detector’s
sensitivity to noise.

2. Calculation of the second directional derivatives of the smoothed image.
The gradient of the image is taken by 2D Sobel operator. The Sobel
operator uses a pair of 3x3 convolution masks, one estimating the gradient
in the x-direction and the other estimating the gradient in the y-direction.

3. Finding of the edge direction.

4. Tracing of edges

136



A.3. The “Filters” menu

5. Non-maximum suppression is used to trace along the edge in the edge
direction and suppress any pixel value (sets it equal to 0) that is not
considered to be an edge. This will give a thin line in the output image.

6. Use of hysteresis is a mean of eliminating streaking. Streaking is the
breaking up of an edge contour caused by the operator output fluctuating
above and below the threshold.

The filter is a 2D implementation and is applied on each single image plane.

e Lower edge tracker threshold = Lower threshold used for hysteresis (ex-
ample value = 25)

e Upper edge tracker threshold = Upper threshold used for hysteresis (ex-
ample value = 35)

e Standard deviation = Kernel size for Gaussian smoothing (example value

— 4.0)

A.3.10 Gamma

Gamma correction is a method for controlling how mid-tones are displayed in
an image. It is used to control the brightness of pixel according to equation:

. Y

_ Pin — YUow

Pout =\ —/— * (Ohigh - Olow)
thigh — Uow

Input lower value = iy,

Input higher value = ip;gp

Output lower value = 04y,

Output higher value = opign

e Gamma value = 7y

A.3.11 Auto Gamma

Auto gamma, correction uses the whole image stack to determine #;0,, and ¢p;4p, by
scanning each individual pixel. According to the found values gamma correction
with 4 = 1 is will be performed (see Section A.3.10).

A.3.12 Diffusion 3D

Perona and Malik formulate the anisotropic diffusion filter as a diffusion process
that encourages intraregion smoothing while inhibiting interregion smoothing.
The 3D filter is applied on the whole image stack using the voxel size values
(see Section A.2.12 for viewing and setting the “image properties”).

e Tau factor = Not used
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e Sigma factor = Kernel size (example value = 4)
e Lambda factor = Stopping factor (example value = 0.1)
e Times filter application = Sets the iterative steps performed on the image
(example value = 50)
A.3.13 Diffusion 2D

Anisotropic diffusion filter according to Perona and Malik (see Section A.3.12).
The filter is a 2D implementation and is applied on each single image plane.

e Tau factor = Timesteps of diffusion (example value = 0.01 - 0.001)
e Sigma factor = Kernel size (example value = 0.0001)
e Lambda factor = Stopping factor (example value = 2 (for small objects))

e Times filter application = Sets the iterative steps performed on the image
(example value = 50)

A.3.14 Dilatation

Dilates an image using grey-scale morphology. The dilatation filter takes the
maximum of all the pixels identified by the 3x3 structuring element. The struc-
turing element is assumed to be composed of binary values (zero or one). Only
elements of the structuring element having values > 0 are candidates that af-
fect the center pixel. To avoid that object borders come in contact with image

boundaries the image size will be increased linearly by each iterative step of the
filter.

e Binarize threshold = Not used

e Number of iterations = Sets the iterative steps performed on the image

A.3.15 Erosion

Erodes an image using grey-scale morphology. The erosion filter takes the mini-
mum of all the pixels identified by the 3x3 structuring element. The structuring
element is assumed to be composed of binary values (zero or one). Only ele-
ments of the structuring element having values > 0 are candidates for affecting
the center pixel. The image size will be decreased linearly by each iterative step
of the filter.

e Binarize threshold = Not used

e Number of iterations = Sets the iterative steps performed on the image
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A.3.16 Closing

The morphological closing operation is a sequential connection of the “Dilata-
tion filter” (see Section A.3.14) followed by the “Erosion” filter (see Section
A.3.15). The filter uses a 3x3 structuring element and can be used to separate
interconnected objects.

e Binarize threshold = Not used

e Number of iterations = Sets the iterative steps performed on the image

A.3.17 Opening

The morphological opening operation is a sequential connection of the “Ero-
sion” filter (see Section A.3.15) followed by the “Dilatation filter” (see Section
A.3.14). The filter uses a 3x3 structuring element and can be used to separate
interconnected objects.

e Binarize threshold = Not used

e Number of iterations = Sets the iterative steps performed on the image

A.3.18 Thinning

The morphological thinning algorithm (or skeletonization) removes gradually
pixel from the borders of binary objects until the object skeleton remains. The
filter is a 2D implementation and is applied on each single image plane.

No parameters influence the results of this filter. To return meaningful
results a binary image must be provided to the filter.

A.3.19 Thinning RG

The filter detects single 3D binary objects and places a mark at the geometrical
center of mass. The 3D filter is applied on the whole image stack.

e Binarize threshold = Sets the global threshold (see Section A.3.1)

e Minimum voxel count = Sets the lower range in voxel counts to remove
objects

e Maximum voxel count = Sets the upper range in voxel counts to remove
objects

e Exact voxel counts = Not used

A.3.20 Outline

Detects edges of binary objects in images. The filter is a 2D implementation
and is applied on each single image plane. To return meaningful results a binary
image must be provided to the filter. If edge detection in grey-value images is
need then refer to the “Canny 2D” filter (see Section A.3.9).

139



A. Tikal Manual

A.3.21 Fill

Uses iterative dilatation followed by the same iterative number of erosions on
single 3D binary objects. The advantage compared to the morphological ap-
plications on the whole image is the detection of binary objects and individual
processing. This avoids that objects “fuse” with each other. Although the fil-
ter detects 3D object in the whole 3D stack the morphological processing is
performed on the 2D images.

e Binarize threshold = Sets the global threshold (see Section A.3.1)
e Number of iterations = Sets the iterative steps performed on the image
(first: x dilatations, second: x erosions)
A.3.22 Pyramid Segmentation

Pyramid-linking is a region based segmentation approach [227]. The algorithm
consists of 3 steps:

1. Calculation of the Gauss pyramid
2. Segmentation with pyramid-linking

3. Averaging of the connected image points

The steps 2 + 3 are iteratively repeated until a stable result is obtained. The
2D implementation is applied on each single image plane. This filter works very
good with small image structures and low background noise.

A.3.23 Pyramid Binarize

Uses the pyramid-linking approach to binarize the obtained areas (see Section
A.3.22).

A.3.24 Inversion

Returns the inverse of a grey value image.

A.3.25 Clear Border

Removes 3 pixel at the borders of images. A common use this filter is after the
use of the “Canny 2D” filter (see Section A.3.9) which could result in detection
of the image boundaries as a edges.

A.3.26 Maximum Projection

Creates a maximum intensity projection of a 3D image stack in the z-direction.
The output image is a grey-value 2D image with displaying the maximum of
the detected grey-value intensity in the z-direction.
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A.3.27 Average Projection

Creates an average intensity projection of a 3D image stack in the z-direction.
The output image is a grey-value 2D image with the average of pixel values
found in the z-direction.

A.4 The “ITK” menu

There is a seamless two-sided communication interface of the Tikal data struc-
tures to the open source ITK (Insight segmentation and registration toolkit
[172]) library. With the correct parameters every ITK function can be called
within Tikal and will return on success an experiment to the “Data set history”
window (see Section A.1).

A.4.1 Binarize

Depreciated. For global thresholding refer to Section A.3.1.

A.4.2 Watershed

Segments images based on the watershed algorithm. Watershed segmentation
gets its name from the manner in which the algorithm segments regions into
catchment basins. If a continuous height function is defined over an image
domain, then a catchment basin is defined as the set of points whose paths
of steepest descent terminate at the same local minimum of the function. The
filter is a 2D implementation and is applied on each single image plane. To filter
contains two pre-processing steps consisting of “gradient anisotropic filtering”
(see Section A.4.3) followed by “gradient magnitude filtering” (see Section A.4.5).

e Anisotropic Time Step = Effective width of the filter kernel (example value
= 0.25)

e Anisotropic Conductance — Controls the sensitivity of the process to edge
contrast (example value = 3)

e Anisotropic Iterations = Sets the iterative steps performed on the image
(example value = 50)

e Watershed threshold = Controls oversegmentation of the image. Raising
the threshold will generally reduce computation time and produce output
with fewer and larger regions. (example value = 0.05)

e Watershed level = Controls watershed depth (example value = 0.1)

A.4.3 Gradient Diffusion

Perona and Malik formulate the anisotropic diffusion filter as a diffusion process
that encourages intraregion smoothing while inhibiting interregion smoothing
(see Sections A.3.12 and A.3.13) . The 3D filter is applied on the whole image
stack according to equation:
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Anisotropic Time Step = Effective width of the filter kernel (example value
= 0.125)

Anisotropic Conductance = Controls the sensitivity of the process to edge
contrast (example value = 3)

Anisotropic Iterations = Sets the iterative steps performed on the image
(example value = 50)

Watershed threshold — Not used

Watershed level — Not used

A.4.4 Bilateral Diffusion

Bilateral filtering smooths images while preserving edges, by means of a nonlin-
ear combination of nearby image values.

e Tau factor = Not used

e Sigma factor = Kernel size 1; defines how how close pixel neighbors (spa-
tially) should be in order to be considered for the computation of the
output value (example value = 5)

e Lambda factor = Kernel size 2; defines how how close pixel neighbors
intensity should be in order to be considered for the computation of the
output value (example value = 6)

e Times filter application = Not used

A.4.5 Gradient Magnitude

The magnitude of the image gradient is used to determine the separation of
object contours and homogeneous regions. In the case of 2D images the com-
putation is equivalent to convolving the image with masks of type

-
[—101 (1)

then adding the sum of their squares and computing the square root of the sum.
The 2D implementation is applied on each single image plane.
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A.4.6 Connected Thresholding

The connected thresholding segmentation labels pixels that are connected to a
seed point and lie within a specific range defined by a upper and lower threshold.
The pixel intensities that are inside the interval are set to 255. All other pixel
intensities are set to 0. The 3D filter is applied on the whole image stack.

Prior to use a seed point has to be defined. For this purpose a Left mouse
click on the image in the “Canvas area” stores the coordinates (see Section A.1.1).
On time series the seed point has to be set for each individual timestep.

e Lower edge tracker threshold = Lower range threshold (example value =
0)

e Upper edge tracker threshold = Upper range threshold (example value =
200)

e Standard deviation — Not used

A.4.7 Neighborhood Thresholding

The neighborhood connected thresholding segmentation is similar to the con-
nected thresholding segmentation (see Section A.4.6) but also uses a mathe-
matical morphology erosion using a structuring element with equivalent size
and shape as provided for the region growing. To initialize the filter a seed
point and a upper and lower threshold has to be defined. The pixel intensities
that are inside the interval are set to 255. All other pixel intensities are set to
0. The 3D filter is applied on the whole image stack.

Prior to use a seed point has to be defined. For this purpose a Left mouse
click on the image in the “Canvas area” stores the coordinates (see Section A.1.1).
On time series the seed point has to be set for each individual timestep.

e Lower edge tracker threshold = Lower range threshold (example value =
0)

e Upper edge tracker threshold = Upper range threshold (example value =
200)

e Standard deviation = Kernel size (example value = 1.0)

A.4.8 Confidence Thresholding

This filter extracts a connected set of pixels whose pixel intensities are consis-
tent with the pixel statistics of a seed point. The mean and variance across a
neighborhood (8-connected, 26-connected, etc.) are calculated for a seed point.
Then pixels connected to this seed point whose values are within the confidence
interval for the seed point are grouped.

Prior to use a seed point has to be defined. For this purpose a Left mouse
click on the image in the “Canvas area” stores the coordinates (see Section A.1.1).
On time series the seed point has to be set for each individual timestep.
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e Tau factor = Not used

e Sigma factor = Variance multiplier. Small values of the multiplier will
restrict the inclusion to the current region. Larger values of the multiplier
will relax the accepting condition and will result in more generous growth
of the region. Values that are too large will cause the region to grow
into neighboring regions that may actually belong to separate anatomical
structures. (example value = 2.5)

e Lambda factor = Kernel size; rectangular region in 3D according to 2xA+1
pixel for each dimension (example value = 2)

e Times filter application = Sets the iterative steps performed on the image
(example value = 5 - 6)

A.4.9 Distance Mapping

Watershed segmentation is a way of automatically separating or cutting apart
particles that touch. It requires a binary image containing black particles on a
white background. It first calculates the Euclidean distance map (EDM) and
finds the ultimate eroded points (UEPs). It then dilates each of the UEPs
(the peaks or local maxima of the EDM) as far as possible - either until the
edge of the particle is reached, or the edge of the region of another (growing)
UEP. Watershed segmentation works best for smooth convex objects that don’t
overlap too much. The filter is a 2D implementation and is applied on each
single image plane.

A.4.10 Otsu Thresholding

The Otsu thresholding filter creates a binary thresholded image that separates
an image into foreground and background components. A criterion for this clas-
sification of pixel is to minimize the error of misclassification. The goal is to find
a threshold that classifies the image into the two desired clusters (foreground
and background) in such a way that the area under the histogram for one clus-
ter that lies on the other cluster’s side of the threshold is minimized. This is
equivalent to minimizing the within class variance or equivalently maximizing
the between class variance. The 3D filter is applied on the whole image stack.

e Lower edge tracker threshold = Grey-value for foreground pixel (example
value = 255)

e Upper edge tracker threshold = Grey-value for foreground pixel (example
value = 0)

e Standard deviation = Grey-values contained within one histogram bin
(example value = 128)
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A.5 The “Tools” menu

A.5.1 Object properties

Performs a region growing approach on 3D binary image stacks and extracts the
single object information, e.g. such as volumes, center-of-mass coordinates, etc.
to a text file. Each line represents a detected object. Each entry is delimited
by tab-characters in the following format:

Particle number, voxel size X (see also A.2.12), voxel size Y, voxel size Z, un-
scaled geometrical center-of-mass (COM) X, unscaled geometrical COM Y, un-
scaled geometrical COM Z, scaled geometrical COM X, scaled geometrical COM
Y, scaled geometrical COM Z, unscaled grey-value COM X, unscaled grey-value
COM Y, unscaled grey-value COM 7, scaled grey-value COM X, scaled grey-
value COM Y, scaled grey-value COM Z, total number of voxel, scaled volume,
unscaled volume

A.5.2 Crop

Enables cropping of regions of interests in complete 4D images. The dialog dis-
plays a maximum intensity projection of the complete selected 4D experiment.
The use of the cropping dialog can be found in Section A.1.5 on page 131.

A.5.3 Visualization 3D

Equivalent to menu entry “3D Visualization” (see Section A.6).

A.5.4 Tracking 4D

Performs 4D particle tracking velocimetry (PTV) on a combination of binary
and grey-value based image stacks [164, 13]. The measurements always require a
binarized image for measurements (see Section A.3.1). A grey-value experiment
with equal image property parameters (see Section A.2.12) compared to the
binary input experiment can be supplied for additional information extractions
and refining of the tracking process. The output will be written to a text file
containing the coordinates for all trajectories.

e Maximum distance = Maximum distance an object is allowed to move
between two subsequent time intervals. The distance is supplied as real
world values (um) (see also Section A.2.12).

e Maximum Acceleration — Maximum acceleration value allowed for an ob-
ject between two subsequent time intervals. The acceleration is supplied
as real world values (%) (see also Section A.2.12).

e Volume Change = Maximum volume change an object is allowed to show
between two subsequent time intervals. The change in volume is supplied
as real world values (um3) (see also Section A.2.12).

e Grey Value Change = Maximum volume change an object is allowed to
show between two subsequent time intervals. The grey-value change is the
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sum of all grey-values for voxel in the volume defined by the binary image
stack.

e Maximum Volume = Maximum volume for an object to be considered
valid for tracking. The maximum volume is supplied as real world values
(um3) (see also Section A.2.12).

e Minimum Volume = Minimum volume for an object to be considered valid
for tracking. The minimum volume is supplied as real world values (um?)
(see also Section A.2.12).

e Maximum Grey Value = Maximum sum of grey-values for an object to be
considered valid for tracking. The maximum grey-values sum can only be
calculated correctly if a grey-value stack was provided.

e Minimum Grey Value = Minimum sum of grey-values for an object to be
considered valid for tracking. The maximum grey-values sum can only be
calculated correctly if a grey-value stack was provided.

e Correlation Threshold = Not used

e Distance Correlation Weight = Weighting option for the distance correla-
tion parameters to fine tune the tracking process.

e Greyvalue Correlation Weight = Weighting option for the grey-value cor-
relation parameters to fine tune the tracking process.

e Volume Correlation Weight = Weighting option for the volume correlation
parameters to fine tune the tracking process.

e Grey value experiment = Sets the input grey-value experiment for addi-
tional information extraction. If no grey-value experiment is available the
this entry must point to the entry of the binary experiment.

e Binary value experiment = Sets the input binary experiment for data
extraction and tracking

A.5.5 Tracking 4D Visual

Performs an equivalent 4D PTYV tracking approach as described in Section A.5.4 on
the preceding page. The tracking results will be displayed with an isosurface
reconstruction (see Section A.6) in the “Isosurface rendering” window (see Sec-
tion A.1). The rendering allows interactive manual manipulation and correction
of the trajectories in the “OpenGL canvas”. For this purpose single trajectories
have to be selected in the “controls” section. A new trajectory point will be
placed by pressing w + left mouse on an object. A placing of a trajectory
point followed by time shift (¢+1) will be achieved by pressing t + left mouse.
A trajectory point will be removed by pressing r + left mouse on an object.
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A.5.6 Load track 4D

Performs an equivalent 4D PTV tracking approach as described in Sec-
tion A.5.4 on page 145. The tracking results will be displayed with a loaded
isosurface reconstruction (see Section A.6) in the “Isosurface rendering” window
(see Section A.1). After successful tracking a previously generated and saved
isosurface has to be provided. The rendering allows interactive manual manip-
ulation and correction of the trajectories in the “OpenGL canvas” (see Section
A5.5).

A.5.7 Enable / Disable manual tracking in image

Enables manual drawing functions on the “Canvas area”. These single points
can be later tracked with the help of the automated PTV method (see Sections
A.5.4 and A.5.5). By default the selection results are placed in the last channel,
therefore this function needs to be used with great care to avoid any data loss.
A good strategy before enabling the manual tracking feature is to copy the
experiment channel (see Section A.1.3).

The following drawing modes and shortcuts are available:

q + left mouse = draws a single spot in the last channel of an experiment

e + left mouse = deletes last channel and draws a single spot; a second
click adds another single spot in the last channel; a third click restarts the
overall procedure

¢ + left mouse = clears the last channel of an experiment

t + left mouse = click on a single spot generates an empty channel in
an experiment and moves the spot to this new channel

a + left mouse = shifts the time slider ¢t — 1

d + left mouse = shifts the time slider ¢t + 1

w + left mouse = shifts the z-slider z — 1

s + left mouse = shifts the z-slider z + 1

A.5.8 Registration 3D

Performs iterative rigid 4D edge-based registration on the selected experiment
[160, 159]. The registration procedure always requires binarized outline images
(see Sections A.3.1, A.3.20) to obtain meaningful results. The function is applied
on all 3D image stacks. Before the menu entry is selected an experiment and
one (and only one) channel containing the binarized object ountlines has to be
chosen.

e Threshold = Sets the global threshold (see Section A.3.1)
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e Downsample = Defines the pixel resolution interval for point extraction
extraction for each dimension. (The higher the value the less information
is used, the faster the algorithm returns the results)

e Octree resolution = Defines the octree resolution (Default value = -1 =
automatic selection)

e Match threshold = Sets the maximum standard error for overlapping ob-
jects (if this value is too small the algorithm will not find an appropriate
solution and escapes after the number of iterative steps defined with “Max
epochs”)

e Regularization threshold = Defines the discretization interval for the match-
ing approximation

e Max epochs = Sets maximum iterative steps until the alghorithm escapes
without solution

e Sphere radius = Not used

A.5.9 Inter Channel measurements

Measures the distances of binary image objects within an experiment and a se-
lected channel and saves the found distances in a text file. The 3D method is
applied on the whole image stack. The measurements always require a bina-
rized image for measurements (see Section A.3.1). The different distances will
be measured from the center-of-masses of the detected objects. A grey-value ex-
periment with equal image property parameters (see Section A.2.12) compared
to the binary input experiment can be supplied for additional information ex-
tractions. However, it is not necessary for the final distance results and can be
omitted.

e Minimum volume = Sets the lower range in voxel counts for an object to
be included for calculation

e Maximum volume = Sets the upper range in voxel counts for an object to
be included for calculation

e Minimum distance = Sets the lower distance limits in pixel for objects
that are spatially located to each other (can not be > 0)

e Maximum distance = Sets the upper distance limits in pixel for objects
that are spatially located to each other

e Grey-value experiment = Sets the input grey-value experiment for addi-
tional information extraction. If no grey-value experiment is available the
this entry must point to the entry of the binary experiment.

e Binary experiment = Sets the input binary experiment for data extraction
and distance measurement
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e Measure distances in = Sets the channel with binary images for the dis-
tance measurements

e to channel (e.g. DAPI) = Not used

A.5.10 Border/Center pixel distances

Measures the distances of binary image objects within an experiment and in
two selected channels and saves the found distances in a text file. The 3D
method is applied on the whole image stack. The measurements always require
a binarized image for measurements (see Section A.3.1). The different distances
will be measured from the center-of-masses of objects in channel 1 to objects
in channel 2. A grey-value experiment with equal image property parameters
(see Section A.2.12) compared to the binary input experiment can be supplied
for additional information extractions. However, it is not necessary for the final
distance results and can be omitted.

e Minimum volume = Sets the lower range in voxel counts for an object to
be included for calculation

e Maximum volume = Sets the upper range in voxel counts for an object to
be included for calculation

e Minimum distance = Sets the lower distance limits in pixel for objects
that are spatially located to each other (can not be > 0)

e Maximum distance = Sets the upper distance limits in pixel for objects
that are spatially located to each other

e Grey-value experiment = Sets the input grey-value experiment for addi-
tional information extraction. If no grey-value experiment is available the
this entry must point to the entry of the binary experiment.

e Binary experiment = Sets the input binary experiment for data extraction
and distance measurement

e Measure distances in = Sets channel 1 with binary images for the distance
measurements

e to channel (e.g. DAPI) = Sets channel 2 with binary images for the
distance measurements

A.5.11 Border/Border pixel distances

Measures the shortest distances of the edges of binary image objects within an
experiment and in two selected channels and saves the found distances in a text
file. The 3D method is applied on the whole image stack. The measurements
always require a binarized image for measurements (see Section A.3.1). The
different distances will be measured from the edges of objects in channel 1
to objects in channel 2. Objects in channel 1 must located in the volumes

149



A. Tikal Manual

of objects in channel 2 (to measure the shortest border to border distances).
A grey-value experiment with equal image property parameters (see Section
A.2.12) compared to the binary input experiment can be supplied for additional
information extractions. However, it is not necessary for the final distance
results and can be omitted.

e Minimum volume = Sets the lower range in voxel counts for an object to
be included for calculation

e Maximum volume = Sets the upper range in voxel counts for an object to
be included for calculation

e Minimum distance = Sets the lower distance limits in pixel for objects
that are spatially located to each other (can not be > 0)

e Maximum distance = Sets the upper distance limits in pixel for objects
that are spatially located to each other

e Grey-value experiment = Sets the input grey-value experiment for addi-
tional information extraction. If no grey-value experiment is available the
this entry must point to the entry of the binary experiment.

e Binary experiment = Sets the input binary experiment for data extraction
and distance measurement

e Measure distances in = Sets channel 1 with binary images for the distance
measurements

e to channel (e.g. DAPI) = Sets channel 2 with binary images for the
distance measurements

A.5.12 Border/Border pixel localization distances

Measures the shortest distances of the center-of-masses of binary image objects
within an experiment and in two selected channels and saves the found dis-
tances in a text file. The 3D method is applied on the whole image stack. The
measurements always require a binarized image for measurements (see Section
A.3.1). The different distances will be measured from the edges of objects in
channel 1 to objects in channel 2. The relative localization of objects in channel
1 compared to objects in channel 2 are provided in the following way:

1. inside = Object from channel 1 lies completely within the volume of object
in channel 2

2. periphery = Object from channel 1 touches the edges of object in channel
2

3. outside = Object from channel 1 does not correlate with the volume of
object in channel 2 at all
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A grey-value experiment with equal image property parameters (see Section
A.2.12) compared to the binary input experiment can be supplied for additional
information extractions. However, it is not necessary for the final distance
resmanual section ults and can be omitted.

e Minimum volume = Sets the lower range in voxel counts for an object to
be included for calculation

e Maximum volume = Sets the upper range in voxel counts for an object to
be included for calculation

e Minimum distance = Sets the lower distance limits in pixel for objects
that are spatially located to each other (can not be > 0)

e Maximum distance = Sets the upper distance limits in pixel for objects
that are spatially located to each other

e Grey-value experiment = Sets the input grey-value experiment for addi-
tional information extraction. If no grey-value experiment is available the
this entry must point to the entry of the binary experiment.

e Binary experiment = Sets the input binary experiment for data extraction
and distance measurement

e Measure distances in = Sets channel 1 with binary images for the distance
measurements

e to channel (e.g. DAPI) = Sets channel 2 with binary images for the
distance measurements
A.5.13 Image calculator

Performs simple image calculations on two selected channels of an experiment.
The result will be returned as an additional channel. The calculations will be
performed on the whole experiment.

e Experiment = Sets the input experiment for channel arithmetic.

e Choose channel = Set the input channels for calculation and the arithmetic
calculation (addition (+), subtraction (-)).

A.5.14 Convolve image with mask

Convolves a grey-value with a binary 2D image. Every pixel co-localizing with
the segmented area remain unchanged, all other pixel are set to a grey-value
= 0. The filter is a 2D implementation and is applied on each single image
plane. The binary image must be a 2D image (see Sections A.3.26, A.3.27 for
projections and A.3.1 for binarization).

e Minimum volume — Not used
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e Maximum volume — Not used
e Minimum distance — Not used

Maximum distance — Not used

Grey-value experiment = Sets the input grey-value experiment which will
be convolved with the 2D binary image

Binary experiment = Sets the 2D binary image

Measure distances in — Not used

to channel (e.g. DAPI) = Not used

A.5.15 Crop with mask

Crops a grey-value into single 3D sub-stacks using a binary 2D image as a tem-
plate. The bounding boxes of the detected 2D binary areas are used as cropping
templates on the original grey-value stack. The filter is a 3D implementation
and is applied on the whole image stack. The binary image must be a 2D image
(see Sections A.3.26, A.3.27 for projections and A.3.1 for binarization).

e Minimum volume — Not used
e Maximum volume — Not used

Minimum distance = Not used

Maximum distance — Not used

Grey-value experiment = Sets the input grey-value experiment which will
be convolved with the 2D binary image

Binary experiment = Sets the 2D binary image

Measure distances in — Not used

to channel (e.g. DAPI) = Not used

A.6 The “3D Visualization” menu

A.6.1 Extract new isosurface

Extracts optimized isosurfaces from binary objects with marching cubes algo-
rithm [167] and Taubin smoothing [168, 169] and displays them in the “Isosur-
face rendering” window (see Section A.1). The extraction is performed on the
whole 3D image stacks and the displaying is dependent on the voxel size values
(see Section A.2.12 for viewing and setting the “image properties”). To return
meaningful results the images need to be binarized.

e Binarize threshold = sets the global threshold (see Section A.3.1)
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e Downscale X = Defines the pixel resolution interval for extraction (the
higher the number the lower the extractable information). (example value
= 1 (= kernel size of 3 in X direction))

e Downscale Y = Defines the pixel resolution interval for extraction (the
higher the number the lower the extractable information). (example value
= 1 (= kernel size of 3 in Y direction))

e Downscale Z = Defines the pixel resolution interval for extraction (the
higher the number the lower the extractable information). (example value
= 1 (= kernel size of 3 in Z direction))

e Smoothing iterations = number of Taubin smoothing iterations (the higher
the number the smoother the resulting objects). (example value = 100)

e Smoothing lambda factor = regulates the weighted shift of extracted tri-
angles for each iterative step (example value = 0.33)

e Smoothing mu factor = regulates the weighted shift of extracted triangles
for each iterative step (example value = -0.34)
A.6.2 Load isosurface

Loads a previously saved isosurface file.

A.6.3 Import old isosurface

Loads old versions of isosurface files. Depreciated; use “Load isosurface” (see
Section A.6.2).

A.7 The “Zoom” menu

Enables image zooming (original size - 7x zoom) of the “Canvas area” (see Section
A.2.12). If the displayed images is large than the “Canvas area” scrollbars will
provide help for navigation.

A.8 The “Specials” menu

This section covers highly experimental procedures for image manipulating and
are a beta release from the developer version of Tikal. Wrong values can lead
to a memory leaks, termination of the program and to undesired loss of data.

A.8.1 Combine Experiments

Combines two experiments in a sequential order (The second experiment will
be added to the firs which results in an increase of the time dimension). The
two experiments must have the exact properties (see Section A.2.12), e.g. equal
number of channels, equal number of z-slices.
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e Experiment 1 = Original experiment

e Experiment 2 = Second experiment will be added to Experiment 1

A.8.2 Split Experiments

Splits an experiment in the time dimension. The break point has to be entered
in the “Console window” (see Section A.l) followed by confirmation with the
Enter-key on the keyboard.

A.8.3 Remove current time step

Removes the current time step of the selected experiment

A.8.4 Add empty layers at top and bottom of Experiment
Adds empty 2D images at the top and the bottom of single 3D stacks. The

number of slices has to be entered in the “Console window” (see Section A.1)
followed by confirmation with the Enter-key on the keyboard.
A.8.5 Remove top layers

Removes empty 2D images at the top of single 3D stacks. The number of slices
to be removed has to be entered in the “Console window” (see Section A.l)
followed by confirmation with the Enter-key on the keyboard.

A.8.6 Remove bottom layers

Removes empty 2D images at the bottom of single 3D stacks. The number of
slices to be removed has to be entered in the “Console window” (see Section A.1)
followed by confirmation with the Enter-key on the keyboard.

A.8.7 Split Objects

Uses a binary image channel to automatically split a complete 3D stack into
smaller sub-stacks according to the found objects. This filter discards all objects
smaller than 5’000 voxel and bigger than 500’000 voxel. The single sub-stacks
will be added to the “Data set history” window. Only 3D stacks can be splitted.

A.8.8 Colormap test data

Generates a new experiment named “Colormap test” were different colormaps
(see Section A.1) can be visualized and tested.

A.9 The “Help” menu

A.9.1 About Tikal

Displays the Tikal program version number, build number and build date.
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