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Abstract

Differential cross sections for the production of two jets in diffractive deep inelastic
scattering (DIS) at HERA are presented. The process studied is of the type
ep — eXY, where the central hadronic system X contains at least two jets and is
separated from the system Y by a gap in rapidity. The forward system Y consists
of an elastically scattered proton or a low mass dissociation system.

The data were taken with the H1 detector during the years of 1999 and 2000 and
correspond to an integrated luminosity of 51.5 pb~1.

The measured cross sections are compared to fixed order NLO QCD predictions,
that use diffractive parton densities which have previously been determined by
a NLO QCD analysis of inclusive diffractive DIS at H1. The prediction and the
data show significant differences. However, the dijet cross section is dominated
by the diffractive gluon density, which can be extracted by the above mentioned
analysis only with considerable uncertainty. Hence a combined QCD analysis of
the previously published inclusive diffractive data and the dijet data is performed.
This combined fit analysis allows the determination of diffractive quark and
gluon densities with comparable precision. The common description of inclusive
diffractive data and the dijet data confirms QCD factorization.

Kurzfassung

Die Messung differentieller Wirkungsquerschnitte von Zwei-Jet Produktion in
diffraktiver tief inelastischer Streuung am HERA Beschleuniger wird présentiert.
Der untersuchte Prozef ist vom Typ ep — eXY, wobei das zentrale hadronische
System X mindestens zwei Jets umfafit und vom System Y durch eine Liicke in
der Rapiditat getrennt ist. Das vorwéarts liegende System Y besteht aus einem
elastisch gestreuten Proton oder einem Dissotiationssystem niedriger Masse.

Die Daten wurden wéhrend der Jahre 1999 und 2000 mit dem H1 Detektor
aufgenommen und entsprechen einer integrierten Luminositéit von 51.5 pb~1.
Die gemessene Wirkungsquerschnitte werden mit NLO QCD Vorhersagen fester
Ordnung verglichen. Die Vorhersagen basieren dabei auf diffraktiven Par-
tondichten, die bereits bei H1 durch eine NLO QCD Analyse inklusiver diffraktiver
tief inelastischer Streuung bestimmt wurden. Die Vorhersage und die Daten zeigen
signifikante Unterschiede. Allerdings wird der Zwei-Jet Wirkungsquerschnitt durch
die diffraktive Gluondichte dominiert, die in der oben genannten Analyse nur
mit erheblichen Unsicherheiten extrahiert werden konnte. Deshalb wurde eine
kombinierte QCD Analyse der bereits publizierten inklusiven diffraktiven Daten
und der Zwei-Jet Daten durchgefiihrt. Die kombinierte Analyse erlaubt die Be-
stimmung der diffraktiven Quark- und Gluondichte mit vergleichbarer Genauigkeit.
Die gleichzeitige Beschreibung inklusiver Diffraktion und der Zwei-Jet Daten
bestatigt die QCD-Faktorisierung.
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Chapter 1

Introduction

Interactions of hadronic particles are described to high precision by the theory of quan-
tum chromo dynamics (QCD) which describes all hadrons in term of constituent quarks
and gluons and the colour-interaction between them. QCD predicts the phenomena
known as confinement and asymptotic freedom [I], 2]. Confinement describes the fact
that no free quarks and gluons can be observed at distance scales greater than ~1 fm,
above which they are bound in colour neutral hadrons. On scales much smaller than
~1 fm the opposite happens: the strong interaction between quarks and gluons becomes
smaller and smaller, so that treating them as free particles becomes viable, thus the
term asymptotic freedom. In particular asymptotic freedom allows the application of
perturbation theory to QCD provided that the process under study involves a hard
scale. Perturbative QCD is the most important way of predicting cross sections for
high energy scattering experiments.

However, the hadronic scattering cross section is dominated by elastic scattering
with small momentum transfers (often called diffractive scattering). Due to the low
scales involved in these processes, perturbative QCD cannot be successfully applied. His-
torically, phenomenological methods founded in the picture of hadrons as fundamental
particles with mesons mediating the interaction have been used successfully [3, 4]. One
such approach that has proven particularly successful is called Regge phenomenology
after Tullio Regge, who introduced it in the early 1960’s. As no colour-charge, spin, or
other quantum number is exchanged in the elastic scattering, this process is mediated
by an object that carries vacuum quantum numbers, the pomeron. Up to now there has
been no conclusive interpretation of the pomeron in terms of the underlying QCD [5, [6].

The HERA accelerator at DESY provides the unique opportunity to study the
structure of this pomeron in detail and thus gain a deeper understanding of diffractive
scattering. HERA is an electron-proton collider, which opens the possibility to study
diffractive physics with the same methods that have proven successful in the study
of the proton structure using deep inelastic scattering (DIS). In particular the energy
transferred from the electron to the hadronic part of the interaction can serve as a hard
scale that makes calculations of perturbative QCD possible.

At HERA copious amounts of events are produced where the proton is scattered
elastically, but another hadronic system is produced separated from the proton by a
gap devoid of any particles. These diffractive events can be visualized as the proton
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emitting a pomeron with vacuum quantum numbers (hence the gap), which interacts
with the electron producing the hadronic system in the final state.

Theoretical considerations show that diffractive DIS processes can be factorized
into universal diffractive parton densities characteristic for the proton and a hard
scattering matrix element [7] analogous to the factorization in ordinary deep inelastic
scattering [8, [9]. This approach can be extended to the so called resolved pomeron
model [I0, 11] which interprets the diffractive parton densities of the proton as the
product of a pomeron flux in the proton and parton densities of the pomeron. It is
possible to extract the universal diffractive parton densities from measurements of
inclusive diffractive DIS, which can be used to predict the cross sections for any final
state in diffractive DIS. At the H1 and ZEUS experiments [12-20] diffractive scattering
has been analyzed successfully in inclusive diffraction, but also in exclusive final states
like dijet- and open charm production. These results generally confirm factorization in
diffractive DIS and show that the concept of the pomeron can be transferred to electron
proton scattering. A breakdown of factorization has been observed in photoproduction
(where the exchanged photon is real and the proof of [7] does not apply), which has
been the subject of intense study [13, 21] due to its importance in the understanding of
diffraction in hadronic collisions [22].

In this work, the differential cross section of diffractive DIS events containing at
least two hard jets (collimated bundles of outgoing particles) is measured similarly
to a previous H1 analysis [I3] and compared to QCD predictions based on parton
densities extracted from inclusive diffraction [12]. This comparison is a powerful test
of the underlying assumption that the resolved pomeron model can be applied. This
is emphasized by the fact that this study uses ~7 times the number of events of the
last similar study of diffractive dijets [13], giving it higher statistical precision and the
possibility to extract double differential cross sections.

The agreement between data and prediction turns out to be not satisfactory. However,
the prediction of the dijet cross section depends mainly on the gluon density, which
was only extracted with considerable systematic uncertainty in the analysis of inclusive
diffraction [12]. To alleviate this problem and obtain a more precise gluon density,
a combined fit of the parton densities to the dijet data and the data from [12] is
performed. The results show that one set of parton densities can consistently describe
diffractive dijet production in all studied variables. The combined fit results show
simultaneously good agreement with the inclusive diffractive data, confirming the
factorization approach mentioned above. Nevertheless small differences between the
dijet- and inclusive measurements remain.



Chapter 2

Theory

2.1 Deep Inelastic Scattering

Electron proton scattering can be divided into two main classes: photoproduction and
deep inelastic scattering, depending on the squared four-momentum transfer Q% between
the electron and the proton. The boundary between the two is fluid, but generally a
process is called deep inelastic if the squared four-momentum transfer is larger than the
proton mass itself, Q? Z 1 GeV. A suitable theoretical interpretation of deep inelastic
scattering (DIS) can be found in the quark parton model.

2.1.1 The Quark Parton Model

The quark parton model was developed in the late 1960’s as an interpretation of ongoing
experiments of DIS [8 [0]. It approximates the proton as a collection of independent
particles called partons, one of which scatters with the electron while the others continue
undisturbed (see Figure [2.1)). The partons are assumed not to interact with each other.
The measured cross sections of DIS can then be interpreted in terms of momentum
distributions of partons in the proton.

Kinematics

Deep inelastic scattering at HERA mainly involves processes of the type ep — €' X,
where X can be any hadronic final state. Let k (k") denote the four-momentum of the
incoming (outgoing) electron and P the incoming proton momentum. It is useful to
describe the scattering in terms of the ep center of mass energy /s, the mass of the
exchanged virtual photon @? and the Bjorken scaling variable zp;:
Q2

~op. q
In the quark parton model [8, O] zp; is interpreted as the longitudinal momentum

fraction that the struck quark takes in the proton. Additionally the inelasticity variable
y and the photon-proton center of mass energy W can be introduced as:

_q-P
y_k-PNxBjs

s = (k+ P)? Q= —¢* TBj (2.1)

W? = (q¢+ P)* =~ ys — Q (2.2)
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Figure 2.1: Feynman diagram of deep inelastic scattering in the quark parton model.

where particle masses have been neglected in the approximations.

Cross Sections and Parton Densities

In the quark parton model, the cross section for the inclusive DIS process ep — €' X
is the incoherent sum of each individual electron parton reaction eq — €’q (due to
the electromagnetic interaction, only charged partons, i.e. quarks, are considered).
Thus, to determine the ep cross section, one needs to calculate the eq cross section
depending on the quark momentum and integrate over the probability to find a quark
of a given momentum in the proton. The eq cross section is calculated in quantum
electrodynamics assuming massless quarks of spin % and unpolarized electrons and
protons. The resulting cross section is:
do(eq — e 2l 2

) o (1), (23)
where a.,, denotes the fine structure constant and e, the charge of the quark. The
quantities Q? and y as defined above do not depend on the scattering partner of the
electron and their definitions need not be changed for the transition from ep to eq
scattering. Introducing the probability to find a quark of momentum fraction zg; in
the proton as f,(zp;), we obtain the DIS scattering cross section:

d20' 271'0(2 FQPM

drp;dQ? Q‘*x;n;n(y) G (2.4)
Yi(y) =1+ (1—y)? (2.5)

PR () = elufy(wp;). (2.6)

q
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The structure function FfPM(mBj) is summed over all flavors of quarks. Notably,
FQQPM(JU B;) only depends on zpg;, a behavior called Bjgrken scaling. In this simplified
approach, the possibility of a weak interaction between the electron and the quark (via
an exchanged Z° boson) has been neglected. Thus deviations from equation are
expected if @* Z m%. However such high values of Q? are not reached in this study,
and corrections due to the weak interaction can be neglected.

Studies of DIS lead to the conclusion that the proton contains three constituent
quarks [23] 24]. From this basic form of the quark parton model, little can be learned
about the forces that that bind the constituent quarks in the proton. Nevertheless,
once interactions among the partons are introduced, it is possible to see its effects
in deviations from the idealized predictions. This can be observed most prominently
in the so called scaling violations: Contrary to equation the DIS cross sections
dependence on Q? deviates from the simple Q~* behavior where the details of the
deviations are governed by the interactions among the partons. Typically the additional
)? dependence is absorbed into the parton densities, which then depend on (2.

To disentangle the interactions among the partons from the electromagnetic interac-
tion it is necessary to consider the eq cross section to a higher order in «.,,. In this
study, the kinematic effects of these higher order terms are corrected for in the data
with the help of a model calculation, so that the remaining kinematic dependences are
solely caused by the interactions among the partons.

2.2 Quantum Chromo Dynamics

The partons in the proton and their interactions are generally described in terms of
quantum chromo dynamics, which is the underlying field theory of the strong interaction.
It is a non-abelian gauge theory based on the SU(3) group. The basic fermions are called
quarks, which carry one of three possible charges, called colour-charge. The interaction
between the quarks is mediated by gauge-bosons called gluons, which also carry colour-
charge. As in other gauge theories, the strength of the interaction (symbolized by the
strong coupling constant a;) depends due to quantum fluctuations on the momentum
scales involved in the interaction. Opposite to the effect seen in the electro-weak
interaction, ay rises with decreasing momentum scales, leading to the phenomena of
confinement and asymptotic freedom [I], 2]. Asymptotic freedom is especially important
for this analysis, as it allows the application of perturbation theory, currently the most
advanced method to predict cross sections in high energy scattering experiments.

The rapid acceptance of QCD can be attributed to measurements in deep inelastic
scattering. In the quark parton model the quarks do not interact, leading to the
prediction of Bjgrken scaling: The structure function should only depend on zp; but
not Q2. Interactions of the quarks lead to a dependence also on Q2. The details
of the dependence are determined by the exact interaction involved (for details see
section . QCD has been enormously successful at explaining the data gathered in
deep inelastic scattering experiments.

Quantum chromo dynamics modifies the naive quark parton model in two ways. On
one hand it causes interactions of the quarks within the proton leading to a dependence of
the parton densities on Q? in addition to zp;. On the other hand, the strong interaction
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cannot simply be neglected in the calculation of the eq cross section. Figure (left)
shows the Feynman graph for the simple quark parton model, the two other panels
of Figure show the two diagrams that correct the cross section to the first order in
the strong coupling constant a,. Inclusion of these (and diagrams of even higher orders)
will produce significant corrections to the eq scattering cross section (equation .
Due to the rather complex symmetry structure of QCD, these additional diagrams lead
to several complications which will be discussed in the following.

Figure 2.2: Feynman diagrams of deep inelastic scattering in the quark parton model
including QCD corrections up to order as.

2.2.1 Renormalization

In perturbative QCD the coefficients of the individual terms are integrals over the
phase space of real and virtual particles. These will often be divergent. Therefore a
regularization scheme is defined to control the divergent parts of the integrals while
maintaining the physical significance. There are various possible schemes of regular-
ization, all of which introduce a dimensional constant pu,, the renormalization scale.
Cross sections calculated with this method generally depend on p,.. This dependence is
compensated by defining an effective coupling a(p,-) in which the divergent contribu-
tions are absorbed. The requirement that the physical predictions must not depend on
the arbitrarily chosen quantity p, leads to the renormalization group equations which
determine the functional dependence of a, on p,.. This equation has not been solved
analytically, however analytically accessible expansions can be made. The solution of
the equation up to order O(a?) is given by [25]:

o 26, In [In(u2/A?)]
) = GG N R We/ar) | 27)
fo =11 — ;nf, (2.8)
p1=51— 1_3977/]‘7 (2.9)

where A is a free parameter, the QCD-scale, and has to be determined from experiments.
The experimental value of o is typically cited at the Z° mass, the current world average
is as(p, = Mz) = 0.1187 £ 0.002 [25].
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2.2.2 Factorization and Evolution of Parton Distributions

Just as the strong coupling o depends on the renormalization scale u, due to the
necessary renormalization, a similar scale dependence appears in the parton densities.
The scattering matrix elements used to calculate a DIS cross section contain divergences
that cannot be regularized by simply absorbing them in «y alone. These divergences
typically derive from partons emitted along the direction of the outgoing proton.
This type of divergence can be regularized by so called factorization. In this scheme
a momentum factorization scale iy is introduced which can be interpreted as the
momentum threshold above which partons count toward the actual matrix element,
while they are treated as part of the parton densities below this scale. By this treatment
the divergences can be absorbed into the parton densities, which then depend on
iy However, if the theory is to remain physical, any prediction involving the parton
densities (assuming all orders in «ay are included) must not depend on the factorization
scale. Thus the parton densities can be further constrained as they must obey a
differential equation analogous to the renormalization group equation for a,. This
equation determines the dependence of the parton densities on the factorization scale.
To solve this equation it would in principle be necessary to include all terms to all orders
in the perturbation series. However, today only approximations are available, each
neglecting different terms in the perturbation series. Most important are the DGLAP
approximation [26-28] (summing terms proportional to log Q? but neglecting terms
proportional to log1/x) and the BFKL approximation [29, B0] (vice versa). As data
used in this study tends to be at rather high xp; (typically larger than 0.1), and high
factorization scale (larger than 230 GeV?), the DGLAP scheme is the most suitable for
this analysis.

The DGLAP Evolution Equations

The DGLAP equations describe the evolution of the parton densities f,/4(z, Q%) (¢
denotes a quark density, g the gluon density) from a starting scale Q* = Q3 to an
arbitrary scale Q?:

dfe(2,Q%) o [Mdy x .
dlogQ® 27). o {qu (5) faly, Q%) + Py <§) fo(y, Qz)} : (2.10)

dfy(z,@Q%) o [dy x "
e =) Y [ng () by« S () o @2>] e

The splitting functions P give the probability of a parton with relative momentum
fraction (1 — z) being emitted from the mother parton. In leading order they are defined
as follows:

Pulz) = 5700, Pu() =3 (P +(1-27),  (212)
ng(z)zfi(liz—l—1;Z+z(1—z)), Pyu() :%”“%Z) (2.13)

The DGLAP evolution equations describe how a parton with a momentum fraction p;
emerges from a parton with a higher momentum fraction y. Using the DGLAP equations
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it is possible to evaluate the parton densities at any scale Q? as long as they are known
at one particular scale Q2. Thus they are a powerful tool in the determination of
parton densities, as they reduce the problem of finding two-dimensional parton-densities
fi(x,Q?) to the one-dimensional problem of finding appropriate functions f;(z, Q).
The evolution of the parton distributions can be visualized in form of a ladder digram
as shown in Figure In the DGLAP approximation the dominant contributions are
diagrams that show strong ordering in the transverse momenta of the propagator gluons
and simple ordering in their longitudinal momenta:

Q2>>...>>ki,i+1>>ki,i>>.'.>>ki,l7 (214)
1>z > - >x;,>x00 > >, (2.15)

Tiy1 kl,z‘+1

€ ’ kL,i

Figure 2.3: Ladder diagram of the QCD parton evolution. The longitudinal and
transverse momenta of the emitted gluons are labeled x; and k ;.

2.2.3 Hadronization

All calculations considered here were based on quarks and gluons as basic degrees of
freedom. However, due to the phenomenon of confinement, only colour neutral hadrons
exist at time- and distance scales that are actually physically observable. After the
initial hard interaction described in the quark parton model discussed above, a multitude
of much softer interactions between the outgoing particles leads to the formation of
hadrons which are finally observed in the detector. Due to the low scales involved this
hadronization process is theoretically poorly understood, as perturbative QCD cannot
be readily applied. Instead, phenomenological models are used to predict the hadronic
final state of the parton interactions. In this study, the Lund string model [31}, 32] is
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used, others like the cluster fragmentation model [33] exist, but were not used in this
work.

2.3 Diffractive Scattering

The term diffractive scattering originates from hadronic interactions where it is used to
describe elastic scattering at low momentum transfer. These soft processes dominate the
total hadron-hadron scattering cross section while hard scattering events are relatively
rare. Due to the strong coupling increasing at lower scales (see 2.2.1)), the soft processes
are not accessible to perturbative QCD. However, it is possible to describe them in
phenomenological models. In particular Regge phenomenology was introduced in the
early 1960’s [3, 4] before the advent of QCD to interpret soft hadronic interactions
in terms of meson exchange. Due to the lack of predictive power of QCD at low
scales, Regge phenomenology is still being actively developed for the study of these soft
processes.

2.3.1 Regge Phenomenology

In Regge phenomenology the exchanges of different mesons are not treated separately,
instead mesons of different angular momentum but otherwise identical quantum numbers
are treated together. These so called Regge trajectories can then be used instead of the
multitude of individual mesons to calculate the transitional amplitude. In the regime
of high energy, small angle scattering (i.e. s — oo and t/s — 0) the cross section can
then be written as:

d 2(a(0)+a/-t—1)
? i ) , (2.16)

2
3~ o (2
where () is derived from the form-factor of the scattered hadrons, sy defines the
hadronic scale (usually sy ~ 1 GeV?) and «(0) and o' are related to the masses of the
mesons in the trajectory. The functions ((t) are often parameterized as exponential
functions €.
This equation for the scattering cross section can be exploited via the optical theorem

to study total cross sections of elastic scattering as mentioned above:

—_

Oror = ~ST (5, = 0) ~ 3,(0)5,(0)s*O L, (2.17)

»

Thus the rise of the total hadronic scattering cross section, which is observed with
rising center of mass energy s, can be interpreted as deriving from a Regge trajectory
with «(0) > 1. However, all known meson families have a(0) < 0.6. For this reason
the pomeron trajectory was postulated by Gribov [34] to accommodate the data. As
the pomeron mediates elastic scattering it has to have vacuum quantum numbers
(C = P = +1). The nature of the pomeron in terms of QCD has long been subject of
debate. No conclusive interpretation has been found, although there are attempts to
explain the pomeron as the trajectory of a family of glue-balls [35].
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2.3.2 Diffraction in DIS

The electron proton collider HERA provides an excellent experimental testing ground
for the study of the parton contents of the pomeron. Diffractive processes occur if
the hadronic final state of the reaction separates into two parts (here called X and Y)
clearly separated in rapidity (the rapidity is defined as %ln %Zz), where the Y-system
is an elastically scattered proton or low mass excited state (see Figure . This gap
indicates that the exchange between the two systems X and Y is colour neutral, as
otherwise products of the hadronization would be expected to fill the gap. The exchange
is typically interpreted as a pomeron. The invariant masses of the two systems are

called My and Mx. The longitudinal momentum fraction lost by the proton and carried

P
IP

-

P \'t/ Y

Figure 2.4: Diagram of diffractive scattering in DIS.
by the pomeron xp is defined as:
Tp=—"—>". (2.18)

With this one can define the quantity :

ﬁszj: Q2
zp  2q-(P—py)

(2.19)

[ can be interpreted as the longitudinal momentum fraction the struck parton takes in
the colourless exchange (see Figure [2.5)).
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2.3.3 Factorization in Diffractive DIS

Events of this type can then be used to study the pomeron structure similar to studies
of the proton structure in the light of the quark parton model. Just as inclusive DIS
processes can be described in terms of universal parton densities of the proton and
parton-parton scattering matrix elements [§, 9], it can be proven that diffractive DIS
processes can be factorized into universal diffractive parton densities f and matrix
elements [7] as well. The cross section is written as the convolution of the parton
densities and the matrix elements:

daepleY(‘t|,MY7.I]p7B, Q2) = Zsz(’ﬂ? MYuxpaﬁa Q2> ® d&Ei(Q27xP : ﬁ = xBj)7

(2.20)
summed over all quark flavors i. The diffractive parton densities f are a universal
(i.e. process independent) property of the proton. The partonic cross sections do® are
identical to the ones known from non-diffractive DIS and calculable in perturbative
QCD for many processes. Therefore factorization opens the possibility to extract the
universal diffractive parton densities from inclusive diffractive scattering and use those
densities to predict the cross sections of other processes (i.e. dijet production in this
study).

For inclusive diffractive scattering (i.e. X may be any final state) at leading order,
the scattering matrix element is identical to equation and a diffractive structure
function similar to equation m, FQD (5), can be introduced:

2 2

d50'epﬂexy li¥ yeY

2 y D)
= 1— —— | K . 2.21
drpdBdQ2dMydt | 2Q) ( DT RD<5>)) 2 (221)

The ratio of the longitudinal and transverse photon cross sections is denoted as RP®),
This quantity, however, will be neglected in the following (as it has been in equation .
In the measurement presented here, the outgoing system Y is not directly measured,
so that My and |t| can only be constrained to within certain bounds (My < 1.6 GeV
and |t| < 1.0 GeV?). Integrating over these quantities leaves the following three-fold
differential cross section:

ngepﬂeXy . 47TOdzm ( y2)

depddd? ~ Pt \' VT2

5 ) B . 5.Q°). (2.22)

Resolved Pomeron Model

For two reasons the above equation is not quite satisfactory. Firstly, a structure
function depending on xp cannot easily be interpreted as the partonic structure of a
unique pomeron. The second consideration is experimental. A main obstacle for the
experimental determination of the diffractive structure function using a fit is the fact
that it depends on five (three, if integrated over [¢t| and My ) independent variables
(compared to two in the case of ordinary DIS) which can be further reduced by one by
imposing the DGLAP equations as constraint.
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To further reduce the number of dimensions in the fit, it is possible to make a
physically motivated ansatz for the diffractive structure function which also allows a
meaningful interpretation of the results in terms of the pomeron [10, [I1]. Here one can
visualize diffractive DIS as the proton emitting a pomeron, which then undergoes a
hard interaction with the electron (see Figure resolving the partonic structure of
the pomeron. In this case the structure function (and accordingly the parton densities)

t/\ Y

Figure 2.5: Diagram of diffractive scattering in DIS in the resolved pomeron model.
The parton densities of the pomeron are probed by the virtual photon.

factorize into a pomeron flux in the proton and the partonic structure of the pomeron:

FD(ap, 5,Q%) = fp(p) - FF(B,Q%). (2.23)

The flux factor fp(xp) can be interpreted as the probability of finding a pomeron
within the proton, while the pomeron structure function Fif (3, Q?) describes the parton
densities of the pomeron fI:

FP(3,Q%) =) el (8,Q%), (2.24)

Especially in the region of high xp it is necessary to also consider the effects of the
sub-leading Regge trajectory, here called reggeon, which is introduced analogously to
the pomeron (neglecting possible interference terms):

Fy D ap, 8,Q%) = frler) - FF(8,Q%) + frwe) - F'(3,Q%).  (2.25)
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For the parton densities of the reggeon a parameterization of the pion is used [36]. Both
flux factors are parameterized in the Regge inspired form (prior to integration over t):

foe,ry(zp,t) = Cipmy <—)
Trp

ebipmyt (2.26)

with

a{ﬂ{R}(t) = Q{P’R}(O) + a{{P,R} - 1. (227)
It should be noted that the flux factor as determined from DIS (see for example [37]),
significantly differs from the parameters observe in hadronic scattering.

Dijets in Diffractive DIS

The inclusive cross section in diffractive DIS (allowing all final states X) is dominated
by the scattering of quarks from the pomeron as shown in Figure 2.5 This allows for
the accurate extraction of quark densities from such data as done in [12]. However
at high momentum fractions # the gluon density can only be determined with some
difficulty and considerable uncertainty, by measuring the Q? dependence of the quark
density. Other final states are more directly sensitive to the gluon density. In particular
dijet production (with at least two jets in the system X)) is dominated by the boson
gluon fusion process shown in Figure Thus this process can be used to check the

remnant

Y

Figure 2.6: Diagram showing diffractive dijet production in the resolved pomeron model.

validity of the gluon distributions derived from measurements of inclusive diffractive
DIS as has been done in [I3]. In this work the larger data set available with its lower
statistical errors is exploited by directly fitting a gluon density to dijet cross sections.
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The kinematics of this process is slightly different from the inclusive diffraction
described above. In particular the momentum fraction of the parton that enters the
hard interaction (called zp) is not identical to 8 (the momentum fraction of the quark
interacting with the photon). Assuming the gluon has a four momentum v, zp can be
expressed as: .

Zp TP (2.28)
In the quark parton model the diffractive dijet cross section is then the convolution
of the hard scattering matrix elements for the eq — e jets and eg — e jets with the
diffractive parton densities f¥ (zp, i) evaluated at zp and the pomeron flux fp(xp).
The factorization scale for dijet production is not uniquely determined. In this study
the sum of the two available hard scales, Q* + p** was chosen, where p%? denotes the
transverse momentum of the hardest jet in the v*p rest frame. The dependence of
the theoretical predictions on the exact choice of the factorization and renormalization
scales is the major theoretical uncertainty of these predictions.



Chapter 3

HERA and the H1 Detector

3.1 HERA

The data studied in this thesis was collected at the Hadron Elektron Ring Anlage
(HERA), located at the Deutsches Elektronen Synchrotron (DESY) in Hamburg. A
schematic view of the site is shown in Figure [3.1] Four experimental areas are located

Hall North

Hall East
HERMES

magnet
test-hall

&\ Volkspark
3 Stadion

- -

\
\ -
—

[*3)

ZEUS

Figure 3.1: The HERA ep collider facility and its injection and pre-acceleration systems.

along the main HERA accelerator tunnel, all four of which housed experiments during
the data taking. The data used in this study were recorded with the H1 experiment,
located in the north experimental hall, during the years 1999 and 2000. In this period
HERA was colliding protons with positrons. The energy of the protons and positrons
were 920 GeVand 27.5 GeVrespectively, providing a center-of-mass energy of 319 GeV.

The H1 experiment (pictured in Figure is a typical large acceptance particle
detector, surrounding the nominal point of particle interaction in a shell-like layered
structure. Due to the different energies of the positron and the proton, the center of
mass system of the collision is boosted in the direction of the proton. Accordingly

15
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the H1 detector was designed asymmetric to ensure the best possible measurement

of the asymmetric collisions. In the following only the subsystems of the H1 detector
extensively used in this analysis are introduced. A more detailed description of the H1

detector can be found in [38] [39)].
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Figure 3.2: The H1 detector.

3.2 Calorimeters

To measure the energy of particles emerging from the interaction the H1 detector

contains several calorimeters, each specialized for a different task.
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3.2.1 Liquid Argon (LAr) Calorimeter

The main component for energy measurements in the H1 detector is a liquid argon
calorimeter (see Figure and numbers and |5 |in Figure which is designed
as a sampling calorimeter. It covers the range in pseudo rapidity 3.4 >n > -1.4. In
this analysis the LAr calorimeter is mainly used to measure the energy of the jets
emerging from the interaction. The calorimeter is divided into an inner electromagnetic

OFZH

(B2E (BIE

BBE

IFZH IFIE

Interaction point

Figure 3.3: Cross section view of the LAr calorimeter along the beam direction. Only
the upper half is shown.

and an outer hadronic region. While both regions share liquid argon as the active
material, the two parts have different absorber materials, lead for the electromagnetic
part and stainless steel for the hadronic part. Overall the material in the electromagnetic
calorimeter amounts to 20 to 30 radiation lengths (depending on polar angle). Similarly
depending on the polar angle the material in the hadronic part of the LAr calorimeter is
5 to 8 interaction lengths thick. Unfortunately the LAr calorimeter is non-compensating,
i.e. the response to electromagnetic and hadronic energy deposition is somewhat different.
This causes little problems for electromagnetic particles, however the uncertainty in
the energy measurement for hadrons is increased as the particle shower generated by
impacting hadrons contains a varying fraction of secondary electromagnetic particles.
The energy resolution with this setup is

op/E =50%/\/E/GeV & 2% (3.1)

for the hadronic calorimeter and

or/E =12%/\/E/GeV & 1% (3.2)

for the electromagnetic part.

Diffraction is a phenomenon that mainly occurs at small positron scattering angles,
causing the positron to generally impact in the backward calorimeter described in the
next section. Thus the performance of the calorimeter for electromagnetic interactions
plays only a minor role in this study, while the hadronic performance is of much greater
importance due to its use in the measurements of jet momenta.
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3.2.2 Backward Lead and Scintillator Calorimeter

The backward region (-1.42 > n > -3.82) of the H1 detector is covered by the so called
‘spaghetti calorimeter’ SPACAL [40] (number in Figure . Just like the LAr
calorimeter the SPACAL is a sampling calorimeter. However, here the absorber material
is lead into which scintillator fibers have been embedded as active material. The
calorimeter consists of an electromagnetic part of 28 radiation lengths thickness and a
hadronic part, which corresponds to 2 interaction lengths.

In this analysis the SPACAL is mainly used to measure the scattered positron, while
the jets are required to lie in the acceptance of the LAr calorimeter. For this reason the
electromagnetic part of the SPACAL is of greater importance for the measurements,
while the hadronic part plays only a minor role in the suppression of background. The
resolution of the electromagnetic part of the SPACAL is

op/E = 30%/\/E/GeV & 7%. (3.3)

3.3 Tracking

In order to measure the momenta of charged particles the H1 detector has a solenoidal
magnetic field of 1.2 T strength, produced by a superconducting magnet just outside of
the LAr calorimeter (see number @ in Figure. The curvature of the trajectories, and
thus the momentum, of the charged particles in the magnetic field can be measured with
appropriate tracking detectors. The accuracy of the momentum measurement grows with
increasing curvature, i.e. decreasing momentum. Thus the momentum measurements
complement the calorimetric measurements, which achieve highest accuracy at high
momenta. The combination of tracking information with the calorimetric energy
measurement allows for the reliable reconstruction of jets of lower momentum than
calorimetric measurements alone. This greatly helps the accuracy of the measurement
presented here, as the transverse momenta of the jets in this analysis are much lower
than the ones typically encountered in jet measurements of inclusive (i.e non diffractive)
deep inelastic scattering

Figure[3.4] shows cross sections of the central tracking detectors of the H1 experiment
along and perpendicular to the beam axis. Clearly visible is the division into forward
backward and central parts of the tracking system.

The central part of the tracking system covers a polar angle from 25° to 155°. It
consists of several layers of sub-detector concentric around the beam axis, the most
important of which are the so called central jet chambers 1 and 2 (see Figure right).
These are drift chambers with their sense-wires parallel to the beam axis allow for
a high precision of measurement in the r — ¢ plane. The position in the z direction
can only coarsely be determined by charge division along the wire. For an accurate
determination of the z position two small drift chambers with sense wires perpendicular
to the beam axis lie within each of the main jet chambers.

Additionally two layers of proportional chambers are integrated into the central
tracking device (labeled CIP and COP in Figure . They are not primarily used for
the reconstruction of tracks, instead they were optimized for a fast response time at
the cost of spatial resolution, so that they can be used to trigger the H1 detector.
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Figure 3.4: The H1 tracking system. Left: Cross section of the tracking system along
the beam axis. Right: Cross section of the central tracking detector perpendicular to the
beam axis.

The backward drift chamber measures charged particles in the backward region of
the H1 detector at a polar angle between 152° and 177°. The position measurement of
positron candidates in the BDC can be used to improve the measurement of the polar
angle compared to a measurement with the SPACAL alone. The spacial resolution of
the BDC perpendicular to the beam line is o ~ 340 pm, which corresponds to a polar
angle resolution of oy ~ 0.5 mrad.

Particles reaching the forward drift chambers need to pass through the readout
electronics of the central tracking system, which corresponds to roughly two radiation
lengths of material. This leads to a large multiplicity of tracks in the forward tracking
system due to secondary interactions and the corresponding problems in track recon-
struction and interpretation. For this reason the forward tracking system is not used in
this analysis.

The part of the tracking system closest to the interaction point are the central
and backward silicon trackers (labeled CST and BST in Figure . They provide
superior spatial resolution close to the event vertex. As their main purpose is the
identification of secondary vertices for the identification of heavy quarks, their impact
on the measurement of jet momenta is small.

3.4 Forward Tagging

While it would be desirable to detect the elastically scattered proton of diffractive events,
the H1 detector had during the data taking period of 1999 and 2000 no component
of suitably large acceptance that could perform this measurement. Instead diffractive
events are selected by the requirement that no proton dissociation system is detected in
the forward (i.e. along the proton direction) parts of the H1 detector. This so called
forward tagging or rapidity gap method cannot guarantee that the outgoing Y system
was an elastically scattered proton, but it can ensure that the momentum transfer |¢|
at the proton vertex and the mass of the dissociation system My are reasonably low.
In addition to the LAr calorimeter the following detector components were used for
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tagging.

3.4.1 Forward Muon Detector

The Forward Muon Detector (FMD) is situated directly forward of the LAr calorimeter
(see Figure numbers [9] and [11]). Its main purpose is the identification and
momentum measurement of forward going muons. This is accomplished by two sets
of drift chambers of 6 layers each, which are separated by a toroidal magnet. In this
study, however, only the first 6 layers covering a pseudorapidity up to 3.4 will be used
to identify the proton remnant in proton dissociative events.

3.4.2 Proton Remnant Tagger and Forward Tagging System

At 24 m along the beam-line a tagging-station was installed in 1997 for the specific
purpose of tagging the proton remnant in dissociative events. It consists of seven plastic
scintillator panels arranged around the beam-pipe. In 1999, after the upgrade of HERA
to higher proton beam energy, the system was extended by stations at 9, 16, 53 and
92 m for a total coverage in pseudorapidity of 6 < n < 7.5

During the data taking period of 1999 and 2000 the panels 6 and 7 of the proton
remnant tagger showed high level of noise. They were excluded from the analysis. The
other scintillator panels showed significant noise in specific runs during the data taking,
these runs were also excluded.

The n-range of 3.5 to 5.5 is covered by the PLUG calorimeter. However, this detector
component was not used in this analysis, as the small additional tagging power was
outweighed by problems due to noise and beam-induced background.

3.5 Trigger System

At HERA, the rate at which positron and proton bunches cross at the interaction
region is 10.4 MHz under optimal conditions. However, the rate of collisions producing
a measurable signal in the H1 detector is much lower, around 50 kHz, as not every
bunch crossing leads to an energetic scattering event. This event rate also includes
a number of events that originate from collisions of the beams with gas atoms in the
beam pipe and of beam particles that have been lost from the beam colliding with the
beam-pipe or other hardware. Additionally the H1 detector measures the signals of
particles produced by cosmic rays at a rate of about 700 Hz. Due to hardware and cost
limitations the rate at which events can be permanently stored is only about 20 Hz.
Thus a trigger system is necessary to select those events that are most promising for
future analysis.

At the H1 detector the trigger system consists of four distinct levels (L1-L4), of
which L3 was not used while the data for this study was taken. At the first trigger level
(L1) the decision, whether an event should be discarded, has to be made within 2.3 us
of the interaction, a time corresponding to 24 further bunch crossings. If the trigger
decision is positive, the next trigger level is activated and data-taking is interrupted, i.e.
dead time starts to accumulate. Basis for the decision of the first level trigger are 256 so
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called trigger elements, which are directly obtained from detector signals. These trigger
elements are then logically connected to 128 sub-triggers, each of which is designed to
select a particular class of events. Activation of any of these sub-triggers starts the
second level readout process.

As some event topologies are very common, the sub-triggers sensitive to these
topologies are active at a rate higher than desirable. The rates of these sub-triggers are
then reduced with a pre-scale factor. This means that for a pre-scale factor of n only
every nth activation of the sub-trigger is routed to the second trigger level. Thus a
pre-scale factor of one means no reduction, while for a factor of n only every nth event
is passed to level 2.

On the following levels the detector signals are analyzed with increasing sophisti-
cation, each time rejecting a fraction of the events, until a rate is reached that can
be permanently stored. As the trigger used in this analysis does not make use of the
trigger stages L2 and L3, they will not be discussed in detail. At the trigger level 14,
all events are reconstructed and classified into several categories. At this point in the
trigger pipeline, events that do not correspond to these categories are prescaled again
at this level. The event sample of this analysis, contains no events with L4 prescale
factors larger than 1.

3.6 Luminosity System

In order to obtain a cross section from the measurement of the event rate knowledge of
the (integrated) luminosity £ is indispensable. £ is the integral over the instantaneous
luminosity L, which is the factor that connects the cross section o and event rate dN/dt:

AN
— =1L 4
i 7 (3.4)

Integrated over the whole measurement this yields
N=L-o. (3.5)

This also shows, how the luminosity can be measured. If the cross section of a process
is well known from theory, the event rate of this process can be used to obtain the
luminosity.

In the case of H1 this well known reaction is the Bethe-Heitler process (ep — epy),
the cross section of which can be calculated to very high precision in quantum electro
dynamics [41]. In the H1 detector there is a dedicated sub-detector for measuring the
rate of Bethe-Heitler events (for details see [42]) and thus determine the luminosity.
There are two main components, both of them crystal calorimeters, one of which
detects the scattered photon, while the other one detects the corresponding photon.
Unfortunately this measurement is not entirely free of background. Interactions of
the positron beam with remaining gas atoms in the beam pipe of the type eA — eAy
contribute a significant background rate (roughly 10%), as the higher charge of the
nuclei dramatically increases the cross section. The rate of this background can be
measured separately (and subsequently subtracted) by having some bunches of positrons
not collide with a proton bunch. These so called pilot bunches will then only cause
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background events at a rate Ry. The luminosity is then calculated from the total rate
of Bethe-Heitler events R;,; as follows:
Riot — (Ltor/1o) R,
I — tot (tt/ 0) 07 (36)

g

where [, denotes the current in the pilot bunches alone, while I;,; represents the total
positron current. o is here the Bethe-Heitler cross section corrected for all acceptances
and efficiencies.



Chapter 4

Monte Carlo Models and Fixed
Order QCD Predictions

Monte Carlo models serve several purposes in a cross section measurement like the one
presented here. On the one hand the primary detector signals needs to be translated
into a measurement of the underlying scattering process at the hadron level. For
this, events are generated with a suitable Monte Carlo model and used as input for
a complete simulation of the H1 detector. The resulting simulation is subjected to
the same analysis chain as the data. From the resulting sample correction factors for
detector acceptance and resolution can be extracted. The important point in this step
is the accurate description of the detector response.

On the other side, the predictions of QCD have to be calculated to compare them to
the data. For this, the most accurate possible calculation (i.e. the highest possible order
in ) should be used. In the case of two jet events in diffraction, calculations in next
to leading order (NLO) are available. The known dependence of the QCD predictions
on the parton densities can then be used to extract these densities.

4.1 Monte Carlo Models

To convert the measured event rate into a cross section, it needs to be corrected for a
multitude of physical effects, that are not directly observed like the detector acceptance.
For this purpose Monte Carlo Models are used, in which these effects can be studied in
detail and appropriate correction factors can be extracted.

4.1.1 Signal Monte Carlo Models

The measured spectra correspond only imperfectly to the actual cross section of stable
hadrons due to the finite resolution, acceptance and efficiency of the detector. In this
analysis these effects corrected statistically by applying a correction factor separately for
each bin of a histogram. The correction factor is derived from the signal Monte Carlo
simulation by dividing the spectra of the simulation at hadron level and at detector
level. This method is sensitive to migrations and can be only applied if the shapes of
the data and simulation are in good agreement.

23
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Signal Samples

The RAPGAP 3.1 program [43] was used in diffractive mode to generate the main signal
simulation used for most of the corrections. RAPGAP computes the diffractive dijet cross
section to leading order in «y, assuming the resolved pomeron model. Higher order QCD
effects are modeled using initial and final state parton showers in the leading log ()?
approximation. QED radiation effects are included via the HERACLES module [44]. The
model calculation is restricted to the diffractive phase space of zp < 0.2 A My = m,,.
The models used to cover the remaining phase space are discussed below. A preliminary
version of the diffractive parton densities in [I2] was used as input.

The signal Monte Carlo sample consists of four sub-samples listed in table [4.1]
each describing a different process. In three of these, a pomeron exchange is modeled.
However, they differ in the QCD matrix element and interaction with the virtual
photon. In the most important sub-sample, the virtual photon interacts directly with
the pomeron to produce massless outgoing quarks. The case of massive charm quarks
produced by direct interaction with the photon is handled in the second sub-sample.
It is also possible, that the virtual photon does not interact with the proton directly
but via a fluctuation into a hadronic state. This process is suppressed with rising Q>
and contributes only a small fraction of the events in this analysis. Because of its small
contribution this process is included only for massless quarks. The hadronic structure
of the photon in this case is described by the leading order SaS parton distribution
functions [45]. The last process considered is the exchange of a reggeon instead of a
pomeron. The luminosity of the signal simulation is roughly eight times as large as the
data luminosity. The sum of the four samples listed in table will be referred to as
signal simulation.

Table 4.1: Summary of the signal Monte Carlo simulation

’ process \ events \ luminosity [pb~] ‘
light quark pomeron, direct 750,000 406.2
charm pomeron, direct 500,000 637.3
light quark pomeron, resolved | 100,000 203.0
light quark reggeon, direct 690,000 203.9

Detector Effects

The finite resolution, acceptance and efficiency of the H1 detector needs to be considered
in the calculation of the cross section. For this purpose the detector response for the
hadron level sample generated by RAPGAP is simulated. If the correction factors between
detector level and stable hadron level is to be meaningful, there should be a reasonable
correlation between quantities measured at the two different levels.

However, there are noticeable differences in quantities determined at hadron and
at detector level. The losses due to detector inefficiency are not perfectly modeled by
the simulation. Thus My needs to be scaled by —4% to reduce migrations between
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hadron- and detector level. For similar reasons the jet momentum needs to be scaled
by —5%, as well as all dependent quantities (in particular M;s which enters into the
computation of zp). This scaling does not affect the final cross sections as it is equally
applied to the data and the Monte Carlo sample used for correcting detector effects.
Figure [4.1] shows the correlation and resolution between hadron and detector level for

§ 40 : §0-7 i :III.IE § 80 o
8 35 [ em Doos 5 65 L ' -:;:E:. 8 70 L
[r i S e @ | oAty @ L L
© r «  «asnopDOODDE- o .en[Os- © C seaas
30 . eppmmena 061 LanDans s e~ - o
C «=sp000000R:s F sofloOs C
25 i 0.55 [ «onae 50 e
- Ll L «a0O0Osss« | L L
F i 40: e
20 . " . [ L] as O camm
g : 05, .ooandna: -
r « | «app0ooe-- .. C (L LR
15 C :Enn:-:: 045 [ ::E:-:-'. 30 C :;:.
C Ouenns = L .. . C L
10 } Wews = | l. l.-l . 20 ; .‘:;EEI
E = e . C .Eln-
5 O -. 10 ;;.-.
0 E L | L L i L | L 0 :£ L | L
0 20 40 . .6 0 50
hadron Qhadron 2 ohadron
M, (GeV) y Q° (GeV)
2 | constant 4532 | £ 10 [constant 7.022 | £ ., [ Constant 10.24
c [ c c 12
5 - Mean 1.012 5 Mean 09876 | S - Mean 1.014
> St Sigma 0.1035 > Sigma 0.6536E-01 | > | Sigma 0.4635E-01
g8 L S gi + g10 -
S 4r 2 I 2 T
[ r I i T gl
[ 6 — [
3 - I L
E i 6
L 4 -
2r i 4
1F 20 oL
0~ — 0 L. . \ SR oL \ L
0 2 0 1 2 0 1 2
2 2
M, (had.)/M,(det.) y(had.)/y(det.) Q%(had.)/Q?(det.)

Figure 4.1: Correlation and resolution between detector and hadron quantities. Shown
are the variables Mx (after rescaling by —4%), y and Q2. All selection cuts later used in
the analysis have been applied.

the variables My, @Q? and y. Quantities derived from measurements of the scattered
positron show a better resolution than quantities derived from the hadronic final state.
For this reason, quantities that can be reconstructed from the hadronic final state as
well as the scattered positron, will be reconstructed from measurements of the positron
(see section for the definitions). The variables ¢, n and p} for the hardest jet are
shown in Figure [£.2] While the angular resolution is excellent in azimuth as well as
in polar angle, there is considerable smearing in the transverse momentum of the jet.
Figure |4.3| shows the variables xp and zp. The left of the two plots of xp has been
generated without any diffractive selection applied. At high values of zp, the X system
of the hadronic final state tends to be boosted so much into the proton direction, that
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Figure 4.2: Correlation and resolution between detector and hadron quantities. Shown
are the variables ¢, n and p} (after rescaling by —5%) of the hardest hadron-jet. All
selection cuts later used in the analysis have been applied. The values for the hardest
hadron jet were compared to the detector-level jet closest in angle, not the hardest jet in
the detector.

a considerable part of the X system is not detected. This leads to the effect, that
My is measured smaller at the detector level than its actual value. Restricting the
measurement to small values of xpp restores a good correlation between detector- and
hadron level.

Hadronization Corrections

As described below in section the theoretical predictions are calculated at the level
of the partons emerging from the hard interaction. To compare these results to the
measured cross section at the level of stable hadrons, the effects of the hadronization
need to be studied. This is done by comparing the differential cross section of a Monte
Carlo model that includes hadronization before and after hadronization has taken
effect. The signal Monte Carlo sample is in principle quite suitable for this purpose,
but has a rather small sample size. An additional sample was generated with the
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Figure 4.3: Correlation and resolution between detector and hadron quantities. Shown
are the variables xp and zp. The left plot of xp was obtained without the diffractive
selection (see section . All selection cuts later used in the analysis have been applied
to the two plots on the right.

same parameters as the one described in section [£.1.1], the only difference being the
absence of the time consuming detector simulation. This additional sample has three
times the luminosity as the one given in table [4.1] Combining the samples reduces the
statistical uncertainty on the hadronization corrections by a factor of two compared to
the statistical uncertainty in the correction between detector and hadron level. The
combined sample will be referred to as hadronization simulation. Additionally the exact
modeling of the hadronization process is subject to systematic uncertainties, as different
models produce somewhat different correction factors. However, these uncertainties
have not been studied in this analysis.

Radiative Corrections

The measurement of kinematic variables that are reconstructed from measurements
of the scattered positron is affected by initial- and final state QED radiation. This
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introduces undesired kinematic dependences which tend to obscure the QCD process
studied. To exclude the effects of QED radiation from the measured cross section, the
data is multiplied by the ratio of a model prediction that does not include radiative
effects and one that does. For the latter, the hadronization simulation is used, while
the former (the non-radiative simulation) is generated with identical parameters, with
the exception that QED radiation is disabled.

4.1.2 Non-Diffractive Background

To estimate the effects of non-diffractive background events polluting the diffractive
data sample, the RAPGAP program is used in its inclusive DIS mode. The Monte Carlo
sample used for this purpose was generated for the study of dijets in DIS [46]. It
contains two subsamples, one for the direct interaction, and one with a resolved photon
contribution. The simulation is based on the CTEQS5L parton densities [47].

In order to avoid double counting when combining the diffractive and non-diffractive
simulations, the two samples are merged in phase space. Only events with zp <
0.2 AN My = m, at the level of stable hadrons are included from the diffractive
simulations, while for events with xp > 0.2 V My > 5 GeV the non-diffractive sample
is used