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Zusammenfassung

Niedrigdimensionale Fallen für Bose-Fermi-Mischungen

Diese Arbeit beschreibt den Entwurf und die Realisierung eines neuartigen Experimentauf-
baus zur Untersuchung von ultrakalten Bose-Fermi Mischungen. Der neue Aufbau kombiniert
ein Experiment für die Mischung aus 87Rb und 40K mit eindimensionalen Fallen, wie sie in den
miniaturisierten Drahtfallen eines Atomchips erreichbar sind. Durch die zusätzliche Kopplung
der internen Zuständen der magnetisch gefangenen Atome mit Radio-Frequenz (RF) Feldern,
können vielseitige Potentiale erzeugt werden, die zustands- und speziesabhängig sind. Ein
Spezialfall dieser Potentiale ist die Überführung einer eindimensionalen Falle in eine neu-
artige zweidimensionale Geometrie, in der die Atome auf die Wände einer geraden Röhre
eingeschränkt sind. Diese Fallengeometrie wurde experimentell und in numerischen Simu-
lationen ausführlich mit dem Ziel untersucht, die Variationen im Fallenpotential zu mini-
mieren. Dies führte zu einer neuen verbesserten Anordnung der Drähte, die die RF Felder
erzeugen. Diese optimierte Anordung der Drähte wurde im neuen Experimentaufbau imple-
mentiert und wird die erste Realisierung einer solchen zweidimensionalen Fallenkonfiguration
mit periodischen Randbedingungen ermöglichen. In Experimenten, die mit einer vereinfach-
ten Anordnung der RF Drähte durchgeführt wurden, wurde das zweidimensionale Regime mit
thermischen Atomen erreicht.

Abstract

Low-Dimensional Traps for Bose-Fermi Mixtures

This thesis describes the design and realization of a novel experimental setup for the investi-
gation of ultracold Bose-Fermi mixtures. The new setup combines a mixture experiment of
40K and 87Rb with one-dimensional trapping geometries that are accessible in the miniatur-
ized wire traps of an atom chip. By additionally coupling the internal states of magnetically
trapped atoms with radio-frequency (rf) fields, versatile state-selective and species-selective
potentials can be created. One special case is the deformation of the static one-dimensional
trap to a novel two-dimensional geometry in which the atoms are confined to the walls of a
straight tube. An extensive numerical and experimental analysis of this trapping geometry
with the aim of minimizing the variations in the trapping potential was performed. This leads
to a new improved spatial arrangement for the wires that create the rf fields. The optimized
wire layout was implemented in the new experimental setup and will allow the first realization
of such a two-dimensional trap configuration with periodic boundary conditions. Results of
experiments performed with a simplified arrangement of the rf wires allowed the observation
of the two-dimensional regime with thermal atoms.
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1 Introduction

After the first experimental realization of Bose-Einstein condensation in 1995 [1, 2, 3], the
interest in ultracold dilute atomic gases has grown rapidly. On the experimental side, a whole
variety of tools and methods was developed to manipulate and probe the atomic samples.
Initial experiments were motivated by the fact that the weak interactions between the atoms
is extremely well understood and that these systems are theoretically easily accessible. Many
phenomena such as interference, superfluidity and collective excitations could be studied in a
very well controlled experimental environment.

The next step was to go beyond mean-field physics to strong interactions and correlations
in the system. Strong interactions were accessible with the advent of magnetic Feshbach reso-
nances [4], a tool that allows the controllable tuning of the interaction strength in the atomic
gas. However, the regime of strong interactions between bosons always has the drawback of
strong inelastic losses in the sample [5, 6].

Parallel to the work on Bose gases, fermions were also brought to lower and lower temper-
atures, and in 1999 the first ultracold gas of fermions with T < TFermi was created in 40K [7].
The cooling of fermions turned out to be experimentally more challenging than the cooling of
bosons. Evaporative cooling of spin-polarized fermionic samples is, due to the Pauli principle,
highly ineffective at low temperatures. The interest in fermions was driven by the notion that
fermionic quantum gases are the ideal model system for many physics questions, since they
are the elementary constituent of all visible matter. Ultracold fermionic gases might lead to
a better understanding of the behavior of electrons in metals, neutron stars, nuclei or the
mechanisms of superconductivity.

Using Feshbach resonances in spin mixtures of fermions, surprisingly long lived molecules
could be created [8]. Late in 2003, the pairing of fermionic atoms with equal and opposite
momenta led to the creation of superfluid condensates of molecules [9, 10]. Since then, much
experimental and theoretical work was done to study the exact nature of the crossover point
between correlated pairs of fermions on the BCS side and a BEC of diatomic molecules (for
a recent overview on this field see [11]). An impressive direct indication of superfluidity was
the observation of quantized vortices in both regimes [12].

With Bose-Fermi mixtures a completely new field of ultracold quantum gases is available.
For example, composite fermions might be accessible in the periodic potentials of optical
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1. Introduction

lattices [13]. The bosons were initially only used to sympathetically cool the fermionic sample,
and the bosonic component was removed after the cooling. The main focus was on the
investigation of the properties of the non-interacting Fermi gas, like the size of the trapped
cloud [14] and effects like Pauli blocking [15].

However, starting in 2002, the interspecies scattering properties especially of the mix-
ture 40K-87Rb were investigated in several experiments [16, 17, 18]. The scattering length
was changed using heteronuclear Feshbach resonances [19, 20]. Since then, the interaction
strength has been, similar to the homonuclear case, tunable, and highly excited heteronuclear
molecules could be produced and were investigated [21]. At the same time, mixture experi-
ments in optical lattices made it possible to study the effect of fermions on the transport and
localization of bosons [22] and of bosons on the transport of fermions [23].

Besides Feshbach resonances, there is a second way to create strong correlations in a bosonic
sample: in highly-confined situations and therefore in lower-dimensional geometries, the atom-
atom interactions become increasingly important [24, 25]. Such high confinements can be
reached either in deep optical lattices or in wire traps. In optical lattices, this already enabled
the observation of strong correlations in a gas of one-dimensional bosons [26, 27].

In magnetic traps, phase fluctuations were investigated in the weakly interacting regime
for the equilibrium [28] and for the non-equilibrium case [29]. In two-dimensional systems
the main focus was on the exact nature of the superfluid transition [30, 31]. However, the
crossover from the three-dimensional to the one-dimensional regime [32, 33] has still to be
studied experimentally.

Over the years, the technical development of simple wire traps towards highly integrated
atom chips evolved quickly. Nowadays, the guiding and trapping of atoms in highly anisotropic
traps and the condensation to BEC in atom chips are standard methods [34, 35]. Furthermore,
the detection of a few atoms using fully integrated optical elements is possible [36]. The small
size of the atom chip opens the route for very stable miniaturized setups, with potential
applications like the precise mapping of magnetic fields [37, 38] or interferometric sensors.
Additionally, these setups are candidates for quantum information processing devices [39].
Even portable battery-powered setups are feasible [40].

The versatility of the wire trap approach to low-dimensional traps was enhanced greatly
with the implementation of adiabatic radio-frequency (rf) traps on an atom chip. These
potentials were first suggested in [41]. Subsequently M. Andersson, then a member of our
group, realized that the vector character of the rf field allowed much more elaborate trapping
configurations such as the splitting of a cylindrical static trap into a double-well potential [42,
43]. Within the last few years, a whole list of other groups started working on bosons in
adiabatic rf traps on atom chips [44, 45, 46, 47], making this a very active field of research.

Aim of this Project

When starting this project in 2004, the main goal was the achievement of a cold gas of fermions
in an atom chip experiment and the investigation of a mixture of bosons and fermions in low-
dimensional traps. At this time, no experiment existed that combined these technologies and
fields. Such a setup allows the study of novel quantum phases and their behavior in different
model potentials, e.g. periodic potentials, waveguides, disordered potentials and quantum-
point contacts [48].

In an initial attempt in Heidelberg, an existing setup was extended to a mixture experi-
ment of 6Li-87Rb and this mixture was cooled. However, the focus of my work was on the
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construction of a new setup in Vienna. Therefore, the design, planning, commissioning and
build-up of a new mixture apparatus and preliminary experiments constitute the main part
of this thesis work.

The new setup combines a Bose-Fermi mixture experiment with an atom chip and with
adiabatic potentials. During the time of this project, the Thywissen group has succeeded in
combining all these different parts in one single setup [47].

Within this thesis, the application of an adiabatic trap as a two-dimensional trapping
geometry is investigated theoretically and experimentally. Adiabatic traps make a smooth
crossover between a one-dimensional geometry and a two-dimensional trap experimentally
accessible. A similar method was implemented previously for a thermal gas [49], but there is
no realization for a BEC yet. In addition, the novel trapping geometry suggested in chapter 3
of this thesis allows the first implementation of a two-dimensional trap with periodic boundary
conditions. This toroidal trap is a geometry in which the atoms are confined to the wall of a
straight tube. The spatial dependence of the rf fields that are applied was optimized, leading
to a novel four-wire design with negligible variations of the trapping potential across the
torus. Exactly this optimized wire geometry was integrated in the new mixture setup. First
experiments on a two-dimensional adiabatic trap and the cooling of thermal samples in such
a geometry were performed at a two-wire rf setup at one of the experiments in our group.

Structure of this Thesis

• The first two chapters, chapter 2 and 3 introduce the different trapping concepts for neu-
tral atoms that are employed in the experiments of this thesis. Chapter 2 is devoted to
static trapping concepts, whereas chapter 3 deals with the adiabatic trapping geometries
that are accessible once a radio-frequency (rf) field is added to the static trap. Within
this chapter, the feasibility of a two-dimensional trap with periodic boundary conditions
is discussed. Numerical simulations in two and three dimensions are presented which
show that with an optimized wire geometry the creation of such a two-dimensional trap
is indeed possible.

• In chapter 4 the different statistical considerations for bosons and fermions are reviewed,
leading to the well-known results of Bose-Einstein condensation and the requirements
for the ultracold regime in a Fermi gas. As the novel trapping geometry introduced
in the previous chapter allows the creation of a two-dimensional system, results are
presented for this geometry as well.

• Interaction and scattering between the two species is introduced in chapter 5, where the
sympathetic cooling mechanism and the modification of the trapping potential due to
the mean-field attraction will be discussed. As an example the change of an adiabatic
double-well potential is described in more detail.

• The new experimental apparatus for the mixture of 40K-87Rb is introduced in chapter 6.
Starting with an empty lab and some components from a previous experiment, a novel
mixture experiment was developed and realized. All parts of the experimental setup are
described in detail, hopefully guiding the following generations of PhD students through
their first time with the setup. In the subsequent chapter 7, first measurements that
characterize the performance of the collection MOT are presented.
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1. Introduction

• A piloting experiment on the implementation of the toroidal trapping geometry was
carried out at a different experimental setup within the group. The loading and cool-
ing of thermal gases and BECs in a two-dimensional trap were studied. Results were
obtained for different settings of the rf fields and cooling ramps. These results can be
found in chapter 8.

• In chapter 9 the results of the measurements are summarized and an outlook on different
experiments that are feasible with the new setup is given.
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2 Static Traps for Neutral Atoms

The following chapter shall serve as a reminder of the basic concepts of trapping neutral
atoms in static magnetic traps. This was first demonstrated in the beginning of the 1980s [50]
and was one of the key techniques on the way to cool dilute atomic alkali gases to quantum
degeneracy [1, 2, 3]. For more detailed discussions the reader is pointed to textbooks like [51]
and reviews like [52].

The underlying physical mechanism is the coupling of the internal magnetic moment of
the atom to a spatially varying magnetic field. In section 2.1, the derivation of the magnetic
potential for neutral atoms is outlined, whereas section 2.2 is devoted to the two basic trapping
geometries, namely the Ioffe-Pritchard trap and the quadrupole trap.

In section 2.3, the general trap layouts that can be obtained with planar structures and the
scaling behavior of the magnetic gradient and of the trapping frequencies are introduced. To
reach high magnetic gradients and high aspect ratios of the traps, it is advantageous to utilize
miniaturized structures that are patterned on substrates. In section 2.4, the basic concepts of
different experimental realizations are mentioned. The technical details of the fabrication of
the miniaturized structures of such an atom chip and calculations of the trapping parameters
in the new K-Rb setup are postponed to the later section 6.6.

2.1. Static Magnetic Fields

Any particle with total angular momentum F and therefore an associated magnetic moment
µ = −gFµBF, experiences in a magnetic field B the potential of the linear Zeeman effect, as
long as the field is not strong enough to decouple the nuclear and electronic spins.

U = −µ ·B = mF gFµB|B|, (2.1)

with the usual notations for the Bohr magneton µB, the Landé g-factor gF and the magnetic
quantum number mF . The values for the g-factor of the two species considered in this thesis
are g(F=2) = −1/2 for 87Rb and for 40K g(F=3/2) = 2/3.

In a semi-classical picture, the adiabatic approximation is only valid as long as the spin
of the moving atom can adiabatically follow the direction of the external field that defines
the quantization axis. The change in the magnetic field has to be slow compared to the
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2. Static Traps for Neutral Atoms

local Larmor frequency ωL. In this case the eigenvalues of mF can be treated as spatially
independent even when the quantization axis changes its direction as a function of space.

d|B|
dt

1
|B|

< ωL =
mF gFµBB

~
. (2.2)

This inequality does not hold for vanishing magnetic field strengths, making it necessary to
use trapping configurations with a finite magnetic field at the trap center.

Based on the sign of the product mF gF in equation (2.1), the magnetic states can be
grouped in three sets: Atomic states with mF gF > 0 are attracted to the minimum of the
magnetic field (low-field seekers), whereas states with mF gF < 0 are drawn towards regions of
high magnetic fields (high-field seekers). States with mF = 0 are not affected by the value or
gradient of the external magnetic field and are therefore not suitable for magnetic trapping.

As Maxwell’s equations do not allow for magnetic field maxima inside a source-free volume
(Earnshaw’s theorem [53]), there are no stable static trapping configurations for high-field-
seeking atomic states in free space. However, as the creation of a minimum in the magnetic
field in free space is possible, magnetic traps for atoms in their low-field-seeking magnetic
states can be built in which the atoms can be stored and cooled.

Neglecting gravity (see section 2.3.3), the depth of an atom chip trap is roughly given by the
magnetic moment of the atom times the external bias fields. Depending on the experimental
situation, these bias fields are usually somewhere between 10 and 60 G. As µB corresponds to
kB · 67 µK/G these fields allow the capturing and trapping of atoms once they have tempera-
tures in the 100 µK range. Therefore, optical pre-cooling of the sample in a magneto-optical
trap (MOT) [54] and a successive optical molasses stage are necessary.

2.2. Basic Trapping Geometries

There are two basic field configurations for static traps that can be achieved. The main
difference between both traps is that they either have a finite magnetic field at the center of
the trap or not. An example for the first case is the Ioffe-Pritchard trap, the latter one is the
so-called quadrupole trap.

2.2.1. Quadrupole Trap

The lowest multipole in an expansion of a static B field around a minimum is the quadrupole
term. The most straightforward experimental realization is a pair of cirucular coaxial coils
with oppositely flowing currents [50]. The gradient along the axis of the pair of coils in anti-
Helmholtz configuration is twice the gradient in the radial direction, as their sum is fixed by
the Maxwell’s equation ∇ · B = 0. The main advantage of the quadrupole configuration is
the strong linear magnetic gradient that it offers over a large spatial range, making it ideal
for cooling atoms in a magneto-optical trap [55].

However, to purely magnetically trap atoms in such a trap with zero B field at the minimum
is experimentally not favorable. Atoms that reach this point will undergo non-adiabatic spin-
flips to energetically preferred, but untrapped, magnetic states and are thus lost from the trap.
These so-called Majorana losses [56] become more important the colder the temperature of
the sample gets, as the probability for the atom to be at the minimum of the potential grows.
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2.3. Wire Traps

Figure 2.1.: By adding a homogeneous bias field BB to the magnetic field of a wire with current I
(depicted in grey), a minimum of the magnetic field is created in the plane perpendicular to the current
flow at a height r0 above the chip, allowing the trapping and guiding of atoms in low-field-seeking
states along the wire.

2.2.2. Ioffe-Pritchard Trap

To overcome the drawbacks of the quadrupole geometry there are different strategies. One
possibility is to spatially displace the trap minimum by rotating an external bias field (TOP-
trap [57]), another one is to repel the atoms from the trap center using a blue-detuned laser
beam [2].

The approach used in the chip trapping geometries originates from the plasma commu-
nity [58] and was later proposed and demonstrated for neutral atoms by Pritchard [59]. Here
an extra field, the Ioffe field BI , is added to remove the zero magnetic field at the trap mini-
mum and is usually combined with a harmonic confinement along this direction. This leads
to a trap in all three spatial directions and is called a Ioffe-Pritchard trap.

The rate of non-adiabatic spin-flips that are still present when such a constant Ioffe field
BI is applied can be calculated [60, 61]. For the case of a spin-1 particle in an elongated
cylindrical trap with a transversal trapping frequency ω⊥ at zero temperature one obtains

γMaj = 4πω⊥ exp
(
−2

µ0BI
~ω⊥

)
.

For a typical case in a miniaturized wire trap with a transversal trapping frequency in the
kHz range, this rate is negligible on the timescale of minutes once a Ioffe field above a few
10 mG is applied.

2.3. Wire Traps

Due to the 1/r decay of the magnetic field of a wire, it is difficult to reach high magnetic fields
or gradients with wires or coils that are several centimeters away from the atomic sample.
Over the years, several schemes were developed to overcome these constraints, for example
by putting coils inside the vacuum chamber [62], using specially designing reentrant bucket
windows [63] or reducing the distance between coils and atomic sample with the help of glass
cells [64].

One elegant way that allows for high magnetic gradients without blocking the optical access
is to trap atoms close to a single current carrying wire inside the vacuum chamber. This was

7



2. Static Traps for Neutral Atoms

first demonstrated in the late 1990s [65] and has successfully evolved into a powerful and
versatile tool in the cold atom community to shape static potentials.

2.3.1. Typical Configurations

First, the situation in the plane perpendicular to a single infinitely long and infinitely thin wire
is considered. If this wire carries a current I, a radially symmetric magnetic field B = µ0

2π Ieϕ

is created around the wire. If this field of the wire is superimposed with a homogeneous bias
field BB pointing perpendicular to the current flow, then, at a position

r0 =
µ0

2π
I

BB
(2.3)

away from the wire, the two magnetic field contributions cancel and around this point a
quadrupole field in the plane perpendicular to the wire axis is formed. This situation is
depicted in figure 2.1. Working with the units G, A and µm for B, I and r, equation (2.3)
takes the convenient form r0 = 2000 I/B.

Around this minimum the B field can be written as

B =

 G(y − r0)
Gx
0

 with the gradient G = |B′| = 2π
µ0

B2
B

I
=
BB
r0
. (2.4)

Here, the following coordinate system is used that will be used throughout this thesis: The
current direction is parallel the z-axis, gravity is pointing toward the positive y-axis, and the
bias field is parallel to the x-direction.

This minimum in the B field forms a so-called side guide but is not a trap in three dimensions
yet. The trapping in the third direction can be obtained by introducing two wires that cross
the trapping wire at a right angle and form a H-shaped configuration. Depending on the
direction of current flow in these two perpendicular wires, two very different situations can
be created:

Z-Trap

If, like in figure 2.2(a), the currents in both wires run in parallel, a harmonic confinement along
the trapping wire is obtained, and the field at the trap minimum has a non-zero value. This is
a realization of the Ioffe-Pritchard trap mentioned earlier in section 2.2.2. For simplicity, two
of the connecting legs can be omitted, and the structure is therefore restricted to a single wire
in Z-shape, a so-called Z-trap. In the experiments described in this thesis, both a Z-shaped
and a H-shaped wire configuration were used.

The perpendicular wires with parallel currents rotate the trap axis a few degrees away from
the direction of the trapping wire. This angle depends on the ratio of the width of the wires
to the length of the central part of the Z and the distance of the trap center to the trapping
wire [66].

Mathematically, the local coordinate system can be found by diagonalizing the Hessian
(matrix of the second derivatives) of the potential and such finding the new eigenvectors of
the trap. Along the main axis of the trap, the second derivatives of the potential can be
expressed in terms of the frequencies of the corresponding potential of a harmonic oscillator:
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(a) (b)

Figure 2.2.: The two different possibilities to extend a side guide (red) into a three-dimensional
trap by using current in two parallel wires. Depending on the orientation of the current flow, a Ioffe-
Pritchard trap (a), or a quadrupole trap (b) is formed. Structure (a) can be reduced to a single
Z-shaped wire by omitting the dashed wires, (b) can be reduced to a single U-shaped wire.

ωi =

√
1
m

d2U

dx2
i

=

√
mF gFµB

m

d2B

dx2
i

(2.5)

with the atomic mass m.
In the case of the infinitely thin wire the transversal trapping frequency evaluates to

ω⊥ =
√
mF gFµB

m

G√
BI

=
√
mF gFµB

m

BB√
BIr0

(2.6)

with G the gradient defined in equation (2.4), BI the non-zero remaining Ioffe field at the
trap minimum.

U-Trap

The other possibility, illustrated in figure 2.2(b), is opposite directions for the currents in the
crossing leads. The magnetic fields created by the current in these wires then cancel around
the minimum point of the potential and give an additional gradient along this trapping
direction. As in the example of the Z-trap above, two of the connections can be removed
and a single wire bent in a U-shape is obtained, hence the name U-trap. This is a typical
realization of a quadrupole trap as used in all the experiments of the group to trap and cool
atoms in a MOT.

Due to the asymmetry of the magnetic field contributions of the closing wires, the center
of the trap is not located above the middle of the central wire of the U-structure, but rotated
away to the side where the magnetic flux is lower. This can be seen in figure 2.3. By using
an additional orthogonal bias field the trap can be rotated back above the wire, to a position
that gives the maximum trapping volume [67].

2.3.2. Finite Size Effects

Equation (2.3) only holds for situations in which the position r0 is far away from the wire.
The relations deduced from the infinite thin wire case help to understand the general scaling
and the basic behavior of the resulting trap geometries, but break down once the situation
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2. Static Traps for Neutral Atoms

Figure 2.3.: Cut through the B field in the symmetry plane (hatched area in (c)) for a 1 cm wide
U-shaped trapping structure supplied with 60 A. The arrows indicate the direction of the bias field.
(a) U-structure with an bias field of Bx = 20 G. The trap is pushed to the side of the central wire and
has not the maximum possible volume. (b) By rotating the bias field Bx = 18.3 G, By = 8 G the trap
moves above the center of the wire and a bigger capture volume for the MOT is available.

close to an extended wire is considered. Nevertheless, B field distributions can be calculated
for extended wires analytically by integrating the Biot-Savart equation [68] for different (ho-
mogeneous) spacial current densities. The different equations used for the simulations in this
thesis can be found in appendix B.

In figure 2.4, the resulting B fields above a infinitely thin wire, a flat sheet-like wire and a
bulk wire are compared. Finite size effects are visible once the distance to the wire becomes
comparable to the wire width or height. A 5% deviation in the B field from the infinitely thin
wire result can be expected for a distance of 1.5 times the width or height of the wire. At a
distance of 3.5 times the width or the height of the wire, the error in the B field is smaller
than 1%. For a flat wire, the local current density is always lower than in the infinitely thin
wire case, such leading to a lower magnetic field close to the wire than in the 1/r case.

2.3.3. Gravitational Sag

In addition to the magnetic potential, there is always the gravitational potential present. This
leads to a gradient mg that points in all our experiments away from the chip and therefore
tilts the trap in this direction. When a harmonic potential with frequency ω is combined with
gravity, the minimum of the potential is displaced by a gravitational sag s:

s =
g

ω2
.

As shown in equation (2.5), ω will depend on the mass of the trapped species. This is of
minor importance in single species experiments, but can play a significant role once working
with several species of different masses. Then, the different gravitational sag can lead to a
greatly reduced overlap of the two clouds. For two species that are exposed to the same
magnetic potential but have different masses m1, m2, the ratio of the trapping frequencies
scales as ω2

1/ω
2
2 = m2/m1. Therefore, the difference in the minimum positions evaluates to:

∆s =
g

ω2
1

(
1− m2

m1

)
with m2 < m1.
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Figure 2.4.: Validity of the infinitely thin wire formula. Visible are the B fields above a flat wire of
width a and a square wire with edge length a, both normalized to the result of the infinitely thin wire
(B ∝ 1/r). For distances bigger than 1.5 times the width or the height of the wire the error is smaller
than 5%. In the case of the square wire the deviation from the 1/r potential is maximal at the surface
of the wire.

In figure 2.5, the difference in the gravitational sag for the mixture of 87Rb and 40K is
plotted. At very low trapping frequencies the difference in the minimum positions can be in
the order of 1 mm. Here, one has to ensure that the size of the 87Rb cloud is big enough so
that the 40K cloud is still immersed to allow good thermalization in the sympathetic cooling
process.

2.4. Atom Chips

By miniaturizing the current carrying structures, high magnetic field gradients and therefore
high trapping frequencies are accessible. From equation (2.4), the general scaling properties
are visible: By keeping the current fixed, the gradient scales as 1/r2 as long as r is bigger
than the dimensions of the wire. As there are technical limits to the current density in the
wire and the heat generated, one can only moderately increase both, the current in the wire
and the bias field to achieve higher magnetic field gradients at a fixed distance. Therefore, it
is advantageous to work as close as possible to a thin wire.

Starting from free-standing wire structures inside vacuum [65, 69], the structures were even-
tually scaled down [70], requiring a substrate to support the structures and to remove the
ohmic heat in these wires. As the technology to fabricate planar structures on the order of
1 to 100 µm originates from the chip fabrication in the semiconductor industry, soon the term
atom chip [71] was coined for these devices.

The huge variability in patterning wires in planar structures, led to a whole variety of
experimental realizations. Only a few examples are mentioned here and shall give a flavor of
what is possible in such systems:
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Figure 2.5.: Blue: difference in the gravitational sag for 87Rb and 40K as a function of the trapping
frequency, assuming both species to be in their stretched state |F = 2,mF = 2〉 and |9/2, 9/2〉,
respectively. As a reference the ground state size l0 =

√
~/mω for 87Rb in the corresponding potential

is depicted in red (dashed). Only for low trapping frequencies below approximately 2π·500 Hz the
gravitational sag can lead to a separation of the two clouds that is bigger than the ground state
size. Here special care has to be taken that both clouds are always spatially overlapping to ensure
thermalization in the degenerate regime.

• Multi-wire setups that do not require an additional external bias field were demon-
strated [72] and led to the development of almost arbitrarily bent waveguides [73].

• Miniaturized interferometers [74] and beam splitters were realized and are still pursued
with the possible application of mobile miniaturized sensors for gravitation, rotations
and accelerations.

• Atomic clouds were moved along a trapping wire by employing a conveyor belt that is
formed by ramping up and down the currents in small U-shaped wires parallel to the
trapping wire [75, 76, 77]. This makes it possible to move atoms from a trapping region
over several centimeters to an experiment region.

• Positioning an atomic cloud precisely in three dimensions was shown using multilayer
chips in which parallel wires on the front side of the substrate are combined with an
array of parallel wires on the back side of the chip [78], further allowing the realization
of arrays of traps.

• The patterns in the current flow in a polycrystalline gold wire were reconstructed by
probing the resulting magnetic potential with cold atoms [38].

• Optical elements such as fiber cavities were integrated on atom chips [79, 80], thereby
allowing the detection of very few atoms in a waveguide and the study of their statistics.
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• By changing the relative electrical potential on parts of chip surface, electric fields can
be created that change the shape of the confining potential [81].

• Coupling microwave radiation to the atomic ensemble, led to the coherent manipulation
of the internal state of atoms [82] in a chip trap.

• The richness of possible experiments is even growing when adiabatic potentials are used
that are created by rf fields that are added to the static fields [83]. This will be discussed
in more detail in the following section.

More details on the field of atom chips can be found in specialized reviews [52, 34, 84, 35].
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3 Radio-Frequency Adiabatic Potentials

In the previous chapter, the case of trapping atoms using static magnetic fields was considered.
In this chapter, it will be shown that by additionally coupling different Zeeman states by a
rapidly oscillating field in the radio-frequency (rf) range, the internal states of the atom are
dressed and new eigenstates and eigenenergies of the system can be derived.

The effective potential allows new trapping geometries that go beyond the geometries that
are possible following Maxwells equations. The coupling introduced by the rf field is again
magnetic. However, due to its vector character, the coupling depends on the relative direction
of static field and rf amplitude. By using inhomogeneous static fields or spatially varying
rf fields, the spatially dependent coupling term will lead to novel trapping geometries. In
section 3.2, the creation of different potential landscapes that are possible by combining a
standard Ioffe trap and two linearly polarized rf fields are introduced.

When this scheme is implemented on an atom chip, imperfections in the shape of the
adiabatic potential arise that will be discussed in the following sections. Different strategies
to avoid field inhomogeneities and to reduce unwanted variations in the trap bottom are shown
for the case of a tube-like trap in section 3.4. Such a tube-like trap leads to a two-dimensional
trapping configuration if the confinement perpendicular to the tube is high enough to restrict
the dynamics of the atoms to movements within the ’wall’ of the tube and if the variations
within the ’wall’ of the tube are small compared to this energy scale.

An advanced realization of such a trap that uses the rf fields of four wires was developed
in this thesis and will be presented in section 3.4.2. There, it will be shown that this wire
layout allows to reduce the variations in the effective potential to values well below the
chemical potential of a typical atomic sample. Therefore, this wire configuration that is
implemented in the new Bose-Fermi experiment (introduced in more detail in chapter 6) will
allow the realization of a novel two-dimensional trapping configuration with periodic boundary
conditions.

Additionally, the three-dimensional nature of the trapping potential is investigated, high-
lighting the possibility of forming a small scale interferometer in real space using adiabatic
rf potentials. As a last point in section 3.5, the species-selective nature of the adiabatic po-
tential is explained and several different possible experiments feasible in the new setup of the
K-Rb experiment will be suggested.

15



3. Radio-Frequency Adiabatic Potentials

3.1. Dressed-State Hamiltonian

Theory presented in this section can be found in more detail in [43, 85]. For the moment the
influence of gravity is neglected. In section 3.3.2, it will be shown that gravity can play a
significant role in the shape of the trapping potential.

As it was shown in section 2.1, the presence of a B field lifts the degeneracy of the different
Zeeman levels in an atom and certain atomic states can be trapped at a magnetic field
minimum. The Hamiltonian of the system is then defined as

H =
p2

2m
+ gFµBF ·B(r, t)

with F being the total angular momentum operator of the atom. B(r, t) being composed of
a static part BS(r) and a rapidly oscillating term BRF (r, t) that itself can be composed of
several different rf fields with phase shifts δn

BRF (r, t) =
∑
n

BRF,n(r) cos(ωt− δn).

The static part of the magnetic field shall be such that it traps the atoms spatially, and
the local direction of BS(r) is chosen to be the local quantization axis. By employing a
unitary transformation US(r), the interaction with the static field BS(r) is transformed into
a diagonal form:

U †S(r)BS(r)US(r) · F = Fz|BS(r)|.

Fz being a diagonal matrix with the entries mF with −F < mF < F . This transformation
splits the time-dependent part BRF (r, t) into a part B̃RF,z(r, t) parallel to the local direction

of the static field (the z-axis) and a part B̃RF,⊥(r, t) =
√
B̃RF,x(r, t)2 + B̃RF,y(r, t)2 that is

perpendicular to this axis. Here and for the rest of this section, B̃i denotes the magnetic fields
in the new rotated coordinate system with its z-axis along the direction of the static field.

The rotation leads to the new Hamiltonian

H ′ =
1

2m
[p + A(r, t)]2 + gFµB|BS(r)|Fz + gFµBB̃RF,z(r, t)Fz

+ gFµBB̃RF,x(r, t)Fx + gFµBB̃RF,y(r, t)Fy, (3.1)

with the gauge term A(r, t) that arises in the new coordinate system.
To remove the time dependencies in equation(3.1), one can go to a frame that rotates with

ω around the local z-axis by using the unitary transformation UR = exp[−i gF

|gF |Fzωt]. After
some algebra [85], the Hamiltonian can be split into time-dependent and time-independent
terms and several approximations can be made:

The first assumption is that the dynamics in the ẽx-ẽy-plane is dominated by the rf fre-
quency ω. The Larmor frequency that is due to the projection of the amplitude of the n-th
rf field on the static field has to be is small compared to the rf frequency:

ω � wLarmor,|| = |
gFµBB̃RF,n,z

~
|.

Then the part of the rf field that is parallel to the static field can be neglected.
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Figure 3.1.: (a) One-dimensional example of a two-level system coupled by a rf photon with fre-
quency ω. (b) Through the coupling, the levels are shifted and intersect if the frequency ω is bigger
than the energy difference between the two levels at the trap center. (c) The coupling term Ω leads
to an avoided crossing and a level repulsion of the two dressed states.

In a second step, the so-called rotating wave approximation (RWA) is applied, similar to the
formalism developed in the description of the dressing of atomic states in the optical regime.
This is done by neglecting terms that in the rotating reference frame are now oscillating with
2ω and leads to the simplified Hamiltonian:

HRWA =
1

2m
[p + A′(r, t)]2 +

[
gFµB|Bs(r)| − gF

|gF |
~ω
]
Fz + gFµB (Beff,xFx +Beff,yFy)

with the effective fields

Beff,x(r) =
1
2

∑
n

(cos (γn) ,− sin (γn) , 0) · B̃RF,n(r)

Beff,y(r) =
1
2

∑
n

(sin (γn) , cos (γn) , 0) · B̃RF,n(r) (3.2)

Beff,z(r) = |Bs(r)| − ~ω
|gF |µB

and the angle γn = − gF

|gF |δn, describing a rotation around the axis of the static field.
Again this Hamiltonian can be diagonalized and, in the adiabatic approximation, the gauge

term is omitted. Therefore, one arrives at the final Hamiltonian

Had =
p2

2m
+ gFµB|Beff(r)|Fz =

p2

2m
+ Vad(r)

with the adiabatic potential

Vad(r) = m̃F gFµB
√

∆(r)2 + Ω(r, δ)2, (3.3)

where the new m̃F are now defined along Beff,z(r).
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3. Radio-Frequency Adiabatic Potentials

Figure 3.2: Transversal cut through the mag-
netic field configuration of a Ioffe trap. Visible
are the equipotential lines of |Bs| as contours,
showing the rotational symmetry of the absolute
value and the direction of the magnetic field in
the x-y plane. x

y

In equation (3.3), the two terms can be identified as follows:

• The detuning term ∆(r) = Bs(r) − ~ω
|gF |µB

describes the energy difference between the
energy of the rf photon ~ω and the space-dependent energy splitting between adjacent
Zeeman states in the static field Bs(r).

• the coupling term Ω(r) =
√
B2

eff,x(r) +B2
eff,y(r) is a measure of the local coupling

between the levels that are connected by the rf frequency. In the case, where the
detuning term ∆ vanishes locally, this term is responsible for the avoided crossing and
the level repulsion, as sketched in figure 3.1. In this situation, the coupling term acts
as an effective Ioffe field preventing Majorana flips. It is important to stress that
only rf amplitudes that are perpendicular to the static field give a contribution to the
coupling.

3.2. Possible Trapping Configurations

All experiments in this thesis are performed with atoms that are trapped in a static trap that
has a Ioffe-Pritchard geometry and usually a high aspect ratio. In this section, the situation
perpendicular to the trapping wire in such a trapping geometry is described in more detail,
neglecting the z-dependence of the Ioffe field. The three-dimensional nature of the rf potential
is discussed in detail in section 3.5.

As seen in the previous chapter, the static field of a Ioffe trap can be defined as

Bs(r) = Gyex +Gxey +BIez (3.4)

with G being the gradient. In figure 3.2, a cut through the quadrupole geometry in the
ex, ey-plane of the field defined in equation (3.4) is depicted.

Defining polar coordinates in this plane, the static B field is for any point (ρ, ϕ) with
ρ =

√
x2 + y2 and tanϕ = y/x given by

BS(ρ, ϕ) = |Bs(ρ)|eπ/2−ϕ.

As the magnitude Bs is rotationally invariant, the detuning term ∆ in equation (3.3) will
again be rotationally symmetric.
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3.2. Possible Trapping Configurations

Depending on the ratio of the rf frequency ω compared to the Ioffe field BI two cases arise:

• if ~ω < |gF |µBBI , the detuning term ∆(ρ) reflects the shape of |B(ρ)|, only its magni-
tude is reduced by ~ω

|gF |µB

• if ~ω > |gF |µBBI , neighboring Zeeman levels intersect, and the detuning ∆ equals zero

on a circle with radius ρ = 1
G

√(
~ω
|gF |µB

)2
−B2

I . Along this radius the only contribution

to the effective potential is due to the coupling term Ω.

In any of these cases, the shape of the potential as a function of the polar angle is only
determined by the coupling term Ω. The different trapping geometries in the x-y plane that
are possible by changing the spatial dependency of the coupling term will be discussed in the
rest of this section.

3.2.1. One Linear RF Field

First, the case of the static trap configuration defined in equation (3.4) and a homogeneous
rf field of amplitude BRF that has an angle α with the x-axis is considered:

BRF = (cosα, sinα, 0) cos(ωt).

With this rf field, the coupling term defined in (3.3) evaluates to

Ω2(r) =
B2
RF

4B2
s (r)

(
G2(x cos(α)− y sin(α))2 +B2

I

)
.

Using cylindrical coordinates (r, ϕ) for x and y this coupling term simplifies to

Ω2(r) =
B2
RF

4B2
s (r)

(
G2r2 cos2(α+ ϕ) +B2

I

)
. (3.5)

Depending on the angle α of the rf field with the x-axis, the positions of minimal coupling
are found to be at the polar angles ϕ = −α± π/2.

Looking at the vector character of the both fields BRF and Bs, or more formally, at the
physical content of equation (3.1), it is clear that for minima in the Rabi frequency the
perpendicular contribution of BRF to Bs has to be minimal. This is the case at locations
where both vectors BRF and Bs are parallel or anti-parallel in the x-y plane. A typical
double-well configuration that arises in the case of a linear rf field can be seen in figure 3.3.

Along the same lines, the angular positions where the coupling to the rf field are maximal,
are found at the angles −α and −α+π where Bs and BRF are perpendicular. The adiabatic
potential along the axis of the minima calculates as

Vad(r) = m̃F gFµB

√(
Bs(r)−

~ωRF
|gF |µB

)2

+
B2
RFB

2
I

4B2
s (r)

.

For the case of a negative detuning term ∆ there will always be a double-well structure. For
the opposite case of a positive detuning, ∆ = Bs − ~ω/|gF |µB, there will be a splitting in a
double-well once a critical amplitude BC of the rf field is exceeded. This critical field evaluates
to

BC = 2
√
BI∆.

19



3. Radio-Frequency Adiabatic Potentials

x

y

(a)

x
y

(b)

x

y

(c)

Figure 3.3.: (a) Magnitude and direction of the static trapping field. (b) Direction of the additionally
applied linear rf field. (c) The resulting adiabatic potential. Minima are located at positions where
the vectors of the static and the rf field are parallel. The dashed circle indicates the region where the
resonance condition ∆ = 0 is fulfilled.

3.2.2. Two Linear RF Fields

By adding a second homogeneous rf field, two more degrees of freedom in the realization of
complex trapping potentials are accessible: the relative amplitude of the two fields, and the
relative phase of the two rf fields. First, the case of two orthogonal rf fields in the x-y plane
with identical amplitudes BRF /

√
2 and a relative phase shift of δ is discussed.

BRF1 =
BRF

2
(ex + ey) cos(ωt) BRF2 =

BRF
2

(ex − ey) cos(ωt+ δ)

With the same static Ioffe trap configuration as defined in equation (3.4), and again the
replacement γ = − gF

|gF |δ, the coupling term Ω evaluates to

Ω2(r) =
B2
RF

8B2
s (ρ)

(
B2
I +B2

s (ρ) + 2BIBs(ρ) sin γ −G2ρ2 cos γ cos(2ϕ)
)
. (3.6)

For γ = π it reproduces the result from equation (3.5) with α = 0. Similarly, for the
angle γ = 0 the corresponding result for α = π/2 is recovered. This reflects the fact that the
superposition of two orthogonally polarized linear fields leads for a relative phase δ = 0 or π
again to a linear field. This situation is depicted in figure 3.4(a) and (c).

For γ = π/2 and γ = −π/2 the last term in equation (3.6) vanishes and such the Rabi
frequency Ω becomes independent of the polar angle ϕ. These two situations are visible in
figure 3.4(b) and (d) and are discussed in more detail in the following section.

For phase shifts apart from γ = nπ the more general case of an elliptically polarized rf field
is present. The angular position of the minima and maxima of the potential does not change
for γ ∈ ]− π/2, π/2[ from the value for γ = 0. Only the modulation depth decreases once
going away from γ = 0. Similar the position of the extrema for γ ∈ ]π/2, 3π/2[ is given by
the positions for γ = π.
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3.2. Possible Trapping Configurations

Figure 3.4.: Coupling term Ω for two perpendicular rf fields with different relative phases
δ = −gF /|gF |γ. The static field of figure 3.2 is applied. (a) and (c): For γ = 0(π) a linear polar-
ization parallel to the y(x)-axis leads to a double-well aligned with the x(y)-axis. (b): For a circular
polarized rf field with γ = π/2, the coupling is maximum at the origin. (d): For circular rf field with
γ = −π/2 the coupling is zero at the center and grows with the distance. For (b) and (d) the coupling
is rotational symmetric.

3.2.3. Toroidal Trap

For the rotational symmetric case of γ = ±π/2 equation (3.6) can be simplified and the
coupling term Ω expresses as:

Ω(ρ) =
BRF

2
√

2Bs(ρ)
(BI ±Bs(ρ)) , (3.7)

where the sign in the last term depends on the phase shift γ as defined earlier. The positive
sign in equation (3.7) is valid for γ = π/2, the negative sign for γ = −π/2. Therefore,
the coupling depends on a combination of the helicity of the rf field and the sign of gF .
This type of coupling is a prominent candidate for the realization of a state-dependent or
species-dependent potential, as will be shown in section 3.6.

In the case of γ = π/2, Ω has a maximum of BRF /
√

2 at ρ = 0 and asymptotically decays
to BRF /2

√
2 for large radii. In the opposite case of a negative sign, Ω vanishes at the origin

and reaches the same value of BRF /2
√

2 for large ρ.
Including the detuning term ∆, the total adiabatic potential defined in equation (3.3) reads:

Vad(r) = m̃F gFµB

√(
Bs(ρ)− ~ωRF

|gF |µB

)2

+
B2
RF

8B2
s (ρ)

(BI ±Bs(ρ))2.

Similar to the case of linear rf polarization, it has to be distinguished between the resulting
potential for a positive detuning term ∆ > 0 and for a negative detuning term ∆ < 0:

For ∆ < 0 the potential has always a minimum on a ring that has a slightly different radius

than ρ2 = 1
G2 (
(

~ω
|gF |µB

)2
−B2

I ). For the case of γ = −π/2 the radius is slightly reduced as the
coupling term Ω has a minimum at the origin and for the case γ = π/2 the radius is slightly
larger.

For ∆ > 0 the situation depends on the helicity of the rf field: For a phase shift of
γ = −π/2, no toroidal trap is formed. In the case of opposite helicity with γ = π/2, there
will be a splitting in a ring once a critical field amplitude BC is exceeded. This critical field
amplitude is defined as in the case of the double-well.
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3. Radio-Frequency Adiabatic Potentials

3.2.4. Details on the Effective Coupling

From equation (3.2) it can be seen that the vector of the effective B field Beff(r) is always
tilted away from the direction of the static field vector Bs by an angle α that is determined
by the ratio

tanα =
|ΩRF (r)|
|∆(r)|

.

For large detunings the angle α tends to zero and the effective field is aligned parallel to
the static trapping potential. On resonance (∆ = 0) and for high coupling strength the angle
α is 90◦, and the vector of the effective field is completely perpendicular to the static field
direction. For a single linear polarized rf field the vector of the effective field always lies in
the plane that is defined by BRF and Bs.

For the case of multiple rf fields with relative phases δn, the situation is not as intuitive
any more. As visible in equation (3.2), first a rotation of the single components of BRF by
an angle that depends on their individual phases δn has to be performed and subsequently a
summation. Therefore, the direction and magnitude of Beff,⊥ in the plane perpendicular to z
does not usually coincide with the direction and magnitude of the perpendicular component
of BRF .

3.3. Real-World Effects

When the rf fields are implemented in a real setup, the situation is quite different to the ideal
case discussed in section 3.2.2. The two main effects, namely gravity and the spatial inhomo-
geneity of the applied rf fields, will be discussed for the case of a toroidal trap formed by two
perpendicular rf fields with a relative phase of γ = π/2 as introduced in section 3.2.3. There
the inhomogeneities change the rotational symmetry of the trap and introduce a variation of
the trap bottom going along the torus.

The motivation for more elaborate studies of this potential was the fact that such a trap-
ping geometry allows the realization of a novel two-dimensional trap with periodic boundary
conditions if the variations in the trap bottom of the potential can be suppressed to values
well below the transversal confinement.

For all numerical simulations in this and the following sections, the layout of the new K-Rb
experiment is chosen. On the chip surface the new atom chip has two rf wires that are 150 µm
apart. The layout will be introduced in more detail in chapter 6.2. In figure 3.5, the setup of
the corresponding rf wires is shown. The labeling A to D of rf wires in figure 3.5 will be used
where necessary throughout the next two sections.

3.3.1. Gravity

In all experiments in our group, the current-carrying structures are mounted in a way that the
static trap is formed below the structure; therefore, gravity points away from the chip surface.
To incorporate gravity in the description of the adiabatic rf potentials, the gravitational
potential has to be added to the adiabatic potential in the same way as in section 2.3.3. If
the axis of gravity is labeled as y-axis, one obtains:

Vtot = Vad +mg y ey.
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3.3. Real-World Effects

Figure 3.5.: Layout of the four rf wires in the K-Rb experiment: The atoms are statically trapped
in the field of the central 100 µm gold wire visible in the inset. At a distance of 75 µm above the chip
the two rf wires A and B provide two perpendicular rf fields. Two additional rf wires C and D on
the back side of the 525 µm thick substrate can be used to reduce the inhomogeneities of the resulting
rf field. They are aligned such that their fields at the position of the atoms are parallel to the fields
originating from A and B. The height of the wires is not to scale.

For the case of a ring potential in the x-y plane, as discussed in section 3.2.3 with a radius
ρ, the polar oscillation frequency along this ring can be calculate around the minimum of the
combined potential Vtot.

In the small-angle approximation the corresponding frequency around the minimum is
ω =

√
g/ρ, the frequency of a pendulum of length ρ. In the case of a ring with 5 µm diameter

this frequency evaluates to 2π·315 Hz.

3.3.2. Real Wires

Until now, it was always assumed that the rf fields are homogeneous over the area that the
atoms explore in the x-y plane perpendicular to the trapping wire. In both experimental
realizations that are considered in this thesis, the situation is quite different, as in both cases
the rf fields are created by single wires. The rf fields of these wires have spatially the same
1/r-dependence as the corresponding static fields.

As an example, the static fields of the two main rf wires in the K-Rb experiment are shown
in the first two panels of figure 3.6. Over a distance of 5 µm (a diameter of a typical ring
trap), the field of the single rf wires varies about 10 mG that is 6 % of the total value; a fact
that will be reflected in the coupling strength. As the coupling term gets larger for increasing
rf amplitudes, the trap is always tilted away from the wires; therefore, this effect adds to the
tilt due to gravity.

A rather small effect for the trap geometries considered here is due to the arrangement of
the wires. The angle between the fields of the two wires is not perpendicular over the whole
area explored by the torus. For the case of the geometry depicted in figure 3.5 and again a
ring of diameter 5 µm the angle between the two rf sources varies by ±2◦ around the perfect
perpendicular orientation.

23



3. Radio-Frequency Adiabatic Potentials

x [µm]

y 
[µ

m
]

(c)

−2 0 2

72

73

74

75

76

77

0.315

0.32

0.325

0.33

x [µm]

y 
[µ

m
]

(a)

−2 0 2

72

73

74

75

76

77

0.315

0.32

0.325
0.33

x [µm]

y 
[µ

m
]

(b)

−2 0 2

72

73

74

75

76

77

0 100 200 300
0

5

10

15

20

polar angle [deg]

po
te

nt
ia

l m
in

im
um

 [k
H

z]

(d)

Figure 3.6.: (a) and (b): Magnitude of the static fields created by the two rf wires A, B in G.
(c) Equipotential lines for Vtot in the case of circular polarization of the rf field. The spacing of the
lines is h · 5 kHz. (d) Variation of trap bottom going along the ring. The polar trapping frequency
around the minimum position is 2π·530 Hz. The radial trapping frequency, transversally to the torus,
is 2π·3.8 kHz. Parameters used: 1 A in trapping wire, 23.5 G bias field, 0.7 G Ioffe field, νRF = 600 kHz,
δ = 0.5π.
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3.4. Feasibility of a Two-Dimensional Toroidal Trap

One of the goals of this project was the realization of a two-dimensional system using adiabatic
potentials. Extending a toroidal trap as presented in section 3.2.3 in the third direction, the
z-direction, a tube-like trap is obtained.

The trap can be characterized around the minimum by three distinct frequencies. The
longitudinal oscillation frequency along the z direction, a transversal oscillation frequency
along the radial direction in the x-y plane and a polar oscillation frequency along the ring
in the x-y plane. In the case of homogeneous rf fields and a rotational symmetric trap, the
polar frequency is zero.

As long as this trap has a much higher confinement in the radial direction than in polar or
z direction, this trap can serve as a two-dimensional system or quasi-two-dimensional system
with periodic boundary conditions.

In this section, the limiting factors for the variations of the ring potential in the x-y plane
will be discussed, using the layout of the rf wires implemented in the K-Rb experiment. In
the previous section, the two main mechanisms were introduced that destroy the prefect ring
geometry and limit both, the minimal variations of the trap bottom going along the ring and
the polar oscillation frequency around the minimum of the trap. A typical case for these
variations of the trap bottom is visible in the last panel of figure 3.6.

To achieve a two-dimensional trap, the variations of the trap bottom going along the ring
have to be reduced below the chemical potential of a typical atomic sample (a few kHz). In
this case the atoms explore the whole volume of the tube and a two-dimensional system with
periodic boundary conditions can be achieved.

To be in a two-dimensional or quasi-two-dimensional situation, the radial frequency has
to be much greater than the longitudinal and polar frequency, and the chemical potential of
the sample has to be below the energy scale given by the radial frequency. The system is
then quenched to the lowest radial energy state, but is still free to move in the bent toroidal
surface.

As will be shown in this chapter, by changing the relative phase of the two rf fields or
by adding more rf fields the variations of the trap bottom in the x-y planes can be reduced
greatly. A situation can be obtained that fulfills the above criteria that are necessary for a
quasi-two-dimensional system.

All simulations in this section were carried out with a wire arrangement that corresponds
to the layout of the K-Rb experiment that was introduced in figure 3.5.

3.4.1. Two-Wire Setup

Changing the Phase

In section 3.2.2, it was mentioned that for an elliptical polarization of the rf field the angular
positions of the minima of the resulting double-well are fixed to polar angles ϕ = nπ/2.
Incorporating gravity and the gradient due to the inhomogeneous magnetic fields, the angular
position of the two minima will depend on the relative phase between the two rf fields. In the
case of a horizontal splitting, the two minima are pulled downwards to the position on the
ring that is the furthest away from the chip. The closer the phase gets to the case of circular
polarized rf, the closer the two minima of the double-well move together.
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Figure 3.7.: Adiabatic potential for different phases between the two rf wires. The spacing of the
lines is h · 5 kHz. Due to the inhomogeneities in the wire potential and due to gravity the double-well
structure opens downwards and joins at the position furthest away from the chip. At a phase shift
between 0.5π and 0.6π there is a point where the curvature around the minimum of the potential
along the polar direction is minimal.

In figure 3.7, the resulting adiabatic potentials are plotted for different relative phases of
the rf fields. Between the case of a single well at the position the furthest away from the
chip and a clear double-well, there is an intermediate region in which the gradient created
by gravity and the inhomogeneous magnetic fields is compensated by the spatially varying
coupling of the rf field. At this intermediate point the polar frequency is minimal.

This is visible by comparing figure 3.8 with figure 3.6. The only parameter changed between
both simulations is the phase between the two rf wires leading to a reduction of the polar
trapping frequency almost by a factor of four. Unfortunately, this strategy cannot remove
the large variations in the trap bottom of more than h · 20 kHz along the radius of the trap.
This is still much larger than the transversal trapping frequency of the trap. Therefore, the
realization of a bent two-dimensional trap is feasible, but the atoms will not explore the whole
volume of the torus and the surface will not be closed.

Changing the Position of the Static Trap

A second approach with the same effect as changing the phase of the rf fields, is to move the
atoms closer to the chip, whilst keeping the relative phase between the rf fields fixed. As the
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Figure 3.8: Adiabatic potential
and variation of the trap bottom
for a phase δ between the two rf
wires of 0.544π. All other pa-
rameters of the simulation are the
same as in figure 3.6. The polar
trapping frequency is reduced by
more than 70 % to 2π·148 Hz.

geometric angle of the two rf sources changes, this has the identical effect as changing the
phase between the rf sources as long as the two rf amplitudes are identical.

Similar to the previous example, the polar frequency is reduced to around 2π·150 Hz if the
bias field is increased by 10 % compared to the values used in figure 3.6. Nevertheless, big
variations in the trap bottom of h·20 kHz remain along the radius of the trap.

3.4.2. Four-Wire Setup

An even more homogeneous case can be achieved if the field of each of the rf wires is created
by a combination of two wires that have current flowing in opposite direction. The field of one
wire of current I at a position r0 away from the trap position can be replaced by a different
current I1 in the same wire and an additional wire at position (r0 +r1)r0

r0
that has the current

I2 running in the opposite direction.
Having an additional degree of freedom, the gradient of the B field at the position of the

trap can be removed by the appropriate choice of the currents I1 and I2:

B =
I

r0
→ I1

r0
+

I2

r0 + r1
=

I

r0

dB

dr |r=r0
= 0 → I1

r2
0

+
I2

(r0 + r1)2
= 0

with the solutions I1 = −I r0

r1
, and I2 = I

(r0 + r1)2

r0r1
.

If this technique is applied to both of the rf wires on the chip surface, one ends up with an
arrangement of four wires that create the rf field for the adiabatic potential. This four-wire
layout was integrated in the chip design of the new K-Rb setup that is visible in figure 3.5.
The wires C and D on the backside of the chip are positioned such that their fields are
parallel to the ones created by the wires A and B respectively. More details on the actual
implementation of these wires on the back side of the chip can be found in section 6.5.4.

The effect of these wires on the trap geometry is visible in figure 3.9(c). If the current in
the two wires on the backside of the chip is out of phase to the current in the respective wire
on the front side, the large variations of the trap bottom going along the ring are suppressed
by almost one order of magnitude compared to the optimized two wire trap.

As in the previous section with two wires, the potential can be made even smoother by
either changing the position of the static trap, by changing the phase shift between the both
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Figure 3.9.: Equipotential lines at energies 0 to 25 kHz·h, step size h · 5 kHz for different settings
of a toroidal trap. (a) only the two wires A, B on the front side of the chip apply a rf field. The
trap is inhomogeneous due to the 1/r decay of the B fields of the rf wires. (b) same as (a) but
additionally gravity points downwards (c) compensating the inhomogeneities by additionally using two
more rf wires on the back side of the chip (C, D) whose currents are π out of phase with these in the
rf wires A and B. Parameters used: BI=0.8 G Itrap=1 A, BB=23.5 G, ωRF =2π·600 kHz, IA,B=23 mA
in (a) and (b), 17 mA in (c), IC,D= 370 mA.

wires on the front side of the chip (A, B), or by changing the phase shift between the two
wires on the back side of the chip (C, D) slightly from the value 0.5π.

In figure 3.10, the maximum variation in trap bottom and the polar oscillation frequency
around the minimum are plotted as a function of both, the current in the wires C and D and
their relative phase. There is a clear minimum in both variation and oscillation frequency.
For the parameters of this optimal point the variation of the trap bottom is plotted separately
in figure 3.11(b) and stays below h·250 Hz. At the same time the polar oscillation frequency
around the single minimum is around 2π·60 Hz.

Compared to the optimized case of a toroidal potential created by two wires as in the
example of figure 3.8, this is a suppression of the variation in the trap bottom by a factor of 8.
With these settings for the individual rf wires, it will be possible to create a two-dimensional
trap with periodic boundary conditions in the new setup of the K-Rb experiment, as the
variations are more than an order of magnitude smaller than energy scale of h · 3.8 kHz of the
radial confinement of the torus.
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3.4. Feasibility of a Two-Dimensional Toroidal Trap
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(a) Maximum variation of the trap bottom going
along the ring.
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(b) Polar oscillation frequency around the minimum
position of the potential.

Figure 3.10.: Optimizing the smoothness of the torus by changing the current and the relative phase
of the two wires on the backplane, i.e. the two wires furthest away from the atom cloud.
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Figure 3.11: Variation in trap
bottom along ring in the case
of the four-wire rf setup with
IC,D=395 mA (a) with relative
phase 0.5π between the wires C
and D (b) by choosing 0.5075π
the variations are suppressed by
one order of magnitude. The mini-
mum position moves to a polar an-
gle of π. Other parameters of the
simulation as before. The polar
oscillation frequency in this sin-
gle well is 2π·60 Hz, the transverse
confinement 2π·3.5 kHz.
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Figure 3.12.: (a) Same setting as in figure 3.9(c). (b) Backplane with wires C and D displaced by
100 µm horizontally (c) again a horizontal displacement of 100 µm, but now with a ratio 0.85 in the
amplitudes of C and D and a phase shift 0.51π between C and D.

Figure 3.13: By changing the ratio of the currents
in the wires C and D and their relative phase it is
possible to keep the polar trapping frequency below
2π·100 Hz for different horizontal displacements of
the wires C, D relative to the wires A, B.

0 20 40 60 80 100
0.506

0.507

0.508

0.509

0.51

re
la

tiv
e 

ph
as

e 
[π

]

displacement [µm]

0.84

0.88

0.92

0.96

1

re
la

tiv
e 

am
pl

itu
de

Relative Displacement of the Wires

In the case of a four-wire setup, it is technically challenging to align the pair of wires C, D
on the back side of the chip substrate with the two wires A, B on the front side perfectly so
that the fields of the wires A and C and of the wires B and D are parallel. A small horizontal
displacement in the order of several 10 µm is hard to avoid, as will be shown in section 6.5.4.

Therefore, simulations of the trapping potential had to answer the question, whether such a
misplacement in the wire positions has any effect on the resulting trap geometry and whether
these effects can be compensated for by optimizing the wire currents and phases.

As an example, the resulting potential for a displacement of 100 µm and an optimal setting
of the currents and the phase between C and D are visible in figure 3.12. Trying to find
optimized parameters for different horizontal displacements, it can be seen that for every
position, settings for the balance between the wires C and D and for their relative phase can
be found with which the polar trapping frequency can be kept below 2π·100 Hz.
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3.5. Numerical Calculations in Three Dimensions

Figure 3.14: Isosurface for an energy
of h·2 kHz for the optimized four-wire rf
trap, as introduced in section 3.4.2, ex-
tended by a harmonic trapping poten-
tial with frequency 2π·15 Hz along the
z-direction.

3.5. Numerical Calculations in Three Dimensions

Until now, only the situation perpendicular to the direction of the trapping wire was consid-
ered, and it was assumed that the static field has no dependence on the third, the z-direction.
In all trapping configurations presented in this theses, the static trapping along this direction
can be described by an harmonic confinement Bz ∝ ω2

zz
2. This changes the direction of the

static field Bs as a function of the z-coordinate. Therefore, the coupling to the rf field and
the detuning between static trap and rf field will vary along this direction, ensuring that the
trap is closed in this direction as well. A typical example for the three-dimensional nature
of the trapping geometry is visible in figure 3.14. Here the trapping potential of the opti-
mized four-wire geometry of section 3.4.2 is extended by a harmonic confinement along the
z-direction of 2π·15 Hz.

A second effect that is visible in all numerical simulations of the employed trapping ge-
ometries, is the small rotation of the trap in the x-z-plane away from the direction z of the
current flow. This is due to field inhomogeneities that are introduced through the closing
wires, and was already mentioned in section 2.3.1. All simulations in this section were carried
out assuming the wire configuration used in the RbII experiment (introduced in chapter 8),
where the longitudinal confinement is provided by two wires that are each 500 µm wide and
are 2 mm apart. In chapter 8, the distances and sizes of the single wires of the corresponding
chip layout are given.

3.5.1. Beam Splitter

In section 3.1, it was shown that the splitting of a double-well depends strongly on the ratio
between the absolute value of the static field and the frequency of the rf field. By changing
the Ioffe field in space, a real-space beam splitter can be created on an atom chip. Such
miniaturized small scale interferometers are of great interest as they allow unprecedented
stability for example in metrology.

The usual realization of a Y-beam splitter with static fields has some drawbacks: Usually
the outgoing waveguides have much different trapping frequencies than the input path, the
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3. Radio-Frequency Adiabatic Potentials

trap bottom changes suddenly at the splitting point and, due to topological reasons, there
will always be a fourth waveguide pointing towards the chip surface [34].

This is not a problem in the case of rf adiabatic potentials. Here the effective magnetic
field does not have to fulfill Maxwell’s equations any more. A true Y-beam splitter is possible
that has a smooth transition in the trap bottom and the symmetry of the splitting process
can be controlled with great precision. Such a beam splitter can be realized either temporal
(by deforming a single well into a double-well) [42] or spatially (by taking advantage of the
three-dimensional nature of the rf coupling).

There are two slightly different cases of a spatial beam splitter possible in our setups that
are visible in figures 3.15 and 3.16. Both take advantage of the modulation of the absolute
field along the trap due to the longitudinal trapping.

For the first case, an rf field is applied that has a slightly lower frequency than the splitting
between the neighboring Zeeman levels at the minimum of the potential. This is the case of
a positive detuning term ∆. The strength of the rf field is chosen such that it exceeds the
critical value BC (see section 3.2) at the center of the trap. Moving along the trapping wire
the detuning ∆ grows. As BC ∝ ∆, the double-well will at a certain distance smoothly merge
into a single trap.

Experimentally, one could proceed as follows: first excite longitudinal oscillations in the
static potential, then at the turning point of the motion switch on the rf fields. During their
motion in the longitudinal potential, the atoms see a potential that is then given by the
z-dependent trap bottom of the adiabatic potential. This adiabatic potential is depicted in
figure 3.15 (b).

For the second case, the approach is a little different. If an rf field is added that has a
slightly higher frequency than the absolute trap bottom, the trap will show again a double-
well at the central position. Going away from this point along the trap, the detuning grows
again and at a distance z0 with Bs(z0) = ~ωRF the detuning ∆ changes sign.

As long as the applied rf amplitudes stays below the critical field Bc, the double-well
merges into one minimum again. For these settings, the change in the transversal oscillation
frequencies is much higher than in the setting for an interferometer with the rf below the trap
bottom as described previously. So, from an experimental point of view, where one tries to
avoid excitations during the splitting of the cloud and where one would like to split the cloud
coherently, the first situation is preferable. The experimental realization of a beam splitter
with a rf frequency above the level-splitting was published just recently by the van Druten
group [45].

As visible in the panels (b) of figures 3.15 and 3.16, the rf field has in both cases still an
effect on the trapping geometry far away from the splitting region. Mainly the local trap
bottom and such the longitudinal trapping frequency is reduced due to the coupling.

3.6. State-Selective & Species-Selective Traps

One big advantage of the adiabatic rf potentials is the fact that they allow for species-selective
potentials if both species have different gF factors. If both atoms are in their maximally
stretched state, they will experience exactly the same static magnetic potential. But still
situations can be created in which the atomic cloud of one species is split without a splitting
of the other atomic cloud. This is for example possible in the K-Rb experiment where the
two elements 40K in F = 9/2 and 87Rb with F = 2 have gF = 2/9 and gF = 1/2 respectively.

32



3.6. State-Selective & Species-Selective Traps

(a)

(b)

(c)

Figure 3.15.: Real space interferometer realized by tuning the rf frequency below the level spacing
at the minimum Ioffe field and by making the rf amplitude high enough so that the critical field for
splitting is exceeded in the central region. (a) Isoenergy surface 2π·1 kHz for the adiabatic potential
after subtracting for each z-position the corresponding trap bottom. This is the potential locally seen
by atoms at the corresponding z-position. The slight rotation of the static trap is due to the fields
of the closing wires. (b) Trap bottom for the adiabatic and static trap. (c) Horizontal and vertical
transverse trapping frequencies. At the point of the Y-junction the horizontal trapping frequency is
greatly reduced. Parameters used: Itrap=0.5 A, BBias=17 G, longitudinal confinement by two wires
2 mm apart, each with 1 A, IRF =20 mA, δ=π, νRF =365 kHz, trap bottom of static trap 0.7 G.
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3. Radio-Frequency Adiabatic Potentials

(a)

(b)

(c)

Figure 3.16.: Beam splitter by using a rf frequency that is bigger than the minimum level spacing
introduced by the static field. Compared to the previous picture these settings have the drawback
that the trap bottom of the adiabatic trap in (b) is rather small and in (c) the change in the transver-
sal trapping frequencies is much bigger than for the case of the interferometer in fig. 3.15. In (b)
additionally the rf frequency is plotted as reference. Splitting occurs once the rf frequency is bigger
than the trap bottom of the static trap. The wiggles visible in the plots for the trapping frequencies
have no physical origin: They are due to the finite grid used for the calculations. Parameters used:
IRF =5 mA, νRF =500 kHz, other parameters as in the previous figure.
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Figure 3.17: Zeeman splitting be-
tween two neighboring mF -states for
87Rb (solid) and 40K(dashed) in a
potential of 1 G Ioffe field and a gra-
dient of 1 G/cm. Depending on the
applied rf frequency ω only one of the
potentials is split in a double-well.

Species-selective traps between bosons and fermions allow truly new experiments, for ex-
ample by looking at the coupling between bosons that is mediated by fermions. By splitting
a quasi one-dimensional BEC into a double-well and having an unsplit fermionic cloud sitting
right between the two BECs, a situation can be created in which the fermionic cloud has an
overlap with both bosonic clouds, whilst the barrier between the BECs is high enough so that
there is no other coupling between them. In section 5.2.2, this situation will be studied in
more detail.

For simplicity, only the one-dimensional case with the formation of a double-well is con-
sidered in the following. Nevertheless, the same arguments still hold for a ring trap or a
double-well in two dimensions perpendicular to the current-carrying wire.

Due to the different gF factors, the Zeeman splitting is different for both species. For
clarity, the splitting between neighboring Zeeman levels in the case of 40K and 87Rb is plotted
in figure 3.17.

Depending on the frequency of the rf field used, there are two different scenarios possible:

• If the rf frequency is chosen such that it is above the trap bottom for 40K, but still below
the trap bottom of 87Rb, the potassium cloud will be split in a double-well or ring,
whilst the Rb atoms are, in a first approximation, still experiencing their static trap.
By increasing the frequency of the rf field, the minima of the double well for potassium
move further away from each other. This is due to the fact that the resonance condition,
where the rf frequency and the splitting between the hyperfine levels are resonant, is
fulfilled at larger and larger distances from the minimum of the trap.

At a certain frequency, close to the resonance condition between the trap bottom of the
Rb atoms and the rf field, their trap will be split as well, but the distance of the minima
of the Rb potential will always be smaller than the distance of the minima for the 40K
cloud.
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3. Radio-Frequency Adiabatic Potentials

• To create the opposite situation of a split bosonic Rb cloud with a fermionic K cloud
still experiencing the initial static trap, a rf frequency ωRF can be chosen that is slightly
below the trap bottom for Rb. For a Ioffe field of 1 Gauss, the trap bottom is resonant
with an rf frequency of 2π·700 kHz. Therefore, the rf is 2π·389 kHz detuned from the
transition frequency between the undressed states of the potassium potential. The
hyperfine transitions with ∆mF = 2 or 3 in 40K are closer to the rubidium frequency,
but forbidden due to selection rules. On the potential for 40K this rf frequency acts
like a rf knife opening the potential at high energy values, so only for sufficiently cold
samples they are not influenced by this frequency. If now the rf frequency is swept
to higher values, the Rb cloud will be split to larger and larger distances, leaving the
potassium cloud unchanged.

For the case of a circular polarization of the rf field, there is another possibility for rotational
symmetric species-dependent potentials. Working with states whose gF factors have the
opposing sign, for example the combination of 87Rb in F = 1 with gF = −1/2 in combination
with the same species in F = 2, or the combination 87Rb in F=1 with 40K in F = 9/2, the
phase shift γ = − gF

|gF |δ has the opposite sign for both species. So it can be chosen to be π for
one species and −π for the other. Therefore, one cloud experiences a toroidal trap potential
in two dimensions, whereas the other one is still at the position of the static trap and even
more strongly confined. This could actually be a way to store these mixtures in the same
magnetic trap for longer times, as due to the reduced spatial overlap of both clouds, the
inelastic scattering processes (see section 5.1.1 for more details) that are dominant in these
mixtures are greatly reduced.
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4 Cold Bosons & Fermions

In this chapter, the basic concepts of degenerate quantum gases will be reviewed. The sta-
tistical approach followed in section 4.1 is valid for non-interacting particles like identical
spin-polarized fermions and is a reasonably good approximation for thermal clouds of bosons.
This leads to a good estimate for the transition temperature to a Bose-Einstein condensate.

To gain more insight in the properties of the ground state of the bosonic system, the
interactions between the atoms have to be taken into account, and in section 4.1.3 it will be
shown that even if the atomic cloud is dilute, interactions dominate in most situations the
behavior of the condensed phase.

In section 4.2, the density distributions for fermionic and bosonic systems at T=0 will be
studied in more detail. Furthermore, in section 4.3 it will be explained that the density and
momentum distribution of dilute atomic gases can be derived for arbitrary temperatures and
expansion times. Therefore, the measurement of the shape of an expanded cloud of atoms is
a good thermometer for these samples.

For more details on the description of cold bosons the reader is directed at textbooks,
e.g. [51], and reviews like [86]. The properties of a harmonically trapped Fermi gases at low
temperatures can, for example, be found in [87, 88] and are nicely described in the thesis of
DeMarco [15].

4.1. Statistics

First, the situation of a trapped many particle system with discrete single-particle eigenstates
εn is considered. From a statistical viewpoint the difference between bosons and fermions
manifests in the mean occupation number of the single-particle eigenstates that show their
difference especially in the limit of low temperatures.

By introducing a parameter a = 0,±1, the distribution function can be treated in the
same formalism, independent of the underlying statistics. εn denotes the energy of the single
particle state for the particular trapping potential considered. Then, the distribution function
can be written as

f(εn) =
1

exp[β(εn − µ)] + a
(4.1)
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with the abbreviation β = 1/kBT and the chemical potential µ. The constant a takes the
values a = −1 for Bose-Einstein statistics and a = +1 for Fermi-Dirac statistics. At high
temperatures, the effects of quantum statistics become negligible, and the classical Maxwell-
Boltzmann distribution is recovered. In equation (4.1) this limit is reproduced by going
to a = 0. For the following calculations, it is mathematically favorable to introduce the
fugacity z, defined as z = exp[βµ].

The main differences between bosons and fermions is already visible from equation (4.1):
for Fermi-Dirac statistics the occupation number of the single energy levels is always less
or equal one, for bosons the occupation number can diverge, a fact that is related to the
macroscopical occupation of a single state at low temperatures.

For the distribution functions in equation (4.1), the chemical potential µ and such the
fugacity z are for a given temperature fixed by the normalization condition that the summation
over all energy levels has to reproduce the atom number:∑

f(εn) = N.

To go from a discrete summation over energy levels to an integration, the density of states
that corresponds to the respective trapping configuration has to be calculated. Considering
the typical case of a harmonic trap in three dimensions

V (r) =
1
2
m(ω1x

2
1 + ω2x

2
2 + ω3x

2
3), (4.2)

the density of states can be calculated to

g(ε) =
ε2

2(~ω̄)3

with the mean trapping frequency ω̄3 = ω1ω2ω3.
In the limit of a large number of atoms N , the energy difference between the single states

becomes small, and the number of excited atoms that have an energy other than the ground
state can then for the cases a = ±1 be calculated by an integration over the distribution
function:

Nex =

∞∫
0

f(ε)g(ε) dε = −a
(
kBT

~ω̄

)3

Li3(−az). (4.3)

The function Lin(x) appears often in the context of harmonically trapped quantum gases and
is the so-called polylogarithm that is defined as

Lin(x) =
∞∑
l=1

xl

ln
.

It converges for real valued x with x ≤ 1. In physics, −aLin(−az) is sometimes called either
Fermi-Dirac integral, or Bose-Einstein integral, depending on the sign of a. For the argument
x = 1, Lin(x) can be identified with the Riemann Zeta function ζ(n).

In figure 4.1, the chemical potential is plotted as a function of the temperature for all
three statistics considered. In all cases, the chemical potential is less than zero at high
temperatures. For bosons it approaches the ground state energy at low T . For fermions the
chemical potential is always higher than in the Maxwell-Boltzmann case and approaches the
Fermi energy for T=0.
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Figure 4.1: Chemical potential in units
of ~ω̄ for 106 non-interacting atoms in a
three-dimensional harmonic trapping poten-
tial with a mean trapping frequency of
ω̄=2π·500 Hz. In the fermionic case the
chemical potential approaches the Fermi en-
ergy at low temperatures. For bosons the
chemical potential in the condensate phase
is the ground state energy. On the tem-
perature axis the critical temperature TC of
the BEC and the Fermi temperature TF are
given as reference.

4.1.1. Fermions

For fermions at T = 0, the distribution function (4.1) simplifies greatly: For energies ε larger
than the chemical potential µ, the occupation of these levels vanishes. For energies below µ,
all energy levels have the occupation one. In this case µ is identical with the Fermi energy
EF , defined as the energy up to which all levels have the occupation one.

As the occupation of the ground state is one, this state can be neglected and the number
of atoms N can be identified with the number of atoms in excited states Nex. Integration of
equation (4.3) then leads to the relation:

N =
E3
F

6(~ω̄)3
.

This defines the Fermi energy, and the Fermi temperature TF can be introduced via

EF = kBTF = ~ω̄(6N)1/3. (4.4)

The result looks strikingly similar to the result for kBTC that will be derived in the following
section for bosons. However, other than in the bosonic case the Fermi temperature is not
a critical temperature of a phase transition. It is only a crossover point characterizing the
quantum nature of the system.

For typical trapping parameters in atom chip experiments with a mean trapping frequency
ω̄ = 2π · 500 Hz and N = 106 atoms, this transition temperature evaluates to TF = 4.4 µK.

The definition of the Fermi temperature in equation (4.4) can be used to replace the number
of particles in equation (4.3), and one arrives at a relation between the ratio T/TF and the
fugacity:

Li3(−z) = − 1
6(T/TF )3

. (4.5)

4.1.2. Bose-Einstein Condensation

The transition temperature to BEC is defined as temperature at which all particles can still
be accommodated in the excited states. In the thermodynamic limit with N → ∞, ω̄ → 0
and a constant density Nω̄3, this transition temperature is well defined.
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The critical temperature can be obtained by looking at the number of atoms in the excited
states given in equation (4.3) in the limit that the chemical potential µ approaches the ground
state energy of the system. In terms of the fugacity this is the limit z→ 1:

Nex =
(
kBT

~ω̄

)3

Li3(1) =
(
kBT

~ω̄

)3

ζ(3). (4.6)

By identifying the number of atoms in excited states Nex with N , the critical temperature
for the onset of condensation can be derived as

kBTC = ~ω̄
(
N

ζ(3)

)1/3

. (4.7)

Inserting this result in equation (4.6), one arrives at a scaling relation for the number of
condensed atoms in three dimensions as a function of the temperature:

N0

N
= 1−

(
T

TC

)3

.

The condensation of bosons in typical chip traps is typically not in the thermodynamic
limit of high atom numbers. The atom numbers reached are between 103 − 105. Then the
phase transitions is not sharp any more and is shifted to lower temperatures [89, 51]

∆TC
TC

=
ζ(2)

2[ζ(3)]2/3
ω1 + ω2 + ω3

3 ω̄
N−1/3 ≈ −0.73

ω1 + ω2 + ω3

3ω̄
N−1/3. (4.8)

The high aspect ratios of the cylindrical chip traps typically realized (around 100 to 1000),
change the ratio of the average mean to the geometric mean in equation (4.8). This can
enhance the temperature shift greatly for anisotropic trapping configurations.

In this section, only the case of a trapped gas in an anisotropic harmonic trap in three
dimensions is considered. The situation is fundamentally different for lower dimensional
systems in which the thermal energy kBT and the chemical potential are on the order of or
smaller than the oscillator energies ~ωi in one or two directions of the trapping potential.
Whether BEC occurs, depends on the density of states in these systems. The situation for
two dimensions will be discussed in more detail in section 4.4.

4.1.3. Interacting Bosons

Until now, no interactions between the particles were considered. This approximation is valid
for a single component spin-polarized gas of fermions and a good approximation for thermal
clouds. To evaluate the properties of the ground state of a bosonic system at low temperatures,
it is not possible any more to neglect interactions. Interactions modify significantly the
properties of the cold gas, for example the spatial shape and the expansion dynamics.

Assuming a properly symmetrized product state of single-particle wave functions, the fully
condensed state can be expressed as the product of the same single-particle state φ(r). The
wave function of the N -particle system then reads as

Ψ(r1, . . . , rN ) =
N∏
i=1

φ(ri), (4.9)

with the normalization of the single-particle wave function
∫
dr |φ(r)|2 = 1.
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4.1. Statistics

At very low temperatures the exact shape of the interaction potential between two atoms
is not important, as the thermal de Broglie wavelength λT =

√
2π~2/mkBT is much larger

than the effective range of the interaction potential. The only relevant scattering amplitude
is due to s-wave scattering and the interaction potential can be approximated by a delta like
pseudo-potential U(ri − rj) = gδ(ri − rj). Therefore, the coupling strength g can be directly
related to the s-wave scattering length a:

g =
4π~2a

m
. (4.10)

In spin-polarized bosonic quantum gases that are magnetically trapped in their maximally
stretched state, the scattering length is dominated by the triplet channel. For 87Rb this is
at = (98.98± 0.04) a0 [90], a0 being the Bohr radius a0 = 5.29 · 10−11 m.

The approximation to neglect interactions in a single component Fermi gas is valid for
sufficiently low temperatures. The first contribution to interspecies scattering processes is
the the p-wave channel. Taking the typical size of a 40K-40K molecule orbital and the angular
momentum of ~ that has to be transfered, a contribution of the p-wave channel can be
estimated to play a role only for temperatures above 10 mK [91].

By using the effective interaction U(ri−rj) = gδ(ri−rj), the effective Hamiltonian including
interaction is

H =
N∑
i=1

[
p2

2m
+ V (ri)

]
+ g

∑
i<j

δ(ri − rj).

V (r) is the external potential. The energy of the fully condensed state of equation (4.9) is
therefore given by [51]

E = N

∫
dr
[

~2

2m
|∇φ(r)|2 + V (r)|φ(r)|2 +

N − 1
2

g|φ(r)|4
]
. (4.11)

Mean-Field Theory

When working with dilute atomic vapors, the interparticle spacing is still large compared to
the scattering length a that describes the strength of interactions. With densities n where
a3n� 1, the system can be described by a mean-field theory where all interactions between
the atoms are summarized to the interaction of single particles with an effective potential [51].

Due to interaction the number of particles in the condensed state will not be N as assumed
in equation (4.9), but lower. However, this depletion of the condensed state is at typical
atomic densities very small and can be neglected in most cases.

The interaction term in equation (4.11) can be identified with the N(N − 1)/2 different
ways of producing pairs of bosons. In the limit of large N it can be set toN2/2. By properly
normalizing the wave function of the condensed state

ψ(r) = N1/2φ(r),

the density of particles can be identified by n(r) = |ψ(r)|2. Then the energy in equation (4.11)
can be written as

E(ψ) =
∫
dr
[

~2

2m
|∇ψ(r)|2 + V (r)|ψ(r)|2 +

1
2
g|ψ(r)|4

]
. (4.12)
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4. Cold Bosons & Fermions

Figure 4.2: Cut through the three-
dimensional in situ density distribu-
tion given by (4.15) for fermions, non-
interacting bosons and an ideal gas of
thermal atoms. Each at the same tem-
perature T = 0.7TF = 1.4TC . Parame-
ters used: 106 atoms, mass of 87Rb and
a harmonic trap with ω̄=2π·500 Hz

Minimizing the energy in equation (4.12) by varying ψ under the constraint of a constant
total number of particles results in the time-independent Gross-Pitaevskii equation [51]:(

− ~2

2m
∇2 + V (r) + g|ψ(r)|2

)
ψ(r) = µψ(r). (4.13)

In the limit of weak interactions, g → 0, the usual linear Schrödinger equation is recovered.

4.2. Density Distributions

For thermal atoms and for Fermi and Bose gases above their respective transition temperature,
the phase-space density can be obtained by working in a semi-classical approach for the
distribution function. This approach is valid, as long as the variations in the external potential
are small on the length scale given by the de Broglie wavelength of the particles. Then every
atom can be described by a wave packet with well defined momentum and position.

This description is not valid for the lowest energy states which have spatial variations on
the length scales on which the potential changes [87]. The distribution function is then given
by:

w =
1
~3

1
z−1 exp(βH(r, p)) + a

. (4.14)

By integrating this distribution over the momentum degrees of freedom, the density distri-
bution of the atomic ensemble in real space is obtained

n(r) = −a 1
λ3
T

Li3/2

(
−aξe−βV (r)

)
(4.15)

with the thermal de Broglie wavelength λT =
√

2π~2/mkBT .
In exactly the same manner, one can integrate over the spatial coordinates and arrives at

the momentum distribution of the trapped cloud:

n(p) = −a 1
ω̄

(
1

2πβ~2m

)3/2

Li3/2

(
−aξe−β( p2

2m
)

)
. (4.16)
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4.2. Density Distributions

Different to the spatial distribution, the momentum distribution does not reflect the anisot-
ropy of the trap any more. The momentum distribution for non-condensed samples is due to
the equipartition principle always isotropic and is, in the case of bosons, the main indicator
for the existence or the non-existence of a condensate.

Equation (4.15) reduces in the limit of high temperatures to the density of a thermal gas
trapped in a harmonic potential:

n(r) = N

(
mω̄2

2πkBT

)3/2

e−βV (r) = N

(
mω̄2

2πkBT

)3/2

e−
P
x2

i /2σ
2
i , (4.17)

with the width σ2
i = kBT

mω2
i
.

4.2.1. Fermions at T=0

For finite temperatures, the shape of the atomic cloud is given by equation (4.15). In the
limit of T=0, the distribution can be easily calculated.

Fermions at T = 0 fill the potential landscape up to the Fermi energy EF . The phase-space
density is equal 1/h3 for all states with energies below EF and zero above. By integrating
the density of states over the momentum space one obtains the density distribution

n(r) =
(2m)3/2

6π2~3
(EF − V (r))3/2 for V (r) < EF . (4.18)

At the same time, the momentum distribution of the cloud is, similar to the case of thermal
atoms, isotropic as all momenta p with p2/2m < EF are equally occupied.

For finite temperatures the edges of this distribution get washed out, similar to the typical
behavior of the fermionic distribution function that is known from electrons in solid state
systems.

In a harmonic trapping potential the extension of the cloud along the different axis of the
trap is given by the Fermi radii

Ri =

√
2~ω̄
mω2

i

(6N)1/6.

4.2.2. Bosons at T=0

Thomas-Fermi approximation

Even in the limit of dilute atomic gases, the energy due to interactions dominates the kinetic
energy, as long as the number of particles N is high and the interaction is sufficiently large.

In the Thomas-Fermi approximation, the kinetic term in the Gross-Pitaevskii equation (4.13)
is neglected. The shape of the density distribution is therefore directly related to the shape of
the confining potential, leading in the case of harmonic trapping to the shape of an inverted
parabola:

n(r) = |ψ(r)|2 =
µ− V (r)

g
. (4.19)

The maximum density at the center of the trap is n(0) = µ
g .

43



4. Cold Bosons & Fermions

This approximation describes the condensate quite well in the central region of the trap,
but fails to describe the density distribution of the cloud at the edges of the trap where the
density vanishes.

The extension of the cloud is given by the condition that at the outermost points the
potential equals the chemical potential µ, and the so-called Thomas-Fermi radii Ri of the
spatial extension of the cloud evaluate to:

Ri =

√
2µ
mω2

i

. (4.20)

The chemical potential is fixed by the usual constraint that N =
∫
dV n(r). For a harmoni-

cally trapped cloud the chemical potential is [51]

µ =
(15N a)2/5

2

(mω̄
~

)1/5

~ω̄. (4.21)

4.3. Expansion & Thermometry

Due to the small size of an atomic cloud in the trap, most diagnostics rely on the free expansion
of the atomic ensemble and successive absorption imaging. From cloud size measurements
done at different expansion times, the momentum distribution of the atomic cloud can be
reconstructed even if the exact shape of the potential is not known, leading to the temperature
of the sample.

In the limit of long expansion times, in which the cloud expands to a size much larger than
the initial in situ size, the density distribution of the thermal cloud is a direct measure of the
momentum distribution in the trap, independent of the exact shape of the confining potential.

4.3.1. Thermal Atoms

As already mentioned in the previous section, for thermal atoms a semi-classical approach for
the distribution function with well localized wave packets is applicable. Atoms originating
from x0 can contribute to the density in x after a time of flight t only if their velocity is
v = (x − x0)/t. Integrating over all initial positions x0 or velocities v gives the density
distribution as a function of the expansion time:

n(x, t) =
∫
dv p(v)n0(x0)δ3(

x− x0

t
− v)

with the probability p(v) to find a particle with the corresponding velocity v

p(v) =
3∏
i=1

√
m

2πkBT
exp

(
− mv2

i

2kBT

)
.

Assuming harmonic confinement and therefore a Gaussian distribution for the density as in
equation (4.17), it can be shown through integration that the width σi of the cloud scales as

σ2
i (t) = (1 + ω2

i t
2)σ2

i (0), with σ2
i (0) =

kBT

mω2
i

. (4.22)
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Figure 4.3.: Simulation of the expansion of a thermal cloud of atoms at T = 5 µK from an rf trap,
as considered in chapter 8. All pictures show the column density integrated along the trapping wire.
For times longer than 0.2 ms the structure of the initial trap has vanished.

Arbitrary Shapes of the Trap

When the atoms are not confined in a harmonic potential, but are arbitrarily distributed
within a volume d3, extracting the temperature from the width of the expanding cloud is still
possible. For a given temperature T a typical velocity is v0 =

√
2kBT/m. Considering again

a semi-classical model, the atoms that are initially at x0 can during a time of flight t explore
a sphere with radius r0 = v0t. For

r0 � d and therefore, t� t0 =
d

v0
= d

√
m

2kBT

the initial inhomogeneities in the atomic distribution are washed out, as it is not possible
to distinguish between particles originating from x0 and x0 + d any more, and the typical
Gaussian shape of an expanding thermal cloud is recovered. For times longer than t0, the
width of the cloud as function of the expansion time is analog to equation (4.22) again a good
measure of the temperature of the sample.

In the case of the adiabatic rf potentials, as considered in section 3.4, the typical lengthscale
d is on the order of 10 µm. For temperatures in the µK range the time t0 is fractions of a ms.
A simulation of the expansion of thermal atoms from such a trap is visible in figure 4.3.

4.3.2. Fermions

For an ideal gas of harmonically trapped fermions, it can be shown that density distribution
for an arbitrary time of flight can be obtained by scaling the width of the cloud with the
identical relations as the ones obtained for a thermal sample in equation (4.22) [92].

σ2
i (t) =

kBT

mω2
i

(1 + ω2
i t

2)

The distribution of the expanded cloud can then be obtained by scaling the variables

xi → xi/
√

1 + ω2
i t

2 and adopting the prefactor for the normalization
∫
ndr = N accordingly.

As a result the shape of the expanding cloud does not change as a function of the expansion
time for harmonically trapped fermions.

n(r) = −
(

1
2πβ2~2ω̄2

)3/2 1
σ1σ2σ3

Li3/2

(
−z exp

[
−

3∑
i=1

x2
i

2σ2
i

])
(4.23)

45



4. Cold Bosons & Fermions

ms expansion

[m
m

]

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0

0.5

1

Figure 4.4.: Expansion of a quasi one-dimensional BEC, looking transversally on the cloud. The
aspect ratio between the longitudinal and transversal size of the cloud is being inverted after some
ms of expansion. The phase fluctuations that are due to the quasi one-dimensional nature of the
condensate are visible as fringes. The parabola of the center of mass motion is one possible tool to
determine the right scale for the axis of the imaging parallel to the direction of gravity.

In experiments one can usually not observe the three-dimensional density. By looking at
the shadow of the cloud obtained by an absorption image, only the integrated column density
is accessible. Integrating (4.23) along the z direction the column density in the x, y-plane
evaluates to

n(x, y) = −
(

1
2πβ2~2ω̄2

)3/2 √2π
σxσy

Li2

(
−z exp

[
− x2

2σ2
x

− y2

2σ2
y

])
. (4.24)

Expressing (4.24) in experimentally better accessible parameters leads to

n(x, y) = nmaxLi2

(
−z exp

[
− x2

2σ2
x

− y2

2σ2
y

])
/Li2 (−z) . (4.25)

To obtain the temperature of the sample from expansion measurements, typical fit param-
eters on the measured spatial distributions are the fugacity z, the width of the cloud and the
peak density nmax [93].

4.3.3. Bosons

To describe the dynamics of a BEC after the trap has been switched off instantaneously, the
condensate can be described with hydrodynamic equations for the superfluid density. It is
then possible to show that the Thomas-Fermi radii of the cloud during expansion scale with
time dependent coefficients bi(t) [86]:

Ri(t) = Ri(0) bi(t) =

√
2µ
mω2

i

bi(t). (4.26)

The coefficients bi are fixed by a set of coupled differential equations that can be solved for
different trapping geometries. Assuming harmonic confinement with cylindrical symmetry
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with ω1 = ω2 = ωr and ω3 = λωr, the scaling coefficients can be solved analytically in the
limit of low longitudinal trapping, γ � 1 [94]

b⊥(t) =
√

1 + ω2
r t

2

bz(t) = 1 + λ2[ωrt arctan(ωrt)− ln
√

1 + ω2
r t

2]. (4.27)

Therefore, a condensate expands highly anisotropic, and the aspect ratio between the two
axis of the condensate is inverted after some expansion time. The aspect ratio is λ for t = 0
and reaches for long expansion times the limit limt→∞ = 2/πλ. Typical experimental pictures
for an expanding condensate can be seen in figure 4.4.

4.4. Bosons in Two Dimensions

In this section, a little overview on the behavior of cold bosonic gases in a two-dimensional
geometry is given. The influence of the reduced dimensionality on the exact nature of the
phase transition at low temperatures has been studied theoretically in great detail [95, 96, 97,
30], and during the last years first experimental studies were possible [31, 98, 99]. A good
introduction to the theory low-dimensional bosonic systems can be found in [25].

To reach a quasi two-dimensional situation, the condition has to be satisfied that the
chemical potential µ is much smaller than the energy connected with the oscillation frequency
ωz of the tightly confined direction. Here and for the rest of this section, it is assumed that
the high confinement is along the z-direction.

For µ � ~ωz the motion of the atoms is confined to zero point oscillations along this
direction. Furthermore, the density of states is altered by the strong confinement. Going
through the same formalism that was developed in the beginning of this chapter for the
three-dimensional case, it can be shown that for a uniform gas, a BEC can only exist at
T=0 [25].

The situation is a little different when the atoms are harmonically trapped in two di-
mensions. Then the occupation of the ground state becomes macroscopic below a critical
temperature which depends on the number of particles and the trap frequencies. This is an
ordinary BEC transition in which the transition temperature and the condensate fraction for
an ideal gas are given by [100]:

kBTC = ~ω̄
(
N

ζ(2)

)1/2

,
N0

N
= 1−

(
T

TC

)2

. (4.28)

ω̄ is now the mean trapping frequency ω̄ = √ωxωy in the two-dimensional plane.
At finite temperatures, phase fluctuations destroy the long-range order of the system. The

condensate is then divided into blocks of constant phase, but the phases of these blocks are
not correlated with each other. The system is then called a quasicondensate.

Interactions

The effect of interactions between the atoms in two dimensions can be expressed by an
effective coupling constant. The interaction energy per particle in two dimensions is given
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by averaging the three-dimensional interaction over the Gaussian density profile of the cloud
along the confined, the z-direction [25].

Eint = n2Dg2D = n2D
1

l0
√

2π
g3D = n2D

√
8π~2

m

a

l0
.

The effective coupling constant is therefore:

g2D =
√

8π~2

m

a

l0
,

with l0 =
√

~/mω0 the oscillator length along the confined direction. The criterion n3Da
3 � 1

for weak interactions in three dimensions, reduces in the two-dimensional case to a� l0. For
a stronger confinement of the gas, the scattering length has to be corrected by a density
dependent term [97].

Similar to the three-dimensional case, the Thomas-Fermi approximation can be applied for
high atom numbers and a chemical potential that is much bigger than the level spacing in
the two-dimensional trap. Then the density profile in the two-dimensional surface takes the
usual parabolic shape

n2D =
1
g2D

µ− m

2

∑
i=1,2

ω2
i x

2
i

 .

This leads with the half-radii Ri =
√

2µ/mω2
i to a measure for the extend of the cloud in the

trap. Integrating over the extend of the cloud gives a definition for the chemical potential in
terms of the trapping frequencies and the total number of atoms:

µ =

√
Nmg2D

π~2
~ω̄.

The transition to a two-dimensional situation takes place, when the number of atoms be-
comes smaller than the number of states that is available below the first excited state in the
strongly confined direction. This is the situation when µ3D = ~ωz. The number of atoms for
this crossover can be calculated at T = 0 using equation (4.21) to:

N2D =

√
32~

225ma2

ω
3/2
z

ω̄2
(4.29)

with ω̄ the mean of the trapping frequencies in the quasi-two-dimensional plane.
Below this atom number, the shape of the cloud along the confined direction will not be

an inverted parabola any more, but assumes a constant Gaussian shape with lz =
√

~/mωz
independent of the number of atoms.

After releasing the atoms from the trap, their expansion is dominated by the expansion
along the direction of high confinement. Along this direction the width of the expanding
cloud will scale as

√
2ωzt, whereas the expansion in the other two directions is negligible [101].

Therefore, the aspect ratio of an expanded cloud can be used as an experimental signature
of the crossover from a three-dimensional to a two-dimensional situation [102]. In two dimen-
sions, the release energy of the cloud is not proportional to N any more, as it was in the case
of three dimensions, but saturates at the zero-point energy of the confined direction.
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Berezinskii-Kosterlitz-Thouless Transition

Independent of the confining potential, the repulsive interaction induces a transition to a
superfluid state at a critical temperature that is close to the critical temperature of BEC.
This phase [95, 96] is associated with the formation of bound pairs of vortices. The nature
of this phase transition was investigated experimentally by looking at fluctuations in the
quasi-condensate phase and free vortices were observed [31].

4.4.1. Experimental Approaches

There are different experimental approaches to achieve strong trapping in one spatial direction
whilst the two other axis of the trapping potential are kept much weaker:

• The first experimental realization of a BEC in two dimensions was in liquid helium
experiments. There the condensation of spin-polarized hydrogen on a helium surface
was observed in the late 1990s [103].

• A similar approach can be used with laser cooled atoms: It is possible to achieve a
single two-dimensional system by combining the gravitational field with the evanescent
light field that is created by total internal reflection of an repulsive blue detuned laser
beam on the surface of a prism [99].

• Optical dipole traps are a good tool to confine atoms to a two-dimensional configuration.
By using standing waves, usually a stack of pancake-like traps is obtained. In these far-
detuned optical dipole traps, condensation in two dimensions can be reached either by
lowering the atom number of a large number condensate in the trap [102], or by cooling
the sample [104] in this geometry. In these experiments usually several potential minima
are populated, leading in expansion to interference between the single realizations of
a quasi two-dimensional gas. This allows to probe the coherence properties of the
gas [105, 31].

• Single wells of such a standing wave can be selectively emptied by adding a magnetic
gradient along the standing wave and then applying an rf field [105], resulting in a
situation in which only one or a few traps are populated.

• A pancake-like trap can also be created by rotating a three-dimensional trap around
one of the trapping axis [106]. This led to the observation of vortices and vortex lattices
in two-dimensional systems.

• Within this thesis, a new approach for the implementation of a two-dimensional trap
is suggested: In section 3.4, it was shown that by using a circular polarized rf field a
rotational symmetric adiabatic trap can be created. By changing the detuning between
the rf photon and the Zeeman splitting in the trap, a single cylindrical trap can be
adiabatically be transformed into a toroidal shell structure. This shell forms a two-
dimensional surface with periodic boundary conditions if variations in the trapping
geometry are sufficiently suppressed. First experiments on the realization of such a
system can be found in chapter 8.
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5 Bose-Fermi Mixtures

The combination of a fermionic with a bosonic atomic sample gives rise to novel quantum
phases. As an example, charge-density-waves and the screening of fermions by bosons are pre-
dicted in tight cigar-shaped traps [107]. In optical lattices, questions of impurity scattering
and the localization of bosons were studied [22], and the proof of boson-induced superfluidity
in a cloud of fermions [108] might lead to a better understanding of high-TC superconduc-
tivity. Depending on the exact nature of the scattering potential between both species, the
interaction can be described by a negative or attractive scattering length.

For several reasons that will be described in more detail in section 6.2, the mixture of 40K
with 87Rb is used for the new mixture experiment. The interspecies scattering length for this
mixture is large and negative, and the attractive interaction has different consequences:

On the one hand, the scattering between the two species makes it possible to use this mix-
ture in sympathetic cooling experiments in which the fermions are cooled down to degeneracy
via the thermal contact with the rubidium cloud. This situation is explained in more detail
in section 5.1, where an estimate for the thermalization rate is given. The attractive inter-
action prevents at low temperatures a separation of the mixture into two phases, in contrast
to the case of repulsive mixtures like 6Li-7Li. This guarantees that the sympathetic cooling
process is working down to low temperatures, as there is always spatial overlap between the
two components.

On the other hand, the attractive interaction can lead to a collapse of both components of
the mixture, once a critical number or critical density of particles is exceeded. This behavior
of mixtures with attractive interaction was predicted theoretically [109, 110] and was observed
experimentally in 40K-87Rb [111, 18].

In section 5.2, the interactions between the two species will be treated in a mean-field
model [112], and this model will subsequently be applied to the case of a split double-well
potential in which the barrier height between the two clouds can be changed by the attractive
interaction between the two species. Due to the exponential sensitivity of the tunneling
dynamics of the double-well to the barrier, this might be a powerful tool to investigate the
interaction between both components. This situation can experimentally be realized in the
new K-Rb experiment using adiabatic rf traps as introduced in chapter 3.
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5.1. Sympathetic Cooling

The suppression of the s-wave scattering between identical fermions, limits cooling by the
usual evaporation method [113], as there is no rethermalization between the atoms through
collisions at low temperatures possible any more.

A way to circumvent this obstacle, is to employ sympathetic cooling. For sympathetic
cooling, the sample is brought in thermal contact with a second, colder, sample and the
whole system rethermalizes via elastic collisions [114].

In the case of fermionic spin-polarized samples, two different hyperfine or Zeeman states
of the same species can be used if both states can be trapped and if they are stable against
spin changing collisions. This method, applied to 40K, led in 1999 with the observation of a
Fermi sea to the first quantum-degenerate Fermi gas [7].

A second possibility for sympathetic cooling is the usage of a different atomic species as a
‘fridge’. This is typically a boson that is cooled down by evaporative cooling. A whole variety
of Bose-Fermi mixtures is now routinely cooled in the lab. Examples of two component
mixtures are: 6Li-7Li [115, 14], 6Li-23Na [116], 6Li-87Rb [62], and 40K-87Rb [117, 47].

Important for the sympathetic cooling process are elastic collisions in which the energy is
redistributed between the two components. Inelastic collisions between the two species are
to be avoided as they lead to trap losses.

5.1.1. Inelastic Collisions

The dominant mechanism for inelastic collisions in the absence of light are spin exchange
collisions. For spin exchange collisions between two atoms with |F1,mF1〉 and |F2,mF2〉, the
total projection of the angular momentum mF1 +mF2 has to be conserved [51]. By choosing
the states of the two atomic species carefully, mixtures can be created that are stable against
spin exchange.

For example, the mixture of 87Rb in |2, 2〉 and 40K in |9/2, 9/2〉 is stable against these
collisions, as there are no other spin combinations with a total mF = 13/2. On the other
hand, in the mixture of 87Rb in |1,−1〉 and 40K in |9/2, 9/2〉, different final states with a
total mF = 7/2 and with lower energy are possible. This leads to spin exchange collisions
that drive the atoms into untrapped states.

Even when choosing states that form a stable mixture against spin exchange collisions,
there is still a small loss channel due to dipolar interactions [118]. This dipolar relaxation
allows two atoms entering in a s-wave channel to leave in a d-wave channel. Due to the high
energy of the d-wave compared to the low energy of the atomic sample, these processes are
strongly suppressed.

Nevertheless, these processes can pose a significant problem, as it was for example observed
in an experiment cooling 6Li with 87Rb [62]. There, rubidium atoms that accumulated in the
|2, 1〉 state due to dipolar relaxation, had to be removed selectively several times during the
sympathetic cooling process, as they introduced a large inelastic scattering channel with the
lithium atoms.

A different kind of inelastic processes can be observed in the light field of a MOT. There
collisions between atoms in the ground state and atoms in the excited state are possible.
Depending on the exact shape of the interatomic potential formed by the collision partners,
this can lead to so-called radiative escape processes and fine structure changing collisions [119].
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Depending on the kinetic energy that is transferred to the atoms during these processes, they
might leave the trapping potential.

The inelastic processes in a MOT and the corresponding loss coefficient for the mixture
6Li-87Rb were measured in the framework of this thesis and are documented in more detail
elsewhere [120, 121].

5.1.2. Elastic Collisions and Thermalization

The timescale for the thermalization between 40K and 87Rb can be estimated by looking at
the rate of elastic collisions between the two species. If two gases with different initial temper-
atures are brought in contact, they will rethermalize to a common equilibrium temperature.
Assuming no losses during this process, the final temperature is

Tfin =
NKTK +NRbTRb

NK +NRb
.

The average energy transfered per elastic collision between 40K and87Rb is [122, 123]

∆E = kB ∆T ξ, (5.1)

with the reduction factor ξ due to the unequal masses of the two species:

ξ =
4mRbmK

(mRb +mK)2
≈ 0.86.

The heat capacity for thermal gases that are harmonically trapped in three dimensions is
3N kB T . Therefore, with equation (5.1) a number of 3/ξ = 3.5 collisions for the thermaliza-
tion of each 40K atom are needed. This is assuming that the number of 87Rb atom is much
larger than the number of 40K atoms.

The mean relative thermal velocity of the atoms is given by

v̄ =
[

8kB
π

(
TK
mK

+
TRb
mRb

)]1/2

.

In the case of identical temperatures this reduces to v̄2 = 8kB T/πmred with mred the reduced
mass of the system.

The collision rate is given as the product of the spatial overlap of the two clouds, the relative
velocity, and the scattering cross section σKRb between the two species:

Γ = σKRbv̄

∫
dV nRb(x)nK(x).

If both species are trapped in a three-dimensional harmonic trap as defined in equation (4.2)
and experience the identical trapping potential, one arrives for the collision rate at

Γ = σKRbv̄

(
mRb

2π kB (TK + TRb)

)3/2

ωxωyωzNKNRb,

with the trapping frequencies ωi for 87Rb. The thermalization rate is given by

1
τ

= − 1
∆T

d

dt
∆T =

ξ

3
(NK +NRb)
NKNRb

Γ. (5.2)
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In the final stage close to Tfin it can be evaluated to [122, 123]:

1
τ

=
1

3π2
√

2
σKRb

kBTfin

m2
Rb

√
mK

(mRb +mK)3/2
ωxωyωz(NRb +NK). (5.3)

The thermalization rate of the mixture of 40K-87Rb was measured at different temperatures,
and the cross section σKRb showed a change of one order of magnitude over a temperature
range of 100 µK [124]. This can be explained by the Ramsauer-Townsend effect [125] in which
the s-wave scattering cross section is greatly reduced for specific relative energies between
the particles. At these energies, reflections at the molecular potential interfere destructively
causing the scattering cross section to vanish.

This reduction of the scattering rate limits the maximum speed for the sympathetic cooling
process in the range of temperatures above 50 µK. In an experiment with a comparable
trapping geometry to the one that is realized on the new atom chip for the K-Rb experiment
(see section 6.6 for details) a total cooling time of 6 s was reported [124].

5.1.3. Thermalization in the Degenerate Regime

Expressing the Fermi temperature (4.4) for 40K in terms of the critical temperature (4.7) of
87Rb, one arrives at

TF = TC
√

87/40 [6ζ(3)NK/NRb]
1/3 .

Therefore, both samples reach their degeneracy at almost the same temperature, assuming a
ten times higher number NRb of rubidium atoms than of potassium atoms NK .

In the degenerate regime the specific heat for a Bose gas in harmonic confinement [126] and
for Fermi gases in the limit of temperatures below 0.5 TF [87] can be calculated:

CB ≈ 10.8kBNB

(
T

TC

)3

CF ≈ π2kBNF
T

TF
.

Using the results from section 4.1 for NB and NF and assuming perfect spatial overlap
of the two clouds, the temperature T/TF of the fermionic sample can be expressed in terms
of the ratio of the two heat capacitances CB and CF and the trapping frequencies of both
species. For an identical trapping potential for both species in the magnetic trap, the ratio
of the trapping frequencies can be expressed as a ratio of the masses: ωRb/ωK =

√
mK/mRb,

arriving at [127]:

T

TF
≈ 0.35

(
ωRb
ωK

)3/2(CRb
CK

)1/2

= 0.35
(
mK

mRb

)3/4(CRb
CK

)1/2

. (5.4)

Equating the two heat capacitances, gives a good estimate for the temperature range when
the thermalization between the two species becomes inefficient. For the above case of 40K
and 87Rb this is at a temperature of T/TF ≈ 0.2. Lower temperatures can be reached if the
bosons are at the end of the cooling ramp completely removed from the trap.

5.1.4. Influence of High Confinement

As visible from equation (5.3), increasing the trapping frequencies enhances the thermalization
rate if one neglects for the moment issues like phase separation or mean-field collapse that
arise at high densities.
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The thermalization properties will change once the system is in a regime in which the
chemical potential and the temperature are below the harmonic oscillator energy in one or
two dimensions. The reduced dimensionality then alters the scattering properties between
the atoms, provided that the ground state size of the system in the confined direction and
the scattering length between the particles are similar [24].

Effects like confinement-induced resonances [24, 128, 129] and the fermionization of bosonic
systems were predicted and experimentally realized [26]. Even bound states for particles with
negative scattering length in a highly confined geometry have been demonstrated [27, 130].

The regime in which the ground state size l0 = (~/mω)1/2 and the scattering length a are of
the same order is not accessible in the magnetic traps of an atom chip, as there are no means
to tune the interaction strength to large values using for example a Feshbach resonance.

5.2. Attractive Interaction

The effects of the attractive interaction on the single species potentials can be described
in a zero-temperature mean-field model using the Thomas-Fermi approximation for every
species [88]. Depending on the sign of the interspecies scattering length aFB, both densities
will enhance in the center of the trap or a phase separation between both species can occur.

For the bosonic part the Gross-Pitaevskii equation (4.13) is modified by a mean-field term
proportional to the density of the fermions. Similarly, for the fermionic part the distribution
function (4.18) is changed to incorporate a term proportional to the density of the bosons.[

− ~2

2mB
4+ VB(r) + gBBnB(r) + gBFnF (r)

]
ψB(r) = µBψB(r) (5.5)

nF (r) =
(2mF )3/2

6π2~3
max(µF − VF (r)− gBFnB(r), 0)3/2. (5.6)

The coupling constants gBB and gBF are defined through the corresponding scattering length a
with: gBB = 4π~2aBB/mB and gBF = 2π~2aBF /µBF . µBF is the reduced mass of the Bose-
Fermi system.

Neglecting the kinetic energy term for the bosons and going over to the Thomas-Fermi
approximation, equation (5.5) reduces to

nB =
1
gBB

max(µB − VB(r)− gBFnF (r), 0). (5.7)

This system of coupled equations can be solved iteratively with the condition that for both
species the chemical potential is fixed by the requirement that the integral over the density
equals the number of particles in the system.

Ni =
∫
V

d3x ni(r) i = {B,F}. (5.8)

Following [131], a self-consistent solution of equations (5.7) and (5.6) can be found by going
through the following procedure:

• First, the chemical potentials for the pure bosonic cloud and for the pure fermionic cloud
are found by looking at the solution for both species in the Thomas-Fermi approximation
without interaction from the different species.
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Figure 5.1.: Transversal density distributions for 105 40K and 105 87Rb atoms at T=0 in a cylindrical
trap with trapping frequencies of 2π·2000 kHz and 2π·10 Hz. The dotted lines indicate the distributions
without any interactions. The solid (dashed) line is the density distribution for 87Rb(40K) taking the
attractive interspecies interaction into account.

• Then, the fermion distribution is injected in equation (5.7) and the chemical potential
is adjusted such that the number of bosons is preserved.

• The obtained boson distribution is used in equation (5.6) and the chemical potential
for the fermions is varied to obtain a constant number of fermions.

• The last two steps are repeated several times.

Depending on the number of fermions and bosons and for an attractive interaction between
the species, there are two different cases that arise:

Either the system converges to constant chemical potentials µB and µF , or, in the case
of high boson and fermion numbers, the peak density of the bosonic or fermionic cloud
diverges. This corresponds to the case of a collapse of the system as observed in several
experiments [111, 18]. An example for a stable solution obtained by simulations can be seen
in figure 5.1, where the in situ density for an interacting mixture of potassium and rubidium
is plotted.

For the case of repulsive interactions, a different situation can arise: The fermionic density
goes to zero in the volume occupied by the bosons. This is the case of a total phase separation
between the two components.

5.2.1. Collapse

Depending on the confinement of the system, the maximum number of bosons and fermions
in the trap is limited. The atomic densities are increasing for higher confinements, and the
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Figure 5.2.: Stability diagram for the mixture 40K-87Rb for different radial confinements in a cylin-
drical trap. Longitudinal trapping for all cases is 2π·10 Hz. Below the corresponding lines the mixture
is stable, above the line the mixture will collapse due to the attractive interaction between both species.
Critical numbers were calculated in a T=0 model following [132].

number of atoms for a stable mixture is reduced. As visible in figure 5.2, this depends more
crucial on the number of bosons than the number of fermions.

This can be understood in simple terms, as the BEC enhances the density of the fermions
locally, whereas the mean-field contribution of the fermions to the bosonic cloud is spatially
homogeneous as long as the fermionic cloud is bigger than that of the bosons.

In the case of collapse, the Pauli repulsion of the fermions and the repulsion between the
bosons can not balance the attractive interaction between the species any more. The BEC is
confined even more strongly through the interaction, which then will increase the local density
of the fermions even stronger. This leads to a self-amplifying process, ultimately leading to a
collapse of both components.

5.2.2. Modification of a Double-Well Potential

As seen in section 5.2, the attractive interaction between the bosonic and fermionic species
leads to an change in the effective potential landscape compared to the case of non-interacting
gases. By combining the species-selective nature of the rf traps that was introduced in sec-
tion 3.6, with the attractive interaction between the atomic species, a situation can be created
in the experiment, where the height of the barrier in a double-well can be tuned by the in-
teraction with a the second species. The exponential dependence of the tunneling between
the two wells on the barrier height, then delivers a very sensitive measurement tool on the
exact atom number of the second species. The system can be tuned between the situation of
a non-split cloud and a well-separated cloud just by varying the number of particles of the
second species.
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Figure 5.3.: The trapping potential of a double-well is changed by the attractive interaction between
the two species. A rubidium cloud of 104 atoms (blue, solid) is transversally split in a double-well.
Through the attractive interaction with a potassium cloud of 104 atoms (red, dashed), the height
of the barrier between the two wells can be changed. The initial trapping potentials are given in
dotted lines. For the rubidium cloud the chemical potential is given as a dash-dotted line. Without
the second species present, the chemical potential is below the barrier, with potassium present, the
chemical potential is higher than the interwell barrier.

The bosonic sample can be split in a double-well geometry by using an adiabatic rf potential.
At the same time, the fermionic cloud can be confined to the static trap. Then, the fermionic
cloud is located between the two bosonic clouds and can reduce the barrier height greatly.
An example for such a situation is depicted in figure 5.3, where the fermions experience a
trapping potential of 2π·2 kHz and 2π·10 Hz longitudinally, whereas the bosons are subject to
a generic double-well potential with 6 µm splitting and a barrier height of 75 nK·kB.

By tuning the atom number of the not-split atomic species, one tunes both the height of
the barrier and the distance between the minima of the resulting potential. In figure 5.4 this
situation is plotted for the same double-well potential than used in the previous example, now
varying the number of fermions. For very low numbers of fermions, the density is too small
to give a significant change to the double-well potential. At very high numbers of fermions
the double-well structure vanishes altogether.

The opposite case, of modifying the double-well potential of a split fermionic cloud by a
bosonic cloud that is located between the two wells of the fermions, is technically also possible.
However, to split a fermionic cloud, a large barrier height in the order of the Fermi energy is
necessary. This barrier is changed only slightly by the presence of the bosons.
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Figure 5.4.: Change in the resulting double-well potential for different numbers of fermions. The
initial double-well potential and the trapping potential for the fermions are identical to the ones used
in figure 5.3. (a) Distance of the two minima of the resulting double-well. (b) Height of the central
barrier. The number of fermions allows to adjust the barrier of the double-well and therefore the
tunneling dynamics in the double-well system over a wide range.
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6 Setup for the New Mixture Experiment

This chapter represents the major part of this thesis work. Within the last years, an experi-
mental apparatus for the preparation and study of quantum-degenerate Bose-Fermi mixtures
was designed and built up. In the design and planning phase of the new experiment, many
different chamber geometries, trapping geometries, layouts and experimental scenarios were
envisioned, calculated or simulated. Once agreement on a layout of the new setup was reached,
all the technical drawings had to be finalized to a level that workshops outside the institute
were able to build all components according to the demands.

In the next step, the single components of the system had to be installed and integrated
into the setup. Due to some technical obstacles on the way (mainly vacuum problems) this
took longer than planned, and only first experiments characterizing the setup were possible.
The work is now being continued by a new generation of PhD students.

In the first two sections of this chapter, the main design ideas and a piloting experiment
on the mixture of Rb with Li will be presented. The subsequent sections are then devoted
to the individual components of the new mixture experiment, starting with the laser system
and the optical table in section 6.3. The vacuum chamber and the dual-MOT setup are
explained in section 6.4. The mounting supports the ‘heart’ of the experiment structurally
and incorporates all the copper structures that are used for the MOT and the large volume
Ioffe trap. It is presented in section 6.5. Section 6.6 is devoted to the details of the atom chip
and the considerations that led to the actual layout of the wires on the chip surface.

6.1. History

One-dimensional systems of fermions are a very promising field in physics, as they allow the
direct comparison between exactly solvable models and experimental findings. Until 2006,
there was no experimental realization of a quantum-degenerate Fermi gas in the miniaturized
magnetic traps of an atom chip [124]. So the field of Bose-Fermi mixtures or fermions in
low-dimensional traps was still open.

This motivated us about five years ago, to start thinking about an experiment with an
ultracold gas of fermionic atoms on an atom chip. On such an atom chip one-dimensional
trapping potentials with large aspect ratios were implemented previously [71]. Within the
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group earlier work was carried out using lithium and rubidium, and a laser system for both
species was readily available. Therefore, it was natural to choose the novel mixture of bosonic
87Rb and fermionic 6Li as a starting point for the realization of a ultracold fermionic system.
At that time, there was no knowledge on the interspecies scattering properties of this mixture.

As a first step, the chamber of the former 7Li experiment [133] was changed to incorporate
rubidium as well, and the oven that was previously used with lithium in its natural abun-
dance was changed to a 6Li isotope-enriched version. The setup was always planned to be
a temporary solution for a ‘proof of concept’-experiment on the cooling of fermions. It was
supposed to be replaced by a final setup in a new chamber as soon as more knowledge on the
thermalization of the mixture was gained.

Therefore, the light assisted losses between 6Li and 87Rb were measured in a dual-species
magneto-optical trap (MOT) [120], and subsequently the experiment was upgraded with an
atom chip structure. At this point, magnetic trapping of both species was shown, but the
short lifetime in the magnetic trap neither allowed the cooling of these species to degeneracy
nor the observation of thermalization. The main reason for the short lifetime of 3.5 s were
vacuum problems in the single chamber design [121].

A few months later, thermalization between 87Rb and 6Li was observed in a competing
group in Tübingen [62]. At this point, it was clear that the move from Heidelberg to Vienna
would be inevitable, and the decision was made that instead of moving the old vacuum
chamber, we would start with a new experiment in a new lab.

6.2. Design Goals

After the experience gained from the Li-Rb mixture experiment, it was tried to implement as
much of the acquired knowledge as possible in the new setup. The aim was a next-generation
experiment that should be suitable for adiabatic rf trap experiments and for traps with very
high aspect ratios. One of the first proposals for possible experiments was the investigation of
the statistics and dynamics of a one-dimensional cloud. These clouds can have very low line
densities in the range of 1 atom/µm. To have a chance to resolve such low atomic densities
an optical resolution of a few µm is necessary.

In the planning phase a few goals were set that the new experiment should fulfill:

• A stable and robust laser system that on a daily basis does not need any attention.

• Good optical access to the chamber to be able to resolve structures in the µm range
with an objective that has a high numerical aperture.

• Very low pressure at the experiment region to allow long lifetimes of the atomic samples.

• A short time for the sympathetic cooling stage to keep the overall length for each
experimental cycle minimal.

Why 40K-87Rb?

As seen in section 5.1, a fast sympathetic cooling time can only be achieved if the elastic
scattering rate between the two species is large. The triplet scattering length for 6Li-87Rb
was experimentally shown to be relatively small at = 20+9

−6 a0 [62]. In the corresponding
experiment, the time to sympathetically cool the fermionic sample was more than 20 s. So,
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for a new experiment in which this time was to be minimized, this mixture did not seem to
be a very promising candidate.

Looking for alternative fermionic species, it was decided to switch to 40K-87Rb. This
mixture has the advantage of having a very high interspecies scattering length. For several
years there was a lively discussion over the exact value of this interspecies scattering length,
but the measurement of several 40K-87Rb Feshbach resonances, together with a fit of an
improved collisional model fixed the interspecies triplet s-wave scattering length to a value
of at = (−215 ± 10) a0 [134]. Therefore, the absolute value of the scattering length is even
bigger than the single species scattering length in 87Rb, at = (98.98 ± 0.04) a0 [90], ensuring
good thermalization rates between both samples.

Due to its low natural abundance of only 0.012%, 40K was in the cold atom community
somewhat neglected for several years, and magneto-optical trapping of 40K was demonstrated
considerably later than for the other alkali-metal atoms [135, 136].

The negative sign of the scattering length of this mixture allows the investigation of in-
teresting physics questions. The attractive interaction leads to a collapse of the mixture at
high atom numbers ([18], see section 5.2.1) and the formation of bright solitons might be
observable [137].

The mixture of 40K-87Rb is currently investigated in many different labs, for example [138,
139, 62, 140, 141, 142], and one other group is using this combination in an atom chip exper-
iment [47]. So a fair amount of technical details is published, one could follow in the build-up
phase of the experiment. For example, on the fabrication of isotope-enriched potassium dis-
pensers [143] that are necessary to allow high atom numbers for 40K.

An experimental advantage of this mixture is the fact that the wavelengths of both species
are very close together (767 nm and 780 nm). Therefore, the same set of optical components
can be used, simplifying the layout of the optics greatly.

6.3. Optics

6.3.1. Lasers

To trap 87Rb or 40K in a MOT one needs, as for all alkali-metal atoms, light at two different
frequencies. The cooling or cycling transition is neither for Rb nor for K perfectly closed.
Repumping light at a second frequency is needed to bring the atoms back into the cooling
cycle. The level schemes for both species and the corresponding transitions can be found in
appendix A.2.

Rubidium

For rubidium the cooling light is provided by a Ti:Sapphire ring laser1 that is pumped at
532 nm by a diode-pumped solid-state laser2. The pump laser runs at an output power of
10 W, as a higher pumping power might damage the crystal of the ring laser. With this
setup, an output power of 1.6 W at the rubidium wavelength can be reached. The cavity of
the ring laser is locked to the F = 2 → F ′ = 1, 3 crossover in 87Rb. Therefore, the light is
detuned 212 MHz to the red with respect to the cooling transition. By using acousto-optical

1MBR110, Coherent
2Verdi V18, Coherent
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modulators (AOMs) in double-pass configuration the light is shifted closer to the atomic
transition.

To generate the rubidium repumping light, a combination of two lasers is used: a homebuilt
external cavity diode laser in Littrow configuration (the master) seeds a second free running
laser diode (the slave). The master laser is locked on the F = 1 → F ′ = 1, 2 crossover, and
therefore the light is shifted by 78 MHz relative to the repumping transition. The seeding of
the slave laser is done through one of the ‘wrong’ ports of an optical isolator3. The seeded
laser delivers enough power (40 mW) for the operation of two MOTs, as the loss channel in
87Rb into the F = 1 ground state is approximately one part in 104.

Potassium

The situation is slightly different for 40K. There the excited state hyperfine splitting is only
seven natural line widths wide, necessitating a laser on the repumping transition that has
almost the same strength than the cooler laser. In other experiments, an intensity ratio of
4:1 between cooling and repumping light has been found to be favorable for the operation of
a MOT [91]. In addition, the repumper has to be detuned to the red of the transition for an
optimal performance of the MOT.

To provide this light, two commercial diode lasers were bought4. These lasers combine a
tapered amplifier chip with a tunable grating at the back facet. Each of the lasers delivers
more than 400 mW of light at the specified wavelength.

The laser that is used to deliver the light at the repumping wavelength of 40K, is locked on
the 39K repumping transition using a 39K spectroscopy cell5. The isotope shift of 415 MHz
between the repumping transitions in 39K and the repumping transition in 40K is bridged by
an AOM in double pass configuration. It shifts the light going to the spectroscopy cell by
2× 167.5 MHz. Effectively, the laser is running at 80 MHz blue to the repumping transition
in 40K. An additional AOM working at -110 MHz then ensures that the repumper is for the
magneto-optical trap 30 MHz red detuned to the transition.

The second 40K laser, the cooler, is frequency stabilized by a frequency offset lock relative
to the repumping laser. This is done by beating the light of both lasers in a 3 m long optical
fiber. The laser is then locked on the beat signal after this was mixed with a reference
oscillator. This locking scheme guarantees a very good stability of the laser lock and gives a
large flexibility when one wants to sweep the laser.

All diode lasers are mounted on an optical breadboard that is electrically isolated from
the rest of the optical table. Additionally, a wooden box encloses all these lasers and the
spectroscopy cells, to enhance the stability of the laser locks against acoustic noise and tem-
perature changes. More details on the laser locking schemes, especially the beat lock can be
found in [121].

For the alignment of the MOT beams, it is sometimes favorable to switch from 40K to
39K as trapped species. Even when using dispensers made from enriched 40K, the number
of trapped 39K atoms is 20 times larger than the number of trapped 40K atoms. Therefore,
the fluorescence signal of the MOT is larger as well. There was no separate laser locking
scheme developed for the transitions in this isotope, but by having the two lasers free running

3Linos, FI-780-5 SV
4DLX 110, Toptica
5all spectroscopy cells in our group were built by the glass blowing workshop at the Physikalische Institut in

Heidelberg
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Figure 6.1.: A spectroscopy trace for 39K and the relevant transitions for both isotopes. In spec-
troscopy the transitions of 40K are not visible due to the low abundance. On the upper half of the
picture, the lock point for the lasers are given for either running a 40K-MOT or a 39K-MOT.

at the two points of the spectroscopy signal marked in figure 6.1, a stable 39K MOT can be
realized in the experiment. If the experiment were to be change permanently to 39K, only the
frequency of the spectroscopy AOM and the frequency of the reference oscillator of the beat
lock would have to be adapted.

6.3.2. Optical Table

To improve the stability of the whole setup, the optics and the vacuum chamber were separated
and placed on two different optical tables. Above the tables, the air conditioning provides a
laminar flow of air that is stabilized in temperature and humidity. The temperature deviations
are kept below 0.1 K to ensure optimal conditions for a stable system.

To get the light from the optical table to the experiment, it is coupled into polarization
maintaining optical fibers6. This splits the alignment of the optics on the table from the
alignment of the optics next to the chamber, simplifying the work in the lab greatly. As
the beam diameter and shape of the potassium and rubidium laser beams are similar but
not identical, the focusing lens in the fiber incoupler and the divergence and diameter of
the single beams being coupled have to be iteratively optimized . Only then an optimal
coupling efficiency for both wavelengths can be reached. In each the two fibers going to the
two separate MOTs, a total of four beams for the repumping and cooling light of the two
species have to be coupled simultaneously.

The layout of the optics is visible in figure 6.2. On the table the light for the different
purposes (MOT, imaging, push beam, optical pumping) is shifted to the right frequencies
using a total of 11 AOMs. The frequency of each AOM is given in table 6.1.

As the diffraction efficiency of the AOMs depends strongly on the beam diameter, the beam
size is reduced by a factor of four before any of the AOMs and after the AOM expanded again.
For the double-pass AOMs a similar scheme with a Galilean telescope and a single refocusing

6Schäfter + Kirchhoff, http://www.sukhamburg.de
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AOM Frequency [MHz] resulting detuning to transition
40K spectroscopy 167.5 DP 0 MHz to 39K repumper
40K MOT I/II -110 SP -30 MHz to 40K cooler and repumper
40K imaging -80 SP 0 MHz to cooler 40K
40K push beam -80 SP 0 MHz to cooler 40K
87Rb MOT I/II +96 DP -20 MHz to cooler 87Rb
87Rb imaging +106 DP 0 MHz to cooler 87Rb
87Rb push beam +106 DP 0 MHz to cooler 87Rb
87Rb optical pump -55 SP -267 MHz to cooler 87Rb
87Rb repumper 78 SP 0 MHZ to repumper 87Rb

Table 6.1.: Frequencies and resulting detuning of the AOMs used in the K-Rb experiment. SP and
DP label the single-pass or double-pass configurations. The different lasers are running at 80 MHz blue
detuned to the 40K repumper transition, 80 MHz blue detuned to the 40K cooler transition, 212 MHz
red detuned to the 87Rb cooler transition and 78 MHz red detuned to the 87Rb repumping transition.

lens is employed. This ensures a high coupling efficiency in the fiber even when the AOM is
being detuned [144].

The number of AOMs could be reduced by using the same beam path for both, the collection
MOT and the science MOT. However, from the experience of the previous double-MOT
experiment in our group [145], the optimum detuning parameters for the operation of both
MOTs are different as the magnetic field gradients differ. Therefore, the decision was made
to separate the beam paths and to use individual AOMs.

On the output side of the fiber the same optics are used for both wavelengths 767 nm
and 780 nm. This makes it necessary to combine the light from both species with identical
polarization before coupling into the fibers. At beams paths where the absolute power of
the beams is small (imaging beam and optical pumping beam), one output of a 50/50 non-
polarizing beam splitter is used to couple light in the fiber and the light that leaves the other
port of this cube is dumped.

To combine the light for the collection MOT, the science MOT and the push beam, two
specially coated mirrors are used. The front of theses mirrors is coated such that they have
a high reflectivity at 767 nm, whereas the backside of the substrate is coated in a way that
rubidium light at 780 nm passes with minimal loss7. As there are only two of these mir-
rors available for the experiment, one of these mirrors is used to superimpose two beams of
potassium light on two beams of rubidium light.

For the beams with only potassium light and for all beam paths after the combination of
rubidium and potassium light, zero-order wave plates are used. They were fabricated for a
central wavelength of 773.3 nm8, right between 780 nm and 767.7 nm. This minimizes the
problems that arise when working with polarization optics and two different wavelengths
simultaneously.

7Laserzentrum Hannover http://www.laser-zentrum-hannover.de/
8Lens-Optics http://www.lens-optics.de/
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(a) (b)

Figure 6.3.: (a) Science Chamber after all windows were mounted. (b) The science chamber is
attached to a star-like chamber that connects to a pipe with a TSP pump (right end) and an ion pump
(left end). To evacuate this part of the setup a turbo pump can be connected at the star.

6.4. A New Vacuum Chamber

One of the goals of the new setup was to have good optical access to the experiment region.
The natural choice was to look for a setup that incorporates a glass cell. Different groups
combine glass cells with chip structures [40]. However, as there was only limited experience
with glass cells in our group, a more conventional approach was chosen and a steel chamber
was built that is somewhat similar to the one used in a previous experiment [66].

A first idea was to use a chamber that is welded together from standard vacuum compo-
nents. When using standard of-the-shelf vacuum components there are some technical limits
on the minimum size of vacuum chambers. Due to the rather unfortunate ratio between the
free diameter of the windows and the outer diameter of the corresponding flange in standard
ConFlat (CF) components, it is almost impossible to create chambers with a small distance
between two opposite windows whilst keeping the optical access from any other direction
acceptable.

Therefore, the decision was made to use a custom-made steel chamber and high-optical-
quality anti-reflection-coated quartz substrates as windows. There is a well established sealing
technique working with metal seals that have an internal spring. These seals allow to reach
the necessary vacuum conditions of 10−12 mbar9. Nevertheless, sealing the vacuum chamber
turned out to be the biggest obstacle in the build-up phase of the experiment (see section
6.4.1 for more details).

The minimal internal size of the chamber was given by the outer extensions of the mounting
that holds the atom chip. The mounting has a cross section that is a little below 40 x 40 mm.
The chamber was then planned with a minimal distance between the mounting and the
windows that is around 1 mm.

In several iterations the position and size of the individual viewports were optimized, leading
to a chamber with outer dimensions of 92 x 160 x 250 mm. It has two big viewports with a

9Helicoflex ∆-seals, http://www.helicoflex.com
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Figure 6.4: All three of the windows broke at
about the same position at the uppermost position
of the window during various stages of the baking
process. The crack then propagates along the line
where the seal puts pressure on the window.

free diameter of 100 mm for the transversal imaging of the cloud and the MOT beams that
enter the chamber under 45◦. Then, there are three identical viewports with a free diameter
of 43 mm for the longitudinal imaging and the optical access from below. In addition, four
small DN16CF ports are located in the four lower corners of the chamber. A picture of the
chamber is visible in figure 6.3.

One of the DN16CF ports is used to connect to a second MOT chamber that serves as the
atom source for 40K and 87Rb atoms, whereas the other ports are closed with non-magnetic
windows or blanks. At a later point, one of these spare ports will allow the addition of a third
atomic species to the experiment. More details on the science chamber and its design process
can be found in [121].

The chamber was manufactured from a block of 316L steel by a company in Vienna and was
welded into a DN200CF flange made from 316LN steel. Via this flange, the science chamber
is attached to a star-like chamber. This star-like chamber connects to a tube that houses the
titanium sublimation pump (TSP) and to the ion pump10. Additionally, an all-metal valve
at the star allows the connection of a turbo pump to evacuate this section of the setup.

As visible in figure 6.3(b), the whole chamber is resting with this star-like chamber on a
frame so that the lower window of the science chamber is about 46 cm above the optical table.

6.4.1. The Window Issue

The two big viewports of the chamber are designed to carry 10 mm AR-coated quartz glass
substrates. During the bake-out of the chamber to around 100◦C, there were three repeated
incidents in which always the big window on the same side of the chamber broke at a similar
position. There is no conclusive picture yet, but the most likely interpretation is that there
might be some stress in the chamber due to the fabrication methods that were chosen. This
stress then causes a local deformation of the chamber during the heating that breaks the
window.

According to engineers working for companies that are specialized on the manufacturing of
vacuum chambers11, steel locally heats up either during milling or during welding. Therefore,
stress can develop locally in the steel matrix. Especially the very elongated welding joint
between the science chamber and the corresponding flange seems to be a very likely candidate

10Varian, VacIon Plus 150 StarCell
11for example Reuter, http://www.reuter-technologie.de/
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to cause problems. The strategy used by these companies to avoid problems at metal-glass
interfaces is, to do all the machining on the chamber, then anneal it to remove any stress
from the metal and afterward redo the critical surfaces in a final machining step.

As a makeshift solution this window was after the third breakage replaced by an uncoated
BK7 window that is 50% thicker than the ones previously chosen. This window was supposed
to be on the side where the imaging beam leaves the chamber and the first lens of the imaging
setup is located. As the optical performance degrades significantly when the first lens of the
imaging setup has to move 5 mm away from the atomic cloud, the input and output side of
the imaging beam were interchanged. Thankfully, this window survived now one bake-out
cycle.

Possible Workarounds

As a backup solution for the case that this window breaks again, an adapter was designed and
manufactured that will replace this big window with two standard CF-flanges, one DN40CF,
the other one DN63CF. On these flanges coated windows will be used. This will limit the
optical access from one side of the chamber, but will at least lead to a working solution
that does not require that the whole chamber is taken apart and is remachined. A technical
drawing of this adapter can be found in appendix C.

6.4.2. Double-MOT

To achieve in the experiment region a sufficiently low pressure, the collection MOT region and
the science chamber were split into two separate chambers. The setup is visible in figure 6.5.
A similar double-MOT setup that is connected by a differential pumping stage was used in
one of the previous experiments of our group [66]. As one of the design constraints was optical
access from directly below the chip, the connection between the two chambers has an angle
of 37◦ towards the direction of gravity. An all-metal valve at this connection allows both
chambers to be vented independently.

The collection MOT chamber is a three-way cross of DN40CF windows that has eight
additional DN16CF flanges and is identical to the chamber used in [66]. Two of these DN16CF
house the potassium and the rubidium dispensers, a third one is connected to a valve that
itself then connects to the science chamber. The six bigger windows are used for a standard
three-beam retro-reflected MOT layout. The quadrupole coils are wound directly on the
chamber around the pipes of two of the DN40CF windows and have 90 windings each.

The lower MOT chamber is pumped separately from the rest of the setup and has a small
ion pump12 connected to a T-piece that is attached to one of the DN40CF flanges. Currently
this pump does not seem to work properly and might need a replacement.

By restricting the geometry of the connection between the two chambers to a long small-
diameter pipe, it is possible to maintain a pressure difference of several orders of magnitude
between the two chambers. Two small diameter copper tubes were added to reduce the
diameter. Going from the lower chamber to the science chamber the following diameters are
present: for 45 mm ø 5 mm, 38 mm with ø 16 mm and then 90 mm ø 10 mm.

In the limit of molecular flow, the conductance for such tubes with a rather small length/diameter
ratio can be determined [146]. For this setup, the values are 0.34 l/s, 11.25 l/s and 0.87 l/s.
The conductance of the whole chain evaluates to 0.24 l/s. The ion pump has a pumping speed

12Varian, VacIon 20 StarCell
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Figure 6.5: The lower collection MOT cham-
ber and the science chamber before the coils were
mounted. An all-metal valve allows to vent only the
lower part of the vacuum setup or only the science
chamber.

of 150 l/s. Below the atom chip the effective pumping speed is reduced due to the geometry of
the science chamber where the mounting of the atom chip blocks most of the free diameter of
the chamber. Even if the pumping speed is reduced by a factor of five to 30 l/s, the pressure in
the science chamber will still be more than two orders of magnitude better than the pressure
in the collection MOT chamber.

To get rubidium or potassium atoms in the science MOT, a push beam is used that points
along the axis between both MOTs. A push beam is a beam of near resonant light that
transfers momentum to the atoms and is therefore able to push the atoms from the collection
MOT to the science MOT. To reduce the momentum spread during the transfer, typically no
repumping light is used in the push beam. Then the atoms are pumped to a dark state after
a few absorption-emission cycles. Currently, the optimal parameters for the transfer of both
species have to be found to ensure high loading rates.

Dispensers

The atom sources in the collection MOT chamber are two commercial 87Rb dispensers13 and
two homebuilt 40K dispensers. The two dispensers for each species are mounted in parallel
on a Macor piece inside one of the DN16CF flanges.

In theses dispensers, KCl is reduced by driving the reaction

2KCl + Ca→ 2K + CaCl2.

The KCl powder is isotope-enriched to 5.5% 40K14 and mixed with Ca powder before being
filled in little metal boats. The potassium dispensers release a sufficient amount of 40K atoms
once they are heated by a current of 3.5 A each.

Details on the manufacturing and the performance of these dispensers can be found in [121,
147]. Just recently, a company15 started to sell dispensers for isotope enriched 40K. If in the
future it is necessary to break the vacuum of the lower chamber, these commercial dispensers
will replace the homebuilt ones.

13SAES getters, http://www.saesgetters.com
14Strictly speaking the dispensers are therefore still 39K dispensers
15alvatec, http://www.alvatec.com
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(a) (b)

Figure 6.6.: (a) One of the coils after manufacturing. The wire is held into place by epoxy glue.
(b) All six coils mounted around the chamber. As the Kapton shield of the coils was damaged at
several points, they were additionally isolated by Kapton tape. The coils are held into place by a
structure of A4-grade steel rods and fiberglass-reinforced epoxy parts.

6.4.3. External Coils

In addition to have stable and very homogeneous fields, one of the design constraints was that
the whole coil setup including all the mounting should be able to deal with temperatures of
150◦C. Then, it is not necessary to remove the magnetic coils when performing a bake-out
of the chamber, for example, after exchanging the chip. The coils were therefore made from
Kapton R©-isolated wire and are held together by heat-resistant epoxy glue.

The best configuration for homogeneous magnetic fields over large volumes is the Helm-
holtz configuration, in which both circular coils are a distance of one radius apart. In an
expansion of the field around the central position, the first term after the constant field is
then a quartic term. For smaller distances of the two coils than their radius, the curvature is
negative, whereas with distances bigger than the radius the curvature is positive.

Due to other design considerations, such as optical access and the finite size of the coils,
it is not possible to place all pairs of coils in the Helmholtz configuration. Optimizing the
shape and size of the coils for optical access and minimal field curvature, the best design for
the innermost coils were stadium-shaped coils that fit with their radius smoothly around the
big windows of the science chamber. Due to their elongated shape along the axis of gravity
the field maximum is not at the center of the window, but at the position of the atomic trap,
a little below the chip. One of these coils can be seen in figure 6.6(a).

To keep the fabrication as simple as possible, the second pair of coils was built on the same
mold and was just rotated by 90◦, interchanging the two half axes. The third pair had to
have a rather big diameter to fit over the DN200CF flange of the science chamber and was
chosen to be circular. Details on the size and diameter of the coils can be found in table 6.2.

The coils are wound from a hollow square wire16 that has a quadratic cross section of
4.4 x 4.4 mm2, has a hole of 2 mm diameter and is isolated by Kapton tape. All coils were
manufactured in-house on a lathe using a mold that was protected by teflon spray. The single

16S & W Wire Company,Cranberry Twp, PA 16066, United States http://www.swwireco.com
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6. Setup for the New Mixture Experiment

Figure 6.7.: CAD rendering of the whole setup. In addition to the vacuum parts the bias coils and
the big compensation cage is visible. The optical components are mounted on three different height
levels on optics boards and are omitted for clarity.

windings are held together by an epoxy glue17 that can withstand the temperature of a mild
bake-out of the chamber. Using clamps made from fiber-reinforced plastic parts, the coils are
mounted around the science chamber as visible in figure 6.6(b).

Due to the compact design of the coils and the high currents that are flowing, the coils
have to be cooled actively. A current of 60 A corresponds to a thermal load of 150 W per coil.
As one coil with 36 windings has a total length of around 35 m, a pressure of around 2 bar is
needed to push enough cooling water through the coils. For one pair of coils at a constant
current of 45 A the temperature of the cooling water was measured to rise about 11 K between
the inlet and outflow of the coil. All the necessary cooling water is provided by a chiller that
is filled with distilled water.

In table 6.2, the various remaining curvatures of the fields created by these coils are given.
They were calculated for a pair of coils supplied with 50 A, taking the spatial extension of
28 x 28 mm of each of the coils into account. The absolute values of the fields were measured
using a hall probe mounted on a micrometer translation stage.

6.4.4. Compensation Coils

To compensate all ambient fields inside the science chamber, there is an additional set of
compensation coils that was inherited from the former RbII experiment in our group [133].
These are six coils from thin copper wire wound on two quadratic (580 x 580 mm) and four
rectangular (720 x 540 mm) frames. With a resistance close to 11 Ω per pair they deliver fields
of 1.7 G/A in all three spacial directions. The power is supplied by a four-channel power supply

17Hysol 9492, Henkel, Austria
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that is continuously running during the experimental cycle. The whole chamber including all
the coils can be seen in a CAD rendering in figure 6.7.

6.5. Chip Mounting

To support the atom chip and the copper structures in the center of the vacuum chamber, a
structure with more than 100 components had to be designed and built. The whole setup can
be seen in figure 6.8. Everything has to be vacuum compatible in the 10−12 mbar range and
has to be very rigid, as vibrations and movements of the chip with respect to the chamber
were seen in previous experiments of our group. All manufacturing was done in the workshop
of the Physikalische Institut in Heidelberg, even after the move to Vienna. The drawings
of all major parts that were designed and commissioned by the author of this thesis can be
found in appendix C.

To connect the chip and the copper structures to the outside world, several feedthroughs
were welded in a DN200CF flange made from non-magnetic steel. It is equipped with six
high-current feedthroughs18 (five currently used for the copper structures, one spare), one
35-pin multicontact feedthrough19 for the connections to the chip, two tubulated DN40CF
flanges and four tubulated DN16CF flanges. Two of the DN16CF flanges were later equipped
with SMA feedthroughs to connect to the rf foil. The flange serves as base plate for the whole
rest of the mounting structure.

The structure of the mounting is as follows: The lowest part is a bulk piece of 316L steel
which serves as base for a pillar made from copper. On top of this copper piece the so-called
‘head’ is screwed. This part can be seen in figure 6.8 (b)-(d) and is assembled separately. It
can be exchanged as a whole if the chip is exchanged. Current is guided to the head using
ø5 mm copper rods for currents up to 100 A. The single rods are clamped to the high-current
feedthroughs by copper clamps and connected to the copper structures in the mounting head
by screws. For the chip currents small Kapton-isolated wires are used that are clipped on
small pins made from copper-beryllium. To feed the current to the rf foil on the back side of
the chip, a vacuum-rated SMA-cable20 is used which is soldered to the structures using silver
solder21.

6.5.1. Ceramic Structures

To support the atom chip and to keep the copper structures in place, a Shapal structure is
used. This is machinable ceramic (aluminium nitride) has a 60 times better heat conductivity
than Macor that was used previously (100 W m−1 K−1 instead of 1.5 W m−1 K−1). The copper
structures and the ceramic piece are made to fit, to ensure the biggest surface contact area
possible. Unfortunately, the workshop had severe trouble machining the material and ended
up with a working time of 62 hours on this ceramic structure. The top surface of the ceramic
structure has different height levels to reduce the problem of enclosed air pockets once the
chip is glued to the ceramic.

In the past, the problem was encountered that during the bonding process some of the
pins moved slightly. Then, most of the power of the ultrasonic pulse is lost, leading to weak
18Caburn, MC5.150C
19Lesker, IFTAG355101
20Allectra, http://www.allectra.com
21Allectra, UHV Solder 315
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Figure 6.8.: (a) Overview of complete mounting. The height above the flange is around 31 cm.
High currents are led through ø5 mm copper rods, low currents through Kapton isolated wires that
are clipped on the pins. (b) The three copper structures embedded in the ceramic piece after gluing
the pins. The distance between the structures is 100 µm and some Kapton foil is added for isolation.
(c) Head with chip after gluing and bonding. Below the chip a 50 µm thick Kapton foil with printed
copper structures that serve as additional rf wires is visible. On the chip surface a small change in
reflectivity and color of the gold due to the SiO2 layer is visible. (d) All components of the head in
an explosion rendering.
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bonds. To give the copper-beryllium pins more stability they were designed such that they
barely reach above the ceramic surface. In addition, the chip was recessed that it is almost
level with the ceramic. Finally, the pins were glued in the ceramic piece using UHV proof
epoxy22.

Nevertheless, the bonding of the chip was very slow. After several tedious days at the
bonding machine each of the pins was connected to the corresponding pad with between 25
and 30 bonds. For the future it would be advisable to have someone looking in more detail
into ways to improve the bonding process, as the long time under the bonding machine turns
out to be currently the main source of dirt on the chip surface.

To stabilize the whole mounting and to make sure that neighboring copper rods are not
touching each other, additional ceramic spacers made from Macor are added at two different
height levels of the mounting.

6.5.2. Copper Structures

Similar to the RbI experiment [145] of our group, it was decided to use a wide U-structure
for the magnetic field of the science MOT. Such a structure has the advantage of providing a
rather big trapping volume, whilst offering the possibility of setting external quadrupole coils
aside. An almost identical structure was investigated in our group in the past [148, 67]. The
middle bar of the U is 10 mm wide and 0.7 mm thick. For typical parameters of 60 A current
in the structure, 20 G bias field and an additional bias field of 5 A rotating the trap, the trap
is a little less than 1 mm away from the chip surface with a gradient of 30 G/cm.

With such an integrated U-MOT, atoms can usually be cooled in the range of 100 µK. In
principle these atoms could, after a short phase of molasses cooling, be loaded directly in a
Ioffe trap formed by the microscopic wires on the chip. However, the small trapping volume
of the chip trap limits the number of trapped atoms greatly.

In all our current experiments, atoms are, as an intermediate step, loaded into a Ioffe trap
formed by macroscopic copper wires (1 mm x 1 mm cross section) that typically carry 50-60 A.
In combination with an external bias field they allow rather big trapping volumes and, at the
same time, a sufficient trap depth. For the new setup this scheme was improved by going
over to two parallel Z-structures. One is 2 mm wide, the other one is 1 mm wide.

If both structures are supplied with the same current density, a trap right at the position
of the MOT will form that has a considerably bigger trapping volume than in the current
setups with a single Z-structure. This can been see in figure 6.9. A situation is created in
which basically all atoms that were precooled in the MOT stage are trapped in the magnetic
trap.

In the next step of the experimental sequence, the current in the wide Z is reduced and the
trap moves closer to the chip and above the center of the small Z-structure. This compression
reduces the trap volume and ensures a good mode matching with the chip trap. The position
of this trap coincides with the position of the first trap on the chip surface that then will be
ramped up.

The small Z-structure has an additional connecting lead and forms a structure that resem-
bles the letter ‘h’. By connecting the straight part of the h-structure, it can be used as a
dimple wire that enhances the longitudinal confinement of the chip traps.

All three structures are made to fit to the ceramic structure. The distance between the

22EPO-TEK 920-FL, http://www.epotek.com
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Figure 6.9: Red: Isosurface 20 G for
120 A in wire A and 60 A in wire B,
blue Isosurface 20 G for 60 A in wire B.
The direction of the biasfield (60 G) is
always adjusted such that same trap
depth is achieved. The red volume is
13.5 time the blue volume.

single structures is 100 µm. To avoid any contact between the structures in the case that one
of the structures deforms slightly due to the heat, small pieces of Kapton foil are fit into the
100 µm gaps.

6.5.3. Thermal Management

In the planned future experimental sequence, the small copper Z-structure will carry 60 A for
several seconds. As it has at the central region a cross section of only 1 mm x 1 mm, ohmic
heating will be significant. To estimate the amount of heat that is dissipated, the structure
was simulated using a combined electrostatic and heat conduction model in FEMLAB23. In
figure 6.10, it is shown that the current density has local maxima at the points where the
diameter of the wire changes abruptly and at the 90◦ edges. This leads to local resistive
heating that then raises the temperature in the whole structure. After a few seconds a static
situation is reached and the temperature is about 10 K higher than at the start.

In the real system, the surrounding ceramic structure and the big copper column below
the ceramic act as a heat sink. Therefore, the temperature rise will be smaller. However, a
probably bigger contribution to the heating of the structure is resistive heating at the surfaces
where the rods are bolted to the copper structures (visible in figure 6.8(b)). These surfaces
will have a non-zero resistance and even a low contact resistance of 1 mΩ leads, at a current of
60 A, to a heating power of 3.6 W that is locally dissipated. A typical experimental cycle will
probably have a length close to 30 s. During this time both copper Z-structures will only be
switched on for a short period of 5 to 10 s until the atoms are loaded into the chip structures.
Therefore, there will be enough time for the structures to cool down and distribute the heat
that is generated.

23http://www.comsol.com
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(a) Current density in A/m3 (b) Closeup on the central part of (a)

(c) Stationary temperature in K
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(d) Temporal evolution of temperature at hottest
point in the first five seconds after switching on the
current.

Figure 6.10.: FEMLAB simulation of temperature in small copper Z-structure. Parameters used:
current of 60 A, temperature dependent conductivity and a surrounding temp 293 K. The lower ends of
the three rods are kept at 293 K whilst heat is transferred to the environment only through radiation.
In the real system, the main heating process are the imperfect connections of the copper structure
to the rods and most of the heat is deposited in the ceramic structure and the rest of the structural
support.
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Figure 6.11: Superimposed pictures from the
alignment process: the rf foil (lower half) and the
chip (upper half) were aligned under the micro-
scope to better than 10 µm. The size of the marker
on the chip is 10 µm, the corresponding marker on
the Kapton foil is 100 µm wide.

6.5.4. Foil for Additional RF Wires

In section 3.4.2, it was shown that for a toroidal trap a smaller variation in the trap bottom
can be reached if additional rf wires are added that are further away than the two rf wires
on the chip surface. To be able to use rather high currents in these wires, a flexible 50 µm
thick Kapton foil is used, on which 35 µm thick copper wires are printed24. This foil is glued
to the back side of the chip before the chip itself is glued to the ceramic piece. The relative
position of the different rf wires is visible in figure 3.5.

To properly align the wires on the foil with the wire structures on the atom chip, small
markers were incorporated on both. Using a translation stage below an optical microscope,
both structures were aligned to better than 10 µm and glued with heat cured epoxy25. The
process is visible in 6.11. In section 3.4.2, it was shown that even displacements ten times
as big can still be compensated by adjusting the phase and power of the individual rf wires.
The wires on the foil were tested outside of the vacuum chamber and can carry more than
5 A dc.

6.6. Atom Chip

The wire layout of the new chip for the K-Rb experiment was designed using the program
dw-2000 26. The new chip was fabricated by M. Trinker at the facilities of the Center for
Micro- and Nanostructures (ZMNS) at the TU Vienna. It consists of a single layer of gold
structures on a silicon substrate.

6.6.1. Fabrication

The gold structures are evaporated on a standard silicon substrate wafer (Si p-type, doped
with Boron) with a nominal thickness of 525 µm. The dopant enhances the heat conductivity
of the substrate that acts as a heat sink for the gold wires. Therefore, high currents in the gold
wires are possible. To electrically isolate the gold structures from the wafer and to prevent

24ANDUS Electronic,http://www.andus.de
25EPO-TEK 920-FL, http://www.epotek.com
26design workshop technologies, http://www.designw.com
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6.6. Atom Chip

Figure 6.12: Actual chip under the mi-
croscope. The region is visible where the
trapping wires coming from the left go
over in funnel-like structures that lead
to the pads. The regions between the
wires are gold coated as well so that the
whole chip serves as mirror for the reflec-
tion MOT. Almost all grooves between
the structures are 10 µm wide, only the
grooves between the three smallest wires
are 5 µm.

shorts between the single wires, the wafer is covered on both sides by a 100 nm thick isolating
layer of SiO2.

As a first processing step, an intermediate 30 nm titanium adhesion layer is evaporated on
the oxide layer as gold does not stick on Si or SiO2. The wires are defined by using a standard
lift-off process: The substrate is first covered with a photo resist, the mask is imaged on that
resist using UV light, the degraded resist is removed in the exposed regions and subsequently
gold is evaporated.

For our purposes, rather thick layers of gold are necessary. The thicker the wires are, the
more current they can carry. The thickness of the gold layer is limited by the evaporation
process and the thickness of the photo resist. It is 1.2 µm for the chip that is now built in
the K-Rb experiment. After the evaporation of the gold, the remaining resist is removed in
a chemical bath. The fabrication processes employed are described in great detail in [149]. A
picture of a part of the chip under an optical microscope is visible in figure 6.12.

6.6.2. Coating

After the experience of one chip surface turning grayish/black after a few weeks in the Li-Rb
chamber in Heidelberg and making it impossible to operate a mirror MOT with this setup,
it was decided to additionally coat the central region of the chip with a transparent layer of
30 nm of SiO2. The reflectivity is still above 95% and there was no measurable change in the
polarization properties between reflection from an uncoated gold surface and reflection from
a coated surface. The phase shift between the p- and s-components of the incoming light
upon reflection under 45◦ at the coated substrate was measured to be 0.97π. The region of
the pads is not coated as the coating would make bonding to the chip impossible.

In the Li-Rb experiment there was a visible difference between coated and uncoated regions
of the chip after a few weeks in the chamber. A slight darkening of the uncoated pad surfaces
was observed while the coated part remained unchanged.

Analysis done by M. Lehto at the University of Uppsala, Sweden, measuring X-ray spec-
troscopy on one of the grey surfaces, revealed a high amount of titanium in the sample. But
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6. Setup for the New Mixture Experiment

Figure 6.13.: Closeup on the trapping region. Two sets of three wires, labeled A and B, are present.
Set A is a 20 µm trapping wire with one 10 µm wire on each side of it to apply rf potentials. Set B
is a 100 µm wire enclosed by two 30 µm wires. The confinement along the wires is achieved through
two pairs of U-shaped wires that can be seen at the right and left edge of the picture. The horizontal
distance between the U-structures is 2 mm.

there was no conclusion reached how this amount of Ti could reach the chip surface during a
bake-out cycle of the chamber or the daily operation of the chamber. Additionally, M. Letho’s
analysis showed that it was not a layered structure of titanium on top of gold, but more like
a layer of gold on a 200 nm thick gold-titanium mixture; something that is not understood so
far.

To allow a precise alignment of the chip to the ceramic and a precise alignment of the
Kapton foil to the chip structures, small 10 µm wide alignment markers were incorporated at
the edge of the chip that match alignment markers in the ceramic and on the rf foil. The
alignment procedure of the foil is described in more detail in section 6.5.4. Additionally, the
whole chip was enclosed by a line that served as guide during the cutting of the wafer with
a diamond saw and defines the final size of the chip exactly so that it fits smoothly in the
groove of the ceramic.

6.6.3. Layout

The chip used in the new K-Rb experiment was specially designed with the goal of having
a cleaner realization of variable radio-frequency adiabatic potentials compared to the chip
described in [150]. In addition, care was taken to have an improved optical access to the trap-
ping region compared to previous experiments. The size of the chip was chosen that it allows
at least the full reflection of a 1 inch diameter beam under an angle of 45◦ (29.7 x 35.7 mm).
In the past experiments of the group, the chip was always smaller and reflected only parts of
the MOT-beams, not giving the maximum possible volume for the four-beam mirror MOT.
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6.6. Atom Chip

(a) Closing a trap by
crossed wires

(b) Z-shaped trap (c) Confinement by
four U-shaped wires

Figure 6.14.: Different possibilities to close a wire trap along the horizontal direction. The arrows
indicate the direction of current flow.

RF Wires

In section 3.2.2, it was shown, how different trapping geometries can be realized through the
superposition of two orthogonal rf fields. For this purpose, two separate sets of three wires
were incorporated on the K-Rb chip as can be seen in figure 6.13.

Set A consists of three wires: one 20 µm trapping wire and, on each side of this wire, a
parallel 10 µm wire for the rf field. These three wires are separated by 5 µm grooves. Through
this geometrical arrangement, the magnetic fields of the two smaller wires are perpendicular
to each other at a height of 17.5 µm above the 20 µm wire.

Similarly, in set B one 100 µm trapping wire is symmetrically enclosed by two 30 µm rf
wires that form orthogonal rf fields at a height of 75 µm above the wire. This second set
allows for higher currents and is aligned to the copper structures on the back side of the chip.
Additionally, the position of the trap formed by the 100 µm wire is aligned with the position
of the final copper Z-trap to ensure an optimal transfer to the chip.

Trapping Along the Wire

The choice to go for straight trapping wires and straight rf wires, limits the possible real-
izations of trapping potentials along the wire. In figure 6.14, the different possibilities are
sketched. The first idea is to cross the trapping wire with two straight wires. As there should
be no contact between the crossing wires, this requires the fabrication of a chip with two
layers stacked on top of each other like on the chip currently used in the RbII experiment of
our group [151]. Unfortunately, nobody is currently able to build a similar double-layer chip
at the facilities in Vienna, so this was not an option for the K-Rb experiment.

As the trapping and rf wires should be straight over the whole width of the chip, closing the
trap in the usual Z-shape as seen in figure 6.14(b) is not possible. The next best choice is to
close the trap along its longitudinal direction with four U-shaped wires. If the right direction
of the currents in all five structures is chosen, the field configuration looks very similar to the
case of the crossed wires in figure 6.14(a). The only difference is that the absolute trap depth
is smaller for the case of the Us as a small piece of virtual wire is missing between the wires
perpendicular to the trapping wire.

As there are six parallel wires (two trapping and four rf wires) going across the chip, the
gap between opposite U-structures had to be 360 µm in the new layout. This lowers the
trap depth for the atoms at theses points. Three-dimensional simulations of the trapping
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geometry27 show that this limits the trap depth to about 2 G. This trap depth will still be
sufficient once atoms are cooled in the 10 µK range in the copper structures before loading
them to the chip.

Along the chip wire there are three pairs of the identical U-shaped wires. All of these wires
are 100 µm wide and are tested for currents up to 1 A. The distance between the pairs of Us
is 3.5 mm, while the length of the central part of the each of the Us is 1.5 mm.

All three pairs can be addressed individually, therefore allowing the formation of a trap at
three different positions along the wire. The trap can either be positioned at a position that
coincides with the trap formed by the small copper Z-structure. This would be the natural
choice for loading the atoms in the chip. A second trap can be formed above the dimple wire
where the longitudinal trapping frequency can be enhanced greatly. Both possibilities are
visible in figure 6.16.

As a third possibility, a trap with very low longitudinal trapping frequency can be realized
by only using the outermost pairs of Us. Typical values from simulations of the new setup
are collected in table 6.3.

Atoms are, due to their polarizability, also sensitive to electric fields, and differences in the
electrical potential of neighboring structures on the chip can be used to trap atoms [152]. To
avoid these trapping effects at the edges of the trapping wires, the chip surface around the
wire can be set to a defined electric potential. There was no space for an additional connection
pin in the layout of the ceramic structure. Therefore, two pads of neighboring U-structures
were connected in the bonding process, and the additional pin that was now superficial is
used to define the voltage at the chip surface. The connection of two of the U-structures does
not reduce the versatility of the setup if floating current supplies are used to operate these
two wires.

6.6.4. Imaging

A high resolution in the imaging of the atomic ensemble was one of the key goals of the
new layout. Special care was taken to optimize the imaging performance in the direction
perpendicular to the weak trapping axis. This transversal absorption image is typically taken
at grazing incidence or at a small angle of the imaging beam to the chip, as sketched in
figure 6.15. A slight angle of the imaging beam towards the reflecting surface of the chip
results in two images of the cloud. One is a direct image of the cloud, and a second image is

27parameters used: bias field 24 G, 1 A in all wires, trap bottom 1 G

Iwire IU1 IU2 IU3 Idimp BB BI trap bottom ω⊥ ωL rotation
[A] [A] [A] [A] [A] [G] [G] [G] [2π kHz] [2πHz] [◦]
1 1 -1 0 0 24 0.31 0.5 4.592 13.3 0.58
1 1 0 -1 0 24 0.48 0.5 4.600 1.9 0.07
1 1 -1 0 10 24 15.65 0.5 4.623 49.0 3.0

Table 6.3.: Typical trapping parameters for 87Rb in |2, 2〉 on the new chip. Given are the current
in the central trapping wire, in the three pairs of U-structures and in the straight leg of the copper
h-structure that works as a dimple wire. The rotation angle is the angle between the main axis of the
trap and the current direction in the trapping wire. The height of the trap is 73 µm above the chip
for all three cases.
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Figure 6.15.: Schematics of the transveral imaging. To improve the resolution of the transversal
imaging, both windows of the chamber have been tilted in a way that they are perpendicular to the
optical axis. Figure modified from [153].

reflected off the chip surface. Knowing the angle of the incoming light, a direct measurement
of the height of the atoms above the surface is possible.

In all previous chamber designs of our group, the imaging beam always had to go through
the windows of the chamber at this slight angle. Simulations of our setup using Zemax28

show that a tilt between the optical axis and the exit window strongly changes the maxi-
mum possible resolution of the imaging system. If the optical axis is not perpendicular to
the window, the window will, in addition to spherical aberrations, introduce a coma. The
diffraction-limited imaging system with a spot size of 1.8 µm that is currently being built for
the experiment degrades to a spot size of 6.4 µm if the window is tilted by 2◦. To avoid this
problem, the windows of the new chamber are tilted by these 2◦ to be perpendicular to the
optical axes. More details on the calculations and characterization of the imaging system
built in the experiment can be found in a recent diploma thesis [153].

There is a second effect, especially when working in close vicinity of the chip surface. Local
corrugations of the mirror surface make it difficult to extract the precise density distribution
of the cloud from absorption pictures [154]. In the new chip layout, care was taken to keep the
regions on the chip surface that are right and left of the trapping region empty of any other
wires. Especially if periodic wire structures are present, these act as diffraction gratings and
make it difficult to reconstruct the wavefront. The empty regions are shaded in figure 6.16.

28http://www.zemax.com

85

http://www.zemax.com


6. Setup for the New Mixture Experiment

Figure 6.16.: Overview of the chip as seen from above. The overall dimensions are 29.8 x 35.8 mm.
The trapping wires and the ground plane are shown in different colors for clarity. The trapping wires
have a displacement of 1100 µm from the center of the chip in the vertical direction to match the trap
position of the first chip trap A with the trap formed by the small copper Z below the chip. The
position of the second trap B coincides with the position of the underlying copper wire that can form
a dimple. The ground plane is interrupted in the lower right corner to avoid eddy currents and is
connected to one of the pins in the lower left corner. For small angle absorption imaging, the large
shaded rectangular areas are kept free from any structures. A closeup on the trapping wires can be
found in figure 6.13.
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7 First Measurements at the K-Rb Experiment

7.1. Optimization of the MOT Parameters

The maximum atom number captured in a magneto-optical trap depends on various param-
eters such as laser power, laser detuning, the magnetic field gradient and the intensity ratio
between the repumping laser and the cooling laser. These parameters are not all independent
of each other, and the optimal setting of trap parameters has to be found experimentally.

A good estimate for the atom number can be obtained by looking at the fluorescence signal
emitted by the atomic cloud as the number of scattered photons is directly proportional to
the number of atoms.

In a two-level system the occupation probability of the excited state can be calculated from
the optical Bloch equations and is given by [155]:

ρee =
Γ
2

I/Isat
1 + I/Isat + 4∆2/Γ2

(7.1)

with the natural linewidth Γ, the saturation intensity Isat of the optical transition, I the
intensity of the laser light and ∆ the detuning of the light from the transition frequency.

In the experiment, the fluorescence signal is obtained by imaging the picture of the atomic
cloud through a lens on a calibrated photodiode1. The low current signal of the photodiode is
then amplified2 and acquired through the analog input of the experiment control system3. To
accurately calculate the number of atoms from the photodiode signal, two additional factors
have to be taken into account: The lens collects light only from a solid angle Ω that is in
the setup limited by the diameter of the DN16CF viewport. Additionally, the signal on the
photodiode is reduced by a few percents due to the optical transmission of the imaging system.

Taking these factors into account, the number of atoms can be estimated from

Natom =
IPD

ηgPD Ω ~ω ρee
, (7.2)

1Thorlabs DET110
2Stanford Research Systems, SR570
3AdWinPro, Jäger GmbH
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Figure 7.1: The number of atoms is
determined by sweeping the cooling
laser across resonance. The differ-
ence between the peak fluorescence
signal on the photodiode and the
background signal is a direct measure
for the number of atoms in a MOT.

with IPD the current signal from the photodiode, gPD the conversion efficiency of the photo-
diode and η the transmittance of the window.

By sweeping the laser quickly from the detuning where the MOT is running across res-
onance, a fluorescence peak is obtained that corresponds to the scattering rate at ∆ = 0.
Assuming that the intensity I is much larger than the saturation intensity, the scattering rate
ρee in equation (7.2) simplifies to Γ/2. A typical fluorescence peak is visible in figure 7.1.

After the frequency sweep, no atoms are left in the MOT and a photodiode signal is
measured that corresponds to the background created by the light of the lasers. The difference
between the peak signal on the photodiode and the background signal in the absence of atoms
is then plugged into equation (7.2) to calculate the number of atoms. The settings for the
collection MOT were optimized for both species. In figure 7.2, a two-dimensional plot for the
atom number of 87Rb as a function of the intensity and detuning of the 87Rb cooler laser is
shown.

To monitor the loading behavior of the MOT, the photodiode signal after the light has been
switched on can be continuously monitored. The number of atoms in the trap then grows
with N ∝ 1 − exp(−t/τ) and the loading time τ can be optimized by varying, for example,
the detuning of the cooling laser or its intensity. A corresponding measurement can be found
in figure 7.3.

In the final setup, the collection MOT will act as a source providing cold atoms that
are transported to the science chamber by a push beam. Therefore, the main focus on the
optimization procedure of the collection MOT is to enhance the (re)loading time of the trap
in favor of a high total number of atoms. Comparing figure 7.2 with figure 7.3, it can be
seen that the settings for the quickest loading of the trap do not necessarily coincide with the
settings for the maximum atom number at this value of the cooling laser power.

7.1.1. Population of the Different 40K-Levels

The method to detect atoms from their fluorescence signal works quite reliably for 87Rb, but
some care has to be taken when working with 40K. As mentioned in section 6.3.1, when the
laser system was introduced, the hyperfine splitting of the excited state of potassium is small
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Figure 7.2.: Atom number for 87Rb in the collection MOT for different detunings and intensities of
the cooler laser. The field gradient along the strong axis of the quadrupole was 8.0±.4 G/cm and a
repumping intensity of 15 mW/cm2 was used. Data was taken at the black points. There is a clear
optimum for the intensity and detuning of the cooler laser where the atom number in the MOT is
maximized.

Figure 7.3: Loading time for
the 87RbMOT for different detun-
ings of the cooling laser. The
intensity of the cooling laser is
approx. 60 mW/cm2, other pa-
rameters as on previous figure.
By comparing this figure to fig-
ure 7.2, it can be seen that a fast
loading of the MOT does not have
to coincide with a high total num-
ber in the trap.
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(a) (b)

Figure 7.4.: Simulation of the relative level population in 40K using repumping light that is on
resonance and cooling light that is 20 MHz red detuned to the transition. Intensities are given in units
of the saturation intensity Isat = 1.796 mW/cm2. (a) Population of all excited levels. This can be
related to the fluorescence measured in the experiment. (b) Relative population of the upper level
|11/2, 11/2〉 of the cooling transition.

and a strong repumping laser is needed. The scattering rate cannot be modeled by using
a two-level model any more, as in equation (7.2). However, it can be calculated by using
the rate equation of a six-level model [136, 156, 157], taking both lasers and all contributing
atomic levels into account.

Each of the excited levels can be populated by excitation from any of the two ground state
levels. On the other hand, this level will decay to the two ground levels according to the
branching ratio of the transition.

Taking the oscillator strengths of the different transitions into account (by averaging over
the different Zeeman levels), the coupled equations [136] can be solved for various intensi-
ties. Figure 7.4 shows that to keep the atoms cycling on the cooling transition |9/2, 9/2〉 →
|11/2, 11/2〉, the ratio of repumping laser power to cooling laser power should be somewhere
between 1:4 and 1:2, and the maximum fraction of atoms being in the excited state of the
cooling transition is limited to 30% in the intensity range considered here. This agrees well
with optimal values for the intensity ratio reported in other 40K experiments [158, 91].

7.2. Current Status & Next Steps

After being cooled in the collection MOT, atoms of both species have to be transferred through
the differential pumping stage by a near-resonant beam. This beam has to be aligned and
optimized in frequency and power such that the highest possible atom number in the science
MOT is reached.

The push beam is operational for both species and transport of cold rubidium atoms from
the lower to the upper chamber has been observed. Additionally, a mirror MOT in the science
chamber was established for 87Rb. However, a fair amount of optimization work has still to
be done until competitive numbers of 40K and 87Rb atoms in the mirror MOT are reached.
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For a better performance of the 40K MOT it might be necessary to change the optics next
to the chamber and to set up a dark SPOT as strong light-assisted losses were observed in
similar experiments [158]. For a dark SPOT [159] (dark SPontaneous force Optical T rap) the
beams for the repumping light are shaped such that there is no repumping light at the center
of the MOT. At this central point, cold atoms accumulate in the hyperfine state that is now
dark. There are significantly less inelastic collisions between ground and excited state atoms
in the central region of the trap, and the radiation pressure pointing outwards is lower as
there is less fluorescence. Therefore, the density in the MOT that can be obtained is higher.

This can be implemented in the experiment by using separate fibers for the cooler and
repumper of potassium and combining both beams after they are expanded next to the science
chamber. In the expanded beam of the repumper the central region has to be shaded to form
the dark SPOT.

Next Steps

The next steps in the experiment that have to be established are the usual ones for a cold atom
experiment: It is planned to first follow the route for 87Rb to a BEC, before focusing on the
cooling of the fermions. There are two reasons for this plan: first, the necessary experimental
steps on the route to a BEC of 87Rb atoms are well established within the group and, second,
the cold bosons are a must for the sympathetic cooling mechanism with the fermions.

The steps for rubidium are the following: After a U-MOT loading phase in the science
chamber, molasses cooling for the 87Rb atoms has to be established. By a successive short
optical pumping pulse, the sample is then prepared in the maximally stretched state |2, 2〉.
These atoms will then be trapped in a first magnetic trap formed by both copper structures
running in parallel and then compressed in the small Z-structure. Subsequently, to transport
the atoms to the chip, the chip wire is ramped up and the current in the small Z-structure is
ramped down. During the magnetic trapping phase, the hottest atoms are always removed
by performing evaporative cooling. In table 7.1, calculated trap parameters are given for each
of these steps along the route to BEC.

structure current Bx By Bz ω⊥ ωl height
U-MOT 60 A 20 G 2.5 G 0 G gradient: 24 G/cm 850 µm

wide/small Z 60 A/30 A 65 G 0 G 11.2 G 2π·435 Hz 2π·21 Hz 850 µm
compr. small Z 60 A 80 G 0 G 3.9 G 2π·825 Hz 2π·24 Hz 215 µm

chip trap 1 A 24 G 0.81 G 0 G 2π·3.25 kHz 2π·13 Hz 73 µm

Table 7.1.: Typical trapping parameters for 87Rb in |2, 2〉 in several successive stages of the exper-
iment. Given are the trapping frequencies perpendicular and longitudinal of the elongated trap and
the height above the chip surface. For all Ioffe-type trapping configurations, a trap bottom of 1 G was
selected. The corresponding trapping frequencies for 40K in the maximally stretched state are a factor
of
√
mRb/mK ≈ 1.47 bigger.
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8 Two-Dimensional Toroidal Trap

Within the framework of this thesis, many different possible experiments were developed for
the new K-Rb setup. However, the main focus was on a novel toroidal trapping geometry.
This trap is formed by one static trapping wire and the rf fields of four additional wires. The
layout of the four rf wires was investigated theoretically in section 3.4.2.

Unfortunately, at the beginning of the year 2008, the new mixture apparatus was not in
a stage to perform any experiments with cold atoms in adiabatic traps. Therefore, piloting
experiments on the properties of two-dimensional adiabatic rf traps were carried out at a
different setup in our group. On the corresponding atom chip a two-wire layout for the
realization of adiabatic trapping potentials is present, similar to the situation introduced in
section 3.4.1. The experiments that were carried out at this setup were aimed at deepening
the understanding of the properties of two-dimensional adiabatic rf traps and at shedding
some light on the common pitfalls in the design of these potential landscapes.

In the first section 8.1, a short overview of the experimental apparatus that was utilized
is given. Section 8.2 explains in detail the experimental methods that were employed to
investigate the properties of the trapping potential. All these methods are well established,
but this section might serve as a short introduction for a new generation of PhD students. In
section 8.3, the results of several general characterization measurements of the experimental
setup are presented. Section 8.4 is devoted to the results of the experimental implementation
of a toroidal trap. The measured potential landscapes can be reproduced by simulations of
the trapping potential using the formalism developed in section 3.1, and the transfer of a
three-dimensional BEC into the two-dimensional geometry is possible. In section 8.4.5, the
first results of the evaporative cooling of a thermal cloud in the two-dimensional trap will be
presented.

8.1. Experimental Apparatus

The experimental setup at which the measurements presented in this chapter were carried
out is the so-called RbII setup that is documented in several PhD theses [152, 67, 150]. The
vacuum chamber was moved from Heidelberg to Vienna and reassembled there with some
changes. The changes that were made to the setup can be found in [160, 161, 162].
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The RbII chamber is, unlike the new K-Rb setup, a single chamber vacuum system. This
requires a pulsed operation of the atomic sources and a high pumping speed of the pumps
used. Then, the vacuum recovers quickly after the loading phase of the MOT, and long atomic
lifetimes in the magnetic trap of the setup are possible.

Like in all experiments in our group, the ‘heart’ of the experiment consists of a pillar-like
mounting that incorporates copper structures in U-shape and Z-shape and a chip structure
that faces downwards towards gravity. The copper structures have almost identical dimen-
sions to the dimensions of the copper structures introduced in chapter 6.2 for the new K-Rb
experiment. However, in the RbII apparatus only one copper structure is used for the forma-
tion of the Ioffe trap.

The laser system for 87Rb consists of two lasers. For all light on the cooling transition an
amplified external cavity diode laser1 is employed. An external cavity diode laser2 delivers
the light on the repumping transition.

8.1.1. Imaging

The experiment has two absorption imaging systems for the detection of the atomic cloud
that are installed along two orthogonal directions in the horizontal plane.

One imaging system is set up along the weak axis of the cylindrical static trap and is there-
fore called longitudinal imaging. The CCD camera in this imaging system is from Princeton
Instruments3 and has a pixel size of 20 µm. Half of the CCD chip is covered along the vertical
direction by a piece of cardboard to allow the usage of this camera in the frame transfer
mode. This is necessary to be able to subsequently take two pictures, one with and one
without atoms, within a short time (approx. 10 ms). The long axis of the asymmetric chip is
oriented along the direction of the falling atomic cloud.

The second imaging system is directed transversely to the elongated cloud. Therefore, it
is called transverse imaging. It uses a Princeton Instruments camera4 as well. As the noise
level of the CCD is still acceptable at a temperature of 15◦C of the detector, it is possible to
leave the fan of the camera switched off, leading to less fringes on the images.

A third detection possibility of the atomic cloud was developed after the move to Vienna.
A light sheet detector is located 8 mm below the atom chip [160] and allows spatially resolved
fluorescence detection of the expanded sample. Details of the optical elements used and the
performance of all three imaging systems can be found in [160].

8.1.2. Double-Layer Chip

After the move of the experimental setup to Vienna, a novel double-layer chip was installed
in the chamber. This chip consists of two layers. The direction of the wires in both layers is
perpendicular to each other. To avoid electrical contact at the intersection points, an inter-
mediate layer of polyimide was evaporated. Details on the fabrication and characterization
of this chip are published in [151].

Unfortunately, the resistance between intersecting wires in both layers has finite values, and
the current sources used had to be modified slightly. The current sources are designed in a way

1Toptica TA100
2Toptica DL 100
3NTE/CCD-1340/400
4MicroMax 1024 BFT
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Figure 8.1.: Layout of the central region of the new double-layer chip. The green 80 µm wide wire
labeled A is used for the static trapping. The pair of 10 µm wide wires that is located right and left
of wire A is used for the rf fields. The 500 µm wide wires marked in red are in the lower layer and
provide the longitudinal confinement. They are 2 mm apart (center-center-distance).

that they drive current towards a ground that is defined by the external voltage supplying the
logic components5. As this voltage was common to several of the current supplies used, this
led to unwanted current flow across the intersection point of crossing wires in the experiment.
After small changes to the circuit, the sources are now supplied by a pair of batteries and are
truly floating.

The central region of the chip layout can be seen in figure 8.1. For the experiments presented
in this thesis, one 80 µm wide wire was used for the static trap with two intersecting 500 µm
wide wires providing the confinement along the wire. Rf fields were applied via two 10 µm
wide wires that are to the left and to the right of the static trapping wire. The gap between
each of the small rf wires and the trapping wire is 10 µm.

Fragmentation

When the harmonic confinement along the longitudinal direction of the trap is lowered below
approximately 2π·10 Hz, the double-layer nature of the chip does get reflected in the density
distribution of the atoms. The trapping wire has height variations, as it has to cross several
wires that are located in the lower layer. In the central region of the longitudinal trapping
potential three of these wires are crossed. They are each a distance of 300 µm apart. The
height of the lower layer including the intermediate isolation layer is 0.9 µm. The height of
the gold layer on top is 1.4 µm.

A pictorial representation of the height profile is given in figure 8.2. By evaporating the
two layers on the crossing wires, the height profile of the lower layer is smeared out, but the
absolute height variation of 0.9 µm is still present. Only taking the gravitational potential into

5more details on the layout of the electronics can be found in the appendix of [163]
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Figure 8.2.: Calculated variation in the height of the trapping wire in the central region of the chip.
Black: wire cross sections for the wires in the lower plane; light gray: 500 nm insulation layer; dark
gray: 1.4 µm thick trapping wire in the upper layer. The smearing out of the height variations due
to the evaporation of the subsequent layers is modeled by convolving the height profile below with a
Gaussian that has a width of twice the additional layer thickness.

account, these height variations correspond for 87Rb to variations in the trapping potential
of h·1.925 kHz.

In the experiment, the three crossing structures are visible in the density distributions of
static traps and in the density distributions of the adiabatic rf traps. An example of the
density distribution of a thermal cloud in a static trap is given in figure 8.3.

More detailed simulations of of the magnetic field produced by a wire that follows a height
profile like the one shown in figure 8.2, reveal that the two peak-like structures at ±300 µm
disappear almost completely at a height of 55 µm above the chip. This distance is the typical
height for the static trap used in the experiments of this chapter. At this height the varia-
tions in the trapping wire lead to a 600 µm wide box-like variation of the trapping potential
that has a slight dimple in the central region. The calculated variations in the longitudinal
trapping potential are larger than the gravitational contribution and close to h·10 kHz. This
can be attributed to the magnetic field contributions of the current components that point
perpendicular to the plane of the atom chip.

The longitudinal trapping potential experienced by the atoms can be reconstructed from
the integrated density distribution by inverting equation (4.17). Under the assumption that
the potential can be separated into a longitudinal part and a transversal part, the longitudinal
part of the potential is characterized by the longitudinal density of the cloud n(r) obtained
by integration over the transversal direction of the trap:

n(r) = nmax exp (−Vl(r)/kBT ) ↔ Vl(r) = −kBT log (n(r)/nmax) (8.1)

Reconstructing the one-dimensional potential landscape from figure 8.3(b) gives variations
in the harmonic potential that are visible in figure 8.3(c). Especially the left half of the
reconstructed potential is in good agreement with the potential obtained from the simulations
mentioned above.
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Figure 8.3.: (a) Absorption picture of a thermal cloud with T=1.4 µK in a static trap with a
longitudinal trapping frequency of 2π·8 Hz at a height of 55 µm above the chip (averaged over 20
pictures). (b) The integrated longitudinal density distribution shows the inhomogeneities in the
trapping potential. (c) Solid: reconstructed longitudinal trapping potential using equation (8.1).
Dashed: longitudinal potential after subtraction of a harmonic potential with ω = 2π·8 Hz.
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Figure 8.4.: RF setup supplying one of the rf wires on the chip

8.1.3. RF Setup

The rf field for the adiabatic potential is created by the fields of the two 10 µm wide wires
on the surface of the atom chip that are visible in figure 8.1. They enclose the trapping wire
symmetrically and are a center-to-center distance of 110 µm apart. At a height of 55 µm
above the trapping wire this leads to a situation in which the two rf fields are orthogonal.
This is not a requirement for the realization of the adiabatic potentials, but makes it easier
to relate experiment to theory.

To supply the two small wires with rf currents, two identical chains of a function generator,
a switch and an amplifier were set up. The components that are used are summarized in
figure 8.4. The device directly connecting to the chip wire is a 1:1 rf transformer that separates
the ground that is introduced by the amplifiers from the chip wire. To monitor the current
and the relative phase between the two signals that are sent to the chip, a small AC current
sensor6 is used. It is installed on the chip side of the transformer. The directional coupler was
used previously for the same purpose of observing the currents sent to the chip. To monitor
the relative phase of the two rf wires, the signals of the current sensors of both chains are
observed on the same oscilloscope. By changing the phase offset of one of the generators, the
relative phase of the currents in the two wires can be adjusted to better than 0.01◦.

The amplitude of the rf current is controlled by the analog input of the Stanford function
generators that itself is operated by an analog output channel of the experimental control
system7. To improve the long-term stability of the rf setup, both frequency generators are
locked to the same 10 MHz reference oscillator.

Both rf wires including all connections inside the vacuum chamber were measured using a
network analyzer to have an optimum control over the phase between the two signals on the
chip. By introducing an ohmic resistor of 4 Ω in series with one of the wires, the impedance
of both wires could be matched almost perfectly for frequencies below 5 MHz. A resonance is
visible in the response of the wires between 500 and 600 kHz. However, this is of no concern as
all experiments presented in this thesis were performed at a fixed rf frequency of 2.650 MHz.

To be able to still change the detuning between the rf frequency and the splitting of the
Zeeman levels of the static trap, the trap bottom of the static trap has to be varied. This
will be described in more detail in section 8.4.1, where the loading of the adiabatic trap is
discussed. A direct frequency sweep of the rf sources is not possible, as it has the disadvantage
that the function generators used, do not allow the full control of the relative phase between
the two generators once they are used in a frequency sweeping mode.

Just recently, a new dual channel rf source was purchased8. It allows simultaneous fre-
6Tektronix CT-6
7AdWinPro, Jäger GmbH
8Tabor WW5062, http://www.taborelec.com
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Figure 8.5.: Phase-space density during the rf cooling in the copper Z-structure. The first two
seconds are dominated by a strong atom loss without much increase in phase-space density. This can
be attributed to the moderate vacuum conditions shortly after the MOT phase.

quency sweeps on both channels with a fixed phase relation between the two output ports.
Unfortunately, it does not allow a control of the output amplitudes at the same time. In the
future it might replace the two Stanford function generators.

8.1.4. Experimental Cycle

As the experiment is relying on a single chamber, the atomic sources are used in a pulsed
mode. The rubidium dispensers are supplied with current for a time of 17 s during the total
length of the experimental cycle of 35 s. The released atomic vapor is captured in a MOT that
is, after an initial loading phase, compressed towards the chip. The MOT phase is followed
by a short stage of molasses cooling and optical pumping into the maximally stretched state
|2, 2〉.

The sample is then evaporatively cooled in a magnetic trap formed by the copper Z-structure
running at 60 A and a bias field of 30 G. During the evaporation ramp, the trap is compressed
within 2 s to twice the bias field to enhance the trapping frequency and therefore the scattering
and thermalization. Typically, a cloud of 2·106 atoms with a temperature of 10 µK is obtained
after 6.5 s of evaporative cooling. This cold cloud is then loaded to the chip structure by first
ramping up the chip trap and reducing the current in the copper structure in a successive
step.

The phase-space density during the evaporative cooling in the copper structure is plotted in
figure 8.5. In the first few seconds the cooling is not very efficient as the background pressure
is still very high. Almost one order of magnitude of atoms is lost during the first three seconds
with only a moderate increase in phase-space density.
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8. Two-Dimensional Toroidal Trap

Figure 8.6.: Damped longitudinal oscillation of a cloud of thermal atoms. The center of mass position
was fitted by a sine-function whose amplitude is damped exponentially. The trapping frequency is for
this specific case ω = 2π · (18.95± 0.1) Hz

8.2. Experimental Methods

In this section, the different methods that were used to characterize the trap are introduced.
A robust and stable operation of the experiment is only possible if all parameters of the
trap are well known and controllable. In section 8.2.1, the techniques to obtain the different
trapping frequencies of a harmonic trap will be explained, and in section 8.2.2, a method to
measure the absolute field value at the trap bottom is presented.

8.2.1. Oscillations

To match the potentials obtained from calculations and the measured density distributions,
an exact knowledge of the trapping frequencies is crucial. Depending on the frequency range
of the oscillations, different experimental techniques can be used. The experimentally simplest
possibility is to monitor the center-of-mass oscillation of a cloud of thermal atoms or a BEC
in the corresponding potential. As the time resolution of the experiment control is 25 µs, the
upper limit for oscillation frequencies measured with this technique is in the few kHz range.
Higher trapping frequencies can be obtained by modulating the current in the trapping wire
with the oscillation frequency, a method called parametric heating.

Center-of-Mass Oscillations

In figure 8.6, a typical example of the damped center-of-mass oscillation of a thermal cloud
of atoms is visible. Typically not the in situ position of the cloud is monitored but instead
the position of the cloud after some time of flight. Oscillations transversely to the imaging
direction then translate to different horizontal positions of the cloud. Such an oscillation can
be excited by displacing the minimum of the trap for a short time.
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Figure 8.7.: Transversal cloud size for a fixed time of flight after modulating the current in the
trapping wire with different frequencies. The cloud size is a good measure for the temperature of
the atom cloud and therefore the heating in the trap. Resonance is observed at about 2π·2.715 kHz.
Simulations of the trapping potential predict a value of 2π·2.730 kHz for this set of parameters.

By fitting a damped oscillation

a(t) = a0 exp(−t/τ) sin(ωt)

to the position of the center-of-mass of the cloud, the oscillation frequency ω can be extracted.
In the experiment, the displacement of the trap minimum along the longitudinal axis of the

trap can be done in two different ways. Either a small 18 µm wire that crosses the trapping
wire is ramped to a maximum current of 100 mA in 2 ms and then switched off. Or, as a
second possibility, these oscillations can be excited by applying a magnetic field gradient
along this direction of the trap.

Parametric Heating

Measuring the trapping frequency along the more confined direction of the trap by direct
observation is difficult, as a high time resolution is required. By modulating the trap with
a fixed frequency, heating and atom loss can be observed once the modulation frequency
coincides with the trapping frequency or higher harmonics.

As the response of the bias coils in the frequency domain of kHz is small, it is experimentally
favorable to modulate the current in the chip wire and not the bias field. This is done
by adding the signal from a GPIB controlled frequency generator9 to the amplitude signal
that controls the current source for the trapping wire. The amplitude and duration of the
modulation have to be adjusted carefully to avoid the problem of power broadening of the
resonance. Typically, a modulation of -70 dB is sufficient. In figure 8.7, a frequency scan for
atoms in a static trap is visible. The oscillation frequencies for static traps obtained with this
method usually agree within a few percent with the values obtained from calculations of the
trapping potential.

9Stanford DS 345
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Figure 8.8.: RF spectroscopy on a BEC in a static trap. Depending on the frequency of the small
amplitude rf field, atoms are lost from the trap. From the width of the left edge of the dip one
can approximate the width of the rf trap bottom to 4.4 kHz. Each data point corresponds to five
measurements.

8.2.2. RF Spectroscopy

To precisely determine the absolute magnetic field strength at the bottom of the trap, rf spec-
troscopy was performed on static and on adiabatic rf traps. This is done by adding for some
10 ms a weak rf field to the trap and monitoring the number of atoms as a function of the
frequency of the rf field. If the energy of the rf photon ~ω matches the difference between the
Zeeman levels in the trap at the position r: ~ω = gFµBB(r), atoms are driven to untrapped
states, which is similar to the situation of evaporative cooling. Different to the situation of the
adiabatic traps described in chapter 3, the coupling strength of the rf field to the levels is now
several orders of magnitude lower. By changing the frequency of the rf field, the population
of the atoms in the trap can be mapped, and especially the trap bottom can be measured
with great accuracy.

To minimize the power broadening of the transition, the power of the additional rf field
was reduced so that the atoms were not completely removed from the trap at resonance. In
figure 8.8, an example for such a scan with a BEC in a static trap is visible. The right edge of
the dip, where the rf frequency is above the trap bottom, is a measurement of the distribution
of the atoms in the trap, whereas the left edge of the dip is a measure of the stability of the
trap bottom.

Fitting an error function to the left edge of the resonance in figure 8.8, a width of the trap
bottom of 4.4±0.6 kHz·h can be extracted. The timescale of this variations has to be slower
than the 50 ms that the spectroscopy field was on. The width of the trap bottom corresponds
to shot-to-shot magnetic field variations of 6.3 mG. This value is two orders of magnitude
bigger than previously measured at the same setup while it was still in Heidelberg [67]. This
is related to the problem of noise in the system that will be described in more detail in
section 8.4.6.
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Figure 8.9.: (a) center of mass position of an expanding thermal cloud in the longitudinal imaging
and parabolic fit (b) residuals of the fit. Comparing the curvature to the gravitational acceleration
gives a magnification of 7.04±0.10 for the longitudinal imaging.

8.3. Characterization of the Setup

8.3.1. Magnification of the Imaging Systems

For temperature measurements and the determination of the atom number, a precise knowl-
edge of the magnification of the imaging systems is necessary. To determine the magnification
for both imaging systems and therefore the pixel size in the object plane, a BEC was released
from a static trap. The center of mass position of the falling cloud was then fitted by a
parabola, and the magnification was deduced from its curvature. Small momenta that are
transferred to the atom in the switch-off process of the trap lead to constant velocities but
do not contribute to the acceleration of the cloud.

For the longitudinal imaging, a magnification of 7.04±0.10 was obtained, leading to a pixel
size in object space of 2.84±0.04 µm. This is visible in figure 8.9. The longitudinal camera
is tilted by an angle of 20◦ in the horizontal plane away from the optical axis of the imaging
system. This reduces etaloning artifacts on the images, but the pixel size in the horizontal
direction has therefore to be corrected by a factor of 1/ cos(20◦). As the radius of the Airy-
disk for this imaging system was calculated to be close to 7 µm [160], image artifacts can be
resolved with the CCD and are visible on pictures of the in situ density distribution.

The same time-of-flight measurement done with the transversal imaging system results in a
magnification of 3.70±0.05. The real size of the pixels of the corresponding CCD are 13 µm,
therefore the effective pixels size in the plane of the atoms is 3.51±0.05 µm.
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Figure 8.10.: To calibrate the absolute height and value of the bias field, the trap position of a static
trap at different bias fields was measured in situ and extrapolated from expansion measurements. The
solid line is a theory curve obtained from the formula for an 80 µm wide wire given in equation (B.2).

8.3.2. Height Calibration

To relate the adiabatic potentials obtained from simulations to the potentials measured in the
experiment, it is important to know the absolute height of the atomic cloud above the chip.
As was shown for an adiabatic trap in section 3.4.1, variations in the height of the static trap
are directly related to changes in the phase between the two rf fields that are applied.

In the current setup of the longitudinal imaging system, the imaging beam does not get
reflected by the surface of the chip. An absolute height calibration by looking at the image of
the cloud and the mirror image that is reflected by the gold surface is not possible. Therefore,
one has to rely on a comparison between the height of the static trap at different bias fields
and theoretical predictions of the height of a static trap above a wide trapping wire. The
drawback of this method is that it does not allow an independent calibration of the bias field
and the height position, as both are closely related by equation (2.3). In figure 8.10, such a
measurement and the corresponding fit are visible.

As trap frequency measurements of static traps like the one shown in figure 8.7 agree well
with simulations, the error in the calibration of the bias field has to be in the few percent
range. Assuming a perfect calibration of the magnitude of the bias field, the position of the
chip surface, and therefore the absolute height of the cloud above the chip can be determined
with an error bar of 1.5 pixels sizes or 4.3 µm.

8.3.3. Absolute RF Amplitude

As the measured impedance of the rf wires including the connecting wires had a non-zero
reactance, the reading of the current sensors does not have to coincide with the actual current
in the rf wire. Therefore, the trap bottom of the adiabatic trap was measured using rf
spectroscopy for different amplitudes in the rf wires. An additional rf generator was used to
probe the adiabatic potential as described in section 8.2.2.
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Figure 8.11.: To calibrate the amplitude in the rf wires, the trap bottom of the adiabatic trap is
measured for different rf currents and compared to the trap bottom obtained from a two-dimensional
simulation of the rf potential. The only fit parameter is a scaling factor for the amplitudes in the
simulations. This global factor between the externally applied currents and the values obtained from
simulations is 0.72. Parameters of the trap can be found in the text.

Measurements for the adiabatic trap were done for a negative detuning between the the rf
frequency and the trap bottom of the static trap. This is the case depicted in figure 3.1(c).
As described in more detail in section 3.2, the detuning term vanishes for this case at the
minimum of the adiabatic trap, and the trap bottom is given by the absolute value of the
coupling term: min(Vad) = |Ω|.

The amplitude values obtained from the current probes are compared to simulations of the
trap bottom of the adiabatic potential. The single fit parameter between the measurements
and theory is a scaling factor between the measured amplitudes and the amplitudes in the
simulations. The resulting graph is plotted in figure 8.11. The amplitude values obtained from
simulations are 0.72 times the amplitude values directly obtained from the current probes.
In the experiment, a static trap of 31.4 G bias field, a trapping wire current of 1 A, a trap
bottom of 1 G and an rf frequency of 2.650 MHz were used.

In the next section 8.4, whenever experimental data is compared to theoretical calculations,
the scaled amplitudes are used and not the values obtained directly from the current sensors.

One has to keep in mind that all theory introduced in chapter 3 and used for the simulations
of the adiabatic potentials, assumes the validity of the rotating wave approximation (see
section 3.1 for more details). In the case presented here, with a detuning almost as big as
the rf frequency and a small static trap bottom, it is rather surprising that there is still a
reasonable agreement between theory and experiment. Effects that go beyond the rotating
wave approximation (RWA) can be derived from more elaborate calculations and show a slight
change in the potential landscape and multi-photon transitions at large rf amplitudes [164].
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Figure 8.12: The toroidal trap is a bent two-dimensional trap-
ping geometry that is characterized by three different oscilla-
tion frequencies: The longitudinal trapping frequency along the
trapping wire, the transversal trapping frequency in the strongly
confined direction and the polar trapping frequency along the
circle in the plane perpendicular to the trapping wire.

8.4. Experimental Realization of a Toroidal Trap

In this section, the creation of a two-dimensional trapping geometry is shown for the case
of two rf current carrying wires. This is a piloting experiment for the realization of a two-
dimensional rf trap using four wires. In section 3.4.1, it was demonstrated that by varying
the relative phase between two linearly polarized rf fields, a reduction of the polar trapping
frequency of a toroidal trap can be achieved. Again, a toroidal trap is a bent two-dimensional
trapping geometry, as visible in figure 8.12.

Using the parameters of the static trap that is present in the experiment, and the rf fields
that are applied, such a trap should have a transversal frequency of 2π·7.5 kHz, a polar
frequency of around 2π·100 Hz and a radius of 9.8 µm in the plane perpendicular to the wire
when a relative phase of 97◦ between the two rf fields is used.

Sensitivity of the Trapping Geometry on Experimental Parameters

Simulations of the adiabatic trapping geometry show that the polar oscillation frequency
is more sensitive to changes of the different experimental parameters than the transversal
frequency. The parameters that are experimentally accessible are on the one hand the settings
of the static trap, and on the other hand the settings of the rf fields. Exploring the whole
parameter space that is available, the following bounds can be set in which the polar oscillation
frequency changes less than 10%:

The polar frequency is rather insensitive to the radius of the bent surface. Therefore, the
absolute value of the rf frequency and the value for the Ioffe field can be off by 5%. More
important are the two parameters that define the height of the static trap. They have to
be within an interval of ±0,2%. In absolute values this is a deviation of 70 mG for the large
bias field and of 2 mA for the current of the trapping wire. A similar effect than a change of
the position of the static trap, is a change in the phase between the two rf fields. The phase
between the two rf fields should not deviate more than ±0.2◦. The amplitude of the rf fields
can be varied by 10% without larger changes to the polar frequency. However, the relative
amplitudes have to be equal to better than 0.2%. An imbalance has the same effect than an
additional field pointing parallel to the direction of gravity. Both rotate the sickle away from
the position the furthest away from the chip.

Experimentally the constraints are less strict, as non-perfect settings in the static trap can
always be counteracted by changing the parameters of the rf field. The typical parameters to
minimize the polar frequency are the relative amplitude of the two rf fields and their relative
phase. Both processes will be shown in section 8.4.2 and section 8.4.3, respectively.
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Figure 8.13: Experimental sequence to
transform the static trap into the two-dimen-
sional adiabatic rf trap. In a first step, the
amplitude of the rf wires is ramped up, while
the trap bottom is still above the rf frequency.
In a second step, the detuning between the rf
photon and the energy splitting in the static
trap is changed by reducing the static Ioffe field
to a small value. 2.65 MHz rf frequency corre-
sponds to a trap bottom of 3.78 G. In the adi-
abatic trap the detuning is negative and close
to the rf frequency.

Initial Static Trap

The starting point for all experiments in adiabatic rf potentials is a static trap formed by a
current of 1 A in the 80 µm wide trapping wire and a bias field of 31.4 G. This trap is located
at a height of 55 µm above the chip. There, the rf fields of both rf wires are perpendicular
to each other, making it easier to relate the experimental findings to simulations of the
potential landscape. The trap bottom of the static trap is at 3.85 G, resulting in measured
trap frequencies of 2π·19.0 Hz longitudinally and 2π·2.72 kHz transversally.

Before the loading in the chip structures, cold samples of typically 2·106 atoms at 10 µK are
prepared by evaporative cooling in the copper structures as described in section 8.1.4. These
atoms are then transferred within 500 ms into an initial chip trap with 31.4 G bias field, 1 A
current in the trapping wire and a trap bottom close to 3 G. In a first cooling step, the sample
is evaporative cooled in this trap for 1 s by linearly sweeping the rf frequency from 4 MHz to
2.8 MHz.

In a next step, the trap bottom is increased to a value of 3.85 G. During this ramp of
350 ms, a constant rf knife with a frequency of 100 kHz above the final trap bottom is on,
to cool the sample further. With a last linear rf cooling ramp of 100 ms duration that has a
starting frequency of 2.8 MHz, the sample can be prepared at the desired temperature, either
above or below the transition temperature to BEC. Pure BECs without detectable thermal
background contain typically a few 104 atoms in this trap.

8.4.1. Adiabatic Loading of the RF Trap

As already mentioned, all rf potentials were realized with a fixed frequency of the rf generators.
Therefore, the static trapping potential is deformed into the adiabatic potential by changing
the Ioffe field of the static trap. Due to technical reasons a rf frequency of 2.650 MHz was
chosen for most experiments.

To adiabatically transform the bare states into the new states, the trap bottom is in a first
stage kept slightly above the transition frequency of the rf photon. The static trap is left
unchanged, and the rf amplitude is ramped up, therefore coupling neighboring Zeeman levels.
The splitting between the new dressed levels is, in the limit of weak rf amplitudes, given by the
detuning of the rf photon to the energy splitting of the Zeeman levels in the static trap. An
initial detuning of the rf frequency to the level spacing of 50 kHz is well above the limit where
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Figure 8.14.: Splitting of a static trap into a horizontal double-well by changing the Ioffe field of the
static trap. Starting with 3 G at the picture far left, the external Ioffe field was decreased by 375 mG
from left to right from picture to picture. The splitting in the picture far right is 18.5 µm.

Landau-Zener tunneling between the adjacent dressed levels plays a role on the timescale of
the experiment. The final amplitude of the current in the single rf wires is typically 30 mA
and therefore more than a factor two below the currents tested in DC operation of the wires.

Once the rf amplitudes are sufficiently large, the avoided crossing between the dressed states
is given by the coupling of the rf field to the states. Therefore, it is possible to change the
detuning to a negative value where the rf frequency is above the energy splitting in the static
trap, without losing the atomic sample. This is done in a second step by reducing the static
Ioffe field. A typical experimental sequence of the loading is visible in figure 8.13.

The deformation of the static trapping potential to the potential landscape of the adiabatic
trap is illustrated in figure 8.14 for the formation of a horizontal double-well potential. There,
several intermediate pictures of the in situ atomic density distribution are depicted during
the ramp of the Ioffe field. The first picture was taken at 3 G external Ioffe field, the last
one at 0 G. At a height of 55 µm above the chip surface, the trap bottom of the static trap is
always by 0.2 G larger than the value of the external Ioffe field. This is a contribution of the
two 500 µm wide wires, crossing the trapping wire, that generate the harmonic confinement
along the longitudinal direction.

As the rf frequency was 2 Mhz for this measurement, the resonance condition of the trap
bottom with the rf field is fulfilled at a trap bottom of 2.85 G. Around this value the con-
finement of the static trap is reduced along the horizontal direction, before, at lower fields,
the barrier of a double-well emerges. As the detuning increases, the distance between the
single wells grows. In exactly the same manner a two-dimensional trap can be loaded. The
only difference is that now looking along the longitudinal direction not a double-well but a
sickle-like shape emerges.

One can actually reverse the direction of the external Ioffe field and push the detuning
between the rf frequency and the static field to even higher values. With an rf frequency
of 2.65 MHz the external Ioffe field is experimentally limited to a maximum value of 1.2 G
pointing in the ‘wrong’ direction. For a static trap without a rf dressing field, the trap bottom
is at this value of the external Ioffe field already highly overcompensated, leading to a splitting
of the Ioffe trap into two quadrupole traps.

At higher values of the external Ioffe field, the number of atoms in the adiabatic trap
vanishes rather quickly within an interval of 0.1 G. We attribute this to the fact that at
these field values the effective field at the position of the adiabatic trap minimum changes its
direction, therefore abruptly changing the geometry of the trap.

In figure 8.14, imaging artifacts are visible on all pictures. This is due to the pixel size of
the longitudinal imaging system being smaller than the radius of the (simulated) Airy disk.
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Figure 8.15.: To estimate heating and atom losses during the loading of the adiabatic rf trap, the
static trap was deformed into the rf trap, and the rf trap was then symmetrically deformed back into
the static situation. Closed circles: holding atoms for the same amount of time in static trap. Open
triangles: sweeping to the adiabatic trap and back to the static trap. Error bars are given by the two
different temperatures, measured transversally and longitudinally, of the cloud. For the closed circles
the decay in phase-space density corresponds to a heating of 2.4 µK/s without any atom loss.

Transfer

To estimate heating and atom losses during the loading phase, both the Ioffe ramp and the
amplitude ramp were reversed after the transfer in the adiabatic trap, as such bringing the
atoms back into the static trapping configuration. The number and temperature of the sample
was compared to the the situation where the sample was held in the static trap for the same
amount of time. In figure 8.15, the resulting phase-space densities for a thermal cloud are
visible for different loading times. There is no additional loss in phase-space density observable
due to the transfer. The phase-space density decreases as much for the pure holding case as
for the transfer case and is not connected to a loss in atom number. However, the decrease
is due to a strong heating rate of close to 2.5 µK/ s of the sample. This will be discussed in
more detail in section 8.4.6.

8.4.2. Balancing the RF Fields

One crucial point in the formation of a two-dimensional shell is the precise balancing between
the two rf amplitudes. Only if they are balanced, a minimal polar trapping frequency can be
reached.

Two different methods were used to balance the amplitudes:

• For low enough temperatures, the main expansion dynamics of the atomic sample is
perpendicular to the direction of strongest confinement. If the two wires are not well
balanced, the resulting potential is still sickle-shaped in the plane perpendicular to the
trapping wire, but the sickle is rotated by a few degrees. Loading a BEC in such a
trap and observing the density distribution after a short expansion time of around 2 ms,
reveals the main expansion axis. By adjusting the amplitudes carefully, this direction
can be matched to the direction of gravity.
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8. Two-Dimensional Toroidal Trap

Figure 8.16.: If a BEC is released from a double-well potential, the emerging fringe pattern changes
its orientation depending on the imbalance of the two rf amplitudes. This enables the calibration of
the relative amplitudes to better than 0.5%.

Similarly the phase between the two rf fields can be changed by a few degrees to form a
double-well potential. An imbalance in the amplitudes will lead to a tilt in the potential
landscape, leading to a corresponding imbalance in the number of particles in both wells.
Looking at expansion pictures with a short time of flight, where the expanded clouds
of both wells do not overlap yet, the population of the two wells can be adjusted with
great precision.

• The most sensitive approach is the observation of the interference of two BECs from
a double-well. Therefore, the phase between the two rf fields was changed slightly
from the optimal value for a two-dimensional shell (97◦) to a value of 100◦. This leads
to a double-well with a barrier height of around 5 kHz between the two minima. The
atomic sample is in the static trap cooled to BEC and then transfered into the adiabatic
trapping geometry. If the amplitudes of the two rf wires is not perfectly equal, this leads
to a tilt in the potential.

In expansion, the interference between the two parts of the initial BEC leads to a fringe
pattern. Depending on the imbalance of the potential, the orientation of the fringe
pattern changes and can be optimized. As shown in figure 8.16, the calibration of
the relative amplitudes of the two rf sources is possible to better than 0.5% using this
method.

The amplitudes obtained from all methods agree to better than 1%. The small difference
between the amplitudes of both wires that is visible in figure 8.16 is probably due to a small
mismatch in the impedance of the two wires.
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Figure 8.17.: (a) Transversal oscillation frequency measured by parametric heating for different rf
amplitudes. (b) Polar oscillation frequency of the toroidal trap for different relative phases between
the two rf fields. The dashed line in both graphs corresponds to the values obtained from simulations.
They reproduce the qualitative behavior, but fail to predict the exact value.

8.4.3. Oscillation Frequencies of the Toroidal Trap

With the methods introduced in section 8.2, the different trapping frequencies of the toroidal
trap were measured in the experiment and compared to the values predicted from theory.

Transversal oscillations were determined for different amplitudes of the rf fields and a
constant relative phase of 97◦ between the two rf fields. Polar oscillations were measured for
different relative phases between the two wires at a constant rf amplitude of 29 mA. These
oscillations were for a thermal cloud in the adiabatic trap excited by changing the current
amplitude in one of the two rf wires abruptly.

Simulations of the potential overestimate the polar frequencies and underestimate the
transversal frequencies. However, for both cases the qualitative behavior is reproduced. The
discrepancy can again be attributed to the violation of the RWA approximation in the exper-
iments presented.

At phase shifts larger than 97◦, simulations predict an emerging double-well structure along
the polar direction of the trap. This is visible in the experiment as a large damping of the
polar oscillation for a relative phase of 98◦ between the rf fields. For even larger phase shifts
the double-well is visible in the in situ density distributions and in pictures for small expansion
times.

The longitudinal trapping frequency of the adiabatic trap does not correspond to the lon-
gitudinal oscillation frequency of the static trap any more, but is greatly reduced. Along the
trapping wire at every point of the trap, the resonance condition between the rf field and
the static trapping potential is fulfilled. Therefore, to first approximation, only gravity is the
driving force that leads to the remaining curvature of the potential along this direction. In
the experiment it was measured to 2π · (5.8± 0.4) Hz.
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8. Two-Dimensional Toroidal Trap

8.4.4. Crossover to Two Dimensions

The trap used in all experiments in the following sections was formed by a static trap of 31.4 G
bias field, 1 A current in the trapping wire, 29 mA current in the rf wires, an rf frequency of
2.65 MHz and a trap bottom of the static trap of 0.2 G. As it was shown in the previous section,
this leads to a trapping geometry with a longitudinal trapping frequency of 2π · (5.8±0.4) Hz.
The transversal oscillation frequency is 2π · (8.15 ± 0.20) kHz, and the polar frequency is
2π · (113.7± 14.2) Hz.

With this parameters this is a two-dimensional trapping geometry with a mean trapping
frequency of 2π · 25.7 Hz in the two-dimensional plane and 2π · 8.15 kHz transversally. There-
fore, the ratio between both energy-scales is larger than 1:300. This is much larger than
in other realizations of two-dimensional trapping geometries that have a ratio of 1:82 [98],
1:92 [49] or 1:38 [105]. Our trap is unique, as its spatial shape is not flat like a pancake,
but bent around an axis parallel to the trapping wire. For the parameters mentioned above,
the radius of curvature is a little short of 10 µm. This complicates the understanding of the
expansion dynamics slightly, as will be shown in the next section.

For 1·104 thermal atoms in this trap, the transition temperature to a three-dimensional BEC
is 170 nK following equation (4.7). This value is below the temperature scale of 390 nK given
by the transversal trapping frequency. For less than 1.5·105 atoms always an intermediate
temperature range exists in which a thermal cloud shows a two-dimensional behavior before
a phase transition to a two-dimensional BEC occurs. For an ideal gas of 1 · 104 atoms,
the transition temperature to a two-dimensional BEC is 96 nK for this trap with a (two-
dimensional) mean trapping frequency of 2π ·25.7 Hz. Experiments show [98] that interactions
move the transition point of the ideal gas result to lower temperatures or equivalently to higher
atom numbers.

When working with a three-dimensional BEC before going into the adiabatic trap, the
crossover to two dimensions is characterized by the relation µ3D < ~ωtrans. The number
of atoms for which at T=0 this crossover occurs, evaluates according to equation (4.29) to
8.4·105 87Rb atoms. For less atoms in the BEC, the chemical potential is lower than the
energy of the transverse confinement. Typical BECs in the static trap configuration used,
contain an order of magnitude less atoms.

Temperature Measurements

At low temperatures, when kBT < ~ωtrans, the expansion dynamics of a thermal cloud
changes. Due to the high confinement, the cloud adapts in transversal direction a Gaussian
shape with width l0 =

√
~/mωtrans. Therefore, the expansion energy along this direction will

not depend on the temperature or the number of particles any more, but will saturate to the
kinetic zero-point energy along this direction ~ωtrans/4 [32, 98, 102].

In our experimental situation, the interpretation of the expansion dynamics is a little more
complicated, as the trap has a bent shape. The radius of the sickle in the plane perpendicular
to the direction of the trapping wire is close to 10 µm. Assuming a release energy of ~ωtrans/4
along the radial direction, the cloud spreads within 2.3 ms to a width as big as the radius.
As this dynamic is transversal to the sickle-shaped potential, this leads to a focusing of
the expanding cloud and makes it difficult to distinguish between the expansion dynamics
perpendicular to the tight trapping direction and along the polar direction.
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8.4. Experimental Realization of a Toroidal Trap

This effect is even more pronounced if a BEC is transferred to the two-dimensional poten-
tial. In figure 8.18, the density distribution for a BEC obtained from longitudinal images is
given in situ and for different expansion times. To reproduce the density distributions, the
adiabatic potential was calculated in the plane perpendicular to the trapping wire for this set
of parameters. In a next step the Gross-Pitaevskii equation (4.13) was solved numerically in
two dimensions for this potential to obtain the ground-state distribution and distributions for
different time of flights. Simulations of the expansion of a BEC from this potential reproduce
the qualitative features of the expansion dynamics well and show the same focusing behavior
as observed in the experiment.

To mimic the finite resolution of the imaging system, the calculated density distributions
were filtered in two dimensions with an Airy pattern of a radius of 6.8 µm. However, the size
of the cloud in the experiment is always larger than predicted by simulations. This is probably
due to a small angle between the direction of the imaging beam and the trap geometry. Such
an angle increases the ‘shadow’ of the atomic density distribution visible in absorption images
as they always integrate along the beam direction. A second effect is the much lower depth
of field of the imaging system than the extension of the trap along the optical axis. This will
again lead to larger images.

Regardless of the bent shape of the trapping potential, the pictures of the expanding sample
were fitted along the horizontal and vertical direction of the image with Gaussians, and the
temperature was extracted from the width of these Gaussians. Before the fitting, the images
were always integrated over the perpendicular direction. The crossover to two dimensions
can be seen by comparing the temperatures obtained from horizontal fits to the temperatures
obtained from vertical fits.

In figure 8.19, the ratio of both temperature measurements is given as a function of the
mean of both temperatures. For mean temperatures below 900 nK, a strong deviation of
the ratio from unity is visible. This is 2.3 times higher than the temperature connected
with ~ωtrans that is usually expected as a transition temperature. Nevertheless, it is a clear
indication that the thermal gas is transversally confined to the ground state of the potential.
In figure 8.19, the average ratio is 1.1 for mean temperature values above 1.5 µK, hinting at
a systematic error in the determination of one of the temperatures. Most likely the angle at
which the camera is tilted towards the optical axis was overestimated.

Generally, there is a slight disagreement between the temperatures obtained with different
methods. In section 8.4.1, it was shown that the transfer into the adiabatic trap and back
into the static trap can be done without any additional phase-space density loss. Therefore,
assuming the same phase-space density at the beginning and at the end of the transfer ramp
and knowing the initial temperature in the static trap, again a temperature of the sample in
the two-dimensional trapping geometry can be obtained. By comparing this temperature to
values acquired directly by expansion measurements, it can be seen that temperature values
of the latter method are systematically between 15 and 20% higher than the values inferred
from a constant phase-space density model.

To improve the temperature measurements in the two-dimensional trap, it was tried to
sweep the frequency of the dressing field to higher values, shortly before the static field is
switched off. This leads to an outward movement of the trap, as the resonance condition
between the dressing field and the Zeeman levels of the static trap is fulfilled at larger and
larger distances to the center of the trap. The geometry of the adiabatic trap is therefore
magnified. If the velocity of this outward movement is larger than the expansion dynamics
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8. Two-Dimensional Toroidal Trap

Figure 8.18.: Upper row: Density distributions integrated along the direction of the trapping wire
for a BEC released from a two-dimensional adiabatic potential for different time of flights. Middle
row: simulated expansion of a BEC from the corresponding calculated adiabatic potential for a
chemical potential of µ = 5.5 kHz. Lowest row: Simulated density distributions convoluted with
an Airy pattern with radius 6.8 µm, therefore taking the performance of the imaging system into
account. The white bar is in all pictures 20 µm long. Experiment and simulation show a focusing
effect of the expanding cloud towards the center of the bent potential landscape. The measured
density distributions are always slightly larger than the simulated ones. This could be due to a slight
angle between the direction of the imaging beam and the trap geometry.
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Figure 8.19.: Ratio of the temperature measured in vertical direction to the temperature measured in
horizontal directions. At high temperatures, a systematic error between both measurements is visible,
leading to a mean ratio of 1.1. At low temperatures, a clear deviation from this value shows that the
expansion dynamics is dominated by the confinement of the atomic cloud to the transversal ground
state size of the two-dimensional trap.

perpendicular to the sickle, the temperature transversal to the sickle can be extracted more
easily, as the focusing effect of the sickle is compensated.

The initial expansion velocity of the cloud transversal to the sickle is close to 5 µm/ms
with the above estimates for the kinetic energy along this direction. The gradient of the
static trapping potential is according to simulations 4300 G/cm. Therefore, the gradient in
the energy difference between the Zeeman levels is h·301 kHz/µm. To expand the sickle faster
than the expansion dynamics, the rf frequency has to be increased at a rate faster than
1.5 MHz/ms. Experimentally the problem arises that at a rate of more than 2 MHz/ms the
trap is not deformed adiabatically any more and the dressed state is projected to several of
the bare states of the static potential. It was never possible to clearly separate the expansion
dynamics from the focussing effect.

8.4.5. Cooling in the Adiabatic Trap

To see the transition to BEC in a two-dimensional trapping geometry, a cloud of thermal
atoms was transferred into the adiabatic trap. Typically 5·105 87Rbatoms at a temperature
of 1.5 µK were transfered within 50 ms in the two-dimensional trap. There an additional rf
field allowed to perform evaporative cooling on the sample.

Following equation (4.28), the transition temperature for an ideal gas in two dimensions
can be calculated for this trapping geometry and 5 · 104 atoms to be 215 nK; for 1 · 104 atoms
it is 96 nK. To reach this regime, several different cooling ramps with different lengths and
end frequencies were applied, but degeneracy was not accessible. The lowest temperatures
reached were a little below 400 nK. However, with only 4 · 103 atoms remaining in the trap.
The reason for not reaching the BEC regime in the adiabatic trap, is the large heating rate in
the experimental setup that is equally present for static traps and for adiabatic traps. This
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Figure 8.20.: Three-dimensional phase-space density for cooling ramps of different length, sweeping
the rf from 400 kHz to 195 kHz in an adiabatic trap with a trap bottom of 190 kHz. The stars are
values without any cooling, the crosses are values obtained for a cooling ramp of 250 ms length. The
circles are values for a cooling ramp of 500 ms length. Only in the last steps of the cooling ramps,
an increase of the phase-space density is visible. Dominant process for the decay of the phase-space
density is the heating in the trap.

will be discussed in more detail in section 8.4.6.
Performing evaporative cooling, it is possible to counteract the loss in phase-space density

that is caused by the heating, but an increase in phase-space density compared to the starting
point of the cooling ramp is not achievable. In figure 8.20, the phase-space density is evaluated
for two different cooling ramps with 250 ms and 500 ms length. An increase in phase-space
density is only visible in the last steps of the respective cooling ramps, but an increase above
the initial value of the cooling ramp is not possible. A similar example for different end
frequencies of a cooling ramp with fixed length is given in figure 8.21.

In both figures, the absolute values for the phase-space density have to be taken with some
caution, as the temperature measurement in this trapping geometry has its subtleties, as was
shown in the previous subsection. For the evaluation of the phase-space density, always the
temperature obtained from horizontal fits to the pictures was used. Regardless of the absolute
values of the phase-space density, the qualitative message that the phase-space density can
not be increased above the initial value is still valid.

8.4.6. Lifetime & Heating

In cold atom experiments heating processes are always a problematic issue. Neutral atoms
have intrinsically a small coupling to the environment, besides the magnetic coupling to the
confining potential. Still, any change in the trapping potential leads to excitations and loss
from the trap, especially if the change occurs with one of the trapping frequencies or higher
harmonics.

The lifetime in the static chip traps and in adiabatic traps was measured and has for both

116



8.4. Experimental Realization of a Toroidal Trap

190 195 200 205 210 215 220
0

0.05

0.1

0.15

0.2

0.25

rf end [kHz]

ph
as

e 
sp

ac
e 

de
ns

ity

Figure 8.21.: Three-dimensional phase-space density for different end points of a 250 ms cooling
ramp. The solid line corresponds to the initial phase-space density at the starting point of the ramp.
The dashed line corresponds to the phase-space density for 250 ms holding time in the adiabatic trap
without any cooling. The cooling ramp can reduce the phase-space loss that is due to heating, but
does not increase the phase-space density above the initial value. The initial point corresponds to
4.9·104 atoms at 750 nK, the point at an rf frequency of 190 kHz to 4.5·103 atoms at 390 nK

traps a similar value of around 3.5 s. At the same time, a strong heating process is present.
The measured heating rates are in both situations, the static trap and in the two-dimensional
rf trap, between 2 and 2.5 µK/s. An example is visible in figure 8.22. At distances of 55 µm
away from the trapping wire, this is not a surface effect, as in [152]. This heating rate is
about a factor of ten larger than the values reported from the same setup when it was still in
Heidelberg.

One source for the heating the atoms could be light, as any resonant photon heats the
atom. However, due to the shallow potential of the chip trap, these atoms would be lost
quickly. In the experiment, care is taken to keep the level of resonant light as low as possible
during the magnetic trapping phase. In addition to AOMs in double-pass configuration,
mechanical shutters are used, and the vacuum chamber is separated from the laser bench by
several cardboard walls. As almost no atom loss is observed, this heating mechanism can be
excluded.

Another source heating the sample, is noise in the current flow of the trapping wire or of
the bias field. As the measured heating rate is large, it can not be attributed to thermal noise
in the conductor but is of a technical nature. The current drivers of the chip can be ruled out
as a possible noise source, as they are specially designed low-noise sources, identical to the
ones already used in Heidelberg. Most likely the heating is caused by ambient electromagnetic
noise radiated from sources inside or outside the lab.

Varying the parameters of the static trap did not change the heating rate significantly,
leading to the conclusion that the noise source has to be broadband or 1/f in nature. If it
were noise with a well defined frequency, it should show the same resonance behavior that
was employed in the parametric heating measurements of section 8.2. The width of the trap
bottom of 4.4 kHz as measured in section 8.2.2 hints to noise in the magnetic field with a
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8. Two-Dimensional Toroidal Trap

Figure 8.22.: Typical heating rate of 2.1 µK/s in a static trap of 2π·2.7 kHz transversal confinement
and 2π·18 Hz longitudinal confinement.

rather large amplitude of 6.3 mG.
Over time, several noise sources in the lab were identified and removed, e.g. ground loops,

a faulty ion pump controller, digital-to-analog converters and noisy uninterruptible power
supplies. To remove the channel update frequency of the experiment control from the analog
control lines, low pass filters were installed.

Nevertheless, none of these measures changed the heating rate drastically. There is still a
significant amount of noise fed via the ground line to the lab. One of the next steps that will
be taken, is the replacement of the noisy electrical ground of the building that is not well
defined by a separate, cleaner one.
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9 Summary & Outlook

In summary, the design and build-up phase of a new Bose-Fermi mixture experiment was
described in this thesis. Since a large part of the effort which went into this thesis has been
spent on designing and setting up the apparatus, first experiments characterizing the new
setup were presented, showing promising results for future investigations. Several improve-
ments were made to the apparatus compared to previous and existing atom chip experiments,
leading to a next-generation setup that is optimized for maximum stability and a minimum
duration of the experimental cycle. All experience gained with an initial mixture experiment
of 6Li and 87Rb at the beginning of the time of my PhD, contributed to the design consid-
erations of the new experiment. Once it is fully operational, it will be the second atom chip
experiment worldwide working with ultracold Bose-Fermi mixtures.

In this new experiment, a double-chamber vacuum system combines high atom numbers
with long lifetimes in the magnetic trap. Moreover, a stable laser system is operational, and
the new science chamber offers a maximum of optical access that permits the incorporation
of a high-performance optical imaging system. The atom chip that is currently inside the
vacuum chamber has a wire geometry that is specialized for one-dimensional traps. These
have very high aspect ratios that can be as large as 104. Additionally, a very neat realization
of rf fields for adiabatic trapping potentials was implemented.

Together with the attractive interaction of the mixture 40K-87Rb, a whole variety of physical
questions can be investigated. The combination of highly anisotropic traps with a Bose-Fermi
mixture allows the study of the transport and of the statistics of bosons, fermions and mixtures
in one-dimensional traps. Questions about the localization and impurity scattering of bosons
at fermions were already addressed in three dimensions [22], but can now be investigated in
one-dimensional systems. The attractive interaction between both species should also lead to
the formation of bright solitons [137].

As was shown in this thesis, additional rf fields permit the creation of species-selective
trapping geometries, beam splitters, and the realization of a smooth crossover from a one-
dimensional trap to a two-dimensional geometry. For example, in a possible experiment in
which the bosonic species is split in a double-well geometry, and in which the fermionic species
extends over the whole volume of the double-well, the change in the coherence properties
between the two bosonic clouds that is introduced by the fermions can be studied.
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In this thesis, a similar trapping configuration was studied in more detail theoretically.
There, the attractive mean-field interaction between both species changes the barrier in a
double-well potential for the first species. Therefore, the tunneling dynamics between both
wells depends strongly on the exact number of atoms of the second species.

As a new generation of PhD-students is currently taking over the experiment, it is not clear
yet, which physical questions will be tackled first. Additionally, the experiment is still in an
early stage, and several steps have to be mastered until a BEC and a ultracold gas of fermions
is present in the chip trap.

Two-Dimensional Trap

Within this thesis, several experiments for the new setup were suggested with the main focus
on the realization of a two-dimensional toroidal trap. This trapping geometry was studied
theoretically for different wire geometries and was implemented experimentally in a two-wire
setup.

Experimental results were obtained for different amplitudes and relative phases of the two
rf fields, showing good qualitative agreement with numerical simulations of the potential land-
scape. It was shown that by using an elliptically polarized rf field, the minimal curvature of
a two-dimensional toroidal trap can be reduced considerably, and variations below 2π·120 Hz
are achievable. The ratio between the trapping frequency transversally to the bent surface
and the mean trapping frequency in the surface is larger than 300:1 and therefore larger than
in typical two-dimensional trapping geometries. By loading a thermal cloud in such a trap
and subsequent evaporative cooling, the transition to a two-dimensional BEC could unfor-
tunately not be observed. This is not a problem caused by the application of adiabatic rf
potentials generating the trapping geometry, but due to the large heating rate that is equally
present in the static trapping configuration.

Once the heating mechanism is fully understood and removed, nothing should prevent
condensation in this trapping geometry. The RbII setup where these measurements took
place has a unique fluorescence imaging system that is located several mm below the trapping
region. If a method can be developed that counteracts the focusing effect of the expansion
dynamics sufficiently, the direct observation of free vortices above the Berezinskii-Kosterlitz-
Thouless transition of the two-dimensional gas is feasible.

The trap, as it was used in the experiments presented, allows the investigation of the
properties of a two-dimensional BEC. However, the situation would get even more interesting
if the atoms were to explore the whole surface of the torus, whilst being transversally in the
ground state. Such a scenario was investigated theoretically in simulations of a four-wire
geometry for the creation of the rf fields. These simulations led to very promising results. For
specific values of the amplitudes and phases of the single wires, an almost flat two-dimensional
trapping potential on a torus with 5 µm diameter is predicted that has variations in the trap
bottom smaller than h · 250 Hz. If the circumference of such a torus is smaller than the phase
coherence length in the bent two-dimensional surface, the study of exciting new physics would
be possible. As in the case of the transport experiments, the fact that bosons, fermions and
mixtures can be investigated in the identical trapping geometry greatly increases the number
of theoretical questions that can be addressed.
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Exactly this optimized four-wire geometry for the rf fields was implemented in the new ex-
perimental setup for the K-Rb experiment and will allow the realization of this novel trapping
configuration once cold samples are trapped in the wire traps of the new atom chip.
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A Atomic Data for 87Rb and 40K

A.1. Atomic Parameters

40K 87Rb
number of protons Z 19 37
natural abundance ν 0.012 % [165] 27.83(2) % [165]
atomic mass m 39.96 u [165] 86.91 u [166]
nuclear lifetime τn 1.248 109 yrs [167] 4.88 1010 yrs [166]
nuclear spin I 4 3/2
cooling transition 42S1/2 → 42P3/2 52S1/2 → 52P3/2

wavelength D2(vacuum) λ 766.701 nm [165] 780.246 nm [166]
wavelength D2(air) λair 766.491 nm [165] 780.037 nm [166]
D2 sat. intens. (σ+) IS 1.796 mW/cm2 [168, 141] 1.669(2) mW/cm2 [166]
excited state lifetime τ 25.7 ns [168] 26.24(4) ns [166]
linewidth (FWHM) Γ 2π·6.2 MHz [168] 2π·6.065(9) MHz [166]
recoil velocity vrec 13.02 mm/s [168] 5.8845 mm/s [166]
recoil temperature Trec 815 nK [168] 361.95 nK [166]
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APPENDIX A. Atomic Data for 87Rb and 40K

A.2. Level Schemes

Figure A.1.: Level schemes for 87Rb and 40K. In 40K the ground state and the excited state have
both an inverted hyperfine splitting due to the large angular momentum of the nucleus. The cooling
and repumping transitions are marked in red (cooling) and blue (repumping). The gF factors given
are the approximate Landé g-factors.
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B Magnetic Fields of Extended Wires

The following equations are all given for a uniform current flow in +y-direction. The wires
have their center of gravity at the point (x = 0, y = 0, z = 0), and the magnetic field values
are obtained by integrating Biot-Savart over the respective current distribution.

The following abbreviations are used where necessary

x± = (x± w/2) y± = (y ± l/2) z± = (z ± h/2).

• B field for a flat wire of width w, infinitely long:
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Similar the fields for wires of finite length can be calculated.

• B field for a wire of length l, infinitely thin:
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APPENDIX B. Magnetic Fields of Extended Wires

• B field for a flat wire of length l and width w:
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C Technical Drawings of the Mounting

All technical drawings were done using AutoCad1. The parts were manufactured by the
mechanical workshop of the Physikalische Institut in Heidelberg. Detailed drawings of the
science chamber can be found in [121].

1http://www.autodesk.de
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APPENDIX C. Technical Drawings of the Mounting

Figure C.1.: Copper U-structure used for the formation of the quadrupole field.
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Figure C.2.: Wide Z-structure used together with the thin h-structure for the formation of the initial
big volume Ioffe trap.
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APPENDIX C. Technical Drawings of the Mounting

Figure C.3.: Details on the wide Z-structure.
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Figure C.4.: Thin h-structure used in Z-configuration as a Ioffe trap before the atoms are loaded on
the chip. The straight copper leg perpendicular to the weak trapping axis of the chip allows the usage
as an additional dimple wire.
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APPENDIX C. Technical Drawings of the Mounting

Figure C.5.: Details on the h-structure.
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Figure C.6.: Support structure for the copper structures made from Shapal.
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APPENDIX C. Technical Drawings of the Mounting

Figure C.7.: Details on the Shapal structure
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Figure C.8.: Details on the Shapal structure
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APPENDIX C. Technical Drawings of the Mounting

Figure C.9.: Details on the Shapal structure
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Figure C.10.: Upper part of the support structure
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APPENDIX C. Technical Drawings of the Mounting

Figure C.11.: Lowest part of the support structure
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Figure C.12.: Flange with the position of all feedthroughs and connecting tubes.
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APPENDIX C. Technical Drawings of the Mounting

Figure C.13.: Small pieces from isolating Macor to stabilize the copper rods.

Figure C.14.: Small pieces from isolating Macor to stabilize the copper rods.
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Figure C.15.: Small pieces from isolating Macor to stabilize the copper rods.

Figure C.16.: Small pieces from isolating Macor to stabilize the copper rods.
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APPENDIX C. Technical Drawings of the Mounting

Figure C.17.: Copper clamps

Figure C.18.: Copper clamps

142



Figure C.19.: Small block of copper directly below the Shapal piece

Figure C.20.: Copper-Berylium pins
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APPENDIX C. Technical Drawings of the Mounting

Figure C.21.: Rods connecting the copper structures
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Figure C.22.: Upper chamber that connects the science chamber with its infrastructure like pumps
and gauges.
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APPENDIX C. Technical Drawings of the Mounting

Figure C.23.: Drawing for the Helicoflex-CF adaptor that was build to replace one of the big windows
on the science chamber with a DN63CF and a DN40CF window.
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Westervelt, and M. Prentiss. Guiding Neutral Atoms on a Chip. Phys. Rev. Lett.,
84(6):1124, 2000. doi:10.1103/PhysRevLett.84.1124.
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[75] W. Hänsel, P. Hommelhoff, T. W. Hänsch, and J. Reichel. Bose-Einstein condensation
on a microelectronic chip. Nature, 413(6855):498, 2001. doi:10.1038/35097032.

[76] P. Hommelhoff, W. Hänsel, T. Steinmetz, T. W. Hänsch, and J. Reichel. Transporting,
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