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Abstract

This work presents a difference geometric approach to the strongly normal Galois theory
of difference equations. In this approach, a system of ordinary difference equations is
encoded in a difference extension, and the Galois groups are group schemes of finite type
over the constants. The Galois groups need neither be linear nor reduced. The main
result is a characterization of the extensions that admit a reasonable Galois theory by a
normality property. This approach has been inspired by the recent work of J. Kovacic
on the differential Galois theory of strongly normal extensions.

Zusammenfassung

Die vorliegende Arbeit entwickelt eine Galoistheorie für Differenzengleichungen basie-
rend auf differenzenalgebraischer Geometrie. Hierbei wird ein System von gewöhnlichen
Differenzengleichungen durch eine Differenzenerweiterung beschrieben, und die Galois-
gruppen sind Gruppenschemata vom endlichen Typ über den Konstanten. Die Galois-
gruppen müssen weder linear noch reduziert sein. Das Hauptresultat ist eine Charak-
terisierung jener Differenzenerweiterungen, die eine gutartige Galoistheorie zulassen,
durch eine Normalitätseigenschaft. Inspiration für diesen Zugang war die Arbeit von
J. Kovacic über die Galoistheorie von stark normalen Differentialerweiterungen.



Introduction

The present work develops a Galois theory for difference equations, or more specifically
for difference extensions. As in the classical Galois theory of algebraic equations, one
does not have a good Galois theory for arbitrary algebraic equations or arbitrary field
extensions. The theory rather only applies to a very special class of field extensions,
namely the ones that are Galois.

The main topic of this work is to find a reasonable difference analog of this Galois
property. That is, we want to define and study difference Galois extension. In search
of an adequate definition of “difference Galois”, it seems a good idea to reflect on
the classical case. For a finite field extension L|K, the following four statements are
equivalent to “L|K is Galois”.

(1) L|K is separable, and for any field extensionM |K andK-morphisms σs, σt : L→M
we have σt(L) ⊂ σs(L).

(2) For any K-algebra M and K-morphisms σs, σt : L → M we have σt(L) ⊂
σs(L)MX . Here, MX denotes the set of idempotent elements ofM 1 and σs(L)MX

denotes the smallest subring of M containing σs(L) and MX .

(3) For M = L ⊗K L, σs : L → M, a 7→ a ⊗ 1 and σt : L → M, a 7→ 1 ⊗ a we have
σt(L) ⊂ σs(L)MX .

(4) L splits over itself, i.e. Spec(L⊗K L) is a (finite) set of L-rational points.

This leads to the following difference analogues for a difference extension L|K:

(1) For any difference extension M |K and K-φ-morphisms σs, σt : L → M we have
σt(L) ⊂ σs(L)Mφ. Here, Mφ denotes the constants of M with respect to the
endomorphism φ that defines the difference structure on M .

(2) For any K-φ-algebra M and K-φ-morphisms σs, σt : L → M we have σt(L) ⊂
σs(L)Mφ.

(3a) For M = L ⊗K L and σs : L → M, a 7→ a ⊗ 1 and σt : L → M, a 7→ 1 ⊗ a we
have σt(L) ⊂ σs(L)Mφ.

(3b) There exists a difference overring M of L⊗K L with M = K(L⊗K L) such that
for σs : L→M, a 7→ a⊗1 and σt : L→M, a 7→ 1⊗a we have σt(L) ⊂ σs(L)Mφ.

(4) φ-Spec(L⊗K L) is split over L. I.e. there exists a scheme G (of finite type) over
the constants C = Lφ = Kφ such that φ-Spec(L⊗K L) ' L×C G.

1With a little fantasy one can interpret the idempotent elements of M as the constants under
the operator X corresponding to the variable in an algebraic equation. The analogy in point (4)
can also be made more apparent using the somewhat mysterious field with one element: We have
Spec(L⊗K L) = L×F1 G where G denotes the Galois group of L|K.
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It is not at all clear whether the above difference analogs are also equivalent. We
will explore the relations between them.

From the equational point of view, very roughly speaking, our Galois theory applies
to systems of algebraic difference equations whose solutions can be parametrized by
constants (via a superposition law). For example, if Y is a fundamental solution matrix
of a first order system of difference equations given by an invertible matrix, then the
fundamental linear superposition principle tells us that any further solution is given
as a linear combination of the columns of Y with constant coefficients. Therefore,
Picard-Vessiot extensions are examples of our φ-Galois extensions. The Galois theory
of linear difference equations (also known as Picard-Vessiot theory) is well studied and
to a certain extent well understood. In [43], M. van der Put and M. Singer showed that
the linear theory runs much smoother if one abandons the world of fields and allows
zero divisors into the solution rings. Instead of φ-fields one uses finite direct products
of fields where the factors are permuted in a cyclic way by φ. Let’s agree to call such
difference rings φ-pseudo fields. 2

Maybe the difference Galois theory that we will present here is best described as
the geometric completion of Picard-Vessiot theory. (Hence the “Geometric” in the
title.) Conversely, Picard-Vessiot theory can be interpreted as the “affine case” of our
difference Galois theory. As it is often more comfortable to work directly with rings
than with affine schemes, the geometric point of view is usually lost in Picard-Vessiot
theory.

One of the main difficulties in developing a difference (or differential) Galois theory
is to make precise sense of the vague idea that the Galois group is an algebraic group.
After all, it seems that it was precisely this problem that lead E. Kolchin to the intro-
duction of his axiomatic algebraic groups. We will not follow his path. The modern
language of schemes and functors provides a very clear way to formulate the problem
and its solution. We simply have to define an appropriate automorphism functor and
show that it is representable by an algebraic group. So let L|K be an extension of
φ-pseudo fields with no new constants and set C = Kφ = Lφ. We define Gal(L|K) to
be the functor from the category of schemes of finite type over C to the category of
groups that assigns to a scheme Y the automorphisms of L ×C Y over K ×C Y . One
has to exercise some care here and specify what kind of object L×C Y should be. The
answer is: a difference scheme. And this answer leads directly to the more basic ques-
tion: What kind of geometry should form the basis of our geometric difference Galois
theory?

The classical language of difference algebraic geometry as developed in [10] does
not seem adequate. For example, it can not handle nilpotent elements in the structure
sheaf, which are essential for the construction and understanding of non-reduced Galois
groups. On the other hand, the theory of difference schemes is still in its infancy.

In principle, it seems possible to develop a difference Galois theory by using usual
schemes with an endomorphism and rational maps that commute with the endomor-

2The keen reader might have noticed that until this point we have been talking somewhat imprecisely
about difference extensions. What we actually meant was “extension of φ-pseudo fields”.
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phism (cf. [41], [5] or [23]). However, this has the drawback that one needs to choose
models (of the involved field extensions). And then also the Galois group is at first only
available birationally. However one can then use a theorem of A. Weil about birational
group laws (“Group chunks”) to produce the Galois group as algebraic group out of
the hat.

It is very easy to construct the Galois group up to birational isomorphisms, because
the ring of rational functions on the Galois group will be isomorphic to the constants
of the total quotient ring of L⊗K L. It was clear to E. Kolchin that the Galois groups
of strongly normal differential extensions are honest algebraic groups (see e.g. [23]),
but it seems that due to the lack of a simple direct construction of this algebraic group
structure he preferred to axiomatize the notion of algebraic group. The usage of Weil’s
theorem does not seem very fortunate from a didactical point of view and one could
argue that it does not canonically define the Galois group variety (as a set). Now the
ingenious observation of J. Kovacic [26] was that one needs to take the constants of
L⊗K L in a geometric way to directly obtain the Galois group as group scheme. So it
is a very simple matter to define the Galois group scheme G as a locally ringed space,
namely G = (φ-Spec(L⊗K L))φ. But now the really hard part is to prove that G is in
fact a scheme.

A very convenient fact about difference schemes is that on the one hand the category
of schemes is a full subcategory and on the other hand we can also think of varieties up to
birational isomorphisms together with a dominant rational map as being embedded into
difference schemes because the φ-spectrum of the function field precisely encapsulates
these data.

As indicated above, one might argue that difference schemes could be avoided in
the development of our difference Galois theory. But I believe that difference algebra
deserves a geometry of its own and the fact that the language of difference/differential
schemes is so amazingly well suited for addressing the problems of difference/differential
Galois theory should be seen as an indication in favor of difference/differential schemes.
Finally, as difference algebraic geometry is more than just adding an endomorphism to
usual algebraic geometry, I think this is also the most interesting way to go.

In his fascinating article [18], E. Hrushovski develops the notions of difference al-
gebraic geometry in scheme theoretic language to a quite advanced degree, but unfor-
tunately his definitions and results only apply well for so called well-mixed difference
rings. A Picard-Vessiot ring is typically not well-mixed and as our Galois theory should
generalize the Picard-Vessiot theory, we need to modify Hrushovski’s approach. I hope
that these “modifications” will also be useful in other difference algebraic problems.

It is of course a very basic question, for which extensions L|K of φ-pseudo fields
the functor Gal(L|K) is representable. If it is representable by a group scheme G over
C = Kφ = Lφ, then by a straightforward general nonsense construction one obtains a
K-linear action of G on Z = φ-Spec(L).

The main result of the present work is a characterization of those extensions L|K of
φ-pseudo fields that admit a reasonable Galois theory with algebraic groups as Galois

iii



groups. (See Theorem 3.9.3 for more details.)

Theorem. Let L|K be an extension of φ-pseudo fields satisfying some mild technical
conditions. Then the following three statements are equivalent.

(1) The functor Gal(L|K) is representable by a group scheme G and Z = φ-Spec(L)
is a G-torsor.

(2) φ-Spec(L ⊗K L) is split, i.e. there exists a scheme G of finite type over the
constants C = Lφ = Kφ such that φ-Spec(L⊗K L) ' L×C G.

(3) L|K is φ-Galois, i.e. L|K satisfies conditions (1) and (3b) above.

With the above theorem in hand, it is then a short way to the Galois correspondence.
I would like to stress the point that the Galois groups here are group schemes of finite
type over the constants with no further a priori restrictions. In particular, they need
not be affine or reduced.

One can find two approaches to a Galois theory of difference extensions with not nec-
essarily affine Galois groups in the periodical literature. One is by R. Infante ([20], [19])
and the other one by A. Bialynicki-Birula ([5]) and H. F. Kreimer ([28]). Bialynicki-
Birula considers fields with differential and difference operators and Kreimer considers
even more general operators, but if one focuses on the difference case their theories
agree and so we will only refer to Bialynicki-Birula in what follows.

From a technical point of view, I have made an effort to avoid unnecessarily restric-
tive assumptions. In comparison with the works of Infante and Bialynicki-Birula this
concerns the following issues.

Infante and Bialynicki-Birula, only consider field extensions. But as demonstrated
in [43], it is in general advantageous to work with φ-pseudo fields. In fact, in [43] the
base K is always assumed to be a field and only the extension L is allowed to be a φ-
pseudo field. But if M is an intermediate φ-pseudo field of L|K, then M need not be a
field and it is a little awkward not to be able to say that L|M is Picard-Vessiot. It adds
only little difficulty to also allow the base K to be a φ-pseudo field. The approach to
Picard-Vessiot theory in [2] is also based on pseudo fields rather than fields. However,
the idea of replacing φ-fields with φ-pseudo fields is also part of a bigger philosophy
that governs our approach to difference algebraic geometry.

Both Infante and Bialynicki-Birula only consider inversive φ-fields, i.e. φ is assumed
to be an automorphism. We will not make this assumption. (However, φ is automat-
ically injective on a φ-pseudo field.) This keeps the theory open for applications to
Mahler-equations and Frobenius modules when non-perfect fields are involved.

In addition, Infante and Bialynicki-Birula need to make the assumption that K
is relatively algebraically closed in L. Therefore, they only obtain connected Galois
groups. They also assume that L is separable over K (Infante works only in character-
istic zero) and therefore they only obtain reduced Galois groups.
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We will not make these assumptions, thus the restrictions on the group side will also
disappear. Finally, Bialynicki-Birula only worked with algebraically closed constants.
We do not make this assumption, but it requires some extra work to avoid it.

Nevertheless, I believe that the main advantage of the approach presented here
compared to the earlier works of Infante and Bialynicki-Birula lies in the direct con-
struction of the Galois group as group scheme, the usage of representable functors
and the language of difference schemes. The groups used by Infante were Kolchin’s
axiomatic algebraic groups, and Bialynicki-Birula used Weil’s theorem to produce the
Galois group as algebraic group.

Recently, two approaches to difference Galois theory that apply in much more gen-
eral situations have emerged. One was developed by G. Casale based on ideas of B.
Malgrange in a more analytic setting and one by H. Umemura and his followers in a
more algebraic context. As these theories apply to more general types of equations the
group-like objects are much more sophisticated. The reason why a Galois theory with
algebraic groups as Galois groups is still interesting is that in a less general setting one
can obtain stronger results. If one encounters an equation that admits an algebraic
group as Galois group one should better make use of this fact.

Finally, I would like to point out that the main inspiration for the present paper
was the beautiful recent work of J. Kovacic on the differential Galois theory of strongly
normal extensions ([26], [27]).

As it seems somewhat tiresome, I do not always give a reference to a differential
analog of a specific result in all cases possible. In general, it can be said that most
difference theoretic results in this work do have differential analogs. Almost all of them
can be found in [26] or [27]. There are also some constructions (e.g. the usage of
representable functors in Section 3.2 or the issue of non-reduced Galois groups coupled
with a slight modification of the strongly normal property) for which the differential
analog is currently not available but it seems very natural to believe that it is true.

We conclude this introduction with a short overview of the different chapters. This
work is divided into three chapters:

1 Some commutative φ-algebra
2 φ-algebraic geometry
3 φ-Galois theory

The first two chapters are of a preparatory nature. The main results are presented
in Chapter 3. Thus, to understand the motivations behind the preparatory results, it
might be a good idea for the reader to start with Chapter 3 (maybe even with Section
3.2) and to refer back to the earlier results and definitions whenever needed. (There is
an index at the end.)

Chapter 1 contains some elementary difference algebraic results that were not avail-
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able or not available in an appropriate form in the literature. The main point is that
we systematically use φ-pseudo fields instead of φ-fields. For example, φ-pseudo fields
lead to what we will call φ-prime ideals (whereas φ-fields would lead to reflexive prime
ideals). We also introduce the concepts of φ-separability and bounded periodicity.

Chapter 2 contains the rudiments of a difference algebraic geometry based on φ-
pseudo fields instead of φ-fields. This approach still holds many open problems and we
are far from a well-established theory. Nevertheless, the results of Chapter 2, which are
aimed at the application to φ-Galois theory, are sufficient for our needs in Chapter 3.

Finally, Chapter 3 contains the theory of φ-Galois extensions. The first section in
Chapter 3 is concerned with a kind of Galois theory for arbitrary extensions of φ-pseudo
fields. Following [2], we give a difference version of the Sweedler correspondence ([38]).
However we use a more geometric formulation, replacing coideals with subgroupoids.

Section 3.2 proposes a rather conceptual approach to the Galois theory, emphasizing
the use of representable functors and torsors (principal homogeneous spaces) (cf. [36]).
Section 3.3 introduces the normality conditions akin to Kolchin’s “strong normality”
and the definition of φ-Galois extensions. Section 3.4 proves a very basic lemma, which
seems inevitable for the approach presented here. Unfortunately, it has a somewhat
intricate proof. Section 3.5 gives two applications of this basic lemma which bring
us closer to the big goal of proving that φ-Spec(L ⊗K L) is split for every φ-Galois
extension L|K. This goal is then achieved in Section 3.6 under the assumption that
the constants are algebraically closed. The restriction of algebraically closed constants
is then removed in Sections 3.7 and 3.8 by employing descent techniques. In Section
3.9 we present the main theorem (the theorem above) in its final form. Finally, we
conclude with the Galois correspondence and some examples.

It is my pleasure to thank all the people who accompanied me on the way to
the completion of this thesis, in particular Prof. B. H. Matzat, the members of the
Algorithmic Algebra research group in Heidelberg and the people who worked with
me during my research visits in Barcelona and Paris. I am especially thankful to A.
Maurischat for proofreading the manuscript.
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Notation and Conventions:

The following conventions will be in force throughout the whole text. All rings and
algebras are commutative with unit. A difference ring (or φ-ring for short) is a ring
R together with an ring endomorphism φ : R → R. For r ∈ R we define r0 = 1 and
φ0(r) = r. If S is a subset of R and n ≥ 0 an integer then φ−n(S) = {r ∈ R; φn(r) ∈ S}.

A morphism of φ-rings is a morphism of rings that commutes with φ. If K → R is
a morphism of φ-rings we also say that R is a K-φ-algebra. If R is a K-φ-algebra and
S a subset of R then K{S} denotes the smallest K-φ-subalgebra of R that contains
S. If R and R′ are K-φ-algebras then we consider R ⊗K R′ as φ-ring by setting
φ(r ⊗ r′) = φ(r)⊗ φ(r′).

A subset S of R is called φ-stable if φ(S) ⊂ S. If S is a multiplicatively closed
φ-stable subset of R then we consider S−1R as φ-ring by φ( rs) = φ(r)

φ(s) . If r ∈ R we
denote with 〈φ, r〉 the smallest multiplicatively closed and φ-stable subset of R that
contains r. Explicitly the elements of 〈φ, r〉 are of the form

φα1(r)β1 · · ·φαn(r)βn

with αi, βi ≥ 0. We denote with R〈φ,r〉 the φ-ring 〈φ, r〉−1R.
If a is an ideal of R that is stable under φ then R/a is a φ-ring by φ(r) = φ(r).
An ideal of a ring is called proper if it is not the whole ring. It is called trivial if it

zero or the whole ring.
A ring is called total if every non zero divisor is invertible. If R is a ring then Q(R)

denotes the total quotient ring of R.
If R1, R2 are subrings of a ring R we write R1 · R2 for the smallest subring of R

containing R1 and R2. (Thus R1 ·R2 consists of all sums of products of elements of R1

and R2.) We write R1R2 for the smallest subring of R containing R1 and R2 with the
property that every element of R1R2 which is invertible in R is also invertible in R1R2.
Explicitly the elements of R1R2 are of the form ab−1 where a, b ∈ R1 ·R2 and b ∈ R×.
(If R,R1, R2 are fields then R1R2 is the field compositum.)

The cardinality of a set S is denoted by |S|.

viii



Chapter 1

Some commutative φ-algebra

This chapter is a collection of elementary difference algebraic results that are typically
not (or not in a form appropriate for us) available in the literature. This chapter also
contains some basic definitions (like φ-pseudo field, φ-prime ideal, . . .) that will be of
fundamental importance later on. Nevertheless it might be advantageous for the reader
to start with Chapter 3 and to refer back to the earlier chapters whenever needed.

1.1 φ-simple rings

For the convenience of the reader we start with recalling some basic definitions from
difference algebra. The standard references for difference algebra are [10] and [29].

A difference ring or φ-ring for short is a pair (R,φ) consisting of a ring R (com-
mutative as always) and a ring endomorphism φ : R → R. We deliberately do not
make the assumption that φ is injective which is often present in the literature. A
difference ring is called inversive if φ is an automorphism. We often suppress the φ in
the notation and simply use R to denote a difference ring. All the usual terminology of
commutative algebra applies to difference structures by applying it to the underlying
algebraic structure. E.g. a Noetherian difference ring is a difference ring (R,φ) whose
underlying ring R is Noetherian. Properties relating to the difference structure will
usually be prefixed with “φ-”. E.g. a φ-Noetherian difference ring would be a differ-
ence ring such that every strictly increasing chain of difference ideals is finite. By the
way a difference ideal or φ-ideal for short is an ideal a of R such that φ(a) ⊂ a.

If R is a φ-ring then
Rφ = {r ∈ R; φ(r) = r}

denotes the ring of constants of R. A difference ring is called φ-simple if it has no
non-trivial φ-ideals. (The trivial ideals are (0) and R.) We have the following simple
lemma (cf. [43, Lemma 1.7, p. 6]).

Lemma 1.1.1. Let R be a φ-simple φ-ring. Then R is reduced, φ : R→ R is injective
and Rφ is a field.

1



Proof: For r ∈ R with rn = 0 we see that φ(r)n = 0. So the nilradical of R is a φ-ideal
and thus must be zero. Similarly the kernel of φ is a φ-ideal and so also must be zero.
If c ∈ Rφ r {0} then (c) ⊂ R is a non-zero φ-ideal and thus must be equal to R. This
means that c is a unit of R. Applying φ to cc−1 = 1 gives cφ(c−1) = 1. Consequently
c−1 ∈ Rφ, i.e. Rφ is a field.

The following proposition reveals a fundamental difference between difference and
differential algebra: A simple differential ring is an integral domain (See [44, Lemma
1.17, p. 13] for the case of Ritt algebras and [31, Proposition 3.2, p. 21] for the
general case using iterative derivations.) but a simple difference ring may well have zero
divisors. A statement similar to the proposition below can be found in [43, Corollary
1.16, p. 12].

Proposition 1.1.2. Let R be a φ-simple φ-ring with only finitely many minimal
prime ideals (e.g. R is Noetherian). Then there exist orthogonal idempotent elements
e1, . . . , et of R such that

(1) R = e1R⊕ · · · ⊕ etR,

(2) φ(ei) = ei+1 for i = 1, . . . , t− 1 and φ(et) = e1 (in particular eiR is a φt-ring for
i = 1, . . . , t),

(3) the ring eiR is an integral domain and φt-simple for i = 1, . . . , t.

Proof: Let p1, . . . , pt denote the minimal prime ideals of R. Since R is reduced (Lemma
1.1.1) we have

p1 ∩ · · · ∩ pt = 0.

From the injectivity of φ (Lemma 1.1.1) it follows that also

φ−1(p1) ∩ · · · ∩ φ−1(pt) = 0.

Because of the uniqueness of such a decomposition we see that φ−1 induces a permu-
tation of the minimal prime ideals p1, . . . , pt. Let d ∈ N be minimal with the property
that φ−(d+1)(pt) = pt. Then

pt ∩ φ−1(pt) ∩ · · · ∩ φ−d(pt)

is a φ-ideal of R which must be zero by the φ-simplicity of R. This shows that the
permutation induced by φ−1 is a cycle of length t. So after a suitable renumbering
of the minimal prime ideals we can assume that φ−1(pi+1) = pi for i = 1, . . . , t where
pt+1 := p1.

Next we will show that R/pi is φt-simple for i = 1, . . . , t. For this it suffices to show
that pi is a φt-maximal ideal. So let I ⊂ R be a proper φt-ideal with pi ⊂ I. Since

J := I ∩ φ−1(I) ∩ · · · ∩ φ−(t−1)(I) ⊂ R

2



is a φ-ideal it must be zero, in particular J ⊂ pi. Since pi is prime this implies that there
exist j ∈ {0, . . . , t− 1} with φ−j(I) ⊂ pi. But as pi ⊂ I we have φ−j(pi) ⊂ φ−j(I) ⊂ pi.
Hence φ−j(pi) = pi and thus j = 0, i.e. I ⊂ pi.

It remains to prove that the canonical map

R→ R/p1 × · · · ×R/pt

is an isomorphism. The injectivity is obvious from p1∩· · ·∩pt = 0. For the surjectivity
it suffices to check the hypothesis of the Chinese remainder theorem. But for i 6= j the
ideal pi + pj ⊂ R is a φt-ideal of R properly containing pi. Thus it follows from the
φt-maximality of pi that pi + pj = R.

Remark 1.1.3. There is a converse to Proposition 1.1.2. Namely, if R is a φ-ring
and e1, . . . , et are orthogonal idempotent elements of R such that (1), (2) and (3) are
satisfied then R is φ-simple and has only finitely many minimal prime ideals.

Since we shall not need this result we omit the easy proof. The following Lemma
guarantees that one can always extend φ from a φ-simple ring to its total ring of
quotients.

Lemma 1.1.4. Let R be a φ-simple φ-ring. Then φ maps non zero divisors to non
zero divisors and if r ∈ R is a zero divisor then there exists m ≥ 0 such that

rφ(r)φ2(r) · · ·φm(r) = 0

and φ(r)φ2(r) · · ·φm(r) 6= 0.

Proof: Let r ∈ Rr {0}. The set S of all elements of R which are of the form

ri0φ(r)i1φ2(r)i2 · · ·φm(r)im

for some m ≥ 0 and i0, . . . , im ≥ 0 is a multiplicatively closed φ-stable subset of R.
Thus S−1R becomes naturally a φ-ring and the canonical map ψ : R → S−1R is a
morphism of φ-rings, and so the kernel of ψ is a φ-ideal. Since R is φ-simple there are
two possibilities: either the kernel is equal to zero or it is equal to R.

First we treat the case that r is a non zero divisor: Suppose that φ(r) is a zero
divisor of R, then there exists r′ ∈ R r {0} with φ(r)r′ = 0. By definition of the
localization S−1R we see that r′ lies in the kernel of ψ. Thus the kernel of ψ must be
all of R, which means that S−1R is the zero ring and this is equivalent to 0 ∈ S. In other
words, there exists m ≥ 0 and i0, . . . , im ≥ 0 such that ri0φ(r)i1φ2(r)i2 · · ·φm(r)im = 0.
Multiplying with appropriate elements we see that(

rφ(r)φ2(r) · · ·φm(r)
)i = 0

for some i ≥ 0. Since R is reduced (Lemma 1.1.1) we see that rφ(r)φ2(r) · · ·φm(r) = 0.
Now let m ≥ 0 be minimal with this property. If

φ(r)φ2(r) · · ·φm(r) = φ(rφ(r) · · ·φm−1(r))
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would be zero then by the injectivity of φ also rφ(r) · · ·φm−1(r) would be zero – con-
tradicting the minimality of m. Thus φ(r)φ2(r) · · ·φm(r) 6= 0 and so – in contradiction
to our assumption – r is a zero divisor.

Now we treat the case that r is a zero divisor. As above this implies that the
kernel of ψ is non-zero and analogously we obtain the existence of an m ≥ 0 such that
rφ(r)φ2(r) · · ·φm(r) = 0.

Lemma 1.1.5. Let R be a φ-simple φ-ring. Then φ extends to Q(R), the total ring of
quotients of R and Q(R)φ = Rφ.

Proof: By Lemma 1.1.4 we can extend φ to Q(R). Let a ∈ Q(R)φ then a = {r ∈
R; ra ∈ R} is a non-zero φ-ideal of R. Thus 1 ∈ a, i.e. a ∈ Rφ.

The following basic lemma will be used several times later on. A related statement
can be found in [2, Corollary 3.2, p. 753].

Lemma 1.1.6. Let K ⊂ R be an inclusion of φ-rings such that K is φ-simple. Then
K and Rφ are linearly disjoint over Kφ.

Proof by contradiction: Let n ≥ 1 be minimal such that there exist c1, . . . , cn ∈ Rφ

which are Kφ-linearly independent but K-linearly dependent. Then

a = {a1 ∈ K; ∃ a2, . . . , an ∈ K such that a1c1 + · · ·+ ancn = 0}

is a non-zero φ-ideal of K. Thus 1 ∈ a and we can find a2, . . . , an ∈ K such that

c1 + a2c2 + · · ·+ ancn = 0. (1.1)

Applying φ to the above equation and subtracting yields

(a2 − φ(a2))c2 + · · ·+ (an − φ(an))cn = 0.

By the minimality of n the ai’s must be constant. But then equation (1.1) contradicts
the Kφ-linear independence of the ci’s.

1.2 Total φ-rings

Following [43, Definition 1.22, p. 16] and [2, Corollary 2.5, p. 750] we make the
following definition.

Definition 1.2.1. A ring is called total if every non zero divisor is invertible.

If R is a ring then Q(R) will denote its total ring of fractions, i.e. Q(R) is the
localization of R at the multiplicatively closed subset of non zero divisors. Of course
Q(R) is a total ring.
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Definition 1.2.2. Let K be a total ring, R a ring containing K and S a subset of R.
We denote with K(S) the smallest subring of R which contains K and S and is closed
under inverses, i.e. r ∈ R× and r ∈ K(S) implies r−1 ∈ K(S).

Explicitly the elements of K(S) are of the form

P (a1, . . . , an)
Q(b1, . . . , bm)

where a1, . . . , an, b1, . . . , bm are elements of S and P,Q polynomials with coefficients in
K such that Q(b1, . . . , bm) is invertible in R.

Definition 1.2.3. Let K ⊂ L be an inclusion of total rings. We say that L is finitely
generated as total ring over K if there exists a finite subset S of L such that L = K(S).

Lemma 1.2.4. Let K ⊂ L be an inclusion of total rings such that K is Noetherian
and L is finitely generated as total ring over K then L⊗K L is Noetherian.

Proof: Suppose that a1, . . . , an ∈ L generates L as total ring over K. Let A denote the
K-subalgebra of L ⊗K L generated by a1 ⊗ 1, . . . , an ⊗ 1 and 1 ⊗ a1, . . . , 1 ⊗ an. Let
S ⊂ A denote the set of all elements of the form a ⊗ b where a, b ∈ K[a1, . . . , an] ⊂ L
are non zero divisors in L. Clearly S is a multiplicatively closed subset of A and every
element of S is invertible in L⊗K L. Thus there is a canonical surjective mapping

S−1A→ L⊗K L.

Since S−1A is Noetherian also L⊗K L must be Noetherian.

If K ⊂ L is an inclusion of differential fields such that L is finitely generated as
field extension of K then it is easy to see that there exists an affine differential model
of L|K, i.e. there is a finitely generated K-subalgebra of L which is stable under the
derivation and whose quotient field equals L (see [41, Lemma 1.5, p. 7]). The analogous
statement for extensions of difference fields is not quite true. It seems the following
lemma and its two corollaries (Corollary 1.2.6 and 1.3.3) is the best we can do.

Lemma 1.2.5. Let K ⊂ L be an inclusion of total φ-rings and η ∈ Ln such that
L = K(η). Assume that

φ(ηi) =
Pi
Q

for i = 1, . . . , n with Pi ∈ K[η] and Q ∈ K[η]∩L×. Then for every P ∈ K{η, 1
Q} there

exists u ∈ K{η, 1
Q}
× with uP ∈ K[η].

Proof: We first observe that

K

{
η,

1
Q

}
= K

[
η,

1
Q
,

1
φ(Q)

, . . .

]
because the right hand side is a φ-ring.
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Next we show by induction on i ≥ 0 that φi(Q) ∈ K
[
η, 1

Q , . . . ,
1

φi−1(Q)

]
. The case

i = 0 being trivial we assume φi−1(Q) ∈ K
[
η, 1

Q , . . . ,
1

φi−2(Q)

]
. Thus φi−1(Q) is a finite

sum of elements of the form

a
ηβ1

1 · · · η
βn
n

Qα0 · · ·φi−2(Q)αi−2

where a ∈ K. Therefore φi(Q) is a sum of terms of the form

φ(a)
φ(η1)β1 · · ·φ(ηn)βn

φ(Q)α0 · · ·φi−1(Q)αi−2
= φ(a)

P β1
1 · · ·P

βn
n

Qβ1 · · ·Qβnφ(Q)α0 · · ·φi−1(Q)αi−2

and so φi(Q) ∈ K
[
η, 1

Q , . . . ,
1

φi−1(Q)

]
.

Next we show by induction on i that for every i ≥ 0 there exists ui ∈ K[η] ∩
K{η, 1

Q}
× such that uiφi(Q) ∈ K[η]. Again, the case i = 0 being trivial we assume

that there exists ui−1 ∈ K[η] ∩ K{η, 1
Q}
× such that ui−1φ

i−1(Q) ∈ K[η]. Note that
for R ∈ K[η] one has φ(R) = P

Qm for some P ∈ K[η] and m ≥ 0. Consequently

φ(ui−1)φi(Q) = P
Qm and φ(ui−1) = P ′

Qm′
for some P, P ′ ∈ K[η] and m,m′ ≥ 0. This

gives
QmP ′φi(Q) = PQm

′ ∈ K[η].

Because ui−1 ∈ K{η, 1
Q}
× also φ(ui−1) = P ′

Qm′
∈ K{η, 1

Q}
×. And this gives P ′ ∈

K{η, 1
Q}
× which implies QmP ′ ∈ K{η, 1

Q}
×. Therefore we can take ui = QmP ′.

Because uiφi(Q) ∈ K[η] ∩ K{η, 1
Q}
× and ui ∈ K[η] the claim of the Lemma fol-

lows by considering a general element of K
{
η, 1

Q

}
= K

[
η, 1

Q ,
1

φ(Q) , . . .
]

and removing

denominators by appropriate multiplications with uiφ
i(Q).

Corollary 1.2.6. Under the assumptions of Lemma 1.2.5 every ideal I of ⊂ K{η, 1
Q}

is generated by I ∩K[η].

Proof: By the lemma we can find for P ∈ I a u ∈ K{η, 1
Q}
× with uP ∈ I ∩ K[η].

Therefore P = 1
uuP lies in the ideal generated by I ∩K[η].

1.3 φ-pfields

Definition 1.3.1. A φ-pseudo field (or φ-pfield for short) is a Noetherian, total and
φ-simple difference ring.

For us φ-pfields will play the same role as fields in the ordinary Galois theory or
differential fields in the differential Galois theory. They were essentially introduced
by M. van der Put and M. F. Singer to avoid certain pathologies which arise when
restricting the attention to fields. In [43] φ-pfields appear naturally as minimal solution
“fields” of linear (ordinary) difference equations. Also the approach of K. Amano and
A. Masuoka in [2] which generalizes [43] is not based on fields (but artinian simple
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module algebras, which become φ-pseudo fields if one specializes to the difference case).
However in [43] and [2] φ is always assumed to be an automorphism – an assumption
which we do not make.

One could argue that a φ-simple φ-ring is the difference analog of a field. After all
a field is just a simple ring. Or in more categorical language: In the category of rings
one can recognize a field, say K, by the property that every arrow with source K is
monic. And clearly the same characterization is valid for φ-simple rings in the category
of φ-rings.

If R is a φ-simple ring then by Lemma 1.1.4 we can (uniquely) extend φ to Q(R),
which is then also φ-simple and it often seems out of place to make a big distinction
between R and Q(R) as they both embody “the same point”. In the differential case
the situation is similar: If R is a δ-simple ring then δ-Spec(R) = δ-Spec(Q(R)) (see
[24]). So it would make sense to consider total φ-simple rings as the difference analog
of fields. Finally the Noetherianity property in Definition 1.3.1 is only present to
avoid the apparently more complicated non-Noetherian situation. For our interests the
Noetherianity assumption is never a real problem. Essentially because the φ-Galois
theory takes places in φ-dimension zero (just as classical Galois theory takes places in
dimension zero). However it would surely be interesting to have the rudiments of a
difference-algebraic geometry based on φ-simple rings instead of fields which we will
develop in the sequel also available in the non-Noetherian situation.

To put things in perspective and to motivate the definitions to come (and also to
make some advertisement for φ-pfields) we now present two lists: The first one contains
some closely related problems which one encounters in commutative φ-algebra when
one restricts the attention to φ-fields. The second list contains some hints how φ-pfields
can be used to (partly) resolve the corresponding problem.

(1) Universal difference fields do not exist: This unqualified statement needs some
explanation, in fact one might (and model theorists do) argue it is not true. First
of all we have to observe that “universality” is a relative property: Following the
differential case (see e.g. [21, Section 1.5, p. 768] ) one could say that an extension
U |K of difference fields is universal if for every finitely φ-generated φ-field K1 of
K inside U and every finitely φ-generated φ-field extension K2 of K1 there exists
an embedding of K2 over K1 into U . One can demonstrate by a simple example
(see [10, Example 4, p. 59]) that not every difference field does have such a
universal extension and this is the reason why, in the classical difference algebraic
geometry setup one is usually looking for solutions in a universal family of fields
and not just in one big field (cf. [10, Chapter 2, Section 10, p. 74 and Chapter
4]). However certain difference fields, say the algebraically closed and inversive
ones might well have a universal extension and in this sense universal difference
fields do exist.

(2) Difference fields can be incompatible: If L1 and L2 are φ-field extension of K it
might happen that there does not exist a φ-field which contains L1 and L2 (See
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[10, Chapter 7, Section 1]).

(3) As fields lead to prime ideals or δ-fields lead to prime δ-ideals φ-fields lead to
reflexive prime φ-ideals. Every non-zero ring has a prime ideal, indeed every
maximal ideal is prime. Similarly, every non-zero δ-ring has a prime δ-ideal and
every δ-maximal ideal is prime. The corresponding statements in the difference
setting are not true: There are φ-rings that have no reflexive prime φ-ideals. For
example a φ-pfield has a reflexive prime ideal only if it is a field.

(4) The perfect closure of a φ-ideal which is considered to be the analog of the radical
of an ideal in usual algebra is not quite as well behaved. For example the perfect
closure of a proper φ-ideal can be the whole ring, there are φ-rings that have no
perfect φ-ideal (apart from the whole ring) and there is no really simple formula
to compute the perfect closure. In this respect φ-algebra is not analogous to
δ-algebra. Rather it is analogous to differential algebra in characteristic p when
one is not using iterative derivations (See e.g. [22, Exercise 1, p. 92] and [24,
Proposition 2.2 and the explanation above, p. 73]). This setting produces some
pathologies which can be avoided by considering “the higher powers of δ”, i.e.
iterative derivations. Here the idea is similar, we also have to take into account
“the higher powers of φ”. For example every φ-pfield has a prime ideal that is
reflexive with respect to φn for some n ≥ 1.

(5) Let K be a difference field and C = Kφ the field of constants of K. For certain
constructions one might need to slightly extend the constants of K. But contrary
to the differential case, if C ′ is a finite algebraic extension of C then K ′ = K⊗CC ′
need not be a field.

Here comes the second list that replaces φ-fields with φ-pfields.

(1)’ As a matter of principle (or maybe better, as a matter of style) we are not
interested in using these somewhat controversial universal constructions.

(2)’ Let K be a φ-pfield and assume that L1 and L2 are φ-pfield extensions of K. If L1

and L2 are finitely generated as total rings over K then L1 and L2 are compatible
in the sense that there exists a φ-pfield extension of K which contains L1 and L2.

(3)’ The notion of φ-pfield leads to what we will call a φ-prime ideal (see Definition
1.4.3). Every non-zero Noetherian φ-ring has a φ-prime ideal and every φ-maximal
φ-ideal is φ-prime.

(4)’ Considering φ-pfields instead of φ-fields replaces the perfect closure by what we
will call the φ-radical (Definition 1.4.6). If a is a φ-ideal of a φ-ring R then the
φ-radical of a is simply given by {r ∈ R;∃ n ≥ 0, m ≥ 1 : φn(a)m ∈ a}. In
particular if a is a proper ideal also its φ-radical is a proper ideal and every φ-
ring has a proper φ-radical ideal, namely the φ-radical of the zero ideal. See also
Lemma 1.4.10.
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(5)’ If K is a φ-pfield and C ′ a finite algebraic extension of C = Kφ then K ′ = K⊗CC ′
is a φ-pfield.

We continue with a simple characterization of φ-pfields.

Proposition 1.3.2. Let K be a φ-ring. Then K is a φ-pfield if and only if there exist
orthogonal idempotent elements e1, . . . , et of K such that

(1) K = e1K ⊕ · · · ⊕ etK,

(2) φ(ei) = ei+1 for i = 1, . . . , t− 1 and φ(et) = e1,

(3) eiK is a field for i = 1, . . . , t.

Proof: If K is a φ-pfield then it follows from Proposition 1.1.2 and the fact that K is
total that (1), (2) and (3) must be satisfied. Conversely a φ-ring K satisfying (1), (2)
and (3) is clearly Noetherian and total. Every ideal of K is of the form Ke for some
idempotent element e of K and because of (2) it easily follows that Ke is a φ-ideal only
if e = 0 or e = 1.

Notation: In the following, if we write K = e1K ⊕ · · · ⊕ etK for some φ-pfield K we
always assume (without explicitly mentioning it) that e1, . . . , et are orthogonal idem-
potent elements of K satisfying the conditions (1),(2) and (3) of Proposition 1.3.2.

With the definition of φ-pfields at hand we can now give a corollary to Lemma 1.2.5.

Corollary 1.3.3. Let K ⊂ L be an inclusion of φ-pfields and η ∈ Ln such that L =
K(η). If

φ(ηi) =
Pi
Q

for i = 1, . . . , n with Pi ∈ K[η] and Q ∈ K[η] ∩ L× then K{η, 1
Q} is Noetherian.

Proof: By Corollary 1.2.6 an ascending chain of ideals in K{η, 1
Q} corresponds to an

ascending chain of ideals in K[η] which is Noetherian.

Lemma 1.3.4. Let R be a φ-subring of a φ-pfield K. Then a non zero divisor of R is
also a non zero divisor in K and so Q(R) is naturally embedded in K. Moreover Q(R)
is a φ-pfield, i.e. a sub φ-pfield of K. In particular every total φ-subring of a φ-pfield
is a φ-pfield.

Proof: It follows from Lemma 1.1.4 that a non zero divisor of R is a non zero divisor
in K. Thus there is a canonical map Q(R)→ K which is clearly injective. Again from
Lemma 1.1.4 it follows that φ maps a non zero divisor of R to a non zero divisor of R,
consequently Q(R) ⊂ K is a φ-subring.

By [8, Proposition 16, Chapter II, Paragraph 2.6, p. 74] every minimal prime ideal
of Q(R) is of the form q ∩ Q(R) for some minimal prime ideal q of K. In particular
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Q(R) has only finitely many minimal prime ideals. But a reduced total ring with only
finitely many minimal prime ideals must be a finite direct product of fields. If q is a
minimal prime ideal of K then

q ∩ φ−1(q) ∩ · · · ∩ φ−(d−1)(q) = 0

for some d ≥ 1. So if q′ = Q(R) ∩ q then

q′ ∩ · · · ∩ φ−(d−1)(q′) = 0.

This shows that Q(R) is a φ-pfield (cf. Proposition 1.3.2).

Lemma 1.3.5. Let K = e1K ⊕ · · · ⊕ etK be a φ-pfield. Then for i = 1, . . . , t the map

Kφ → (eiK)φ
t
, c 7→ eic

is an isomorphism of fields.

Proof: The inverse is given by

(eiK)φ
t → Kφ, c 7→ c+ φ(c) + · · ·+ φt−1(c).

1.4 φ-ideals

This section provides some basic properties of φ-prime and φ-radical ideals. We first
recall some definitions.

Definition 1.4.1. Let R be a φ-ring and a a φ-ideal of R. Then a is called

• reflexive if φ−1(a) = a,

• φ-maximal if a is a maximal element in the set of all φ-ideals not equal to R,

• φ-radical if a is reflexive and radical.

Proposition 1.4.2. Let R be a φ-ring and p a φ-ideal of R. Then the following are
equivalent:

(1) φ can be extended to Q(R/p) and Q(R/p) is a φ-pfield.

(2) There exists a φ-pfield K and a morphism ψ : R → K of difference rings such
that p = ker(ψ).

(3) There exists a prime ideal q of R and d ≥ 1 such that φ−d(q) = q and

p = q ∩ φ−1(q) ∩ · · · ∩ φ−(d−1)(q).
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If R is additionally assumed to be Noetherian this is also equivalent to:

(4) There exits a multiplicatively closed and φ-stable subset S of R such that p is
maximal among φ-ideals not meeting S.

Proof: The implication (1)⇒ (2) is trivial.
(2)⇒ (3) : Let q′ be a minimal prime ideal of K = e1K ⊕ · · · ⊕ etK. Then φ−t(q′) = q′

and 0 = q′ ∩ φ−1(q′) ∩ · · · ∩ φ−(t−1)(q′). Now q = ψ−1(q′) has the desired property.
(3) ⇒ (1) : Let S = {r ∈ R; r /∈ φ−i(q) for i = 0, . . . , d − 1}. Then S is a multiplica-
tively closed, φ-stable subset of R. Thus the same is true for S ⊂ R/p. Since S also
agrees with the set of non zero divisors of R/p we conclude that φ naturally extends to
Q(R/p). We know that

Q(R/p) = Q(R/φ−(d−1)(q))⊕ · · · ⊕Q(R/φ−1(q))⊕Q(R/q)

is a finite direct product of fields. Because φ maps Q(R/φ−i(q)) into Q(R/φ−(i−1)(q))
it follows that Q(R/p) is a φ-pfield (cf. Proposition 1.3.2).
(3) ⇒ (4) : Let S be defined as in (3) ⇒ (1). The φ-ideals of R which do not meet
S and lie above p correspond to φ-ideals of S−1(R/p). As we have already seen that
S
−1(R/p) = Q(R/p) is φ-simple and p : S = p we infer the validity of (4).

(4) ⇒ (2): It follows from (4) that S−1(R/p) is φ-simple. Let K denote the total
quotient ring of S−1(R/p). Because of the Noetherianity assumption it follows that K
is a φ-pfield. The kernel of the canonical map ψ : R→ K is a φ-ideal containing p and
not meeting S, thus it must be equal to p.

Taking φ = id in the above proposition gives a well known characterization of prime
ideals. This motivates the following definition.

Definition 1.4.3. Let R be a φ-ring. A difference ideal p of R is called φ-prime if
there exists a prime ideal q of R and d ≥ 1 such that φ−d(q) = q and

p = q ∩ φ−1(q) ∩ · · · ∩ φ−(d−1)(q).

The set of all φ-prime ideals of R is denoted with Specφ(R). And with φ-Spec(R) we
denote the set of all prime ideals q of R such that there exists an integer d ≥ 1 with
φ−d(q) = q.

Taking S = {1} in Proposition 1.4.2 we see that at least in a Noetherian φ-ring
every φ-maximal ideal is φ-prime. A simple application of Zorn’s Lemma shows that
there always exists a φ-maximal ideal.

In [29, Definition 2.3.20, p. 128] A. Levin uses the term σ-prime (his σ is our
φ) for a slightly different but related concept. He postulates that a φ-ideal p of a
φ-ring R is σ-prime if for any two φ-ideals a and b of R with ab ⊂ p one has a ⊂
p or b ⊂ p. As the concept of σ-prime ideals does not play a relevant role in the
subsequent developments in [29] (or in difference algebra in general) there seems no
harm in enforcing our terminology. Our φ-prime ideals are σ-prime:
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Lemma 1.4.4. Let R be a φ-ring and p a φ-prime ideal of R. If a and b are φ-ideals
of R such that ab ⊂ p then a ⊂ p or b ⊂ p.

Proof: If
ab ⊂ p = q ∩ · · · ∩ φ−(d−1)(q) ⊂ q

then, as q is prime, either a ⊂ q or b ⊂ q. We assume without loss of generality that
a ⊂ q. Then a ⊂ φ−1(a) ⊂ φ−1(q) and so also a ⊂ φ−1(a) ⊂ φ−2(q). Continuing in this
way we obtain a ⊂ q ∩ · · · ∩ φ−(d−1)(q) = p as desired.

Definition 1.4.5. If R is a φ-ring and p = q ∩ · · · ∩ φ−(d−1)(q) is a φ-prime ideal of
R then we define

Rp = S(p)−1R,

where S(p) is the multiplicatively closed φ-stable subset of R consisting of all elements
s ∈ R such that s /∈ q, . . . , φ−(d−1)(q). We note that Rp is a φ-local ring in the sense
that it has a unique φ-maximal ideal, namely Rpp. And

k(p) = Rp/Rpp = Q(R/p)

is a φ-pfield (cf. Proposition 1.4.2). We call it the residue φ-pfield at p .

Definition 1.4.6. Let a ⊂ R be a φ-ideal. The smallest reflexive φ-ideal of R contain-
ing a is called the reflexive closure of a . The smallest φ-radical ideal of R containing
a is called the φ-radical of a, it is denoted by φ-

√
a.

The reflexive closure and the φ-radical are well defined because the intersection
of reflexive (φ-radical) φ-ideals is reflexive (φ-radical) and the whole ring is reflexive
(φ-radical).

Proposition 1.4.7. Let a ⊂ R be a φ-ideal. Then

• the reflexive closure of a is equal to {r ∈ R; ∃ n ≥ 0 such that φn(r) ∈ a} and

• φ-
√

a = {r ∈ R; ∃ n ≥ 0,m ≥ 1 such that φn(r)m ∈ a}.

In particular the φ-radical of a equals the radical of the reflexive closure of a and this
is also equal to the reflexive closure of the radical of a.

Proof: The easy proof is left to the reader.

Proposition 1.4.8. Let R be Noetherian φ-ring and a ⊂ R a φ-ideal. Then

φ-
√

a =
⋂
a⊂p

φ-prime

p
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Proof: Because R is Noetherian and φ-
√

a a radical ideal we have a unique decompo-
sition

φ-
√

a = q1 ∩ · · · ∩ qn

of φ-
√

a in its minimal prime ideals. Because φ-
√

a is reflexive we see that the applica-
tion of φ−1 induces a permutation of q1, . . . , qn. Each cycle in the cycle decomposition
of this permutation corresponds to a φ-prime ideal.

Of course the above proof also shows that every φ-radical ideal of R can uniquely
be written as an irredudant intersection of φ-prime ideals. This is a variation on the
classical result that every perfect φ-ideal is the intersection of reflexive prime ideals
(see [10, p. 88]).

Corollary 1.4.9. Let R be a Noetherian φ-ring. Then R is φ-simple if and only if R
has no non-zero φ-prime ideals.

Proof: If a is a proper φ-ideal of R then by Proposition 1.4.8 the φ-radical of a is the
intersection of φ-prime ideals. Thus by assumption a must be zero.

Lemma 1.4.10. Let ψ : R→ S be a morphism of φ-rings and a a φ-ideal of S then

ψ−1(φ-
√

a) = φ-
√
ψ−1(a).

In particular if a ⊂ S is φ-radical then ψ−1(a) ⊂ R is φ-radical.

Proof: This is immediate from the explicit formula given in Proposition 1.4.7.

The above lemma is false if the φ-radical is replaced by the perfect closure as one
can easily verify with the example k[x2] ⊂ k[x], φ(x) = −x, a = (x2 − 1).

Let R be a φ-ring. We can define a topology on Specφ(R) by postulating that a
subset of Specφ(R) is closed if and only if it is of the form

V(a) = {p ∈ Specφ(R); a ⊂ p}

for some φ-ideal (or subset) a of R: One immediately sees that

∩V(ai) = V(Σai)

and it follows from Lemma 1.4.4 that

V(a) ∪ V(b) = V(a ∩ b).

Thus we have indeed a well defined topology on Specφ(R). If ψ : R→ S is a morphism
of φ-rings then

ψ∗ : Specφ(S)→ Specφ(R), p 7→ ψ−1(p)

is continuous because ψ∗−1(V(a)) = V(ψ(a)).

13



Lemma 1.4.11. Let ψ : S → R be a morphism of φ-rings such that

{φ-radical ideals of R} −→ {φ-radical ideals of S}, a 7→ ψ−1(a)

is injective. Then
ψ∗ : Specφ(R)→ Specφ(S)

is a homeomorphism onto its image.

Proof: Because φ-prime ideals are φ-radical ψ∗ is injective. To see that it is a homeo-
morphism onto the image it suffices to show that

ψ∗(V(a)) = im(ψ∗) ∩ V(ψ−1(a))

for every φ-radical ideal a of R. The inclusion “⊂” is obvious. If p is a φ-prime ideal of
R with ψ−1(p) ⊃ ψ−1(a) then ψ−1(p∩ a) = ψ−1(p)∩ψ−1(a) = ψ−1(a). The injectivity
then gives p ∩ a = a which means a ⊂ p, i.e. ψ−1(p) ∈ ψ∗(V(a)).

Lemma 1.4.12. Let ψ : S → R be a morphism of φ-rings such that

{φ-radical ideals of R} −→ {φ-radical ideals of S}, a 7→ ψ−1(a)

is bijective and assume that R is Noetherian. Then

ψ∗ : Specφ(R)→ Specφ(S)

is a homeomorphism.

Proof: By Lemma 1.4.11 it suffices to show that ψ∗ is surjective. So let p′ be a φ-prime
ideal of S. By assumption there exists a φ-radical ideal a of R with ψ−1(a) = p′.
Because R is assumed to be Noetherian it follows from Proposition 1.4.8 that

a = p1 ∩ · · · ∩ pn

is the intersection of finitely many φ-prime ideals. We have

p′ = ψ−1(a) = ψ−1(p1) ∩ · · · ∩ ψ−1(pn).

Because p′ is φ-prime we conclude that p′ = ψ−1(pi) for some i.

Lemma 1.4.13. Let ψ : S → R be a morphism of φ-rings such that

{φ-radical ideals of R} −→ {φ-radical ideals of S}, a 7→ ψ−1(a)

is bijective. Then the inverse is given by b 7→ φ-
√
Rψ(b) and for φ-radical ideals a, a′

of R we have a ⊂ a′ if and only if ψ−1(a) ⊂ ψ−1(a′).

Proof: We only have to show that ψ−1(φ-
√
Rψ(b))) = b for every φ-radical ideal b of

S. By assumption there exists a φ-radical ideal a of R such that ψ−1(a) = b. Then
ψ(b) ⊂ a and so also φ-

√
Rψ(b) ⊂ a. Therefore ψ−1(φ-

√
Rψ(b)) ⊂ ψ−1(a) = b and so

ψ−1(φ-
√
Rψ(b)) = b.

If ψ−1(a) ⊂ ψ−1(a′) then a = φ-
√
Rψ(ψ−1(a)) ⊂ φ-

√
Rψ(ψ−1(a′)) = a′.

14



Lemma 1.4.14. Let R be a φ-ring such that C = Rφ is a field and D a C-algebra
(considered as a constant φ-ring). Then (R⊗C D)φ

n
= Rφ

n ⊗C D for every n ≥ 1.

Proof: Let (di)i∈I be a C-basis of D and a =
∑
ri ⊗ di ∈ R ⊗C D. If a ∈ (R ⊗C D)φ

n

then ∑
φn(ri)⊗ di =

∑
ri ⊗ di.

This implies φn(ri) = ri which gives a ∈ Rφn ⊗C D.

Proposition 1.4.15. Let L be a φ-pfield, C = Lφ and D a C-algebra (considered as a
constant φ-ring). Set R = L⊗C D. Then the map

{φ-ideals of R} −→ {ideals of D}

which sends a φ-ideal a of R to aφ = a∩D is bijective with inverse b 7→ Rb = L⊗b ⊂ R.
Under this bijection φ-radical ideals of R correspond to radical ideals of D. If R is
Noetherian (e.g. if D is finitely generated as C-algebra) then φ-prime ideals of R
correspond to prime ideals of D.

Furthermore every φ-ideal of R is reflexive.

Proof: Let a ⊂ R be a φ-ideal. We will show that Raφ = a. Let (di)i∈I be a C-basis of
aφ = a ∩D and extend it to a C-basis (di)i∈I]I′ of D. Then every a ∈ a is uniquely of
the form

a =
∑
i∈I∪I′

ai ⊗ di ∈ L⊗C D.

Now suppose Raφ $ a and let a ∈ a rRaφ be such that the cardinality of

J = Ja = {i ∈ I ∪ I ′; ai 6= 0}

is minimal. Then J ⊂ I ′. Choose j′ ∈ J and set

I =

bj′ ∈ L; For j ∈ J r {j′} there exists bj ∈ L such that
∑
j∈J

bj ⊗ dj ∈ a.

 .

One immediately verifies that I is a φ-ideal of L. Since aj′ ∈ I it is not the zero ideal
and so 1 ∈ I. Therefore we can assume that aj′ = 1.

As a is a φ-ideal
a− φ(a) =

∑
j∈J
j 6=j′

(aj − φ(aj))⊗ dj ∈ a.

By choice of a we must have a−φ(a) ∈ Raφ. But since J ⊂ I ′ we must have aj−φ(aj) =
0, i.e. aj ∈ C for all j ∈ J . But then we arrive at the contradiction

a =
∑
j∈J

aj ⊗ dj ∈ aφ.
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Therefore Raφ = a.
Next we will show that (Rb)φ = b for every ideal b of D. Let (di)i∈I be a C-basis

of b. Then every element a of Rb = L⊗ b is uniquely of the form

a =
∑
i∈I

ai ⊗ di ∈ L⊗C D.

If a ∈ (Rb)φ then
0 = a− φ(a) =

∑
i∈I

(ai − φ(ai))⊗ di

and so ai ∈ Lφ which gives a ∈ b(= 1 ⊗ b). Thus (Rb)φ = b and we have established
the one-to-one correspondence.

Next we will show that for every ideal b of D the φ-ideal L⊗b of R is reflexive. Let
(di)i∈I be a C-basis of b and extend it to a C-basis (di)i∈I]I′ of D. Then every a ∈ R
is uniquely of the form

a =
∑
i∈I∪I′

ai ⊗ di ∈ L⊗C D.

If
φ(a) =

∑
i∈I∪I′

φ(ai)⊗ di

lies in L ⊗ b then we must have φ(ai) = 0 for i ∈ I ′. But because φ is injective this
implies a ∈ L⊗ b and so Rb is reflexive.

Next we want to see that φ-radical ideals correspond to radical ideals. If a ⊂ R is φ-
radical then clearly aφ ⊂ D is radical. Conversely suppose that b is a radical ideal of D.
Since we already know that Rb is reflexive we only have to to show that Rb is radical.
And because the map a 7→ aφ is injective it suffices to show that (

√
Rb)φ = b. But if

a ∈ (
√
Rb)φ then there exists n ≥ 1 such that an ∈ (Rb)φ = b. And so (

√
Rb)φ = b.

The correspondence between φ-prime and prime ideals in case R is Noetherian
follows from Lemma 1.4.12 applied to the morphism D → R of difference rings.

Corollary 1.4.16. Let L be a φ-pfield. Then L is a separable Lφ-algebra.

Proof: Let D be a field extension of Lφ considered as trivial φ-ring. Let a denote the
nilradical of L ⊗C D. Since a is a difference ideal it follows from the proposition that
a = (L⊗C D)(a ∩D) = 0.

1.5 φ-separable φ-algebras

In the difference Galois theory that will be developed in Chapter 3 we will not impose
the condition that the base φ-pfield is inversive. This necessitates the study of φ-
separability.
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Definition 1.5.1. Let K be a φ-pfield and R a K-φ-algebra. We say that R is φ-
separable (over K) if

φ : R⊗K L→ R⊗K L

is injective for every extension L|K of φ-pfields.

Let K be a field of characteristic p and consider K as a difference field in virtue
of the Frobenius, i.e. φ(a) = ap for a ∈ K. Then any K-algebra R has naturally the
structure of a K-φ-algebra. It will follow from Proposition 1.5.2 below that R is a
separable K-algebra if and only if R is φ-separable over K. In other words, φ-separable
with φ the Frobenius is the same as separable. As we will see below, many of the basic
statements about separable extensions have φ-analogues. The following proposition is
a straightforward generalization of [7, Theorem 2, Chapter 5, Paragraph 15, Section 4,
A.V.122].

Proposition 1.5.2. Let K = e1K⊕· · ·⊕etK be a φ-pfield and R a K-φ-algebra. Then
the following statements are equivalent:

(1) R is φ-separable over K.

(2) There exists an inversive φ-overring K ′ of K such that

φ : R⊗K K ′ → R⊗K K ′

is injective.

(3) The map
φ : R⊗K K∗ → R⊗K K∗

is injective where K∗ denotes the inversive closure of K (see [10, Chapter 2,
Section 5, p.66]).

(4) If (aj)j∈J are eiK-linearly independent elements of eiR then the family (φ(aj))j∈J
is ei+1K-linearly independent.

(5) The map
φ : R⊗K L→ R⊗K L

is injective for any K-φ-algebra L with φ : L→ L injective.

Proof: It is easy to see that the inversive closure of a φ-pfield is a φ-pfield (cf. [10,
Theorem 2, Chaper 2, Section 5, p.66]). Thus (1) implies (2). Any inversive φ-overring
of K contains the inversive closure of K ([10, Theorem 2, Chaper 2, Section 5, p.66])
and so (2) implies (3).

We now prove the implication (3) ⇒ (4). So fix i ∈ {1, . . . , t} and let (aj)j∈J be a
family of eiK-linearly independent elements of eiR. Suppose∑

j

λjφ(aj) = 0
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with λj ∈ ei+1K. As K∗ is inversive there exists µj ∈ K∗ with φ(µj) = λj . We have

φ
(∑

aj ⊗ µj
)

=
∑

φ(aj)⊗ λj =
∑

φ(aj)λj ⊗ 1 = 0 ∈ R⊗K K∗.

So, by assumption,
∑
aj⊗µj = 0. Multiplication with ei gives

∑
j aj⊗eiµj = 0. Since

the aj ’s are eiK-linearly independent we must have eiµj = 0 for all j. Applying φ
yields ei+1λj = 0. But λj ∈ ei+1K and so λj = 0 for all j.

Next we show that (4) implies (5). Let L be a K-φ-algebra with φ : L→ L injective.
For i = 1, . . . , t let (aij)j∈Ji be an eiK-basis of eiR. Then every element b of

R⊗K L = (e1R⊗e1K e1L)⊕ · · · ⊕ (etR⊗etK etL)

is uniquely of the form

b =
t∑
i=1

∑
j∈Ji

aij ⊗ bij

where bij ∈ eiL. If

φ(b) =
t∑
i=1

∑
j∈Ji

φ(aij)⊗ φ(bij) = 0

then by assumption φ(bij) = 0 for all i and j. As φ : L → L is injective this implies
bij = 0 and consequently b = 0 as desired.

Finally the implication (5)⇒ (1) is trivial.

Corollary 1.5.3. If K is an inversive φ-pfield then every K-φ-algebra R with φ : R→
R injective is φ-separable over K.

Proof: We will use characterization (4) of the above proposition. Let R be a K-φ-
algebra and fix i ∈ {1, . . . , t}. Furthermore let (aj)j∈J be an eiK-linearly independent
family in eiR and

∑
λjφ(aj) = 0 with λj ∈ ei+1K. An application of the map φ−1

yields
∑
φ−1(λj)aj = 0 with φ−1(λj) ∈ eiK. By eiK-linear independence of the aj ’s

we obtain φ−1(λj) = 0 and so λj = φ(0) = 0 for all j.

Corollary 1.5.4. Let L|K be an extension of φ-pfields, R a K-φ-algebra and a a
reflexive φ-ideal of R. If L is φ-separable over K then a ⊗ L is a reflexive φ-ideal of
R⊗K L.

Proof: As (R⊗K L)/(a⊗ L) = (R/a)⊗K L the corollary follows from point (5) of the
proposition.

Remark 1.5.5. In [18, Definition 3.23, p. 24] E. Hrushovski defines an extension
L|K of difference fields to be transformally separable if L is linearly disjoint from
K∗ over K (inside L∗). Here K∗ (respectively L∗) denotes the inversive closure of
K (respectively L). Using Proposition 1.5.2 it is easy to see that φ-separability and
transformal separability are the same (for difference fields).
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Proof: If L and K∗ are linearly disjoint over K then L⊗KK∗ is naturally a φ-subring of
L∗. Because φ is injective on L∗ it must be injective on L⊗KK∗. Thus L is φ-separable
over K by Proposition 1.5.2, (3).

Conversely assume that L|K is φ-separable and let a1, . . . , an ∈ L ⊂ L∗ be K-
linearly independent. We have to show that the ai’s are also K∗-linearly independent.
So let λ1, . . . , λn ∈ K∗ with λ1a1 + · · · + λnan = 0. There exists an m ≥ 0 such that
φm(ai) ∈ K for i = 1, . . . , n. Thus

φm(λ1)φm(a1) + · · ·+ φm(λn)φm(an) = 0

is a K-linear relation between φm(a1), . . . , φm(an). But by Proposition 1.5.2, (4) this
implies φm(λi) = 0 for i = 1, . . . , n. Therefore the λi’s must all be zero.

Lemma 1.5.6. Let K be a φ-pfield and R a φ-separable K-φ-algebra. Then every
K-φ-subalgebra of R is also φ-separable over K.

Proof: Let S be a K-φ-subalgebra of R and L a φ-pfield extension of K. By assumption
φ is injective on R⊗K L. Therefore φ is also injective on S ⊗K L ↪→ R⊗K L.

If L is a field and G a group of automorphisms of L then L is a separable extension
of the fixed field of G (see e.g. [7, Proposition 7, Chapter 5, Paragraph 15, Section 3,
A.V.121]). The following Proposition generalizes this well known fact. It also shows
that φ-separability is a condition that appears very naturally if one is interested in
developing a Galois theory for difference extensions. The reason why φ-separability
has not appeared in the literature on difference Galois theory so far is that people have
only considered inversive difference rings/fields (cf. Corollary 1.5.3).

Proposition 1.5.7. Let L be a φ-pfield and G a group of φ-automorphisms of L. Set

K = LG = {a ∈ L; g(a) = a for all g ∈ G}.

Then K is a φ-pfield and L is φ-separable over K.

Proof: One immediately checks that K is a φ-subring of L. If a ∈ K is a non zero
divisor then a is invertible in L by Lemma 1.3.4 and as g(a−1) = g(a)−1 = a−1 we
see that a−1 ∈ K. Therefore K is total and it follows from Lemma 1.3.4 that K is a
φ-pfield.

To prove that L is φ-separable over K we shall need the following two intermediate
results: Let V0 be a K-φ-module and extend the action of G to V = L ⊗K V0 by
g(a⊗ v) = g(a)⊗ v. Then

(1) the set of elements of V that are fixed by G is V0 = 1⊗ V0 and

(2) every L-φ-submodule W of V that is stable under the action of G is generated
by W0 = W ∩ V0.
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To prove (1) write K = e1K ⊕ · · · ⊕ etK and for i = 1, . . . , t fix an eiK-basis {bij}j∈Ji
of eiV0. Then every element v of V is uniquely of the form

v =
t∑
i=1

∑
j∈Ji

aij ⊗ bij ∈ (e1L⊗e1K e1V0)⊕ · · · ⊕ (etL⊗etK etV0) = L⊗K V0

with aij ∈ eiL. Let g ∈ G. Because ei ∈ K is fixed by g we know that g(aij) ∈ eiL.
Thus if g(v) = v then g(aij) = aij . This implies aij ∈ K and consequently v ∈ 1⊗ V0.

Now let W be an L-φ-submodule of V that is stable under G and set W0 = W ∩V0.
Then W/(L⊗KW0) is an L-φ-submodule of V/(L⊗KW0) = L⊗K (V0/W0) that is stable
under the action of G. Thus to prove (2) it suffices to prove that an L-φ-submodule W
of V which is stable under G and satisfies W ∩ V0 = 0 is zero.

Let {vj}j∈J be a generating set of V0 as K-module. For v ∈ V let the length of v
(with respect to {vj}j∈J) be defined as the smallest integer n such that there exists a
subset I of J of cardinality n and ai ∈ L with

v =
∑
i∈I

ai ⊗ vi ∈ L⊗K V0.

Suppose for a contradiction that W is non-zero. Then we can choose a non-zero w ∈W
of minimal length. Then if

w =
∑
i∈I

ai ⊗ vi ∈ L⊗K V0

is a representation of w of minimal length we can choose i0 ∈ I and consider

b =

{
bi0 ∈ L; ∃ bi ∈ L, i ∈ I r {i0} such that

∑
i∈I

bi ⊗ vi ∈W

}
.

As b is a non-zero φ-ideal of L it must contain 1. So we can assume without loss of
generality that ai0 = 1. Therefore, for every g ∈ G the difference w − g(w) ∈ W has a
strictly smaller length than w and so must be zero. This implies that w is fixed by G
and so it follows from (1) that w ∈ V0. This contradicts the assumption W ∩ V0 = 0.

Now we are prepared to prove that L is φ-separable over K. Let M be a φ-pfield
containing K. We have to show that

φ : L⊗K M → L⊗K M

is injective. As above we extend the action of G to L⊗K M by g(a⊗m) = g(a)⊗m.
The kernel W of φ : L ⊗K M → L ⊗K M is then stable under φ and the action of G.
Thus it follows from (2) that W is generated by W ∩M but as φ is injective on M we
know that W ∩M must be zero. Therefore W is zero.

For later reference we record a simple algebraic lemma.
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Lemma 1.5.8. Let R be a ring and A,B R-algebras. Assume that B is flat over R
and let a be a non zero divisor of A. Then a⊗ 1 is a non zero divisor in A⊗R B.

Proof: Since multiplication with a defines an injective map A → A of R-modules it
follows from flatness that multiplication with a⊗ 1 is injective on A⊗R B.

Unfortunately the Galois theory of linear difference equations (also known as Picard-
Vessiot theory) is presented in the standard literature (e.g. [43]) only for inversive base
fields (or pseudo-fields). However, with a little care, it is possible to develop the theory
in straightforward analogy without this assumption. I.e. one can take an arbitrary
φ-pfield as the base (cf. Definition 3.3.5).

In classical Galois theory one only considers separable polynomials in order to get
the right (i.e. maximal) number of solutions. Similarly in the difference Picard-Vessiot
theory one only considers systems of linear difference equations given by an invertible
matrix in order to be able to obtain a solution space of the maximal dimension. In the
classical theory the splitting field of a separable polynomial is separable. As demon-
strated in the following proposition the φ-analog is also true: The “splitting field” of a
system of linear difference equations given by an invertible matrix is φ-separable.

Proposition 1.5.9. Let K be a φ-pfield and R a Picard-Vessiot ring over K. Then
R is φ-separable over K. Similarly if L|K is a Picard-Vessiot extension (of φ-pfields)
then L is φ-separable over K.

Proof: Let R∗ denote the inversive closure of R and set C = Kφ = Lφ. We know that
there is a natural isomorphism ψ : R ⊗K R ' R ⊗C D where D = (R ⊗K R)φ is the
(constant) coordinate ring of the Galois group of L|K. (This is essentially the torsor
theorem.) We can trivially extend ψ to an isomorphism

R∗ ⊗K R ' R∗ ⊗C D

of φ-rings. Because φ is injective on R∗⊗CD (in fact φ is an automorphism on R∗⊗CD)
it follows that φ is injective on R∗⊗K R. Thus R is φ-separable over K by Proposition
1.5.2, (2). The fact that L = Q(R) is also φ-separable over K follows immediately from
the following lemma.

Lemma 1.5.10. Let K be a φ-pfield and R a φ-separable K-φ-algebra. Let S be a
multiplicatively closed, φ-stable subset of R consisting of non zero divisors. Then S−1R
is also φ-separable over K.

Proof: We first observe that if R is a φ-ring with φ : R → R injective and S a
multiplicatively closed φ-stable subset of R consisting of non zero divisors then φ :
S−1R→ S−1R is also injective.

Now let K and R be as stated in the lemma and L a φ-pfield extension of K. By
assumption φ is injective onR⊗KL. Because S⊗1 ⊂ R⊗KL consists of non zero divisors
(Lemma 1.5.8) it follows that φ is injective on (S ⊗ 1)−1(R⊗K L) = S−1R⊗K L.

We shall need the following algebraic version of Chevalley’s Theorem.
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Proposition 1.5.11. Let R be a Noetherian reduced ring and S an overring of R such
that S is finitely generated as R-algebra. If s is a non zero divisor of S then there exists
a non zero divisor r of R such that for every prime ideal q of R with r /∈ q there exists
a prime ideal q′ of S with s /∈ q′ and q′ ∩R = q.

Proof: The geometric version of Chevalley’s Theorem (see e.g. [17, Exercise 3.19, p.94])
states that if f : Y → X is a morphism of finite type between Noetherian schemes
then for any constructible subset D of Y the image of D under f is a constructible
subset of X. Let X = Spec(R), Y = Spec(S) and f the morphism induced by the
inclusion R ⊂ S. Because s ∈ S is a non zero divisor, s lies outside every minimal
prime ideal of S and therefore D(s) = {q′ ∈ Y ; s /∈ q′} is a dense subset of Y . So
f(Y ) = f(D(s)) ⊂ f(D(s)). But as R ⊂ S the morphism f is dominant and so f(D(s))
is dense in X. So f(D(s)) is a dense and constructible subset of X and must therefore
contain a dense open subset of X. This dense open subset can be chosen of the form
D(r) for some non zero divisor r of R.

The relevance of the following proposition will be revealed in the proof of Lemma
3.4.1.

Proposition 1.5.12. Let L|K be a φ-separable extension of φ-pfields such that L is
finitely generated as total ring over K. Furthermore let R be a Noetherian reduced
K-φ-algebra and P ∈ R⊗K L a non zero divisor. Then there exists a non zero divisor
r ∈ R such that for every φ-prime ideal p of R with r /∈ p there exists a φ-prime ideal
p′ of R⊗K L with P /∈ p′ and p ⊂ p′.

Proof: Let η ∈ Ln such that L = K(η). Enlarging η if necessary we may assume that
P lies in R⊗KK[η]. Applying Proposition 1.5.11 to the inclusion R ⊂ R⊗KK[η] gives
us a non zero divisor r ∈ R such that for every prime ideal q of R with r /∈ q there
exists a prime ideal q′ of R⊗K K[η] with P /∈ q′ and q′ ∩R = q.

Now let p ⊂ R be φ-prime with r /∈ p. Then p is of the form

p = q ∩ · · · ∩ φ−(d−1)(q)

where q is a prime ideal of R with φ−d(q) = q. Without loss of generality we may assume
r /∈ q. As explained above there exists a prime ideal q′ of R ⊗K K[η] with P /∈ q′ and
q′ ∩R = q. In particular p⊗K[η] ⊂ q′. Since P /∈ q′ we have P k /∈ q′ for k ≥ 1 and so
P k /∈ p⊗K[η] ⊂ q′. This implies P k /∈ p⊗L because (p⊗L)∩(R⊗KK[η]) = p⊗K[η] ([8,
Proposition 7, Chapter 1, Paragraph 2, Section 6, p. 18]). In other words P /∈

√
p⊗ L.

From Corollary 1.5.4 we know that p⊗L is a reflexive φ-ideal and so by Proposition
1.4.7 we see that

√
p⊗ L is a φ-radical φ-ideal of R⊗K L. Since R⊗K L is Noetherian

we know from Proposition 1.4.8 that
√

p⊗ L is the intersection of φ-prime ideals and
since P /∈

√
p⊗ L at least one of these does not contain P .
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1.6 φ-pfields with bounded periodicity

In this section we introduce the concept of “bounded periodicity” and provide some
elementary results about φ-pfields with bounded periodicity. “Bounded periodicity” is
a technical condition that will be helpful in developing the φ-Galois theory later on. In
particular a φ-Galois extension L|K will be assumed to be of bounded periodicity.

Definition 1.6.1. Let L be a φ-pfield. An element a of L is called periodic if there
exists an integer d ≥ 1 such that φd(a) = a. The set of all periodic elements of L is
denoted by Lφ

∞
.

Clearly Lφ
∞

is an Lφ-φ-algebra and φ : Lφ
∞ → Lφ

∞
is an isomorphism. We also

note that all the idempotent elements of L belong to Lφ
∞

.

Definition 1.6.2. Let L be a φ-pfield. We say that L has bounded periodicity if there
exists an integer N ≥ 1 such that for every a ∈ Lφ∞ we have φN (a) = a.

Lemma 1.6.3. Let L be a φ-field. Then Lφ
∞

is the relative algebraic closure of Lφ in
L and is a cyclic Galois extension of Lφ with Galois group generated by φ.

Proof: By [29, Theorem 2.1.12, p. 114] we know that Lφ
∞

agrees with the relative
algebraic closure of Lφ in L. By Artin’s Theorem Lφ

d
is a Galois extension of Lφ with

Galois group generated by φ for every d ≥ 1.

Proposition 1.6.4. Let L = e1L ⊕ · · · ⊕ etL be a φ-pfield and set C = Lφ. Then the
following statements are equivalent:

(1) L has bounded periodicity.

(2) Lφ
∞

is a finite dimensional C-vector space.

(3) The relative algebraic closure of eiC in eiL is a finite extension of eiC for i =
1, . . . , t.

Proof: Let Di ⊂ eiL denote all periodic elements of (eiL, φt). Then one immediately
sees that

Lφ
∞

= D1 ⊕ · · · ⊕Dt.

The claim now follows from Lemma 1.6.3 and Lemma 1.3.5.

Lemma 1.6.5. Let L be a φ-pfield. If Lφ is algebraically closed or L is finitely generated
as total ring over Lφ then L has bounded periodicity.

Proof: The case when Lφ is algebraically closed is clear from Proposition 1.6.4. If
L = e1L ⊕ · · · ⊕ etL is finitely generated as total ring over Lφ then eiL is a finitely
generated field extension of eiLφ for every i = 1, . . . , t. Thus the relative algebraic
closure of eiLφ in eiL must be finite (see [7, Corollary 1, Chapter 5, Paragraph 14,
Section 7, A.V.117]) and it follows again from Proposition 1.6.4 that L has bounded
periodicity.
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The typical example of a φ-pfield which does not have bounded periodicity is Fp, the
algebraic closure of the finite field with p elements where φ is taken as the Frobenius.

Lemma 1.6.6. Let L be a φ-pfield with bounded periodicity, C = Lφ and D a C-algebra.
Then there exists N ≥ 1 such that φ−N (q) = q for every q ∈ φ-Spec(L⊗C D).

Proof: By Proposition 1.4.15 every φ-prime ideal of R = L⊗C D is of the from L⊗ p

where p is a prime ideal of D. Therefore it suffices to find an N ≥ 1 such that for
every prime ideal p of D the ideal L⊗ p of R has at most N minimal prime ideals. If
L = e1L1 ⊕ · · · ⊕ etL then

L⊗ p = (e1L⊗ p)⊕ · · · ⊕ (etL⊗ p) ⊂ (e1L⊗D)⊕ · · · ⊕ (etL⊗D) = L⊗D.

So by Lemma 1.3.5 we can assume without loss of generality that L is a φ-field. Then
by Lemma 1.6.4 the relative algebraic closure E of C = Lφ in L is a finite extension of
C. Let N = [E : C]. We have an inclusion

E ⊗C (D/p) ↪→ E ⊗C Q(D/p).

As E ⊗C Q(D/p) is a Q(D/p)-vector space of dimension N there are at most N prime
ideals in E ⊗C Q(D/p). By [8, Proposition 16, Chapter II, Paragraph 2.6, p. 74] every
minimal prime ideal of E⊗C (D/p) comes from a minimal prime ideal of E⊗C Q(D/p).
Therefore E ⊗C (D/p) has at most N minimal primes.

Because E is relatively algebraically closed in L it follows from [42, Proposition 2
(c), p.27] that there is a bijection between the minimal prime ideals of E⊗C (D/p) and
the minimal prime ideals of

L⊗E (E ⊗C (D/p)) = L⊗C (D/p) = (L⊗C D)/L⊗C p.

Thus L⊗C p has at most N minimal prime ideals.

Lemma 1.6.7. Let R be a φ-ring and r ∈ R. Assume that there exists N ≥ 1 such
that φ−N (q) = q for every q ∈ φ-Spec(R) and set r̃ = rφ(r) · · ·φN−1(r). Then for q ∈
φ-Spec(R) we have q ∩ 〈φ, r̃〉 = ∅ if and only if r̃ /∈ q. In particular D(r̃) ⊂ φ-Spec(R)
is Φ-stable.

Proof: Assume for a contradiction that r̃ /∈ q and φα1(r̃)β1 · · ·φαn(r̃)βn ∈ q. Inserting
the expression for r̃ into this formula and using that q is prime we conclude that there
exists m ≥ 0 such that φm(r) ∈ q. As φ−N (q) = q we can assume that m ≤ N − 1, but
this implies r̃ ∈ q.

Lemma 1.6.8. Let L be a φ-pfield with bounded periodicity, C = Lφ and C ′ an algebraic
extension of C (considered as constant φ-ring). Then

L′ = L⊗C C ′

is a φ-pfield with L′φ = C ′.
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Proof: We already know from Proposition 1.4.15 that L′ is φ-simple. Thus to show
that L′ is a φ-pfield it suffices to see that L′ is a finite direct product of fields. For this
we can assume that L is a field (Lemma 1.3.5 and Proposition 1.6.4).

Let D = Lφ
∞

. It follows from the assumption and Lemma 1.6.3 that D is a finite
Galois extension of C and that D is relatively algebraically closed in L. We have

L′ = L⊗D (D ⊗C C ′).

We know that D ⊗C C ′ is a finite product of algebraic field extensions of D, say
D ⊗C C ′ = D1 ⊕ · · · ⊕Dn. (To see this write D = C[x]/(f) where f is an irreducible,
separable polynomial in C[x]. Then

D ⊗C C ′ = C ′[x]/(f) ' C ′[x]/(f1)⊕ · · · ⊕ C ′[x]/(fn)

where f1, . . . , fn denote the irreducible factors of f in C ′[x].) Therefore

L′ = (L⊗D D1)⊕ · · · ⊕ (L⊗D Dn).

Because D is relatively algebraically closed in L one knows that the nilradical of L⊗CDi

is a prime ideal ([7, Corollary, Chapter V, Paragraph 17, Section 2 A.V.140]), but as L′

is reduced (it is even φ-simple) we know that also L⊗D Di is reduced. Thus L⊗D Di

is an integral domain. Because Di is algebraic over D every element of L ⊗D Di is
algebraic over L, from this it follows that L ⊗D Di is a field. (If a is an element of
L ⊗D Di then the kernel of L[x] → L ⊗D Di, x 7→ a is a non-zero prime ideal of L[x]
which hence must be maximal.) The fact that L′φ = C ′ follows from Lemma 1.4.14.

We note that if L = e1L⊕ · · · ⊕ etL and L′ = L⊗C C ′ = e′1L
′ ⊕ · · · ⊕ e′t′L′ then it

might well happen that t′ is strictly larger then t. In particular if L is a φ-field then
L ⊗C C ′ need not be a φ-field. So we have another instant where φ-pfields prove to
be better behaved then φ-fields. In fact if L is a φ-field which contains a non-constant
periodic element then L⊗C C will not be a field. (Here C denotes the algebraic closure
of C = Lφ.)

We also remark that the above lemma is not true without the finite periodicity
assumption. For example if L = Fp is the algebraic closure of the field with p elements
considered as difference ring by virtue of the Frobenius endomorphism φ : a 7→ ap. Then
C = Lφ = Fp and L⊗C Fp = Fp ⊗Fp Fp is not a φ-pfield because it is not Noetherian.
Indeed Fp ⊗Fp Fp can not be Noetherian because this ring has infinitely many minimal
prime ideals. (All prime ideals of Fp ⊗Fp Fp are maximal and hence minimal and they
are in one-to-one correspondence with the automorphisms of Fp over Fp.)

In fact it is not difficult to see that a φ-pfield L has bounded periodicity if and only
if L⊗C C ′ is a φ-pfield for every algebraic extension of C ′ of C.

Lemma 1.6.9. Let L|K be an extension of φ-pfields such that Kφ = Lφ and L has
bounded periodicity. Let C ′ be an algebraic extension of C = Kφ = Lφ and set L′ =
L⊗C C ′ and K ′ = K ⊗C C ′. Then L′|K ′ is an extension of φ-pfields such that K ′φ =
L′φ = C ′ and L′ has bounded periodicity.
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Proof: It follows from Lemma 1.6.8 that L′ and K ′ are φ-pfields. By Lemma 1.4.14 we
know that L′φ

n
= Lφ

n ⊗C C ′. In particular L′ has bounded periodicity and L′φ = C ′ =
K ′φ.

1.7 The algebraic structure of L⊗K L
We recall that a ring R is called primary if its zero ideal is primary, i.e. if every zero
divisor of R is nilpotent. This implies that the nilradical of R is prime (but the converse
is not true).

Lemma 1.7.1. Let L|K be an extension of φ-pfields such that L is finitely generated
as total ring over K. Then L⊗K L is a finite direct product of primary rings.

Proof: We first note that if L and L′ are field extensions of a field K such that K is
separably algebraically closed in L′ then L⊗K L′ is a primary ring ([42, Proposition 2
(a), p. 27]).

If L and L′ are finitely generated field extensions of K then L⊗K L′ is Noetherian
(cf. Lemma 1.2.4), and so in particular the are only finitely many minimal prime ideals
in L⊗K L. Thus it follows from [42, Proposition 5, p. 28] that L⊗K L′ is a finite direct
product of primary rings.

Now the general case easily reduces to this one: If K = e1K ⊕ · · · ⊕ etK then

L⊗K L = (e1L⊗e1K e1L)⊕ · · · ⊕ (etL⊕etK etL).

Thus we can assume without loss of generality that K is field. (If L is finitely
generated over K then also eiL is finitely generated over eiK.) Then if L = e1L⊕· · ·⊕
etL we have

L⊗K L =
⊕

1≤i,j≤t
eiL⊗K ejL.

All the summands are orthogonal to each other and as L is finitely generated as total
ring over K we see that eiL is finitely generated as a field over K. Thus the general
claim follows from the case of fields explained above.

Proposition 1.7.2. Let L|K be an extension of φ-pfields such that L is finitely gener-
ated as total ring over K and φ is injective on L⊗K L. Then L⊗K L is a finite direct
product of difference rings of the form

R = R1 ⊕ · · · ⊕Rn

where the Ri’s are primary rings and φ−1(Ri) = Ri−1 (in a cyclic notation).

Proof: By Lemma 1.7.1 there exist primary rings R1, . . . , Rn such that

L⊗K L = R1 ⊕ · · · ⊕Rn.
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For i = 1, . . . , n let

ai = R1 + · · ·+Ri−1 +Ri+1 + · · ·+Rn.

Then ai is a primary ideal of L⊗K L and

0 = a1 ∩ · · · ∩ an

is the unique primary decomposition of the zero ideal in L⊗K L. (It is unique because
there are no embedded components.) By assumption φ : L⊗K L→ L⊗K L is injective
and therefore

0 = φ−1(0) = φ−1(a1) ∩ · · · ∩ φ−1(an)

is another (but actually the same) primary decomposition. This shows that φ−1 per-
mutes the ai’s. The cycle decomposition of this permutation yields the desired decom-
position of L⊗K L.

Proposition 1.7.3. Let L|K be an extension of φ-pfields such that L is finitely gen-
erated as total ring over K and φ is injective on L ⊗K L (e.g. L|K is φ-separable).
Then the set of non zero divisors of R = L ⊗K L is φ-stable and therefore φ extends
naturally to the total ring of quotients Q(R) of R. Moreover if p1, . . . , pm denote the
minimal φ-prime ideals of R then

Q(R) ' Rp1 ⊕ · · · ⊕Rpm .

Proof: By Lemma 1.7.1 we know that R = R1 ⊕ · · · ⊕ Rn is a finite direct product of
primary rings Ri. For i = 1, . . . , n let ri denote the nilradical of Ri and set

bi = R1 + · · ·+Ri−1 + ri +Ri+1 + · · ·+Rn.

Then b1, . . . , bn is the set of minimal prime ideals of R and this also agrees with the
set of associated prime ideals of R. An element of R is a non zero divisor if and only if
it lies outside every bi. As in Proposition 1.7.2 on sees that φ−1 induces a permutation
of the bi’s. Thus the set of non zero divisors of R is stable under φ.

Because φ : R → R is injective the nilradical of R is a reflexive ideal, i.e. the
nilradical of R is a φ-radical ideal and thus it is the intersection of the minimal φ-prime
ideals (Proposition 1.4.8). In particular, if s ∈ R is a non zero divisor then s ∈ S(pi)
(see Definition 1.4.5) for i = 1, . . . , n.

We have a canonical morphism of difference rings

ψ : R→ Rp1 ⊕ · · · ⊕Rpm , r 7→
r

1
+ · · ·+ r

1
.

As seen above it maps non zero divisors to invertible elements. Thus it extends to

ψ : Q(R)→ Rp1 ⊕ · · · ⊕Rpm .
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If r ∈ R such that ψ(r) = 0 then there exists for i = 1, . . . ,m an si ∈ S(pi) such that
sir = 0. In particular Ann(r) * bj for j = 1, . . . , n. But this means 1 ∈ Ann(r), i.e.
r = 0. Thus ψ is injective.

To see that ψ is surjective it suffices to see that it maps surjectively onto the first
factor say. So let r

s ∈ Rp1 with r ∈ R and s ∈ S(p1). After renumbering we may assume
that b1, . . . , bl are the minimal prime ideals of p1.

Let r = r1 + · · ·+ rn and s = s1 + · · ·+ sn be the representations according to the
decomposition R = R1⊕· · ·⊕Rn. Set r′ = r1+· · ·+rl and s′ = s1+· · ·+sl+1+· · ·+1 ∈
R1⊕· · ·⊕Rl⊕Rl+1⊕· · ·⊕Rn. If e denotes the element of R = R1⊕· · ·⊕Rn having ones
at the first l places an zeros afterwards then e ∈ S(p1) and e(r − r′) = 0, e(s− s′) = 0
and so ψ( r

′

s′ ) = r
s .
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Chapter 2

φ-algebraic geometry

In this chapter we develop some basic notions of difference algebraic geometry to the
extend that we shall need in the next chapter for our main goal: difference Galois
theory. Classical difference algebraic geometry (and classical algebraic geometry) is
governed by the paradigm that points are tuples with entries in some field. The basic
setup is as follows (see e.g. [10]): One starts with a fixed difference field K and one
wants to study difference equations over K, i.e. one is interested in the solutions of
a given set of difference polynomials with coefficients in K. These solutions are to be
found in difference overfields of K. One usually fixes a family of difference overfields of
K which is large enough to yield a kind of difference Nullstellensatz.

As in usual algebraic geometry this point of view is adequate for many things
but has some limitations. For example the classical setup does not allow nilpotent
elements in the structure sheaf. This is a very important feature also for our difference
Galois theory because in positive characteristic one can have non-reduced Galois groups
(corresponding to inseparable extensions). Thus it is not only the fact that it is about
time that difference (as well as differential) algebraic geometry embraced Grothendieck’s
ideas but also concrete mathematical needs that lead us to the use of difference schemes.
Unfortunately the theory of difference schemes is still in its infancy.

In a fascinating article [18] E. Hrushovski develops the notions of difference algebraic
geometry in scheme theoretic language to a quite advanced degree but regrettably his
definitions and theorems apply well only for well-mixed rings. A φ-ring R is called well-
mixed if for a, b ∈ R with ab = 0 one has φ(a)b = 0. In other words a difference ring is
well-mixed if and only if annihilators are difference ideals. As a set Hrushovski defines
the difference spectrum of a difference ring to be the set of reflexive prime ideals.

A characteristic feature of difference Galois theory as compared to differential Galois
theory is that Picard-Vessiot rings and Picard-Vessiot extensions can have zero divisors.
Since of course the difference Galois theory which we want to develop here should
contain the Picard-Vessiot theory we also have to work with φ-pfields instead of φ-
fields. But with Hrushovski’s definition the difference spectrum of a φ-pfield is the
empty set unless it is a φ-field. As already indicated in Section 1.3 the solution is to
also take into account the higher powers of φ. In other words we do not only consider
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the difference spectrum with respect to φ but simultaneously the difference spectrum
with respect to φn for all n ≥ 1.

We stress the point that the present chapter is not a sound introduction to difference
algebraic geometry. In fact we do not even give the definition of a difference scheme.
Rather it is a collection of definitions and results aimed to provide the necessary tools
for the development of a geometric difference Galois theory. In particular we do not
hesitate to introduce a Noetherianity assumption whenever useful. For the situation
usually of interest in difference algebraic geometry this assumption will not be satisfied.

2.1 Basic definitions

This section contains the very basic definitions and ends with some results on the
existence of fibred products.

In usual algebraic geometry there are different ways to introduce the spectrum of
a ring. But maybe the most conceptual one is to say that Spec(−) is the adjoint of
the global section functor, which is a functor from the category of locally ringed spaces
to the category of rings. If we want the difference analog to be true it is then clear
that the difference spectrum will be determined by specifying an ambient category. If
one takes as the objects of this ambient category locally ringed spaces together with
an endomorphism of locally ringed spaces that is the identity on points one obtains
Hrushovski’s notion of difference spectrum. Here we need to allow the endomorphism
to move the points but only in a very restricted way.

Definition 2.1.1. By a φ-space we mean a locally ringed space (X,OX) together with a
morphism (Φ, φ) : (X,OX)→ (X,OX) of locally ringed spaces such that Φ is pointwise
of finite order. That is, for every x ∈ X there exists a dx ≥ 1 such that Φdx(x) = x.

Often the φ-space will simply be denoted with X or (X,Φ) or (X,ΦX), the other
data being implicitly understood. For x ∈ X the maximal ideal of OX,x is denoted
with mx and if s ∈ OX(U) for some open subset U of X containing x then the image
of s in OX,x is denoted with sx.

Lemma 2.1.2. If (X,Φ) is a φ-space then Φ : X → X is bijective and for a subset U
of X the following are equivalent:

(1) Φ(U) ⊂ U

(2) Φ(U) = U

(3) U = Φ−1(U)

We omit the trivial proof.

Definition 2.1.3. A subset U of X satisfying the equivalent conditions of Lemma 2.1.2
is called Φ-stable.
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If U ⊂ X is an open, Φ-stable subset then OX(U) has naturally the structure of
a difference ring given by φ(U) : OX(U) → OX(Φ−1(U)) = OX(U) and if V ⊂ U
is an inclusion of open, Φ-stable subsets then the corresponding restriction map is a
morphism of difference rings. We will often just write φ, (or φU if we want to be more
precise) for φ(U).

Remark 2.1.4. Let X be a φ-space, x ∈ X and d ≥ 1 the smallest integer such
that Φd(x) = x. Then OX,x has naturally the structure of a difference ring. Some-
what suggestively this endomorphism OX,x → OX,x is denoted with φdx. We have
(φdx)−1(mx) = mx and the natural map (OX(X), φdX) → (OX,x, φdx) is a morphism
of difference rings.

Proof: The morphism (Φ, φ) : (X,OX) → (X,OX) of locally ringed spaces induces
local morphisms of local rings

φdx : OX,x = OX,Φ(Φd−1(x)) → OX,Φd−1(x) → · · · → OX,Φ(x) → OX,x.

Definition 2.1.5. A morphism between φ-spaces (X,Φ) and (X ′,Φ′) is a morphism
f : X → X ′ of locally ringed spaces such that

X
f //

Φ
��

X ′

Φ′

��
X

f // X ′

commutes.

If U is an open Φ-stable subset of a φ-space X then U has naturally the structure
of a φ-space by restricting OX and Φ to U and the inclusion map is a morphism of
φ-spaces.

Definition 2.1.6. A φ-space (X, (Φ, φ)) is called constant (or trivial) if Φ and φ are
the identity mappings.

The category of constant φ-spaces is thus simply the category of locally ringed
spaces and the category of schemes is a full subcategory of the category of φ-spaces.

Let R be a φ-ring. As a set we define

φ-Spec(R) = {q ⊂ R prime ideal ; there exists d ≥ 1 such that φ−d(q) = q}.

As topology we use the subspace topology induced from the usual (Zariski) topology
on Spec(R). So a subset of φ-Spec(R) is closed if and only if it is of the form

V(a) = {q ∈ φ-Spec(R); q ⊃ a}
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for some subset (or ideal) a of R. It is also clear that the open sets of the form

D(r) = {q ∈ φ-Spec(R); r /∈ q}

with r ∈ R are a basis of the topology of φ-Spec(R). The structure sheaf Oφ-Spec(R)

of φ-Spec(R) is defined to be the restriction of the usual structure sheaf OSpec(R) on
Spec(R). So if U is open subset of φ-Spec(R) then an element s of Oφ-Spec(R)(U) can
explicitly be described as a function

s : U →
∐
q∈U

Rq

with the properties that s(q) ∈ Rq for all q ∈ U and for each q ∈ U there exists an open
neighborhood V of q in U and elements a, b ∈ R such that b /∈ q′ and s(q′) = a

b ∈ Rq′

for all q′ ∈ V .
For q ∈ φ-Spec(R) the stalk Oφ-Spec(R),q is naturally identified with Rq.
We define

Φ : φ-Spec(R)→ φ-Spec(R)

by Φ(q) = φ−1(q) and if U is an open subset of φ-Spec(R) then we define

φ(U) : Oφ-Spec(R)(U)→ Oφ-Spec(R)(Φ
−1(U))

by
φ(U)(s)(q) = φq(s(Φ(q))) ∈ Rq

for q ∈ Φ−1(U) and s ∈ Oφ-Spec(R)(U). Here φq : RΦ(q) → Rq is given by φq(ab ) = φ(a)
φ(b) .

One immediately verifies that

(Φ, φ) :
(
φ-Spec(R),Oφ-Spec(R)

)
−→

(
φ-Spec(R),Oφ-Spec(R)

)
is a morphism of locally ringed spaces and so φ-Spec(R) is a φ-space.

It is also straight forward to check that φ-Spec(−) is indeed a functor from the
category of φ-rings to the category of φ-spaces: If ψ : R→ S is a morphism of difference
rings then

φ-Spec(ψ) : φ-Spec(S) −→ φ-Spec(R)

is defined by sending q ∈ φ-Spec(S) to ψ−1(q) ∈ φ-Spec(R). A section of φ-Spec(R)
which is locally given by a fraction a

b is mapped to a section over φ-Spec(S) which is
then locally given by ψ(a)

ψ(b) .

If R is a φ-ring then we denote with R̂ the difference ring of global sections of
φ-Spec(R). There is a canonical map of difference rings

ι : R→ R̂, r 7→ r̂

given by ι(r)(q) = r
1 ∈ Rq for q ∈ φ-Spec(R).

We note that if R is a φ-ring and n ≥ 1 then φ-Spec(R) and φn-Spec(R) are equal
as sets and even as locally ringed spaces but not (in general) as difference spaces.
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Example 2.1.7. Let K = e1K⊕· · ·⊕ etK be a φ-pfield. Then φ-Spec(K) is a discrete
topological space consisting of t points which form a single orbit under Φ. The local
ring at the prime ideal (1− ei)K is eiK. In particular ι : K → K̂ is an isomorphism.

Example 2.1.8. Let R be a Noetherian φ-simple ring. By Lemma 1.1.5 we can
(uniquely) extend φ to Q(R) and then Q(R) is a φ-pfield. It follows easily from Propo-
sition 1.1.2 that the morphism

φ-Spec(Q(R))→ φ-Spec(R)

induced from R→ Q(R) is an isomorphism of φ-spaces.

Lemma 2.1.9. Let R be a Noetherian φ-ring. Then there is a one-to-one correspon-
dence between the closed Φ-stable subsets of φ-Spec(R) and the φ-radical ideals of R.
More precisely every closed Φ-stable subset of φ-Spec(R) is of the form V(a) for a
uniquely determined φ-radical ideal a of R.

Proof: Let V ⊂ φ-Spec(R) be closed and Φ-stable. Then V = V(b) for some ideal b of
R. Set

a =
⋂

q∈V(a)

q.

Then V(b) = V(a) and because V is Φ-stable it follows that a is φ-radical. If a and a′

are φ-radical ideals of R then it follows from Proposition 1.4.8 that a = a′.

For later use we record the following simple lemma.

Lemma 2.1.10. Let (X,OX) be a locally ringed space and s ∈ OX(X). Then

Xs = {x ∈ X; sx /∈ mx}

is an open subset of X and s|Xs is invertible in OX(Xs).

Proof: Let x ∈ Xs. Then sx /∈ mx and so sx is invertible in OX,x. This means that
there exists an open neighborhood U of x such that s|U is invertible in OX(U). Thus
sx′ /∈ mx′ for all x′ ∈ U and Xs is open.

As seen above, for every x ∈ Xs there exists an open neighborhood U of x in Xs

and an element t ∈ OX(U) which is inverse to s|U . By the uniqueness of the inverse
the t’s glue together to a section of U which is then of course the inverse of s|Xs .

Theorem 2.1.11. The functor φ-Spec(−) is the adjoint of the global section functor
Γ : φ-spaces→ φ-rings. In particular if X is a φ-space and R a φ-ring then there is a
natural bijection

Hom(X,φ-Spec(R)) ' Hom(R,Γ(X)).

Proof: Let X be a φ-space and ψ : R → OX(X) a morphism of difference rings. We
will construct a morphism (ψa, ψ]) : (X,OX)→

(
φ-Spec(R),Oφ-Spec(R)

)
of φ-spaces.
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Let x ∈ X and d ≥ 1 minimal with Φd(x) = x. Because

ρx : (OX(X), φdX)→ (OX,x, φdx)

is a morphism of difference rings and (φdx)−1(mx) = mx (see Remark 2.1.4) we see that
q = ψ−1(ρ−1

x (mx)) is a prime ideal of R with φ−d(q) = q. We can thus define ψa by
ψa(x) = ψ−1(ρ−1

x (mx)). Next we check that ψa is continuous.
For r ∈ R and x ∈ X we have ψa(x) ∈ D(r) if and only if ψ(r)x /∈ mx. Therefore

(ψa)−1(D(r)) = Xψ(r).

Because the D(r)’s are a basis of the topology and Xψ(r) is open by Lemma 2.1.10 we
conclude that ψa is continuous.

To construct ψ] : Oφ-Spec(R) → ψa∗OX let U ⊂ φ-Spec(R) be open and s ∈
Oφ-Spec(R)(U). Let r, a, b ∈ R such that D(r) ⊂ U and s is given on D(r) by the
fraction a

b . So in particular D(r) ⊂ D(b).
By Lemma 2.1.10, ψ(b)|Xψ(b)

is invertible in OX(Xψ(b)). Because

Xψ(r) = (ψa)−1(D(r)) ⊂ (ψa)−1(D(b)) = Xψ(b)

we see that ψ(b)|Xψ(r)
is invertible in OXψ(r)

and so we can define an element s̃r,a,b ∈

OX(Xψ(r)) by s̃r,a,b =
ψ(a)|Xψ(r)

ψ(b)|Xψ(r)

.

Suppose that similarly s is given on D(r′) ⊂ U by a fraction a′

b′ . We want to show
that

s̃r,a,b|Xψ(r)∩Xψ(r′) = s̃r′,a′,b′ |Xψ(r)∩Xψ(r′) .

So let x ∈ Xψ(r) ∩ Xψ(r′). Then q = ψa(x) ∈ D(r) ∩ D(r′) and therefore a
b = s(q) =

a′

b′ ∈ Rq. This means that there exists b′′ ∈ R r q such that b′′(ab′ − ba′) = 0 ∈ R.
And so ψ(b′′)(ψ(a)ψ(b′) − ψ(b)ψ(a′)) = 0 ∈ OX(X). Because ψa(x) = q ∈ D(b′′) we
see that x ∈ (ψa)−1(D(b′′)) = Xψ(b′′) and therefore ψ(b′′)x is invertible in OX,x. Thus
ψ(a)xψ(b′)x − ψ(b)xψ(a′)x ∈ OX,x and we see that the images of s̃r,a,b and s̃r′,a′,b′ in
OX,x agree. Because the x ∈ Xψ(r)∩Xψ(r′) was arbitrary we conclude that indeed s̃r,a,b
and s̃r′,a′,b′ agree on Xψ(r) ∩Xψ(r′).

As the D(r)’s cover U the open sets of the form (ψa)−1(D(r)) = Xψ(r) cover
(ψa)−1(U) and we can define ψ](U)(s) ∈ OX((ψa)−1(U)) by gluing together the s̃r,a,b.
One immediately sees that ψ] is a morphism of sheaves of rings. For x ∈ X and
q = ψa(x) ∈ φ-Spec(R) the induced morphism on the stalks is given by

ψ]x : Rq → OX,x,
a

b
7→ ψ(a)x

ψ(b)x
.

Because a ∈ q if and only if ψ(a)x ∈ mx it is a local morphism. So (ψa, ψ]) : (X,OX)→(
φ-Spec(R),Oφ-Spec(R)

)
is a morphism of locally ringed spaces. To conclude that ψa is
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a morphism of φ-spaces it remains to check that

X
ΦX //

ψa

��

X

ψa

��
φ-Spec(R) Φ // φ-Spec(R)

commutes. We have a commutative diagram

R
ψ //

φ

��

OX(X)
ρΦ(x) //

φX
��

OX,Φ(x)

φx
��

R
ψ // OX(X)

ρx // OX,x

Because ΦX is a morphism of locally ringed spaces we know that (φx)−1(mx) =
mΦ(x) and so

ψa(ΦX(x)) = ψ−1(ρ−1
Φ(x)(mΦ(x))) = φ−1(ψ−1(ρ−1

x (mx))) = Φ(ψa(x)).

It follows from the fact that ψ is a morphism of difference rings that also the corre-
sponding maps of sheaves commute. So (ψa, ψ]) : (X,OX) →

(
φ-Spec(R),Oφ-Spec(R)

)
is indeed a morphism of φ-spaces.

If
(f, f ]) : (X,OX) −→

(
φ-Spec(R),Oφ-Spec(R)

)
is a morphism of φ-spaces we can define ψ = ψf : R→ OX(X) by

ψ : R ι−→ R̂
f](X)−−−−→ OX(X).

We have natural mappings

Hom(X,φ-Spec(R))←→ Hom(R,Γ(X))

given by f 7→ ψf and (ψa, ψ])←[ ψ. We claim that they are inverse to each other.
We will first prove that (f, f ]) = (ψa, ψ]). There is a commutative diagram

R //

ν !!C
CC

CC
CC

C

ψ

))

R̂ //

��

OX(X)

ρx

��
Rf(x)

f]x // OX,x

where ν : R → Rf(x) denotes the usual localization homomorphism. Because f ]x is a
local morphism we have f(x) = ν−1((f ]x)−1(mx)) = ψ−1(ρ−1

x (mx)) = ψa(x). To prove
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that also f ] and ψ] agree, it suffices to see that they agree on the stalks, which also
follows form the above diagram.

If ψ : R→ OX(X) is a morphism of difference rings then clearly ψ agrees with

R
ι−→ R̂

ψ](φ-Spec(R))−−−−−−−−−→ OX(X).

We have thus established a bijection

Hom(X,φ-Spec(R)) ' Hom(R,Γ(X)).

Finally it is quite obvious that for morphisms X ′ → X and R′ → R the diagram

Hom(X,φ-Spec(R)) ' //

��

Hom(R,OX(X))

��
Hom(X ′, φ-Spec(R′)) ' // Hom(R′,OX′(X ′))

is commutative.

Corollary 2.1.12. Let T → R and T → S be morphisms of difference rings and
X = φ-Spec(R), Y = φ-Spec(S), Z = φ-Spec(T ). Then the fibred product X ×Z Y
exists in the category of φ-spaces and is given by φ-Spec(R⊗T S).

Proof: Because R ⊗T S is the fibred coproduct in the category of difference rings it
follows from Theorem 2.1.11 that φ-Spec(R⊗T S) is the fibred product in the category
of φ-spaces.

Definition 2.1.13. Let R be a φ-ring. By a φ-space over R we mean a φ-space X
together with a homomorphism X → φ-Spec(R) of φ-spaces.

Proposition 2.1.14. Let T → R be a morphism of φ-rings and Y a φ-space over T
that can be covered with open Φ-stable subsets of the form φ-Spec(S) for some T -φ-
algebra S. Set X = φ-Spec(R) and Z = φ-Spec(T ). Then the fibred product X ×Z Y
exists in the category of φ-spaces.

Proof: The proof is straight forward but too tedious to be written down in full detail.
So we only give a sketch. The strategy is similar to the classical case (see [17, Theorem
3.3, Chapter II, p. 87]).

If Ui = φ-Spec(Si) is an open covering of Y then by Corollary 2.1.12 the products
X ×Z Ui exist in the category of φ-spaces and we have to glue the products X ×Z Ui
to obtain the product X ×Z Y . This is done by virtue of the following gluing lemmas:

Gluing φ-spaces: Let {Xi} be a family of φ-spaces and for each i 6= j let Uij be an
open Φ-stable subset of Xi and fij : Uij → Uji an isomorphism of φ-spaces such that
(1) fji = f−1

ij for all i, j and (2) fij(Uij ∩Uik) = Uji∩Ujk and fik = fjk ◦fij on Uij ∩Uik
for all i, j, k. Then there exists a φ-space X together with morphisms gi : Xi → X for
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each i such that (1) gi is an isomorphism onto an open Φ-stable subset of X, (2) the
gi(Xi) cover X, (3) gi(Uij) = gi(Xi) ∩ gj(Xj) and (4) gi = gj ◦ fij on Uij .

Gluing morphisms of φ-spaces: Let X and Y be φ-spaces and {Ui} an open Φ-
stable covering of X together with morphisms fi : Ui → Y of φ-spaces such that the
restrictions of fi and fj to Ui ∩Uj are the same. Then there exists a unique morphism
f : X → Y such that the restriction of f to Ui equals fi.

Returning to the proof we put Uij = Ui ∩ Uj . Because p−1
Ui

(Uij) ⊂ X ×Z Ui and
p−1
Uj

(Uij) ⊂ X ×Z Uj are both the product X ×Z Uij we obtain isomorphisms fi :
p−1
Ui

(Uij)→ p−1
Uj

(Uij) which are easily seen to satisfy the conditions of the gluing lemma
for φ-spaces. We thus obtain a φ-space which we denote (somewhat previsionary) with
X ×Z Y . To define the projections we use the gluing lemma for morphisms. Finally
the universal property of X ×Z Y follows from the universal property of the X ×Z Ui’s
by using the gluing lemma for morphisms.

For later use we record the following lemma about products. It gives a sufficient
condition for the canonical map from X ×Z Y to the set theoretic fibre product of X
with Y over Z to be surjective.

Lemma 2.1.15. Let T be a φ-ring and R, S T -φ-algebras such that R and S are
finitely generated as T -algebras. Set X = φ-Spec(R), Y = φ-Spec(S), Z = φ-Spec(T )
and let f : X → Z, g : Y → Z denote the morphisms induced from the R-φ-algebra
structures. Let x ∈ X and y ∈ Y with f(x) = g(y). Then there exists w ∈ X ×Z Y
such that pX(w) = x and pY (w) = y.

Proof: Let z = f(x) = g(y) ∈ Z and d ≥ 1 such that Let Φd(x) = x, Φd(y) =
y and Φd(z) = z. We have inclusions k(z) ↪→ k(x) and k(z) ↪→ k(y) of φd-fields.
Because S and T are finitely generated as R-algebras it follows that k(x) and k(y) are
finitely generated as fields over k(z). Therefore the φd-ring k(x)⊗k(z)k(y) is Noetherian
(Lemma 1.2.4). Therefore (cf. the remark after Definition 1.4.3) we can find a φd-prime
ideal p of k(x) ⊗k(z) k(y) and so Ω = Q((k(x) ⊗k(z) k(y))/p) is a φd-pfield containing
k(x) and k(y). The situation is summarized in the following commutative diagram of
φd-rings.

R // k(x)

  A
AA

AA
AA

A

T //

OO

��

k(z)

OO

��

Ω

S // k(y)

>>}}}}}}}}

We thus obtain a morphism h : φd-Spec(Ω)→ φd-Spec(R⊗T S) and by construction
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every point in the image h projects onto the prime ideal corresponding to x under
φd-Spec(R ⊗T S) → φd-Spec(R) and to the prime ideal corresponding to y under φd-
Spec(R⊗T S)→ φd-Spec(S). As X×ZY and φd-Spec(R⊗T S) have the same underlying
topological space and also the projection maps as maps of topological spaces are the
same for φ and φd it is clear that every w in the image of h satisfies pX(w) = x and
pY (w) = y.

Lemma 2.1.16. If R is a Noetherian φ-ring then every open subset of φ-Spec(R) is
quasi-compact.

Proof: Let U,Ui be open subsets of X = φ-Spec(R) such that the Ui’s cover U . We
can find ideals a, ai ⊂ R such that U = X r V(a), Ui = X r V(ai). Then U =

⋃
Ui

translates into V(a) =
⋂

V(ai) = V(
∑

ai). Because R is Noetherian the ideal
∑

ai is
already generated by finitely many summands.

2.2 Global sections and the RAAD condition

If one tries to develop a theory of difference (or differential) schemes from scratch one
finds that there is a certain problem with the global sections that can be traced back
to the fact that annihilators need not be difference (or differential ideals). See [25] and
[18].

First of all we observe that – contrary to the situation in usual algebraic geometry
– if R is a difference ring then the canonical map ι : R → R̂ from R into the global
sections of φ-Spec(R) is in general not an isomorphism. So far this is not a problem:
As we want to do geometry and not algebra we do not need to be able to recover the
ring from the space. It suffices if we can recover the space from the global sections.
I.e. we would like the induced map φ-Spec(R̂)→ φ-Spec(R) to be an isomorphism. In
fact if ι always was an isomorphism there would be no need for an intrinsic difference
algebraic geometry as this would make difference schemes the same as schemes with
endomorphism (at least in the affine case).

Now the simplest way to guarantee that φ-Spec(R̂)→ φ-Spec(R) is an isomorphism
is to assume that annihilators are difference ideals (see [18, Proposition 3.8, p. 19]).
However φ-pfields usually do not have this property. Rather in φ-pfields annihilators
are φn-ideals for some n ≥ 1. Following [25, Definition 6.3] we make the following
definition.

Definition 2.2.1. A difference ring R is called RAAD (radical annihilators are differ-
ence ideals) if for every r ∈ R there exists an n ≥ 1 such that

φn(
√

Ann(r)) ⊂
√

Ann(r).

As demonstrated by the following lemma (especially point (1)) the RAAD condition
is sufficiently general for the applications we have in mind.

Lemma 2.2.2. Let R be a φ-ring. Then R is RAAD in all of the following cases:
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(1) R is Noetherian and φ : R→ R is injective.

(2) R is reduced, has only finitely many minimal prime ideals and φ : R → R is
injective.

(3) R is an integral domain.

(4) R is constant.

Proof: (1): In this prove we will use a somewhat exceptional notation: p denotes a
prime ideal and q a primary ideal. The first case results from the following two facts:

(i) The mapping p 7→ φ−1(p) induces a permutation of the (finitely many) associated
primes of R.

(ii) For every r ∈ R the ideal
√

Ann(r) is the intersection of associated primes.

To prove (i) let p1, . . . , pn denote the associated prime ideals of R. If

(0) = q1 ∩ · · · ∩ qn

is a reduced primary decomposition then {√q1, . . . ,
√

qn} = {p1, . . . , pn}. Because φ is
injective we see that also

(0) = φ−1(q1) ∩ · · · ∩ φ−1(qn)

is a reduced primary decomposition. Therefore{√
φ−1(q1), . . . ,

√
φ−1(qn)

}
= {p1, . . . , pn}.

Because
√
φ−1(qi) = φ−1(

√
qi) the result follows.

To prove (ii) fix r ∈ R. Let p′1, . . . p
′
m denote the minimal prime ideals of Ann(r).

Then √
Ann(r) = p′1 ∩ · · · ∩ p′m

and the p′i’s are associated primes of R/Ann(r). This means that there exists bi ∈ R
such that

p′i = {a ∈ R; abi = 0 ∈ R/Ann(r)}

and so p′i = Ann(bir) is an associated prime of R.

Point (2) can be proved in a manner analogous to (1). Finally (3) and (4) are
obvious.

Lemma 2.2.3. Let L be a φ-pfield, C = Lφ and D a finitely generated C-algebra
(considered as constant φ-ring). Then L⊗C D is Noetherian and RAAD.
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Proof: Because L ⊗C D is finitely generated as L-algebra L ⊗C D is Noetherian. By
Proposition 1.4.15 every φ-ideal of R is reflexive. Because the zero ideal is a φ-ideal this
means that φ is injective on L⊗C D. Thus it follows from Lemma 2.2.2 that L⊗C D
is RAAD.

The following two lemmas are modifications of Lemmas 3.6 and 3.7 in [18].

Lemma 2.2.4. Let R be a Noetherian, RAAD difference ring and set X = φ-Spec(R).
Let U ⊂ X be open, F ∈ OX(U), q, q′ ∈ U and F (q) = 0 ∈ Rq. Then there exists
b ∈ Rr q such that (bF )(q′) = 0 ∈ Rq′.

Proof: On an open neighborhood U ′ of q′ the function F is given by a fraction r
s . If

Ann(r) * q′ we have F (q′) = 0 ∈ Rq′ and we can take b = 1 to satisfy the claim of the
lemma. If Ann(r) * q there exists b ∈ Rr q such that br = 0 and so (bF )(q′) = 0.

Altogether we see that we can assume without loss of generality that Ann(r) ⊂ q∩q′.
Because R is RAAD there exists an n ≥ 1 such that

√
Ann(r) is a φn-ideal. By

Proposition 1.4.8 we have

φn-
√√

Ann(r) = q1 ∩ · · · ∩ qm

with q1, . . . , qm ∈ φ-Spec(R).
Suppose qi ⊂ q ∩ q′ for some i ∈ {1, . . . ,m}. Then qi lies in U . Because qi ⊂ q and

F (q) = 0 we also have F (qi) = 0. On the other hand, because qi ⊂ q′ and F (q′) = r
s

we have F (qi) = r
s . Thus we must have r

1 = 0 ∈ Rqi but this contradicts Ann(r) ⊂ qi.
Consequently, for i = 1, . . . ,m there exists either ai ∈ qi, ai /∈ q′ or bi ∈ qi, bi /∈ q.

Set a =
∏
ai /∈ q′ and b =

∏
bi /∈ q. Then

ab ∈ q1 ∩ · · · ∩ qm = φn-
√√

Ann(r).

This means that there exist k ≥ 0 and l ≥ 1 such that φkn(ab)lr = 0. Let φ−d(q) = q

and φ−d
′
(q′) = q′. We can assume without loss of generality that d and d′ divide k.

Then φkn(a)l /∈ q′ and φkn(b)l /∈ q. Also

(φkn(b)lF )(q′) =
φkn(b)lr

s
= 0 ∈ Rq′

as desired.

Lemma 2.2.5. Let R be a Noetherian, RAAD difference ring and X = φ-Spec(R).
Let U ⊂ X be open, F ∈ OX(U) and q ∈ U . Then there exist a, b ∈ R, b /∈ q such that
bF = a on U .

Proof: Suppose F (q) = a
b ∈ Rq. If we set F ′ = bF − a ∈ OX(U) then F ′(q) = 0. If

there are a′, b′ ∈ R, b′ /∈ q with b′F ′ = a′ on U then b′bF = a′ + b′a on U and bb′ /∈ q.
Therefore we can assume without loss of generality that F (q) = 0.
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Then by Lemma 2.2.4 there exists for every q′ ∈ U a bq′ ∈ R r q such that
(bq′F )(q′) = 0 ∈ Rq′ . Now fix q′ ∈ U and assume F is given by the fraction r

s in

an open neighborhood U ′ of U in q′. Because (bq′F )(q′) =
bq′r

s = 0 ∈ Rq′ there must
exist s′ ∈ R r q′ such that s′bq′r = 0 ∈ R. If we set Uq′ = U ′ ∩ D(s′) then Uq′ is an
open neighborhood of q′ in U and on Uq′ we have bq′F = 0. We observe that the Uq′ ’s
form an open covering of U . Because R is Noetherian a finite number, say q′1, . . . , q

′
n

will do (Lemma 2.1.16). Set

b =
n∏
i=1

bq′i /∈ q.

Then bF = 0 on U .

Let R be a φ-ring. The natural map ι : R→ R̂, r 7→ r̂ induces a morphism

α : φ-Spec(R̂)→ φ-Spec(R)

of φ-spaces. There also is a natural morphism

β : φ-Spec(R)→ φ-Spec(R̂)

into the other direction which we will now define: For q ∈ φ-Spec(R) set

β(q) = q̂ = {F ∈ R̂; F (q) ∈ mq ⊂ Rq}.

Since q̂ is the inverse image of mq under R̂→ Rq we see that q̂ ∈ φ-Spec(R̂). If F ∈ R̂
and r, s ∈ R, s /∈ q such that F (q) = r

s ∈ Rq then F ∈ q̂ if and only if r ∈ q. Thus for
an ideal a of R̂ we have

β−1(V(a)) = {q ∈ φ-Spec(R); F ∈ q̂ ∀ F ∈ a} = V(b)

for some ideal b of R. Therefore β is continuous. For q ∈ φ-Spec(R) with φ−d(q) = q

the evaluation map R̂ → Rq gives rise to a morphism R̂q̂ → Rq of φd-rings. These
morphisms naturally induce a map β] : O

φ-Spec(R̂)
→ β∗Oφ-Spec(R) and we see that β is

indeed a morphism of φ-spaces. One also immediately sees that α ◦β is the identity on
φ-Spec(R).

Theorem 2.2.6. Let R be a Noetherian RAAD φ-ring. Then

φ-Spec(R̂) ' φ-Spec(R).

Proof: By the above considerations it suffices to show that β◦α is the identity mapping
on φ-Spec(R). So let q ∈ φ-Spec(R̂). We have to show that

{F ∈ R̂; F (α(q)) ∈ mα(q)} = q.
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⊆: Let F ∈ R̂ such that F (α(q)) ∈ mα(q). By Lemma 2.2.5 there exist a, b ∈ R, b /∈ α(q)
such that b̂F = â. Then a

1 = b
1F (α(q)) ∈ mα(q) so that a ∈ α(q) and consequently â ∈ q.

Because b̂ /∈ q, b̂F = â ∈ q and q is prime we conclude that F ∈ q.
⊇: Let F ∈ q. Again by Lemma 2.2.5 there exist a, b ∈ R, b /∈ α(q) such that b̂F = â.
Then â ∈ q, i.e. a ∈ α(q). Therefore b

1F (α(q)) = a
1 ∈ mα(q) and so F (α(q)) ∈ mα(q) as

required.
This shows that α and β are inverses of each other on the level of sets. It remains

to prove that for q ∈ φ-Spec(R) the map R̂q̂ → Rq is an isomorphism. Surjectivity is
obvious. So let F ∈ R̂ and assume that F (q) = 0 ∈ Rq. By Lemma 2.2.5 there exist
a, b ∈ R, b /∈ q such that b̂F = â. Consequently a

1 = 0 ∈ Rq and there exists s ∈ Rr q

such that sa = 0. Therefore b̂sF = 0 and because b̂s /∈ q̂ it follows that F
1 = 0 ∈ R̂q̂.

Lemma 2.2.7. Let R be a Noetherian, RAAD φ-ring. Then the canonical map ι :
R→ R̂ is injective.

Proof: Suppose there exists r ∈ R r {0} with r̂ = 0. By assumption
√

Ann(r) is a
proper φn-ideal for some n. Thus the φn-radical of

√
Ann(r) is a proper φn-radical ideal

containing Ann(r). It follows from Proposition 1.4.8 that there exists q ∈ φ-Spec(R)
with Ann(r) ⊂ q. Therefore r

1 6= 0 ∈ Rq, in contradiction to r̂ = 0.

Definition 2.2.8. Let X be a Φ-space and y = {x,Φ(x), . . . ,Φd−1(x)} an orbit under
Φ, i.e. Φd(x) = x. Then we define

OX,y = lim−→ OX(U)

where the direct limit is taken over all open subsets U of X which contain y.

We note that OX,y carries a natural structure of difference ring because if U is an
open subset of X containing y then also Φ−1(U) is an open subset containing y.

We recall that the expression Rp was explained in Definition 1.4.5.

Lemma 2.2.9. Let R be a Noetherian RAAD φ-ring, X = φ-Spec(R) and x ∈ X with
Φd(x) = x. Set y = {x,Φ(x), . . . ,Φd−1(x)} and p = q ∩ · · · ∩ φ−(d−1)(q) where q is the
prime ideal corresponding to x. Then

Rp ' OX,y.

Proof: If rs ∈ Rp then U = D(s) is an open subset of X containing y and by interpreting
r
s as function on U be obtain an element of OX,y which is easily seen to be independent
of the choice of r and s. Thus we have a well defined morphism of difference rings

ψ : Rp → OX,y.

We first show that ψ is injective. Let r ∈ R such that ψ( r1) = 0. Then the image of r
in OX,x = Rq must be zero. Hence there exists for i = 0, . . . , d− 1 an si ∈ R r φ−i(q)
such that sir = 0. By the classical prime avoidance Lemma ([12, Lemma 3.3, p. 90])
there exists s ∈ S(p) such that sr = 0.
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Now we will show that ψ is surjective. So let U be an open subset of X containing
y and F ∈ OX(U). By Lemma 2.2.5 there exist for i = 0, . . . , d − 1 elements si ∈
Rrφ−i(q) and ri ∈ R such that siF = ri on U . Again by prime avoidance we can find
a0, . . . , ad−1 ∈ R such that s =

∑
aisi ∈ S(p). Set r =

∑
airi ∈ R. Then over U we

have
sF =

∑
aisiF =

∑
airi = r.

This shows that ψ( rs) equals the image of F in OX,y.

2.3 Closed φ-subspaces

This section deals with closed φ-subspaces. The main results assert that certain φ-
subspaces are induced by φ-ideals.

Definition 2.3.1. Let f : Z → X be a morphism of φ-spaces. We say that f is a
closed immersion if f induces an homeomorphism of Z onto a closed subset of X and
if f ] : OX → f∗OZ is surjective. (This is equivalent to f ]z : OX,f(z) → OZ,z is surjective
for every z ∈ Z.) By a closed φ-subspace of X we mean an equivalence class of closed
immersions where two closed immersions f : Z → X and f ′ : Z ′ → X are said to be
equivalent if there exists an isomorphism i : Z → Z ′ such that f ′i = f .

As usual we will be rather careless about distinguishing closed immersions and
closed subschemes.

Let R be a φ-ring and a a φ-ideal of R. Then the canonical map R→ R/a induces
a morphism

φ-Spec(R/a) ↪→ φ-Spec(R)

which is easily seen to be a closed immersion. It is called the closed φ-subspace of
φ-Spec(R) induced by a.

Lemma 2.3.2. Let R be a φ-ring, a a φ-ideal of R and

Z = φ-Spec(R/a) ↪→ φ-Spec(R) = X

the closed φ-subspace induced by a. Let U be an open Φ-stable subset of X such that
U = φ-Spec(S) for some Noetherian, RAAD φ-ring S. Then the closed φ-subspace

U ∩ Z ↪→ U = φ-Spec(S)

is induced from a φ-ideal b of S.

Proof: We note that the φ-space structure on U ∩Z is given by restricting the φ-space
structure of Z to the open Φ-stable subset U ∩ Z of Z. By Theorem 2.1.11 the open
inclusion

j : φ-Spec(S) = U ↪→ X = φ-Spec(R)
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is induced by a morphism ψ : R→ Ŝ of φ-rings. Similarly the closed immersion

U ∩ Z ↪→ U = φ-Spec(S)

is induced from
α : S → Ŝ = OX(U)→ OZ(U ∩ Z).

Now let b ⊂ S denote the inverse image under S → Ŝ of the φ-ideal of Ŝ generated by
ψ(a). Then b ⊂ ker(α) and we obtain a commutative diagram of φ-rings

S/b // OZ(U ∩ Z)

S

``BBBBBBBB α

99tttttttttt

giving rise to

φ-Spec(S/b)� u

((QQQQQQQQQQQQQ U ∩ Z
foo

J j

wwoooooooooooo

φ-Spec(S) = U

We will show that f is an isomorphism. To see that f is a homeomorphism we need to
know that V(b) gets identified with U ∩Z. I.e. we need to prove that for q′ ∈ φ-Spec(S)
and q = j(q′) ∈ φ-Spec(R) we have

q′ ⊃ b⇔ q ⊃ a.

⇒: If a ∈ a then ψ(a) ∈ Ŝ and because S is Noetherian and RAAD we can use Lemma
2.2.5 to find s1, s2 ∈ S, s2 /∈ q′ such that ŝ2ψ(a) = ŝ1 ∈ Ŝ. Then by definition of b we
have s1 ∈ b ⊂ q′. Because q = j(q′) is the inverse image of the maximal ideal mq′ ⊂ Sq′

under R
ψ−→ Ŝ → Sq′ this implies a ∈ q. Therefore a ⊂ q.

⇐: If b ∈ b then b̂ ∈ Ŝψ(a). Since by assumption the image of ψ(a) under Ŝ → Sq′ lies
in mq′ we conclude that b

1 ∈ mq′ , i.e. b ∈ q′.

Now to prove that f is an isomorphism it suffices to see that the induced maps on
stalks are isomorphisms. So let q′ ∈ V(b) ⊂ φ-Spec(S), q = j(q′) ⊃ a and

f ]q : (S/b)q′ = Sq′/bq′ −→ Rq/aq = (R/a)q.

By Theorem 2.2.6 we have a commutative diagram of isomorphisms

Rq //

��?
??

??
??

?
Sq′

����
��

��
��

Ŝ
q̂′
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Obviously f ]q is surjective and it only remains to prove injectivity. So let s1, s2 ∈ S,
s2 /∈ q′ such that f ]q( s1s2 ) = 0. This implies that there exists r1, r2 ∈ R, r1 ∈ a, r2 /∈ q

such that s1
s2

corresponds to r1
r2

under the isomorphism Sq′ ' Rq. Then ŝ1
ŝ2

= ψ(r1)
ψ(r2) ∈ Ŝq̂′

.

Hence there exists F ∈ Ŝ r q̂′ such that

F (ŝ1ψ(r2)− ŝ2ψ(r1)) = 0 ∈ Ŝ (2.1)

By Lemma 2.2.5 there exist s′1, s
′
2 ∈ S, s′2 /∈ q′ such that ŝ′2F = ŝ′1. This implies s′1 /∈ q′.

Similarly for ψ(r2) ∈ Ŝ r q̂′ there is s′′1, s
′′
2 ∈ S, s′′2 /∈ q′ such that ŝ′′2ψ(r2) = ŝ′′1 and so

s′′1 /∈ q′. Multiplying equation (2.1) with ŝ′2ŝ
′′
2 yields

ŝ′1(ŝ1ŝ′′1 − ŝ′′2 ŝ2ψ(r2)) = 0 ∈ Ŝ

which shows that s′1s
′′
1s1 ∈ b because r2 ∈ a. Therefore s1

s2
= 0 ∈ Sq′/bq′ .

Our next goal is to show that certain closed φ-subspaces Z ↪→ φ-Spec(R) are induced
by φ-ideals of R. For this we will need the following two Lemmas.

Lemma 2.3.3. Let Z be a φ-space such that Z can be covered with finitely many open
Φ-stable subsets Ui = φ-Spec(Ri) where Ri is Noetherian and RAAD. Then

{F ∈ OZ(Z); Fz ∈ mz ∀ z ∈ Z} = φ-
√
OZ(Z).

(Here φ-
√
OZ(Z) denotes the φ-radical of the zero ideal of OZ(Z).)

Proof: We first assume that Z = φ-Spec(R) with R Noetherian and RAAD. Let F ∈ R̂
such that F (q) ∈ mq ⊂ Rq for all q ∈ φ-Spec(R) and fix q′ ∈ φ-Spec(R). Then by
Lemma 2.2.5 there exist a, b ∈ R, b /∈ q′ such that b̂F = â. Then it follows from the
assumption on F that a ∈ q for every q ∈ φ-Spec(R). Thus by Proposition 1.4.8

a ∈
⋂

q∈φ-Spec(R)

q = φ-
√
R.

And so by Proposition 1.4.7 there exist n ≥ 0, m ≥ 1 such that φn(a)m = 0. If d ≥ 1
is such that φ−d(q) = q then we may assume d|n. It follows that φ̂n(b)mφn(F )m = 0
and therefore the restriction of φn(F )m to D(φn(b)) equals zero. As d|n we have
q′ ∈ D(φn(b)).

Summarily we have shown that for every q ∈ φ-Spec(R) there exists an open neigh-
borhood U = Uq of q in φ-Spec(R) and integers n = nq ≥ 0, m = mq ≥ 1 such that the
restriction of φn(F )m to U is zero. As φ-Spec(R) is quasi-compact (Lemma 2.1.16) a
finite number of such U ’s, say Uq1 , . . . , Uqk suffices to cover φ-Spec(R). Set n = maxnqi

and m = maxmqi . Then φn(F )m = 0 as desired.

Now we treat the general case. First we observe the validity of the inclusion “⊃”:
If F ∈ OZ(Z) with φn(F )m = 0 and z ∈ Z then Φd(z) = z for some d ≥ 1 and
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we have a morphism (OZ(Z), φdZ) → (OZ,z, φdz) of difference rings (see Remark 2.1.4).
Furthermore (φdz)

−1(mz) = mz. After applying φ to φn(F )m = 0 an appropriate number
of times we can assume that n = kd for some k ≥ 1. Then (φdz)

k(Fz)m = (φn(F )m)z =
0 ∈ mz yields Fz ∈ mz.

Now we prove the inclusion “⊂”: From the affine case considered above it follows
that for each i there exist integers ni,mi such that φni(F |Ui)mi = 0. Take n = maxni
and m = maxmi then φn(F )m = 0, i.e. F ∈ φ-

√
OZ(Z)

Lemma 2.3.4. Let Z be a φ-space that can be covered with finitely many open Φ-stable
subsets Ui = φ-Spec(Ri) where the Ri’s are Noetherian RAAD difference rings. Let
F,G ∈ OZ(Z) such that Fz = 0 ∈ OZ,z for all z ∈ ZG = {z ∈ Z; Gz /∈ mz ⊂ OZ,z}.
Then for every d ≥ 1 there exists k ≥ 1 and n1, . . . , nk ≥ 0, m1, . . . ,mk ≥ 1 such that
d divides each ni and

φn1(G)m1 · · ·φnk(G)mkF = 0.

Proof: We first assume that Z = φ-Spec(R) for some Noetherian RAAD φ-ring R. Fix
q ∈ φ-Spec(R). By Lemma 2.2.5 there exist r, s ∈ R, s /∈ q such that ŝF = r̂ and
similarly r′, s′ ∈ R, s′ /∈ q such that ŝ′G = r̂′. By the RAAD assumption

√
Ann(r) is

a φn-ideal for some n ≥ 1 and by Proposition 1.4.8

φn-
√√

Ann(r) = q1 ∩ · · · ∩ qm

for some q1, . . . , qm ∈ φ-Spec(R).

Now suppose r′ /∈ φn-
√√

Ann(r). Say r′ /∈ q1. Then G(q1) /∈ mq1 ⊂ Rq1 , i.e.
q1 ∈ ZG. Hence by assumption F (q1) = 0 ∈ Rq1 , which implies r

1 = 0 ∈ Rq1 . But this
contradicts Ann(r) ⊂ q1.

Therefore r′ ∈ φn-
√√

Ann(r). This means that there exists l ≥ 0, j ≥ 1 such that

φln(r′)jr = 0. We may assume that dd′ divides l where d′ ≥ 1 is such that φ−d
′
(q) = q.

We have
φln
(
ŝ′
)j
ŝφln(G)jF = φln

(
r̂′
)j
r̂ = 0.

Thus the restriction of φln(G)jF to the open neighborhood D(sφln(s′)) of q is zero.
Summarily we have found for every point q ∈ φ-Spec(R) an open neighborhood

U = Uq and integers n = nq ≥ 0, m = mq ≥ 1 such that d|n and the restric-
tion of φn(G)mF to U is zero. Because φ-Spec(R) is quasi-compact a finite num-
ber of such U ’s, say Uq1 , . . . , Uqk will be enough to cover φ-Spec(R). Then clearly
φnq1 (G)mq1 · · ·φnqk (G)mqkF = 0 as desired.

The general case easily reduced to the affine case treated above.

Proposition 2.3.5. Let R be a φ-ring and X = φ-Spec(R). Let

f : Z ↪→ X

be a closed φ-subspace such that Z can be covered by a finite family of open Φ-stable
subsets Ui = φ-Spec(Ri) where the Ri’s are Noetherian RAAD difference rings. Then
f is induced by a φ-ideal a of R. In fact we can take a to be the kernel of ψ : R →
OX(X)→ OZ(Z).
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Proof: Let a = ker(ψ). We will first show that f(Z) = V(a). We know from Theorem
2.1.11 that f is induced from ψ. More precisely if z ∈ Z then f(z) is the inverse image

of mz under R
ψ−→ OZ(Z)→ OZ,z. Therefore clearly f(Z) ⊂ V(a). On the other hand,

using Lemmas 2.3.3 and 1.4.10

f(Z) = f(Z) = V

 ⋂
q∈f(Z)

q

 = V
(
{r ∈ R; ψ(r)z ∈ mz ⊂ OZ,z ∀z ∈ Z}

)
=

= V
({

r ∈ R; ψ(r) ∈ φ-
√
OZ(Z)

})
= V

(
ψ−1

(
φ-
√
OZ(Z)

))
=

= V
(
φ-
√

ker(ψ)
)

= V(a).

The commutative diagram
OZ(Z)

R

ψ
ccFFFFFFFFF

{{xx
xx

xx
xx

x

R/a

OO

yields
Z

g

��

f

((PPPPPPPPPPPPP

φ-Spec(R)

φ-Spec(R/a)
h

77oooooooooooo

We need to show that g is an isomorphism. Because f and h are homeomorphisms onto
the same closed subset f(Z) = V(a) = h(Z) we already know that g is a homeomor-
phism.

Let q ∈ V(a), q ∈ φ-Spec(R/a) with h(q) = q and z ∈ Z with f(z) = q. We have a
commutative diagram

OZ,z

Rq

f]z
ccFFFFFFFFF

{{xx
xx

xx
xx

x

(R/a)q

g]z

OO

It suffices to show that g]z is an isomorphism. By definition f ]z is surjective, thus also
g]z is surjective.
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Now let r ∈ R such that g]z( r1) = 0. This means that there exists an open neigh-
borhood U of z ∈ Z such that the restriction of ψ(r) to U is zero. Then f(U) is open
in f(Z) = V(a) and we can find s ∈ R such that q ∈ D(s)∩V(a) ⊂ f(U), in particular
s /∈ q. As Zψ(s) = f−1(D(s)) = f−1(D(s) ∩ f(Z)) ⊂ U we know that ψ(r)z = 0 for all
z ∈ Zψ(s). Let d ≥ 1 be such that φ−d(q) = q. By Lemma 2.3.4 there exists k ≥ 1 and
n1, . . . , nk ≥ 0, m1, . . . ,mk ≥ 1 such that d|ni and

φn1(ψ(s))m1 · · ·φnk(ψ(s))mkψ(r) = 0.

Therefore φn1(s)m1 · · ·φnk(s)mkr ∈ kerψ = a. Because d|ni we have

φn1(s)m1 · · ·φnk(s)mk /∈ q

which proves r
1 = 0 ∈ (R/a)q as desired.

2.4 The functor of constants

The goal of this section is to define the functor of constants. It is a functor from the
category of φ-spaces to the category of locally ringed spaces.

Let X be a φ-space. As a set we define Xφ to be the quotient of X by the action
of Φ. That is, Xφ is the set of orbits of Φ on X. Thus, formally an element y of Xφ

is of the form y = {x,Φ(x), . . . ,Φd−1(x)} with x ∈ X and d ≥ 1 such that Φd(x) = x.
We denote with π or πX the quotient map

π : X → Xφ, x 7→ y.

As topology on Xφ we use the quotient topology. So π is continuous and a subset U of
Xφ is open if and only if π−1(U) is open.

Lemma 2.4.1. There is a one-to-one correspondence

{open Φ-stable subsets of X} ←→ {open subsets of Xφ}

given by V 7→ π(V ) and π−1(U)← [ U .

Proof: Because V is Φ-stable π−1(π(V )) = V . Therefore π(V ) is open in Xφ. Because
π is surjective π(π−1(U)) = U .

For a simpler notation we will now write Y instead of Xφ. We note that π∗OX is
a sheaf of difference rings on Y = Xφ (cf. the remark after 2.1.3). Therefore we can
define

OY = (π∗OX)φ,

or more explicitly OY (U) = OX(π−1(U))φ for U ⊂ Y open. If U ′ ⊂ U the re-
striction map OX(π−1(U))φ → OX(π−1(U ′))φ is induced from the restriction map
OX(π−1(U))→ OX(π−1(U ′)).

Lemma 2.4.2. (Y,OY ) is a locally ringed space.
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Proof: Clearly OY is a presheaf of rings. It is a sheaf because “being constant” is a local
property: If {Ui} is an open covering of an open set U and si ∈ OY (Ui) ⊂ OX(π−1(Ui))
such that they agree on the intersections then there exists an s ∈ OX(π−1(U)) such
that the restriction of s to Ui equals si. But also the restriction of φ(s) to Ui equals
φ(si) = si and so s = φ(s) is constant.

It remains to see that for y ∈ Y the ring OY,y is a local ring. Let x ∈ X with
π(x) = y and d ≥ 1 minimal with Φd(x) = x. An element of OY,y is an equivalence
class (U, f) where U is an open neighborhood of y in Y and f ∈ OX(π−1(U))φ. The
elements x,Φ(x), . . . ,Φd−1(x) all map to y under π and so are in π−1(U). We claim
that

my =
{

(U, f) ∈ OY,y; fΦi(x) ∈ mΦi(x) ⊂ OX,Φi(x) for i = 0, . . . , d− 1
}

is the unique maximal ideal of OY,y. Choose (U, f) ∈ OY,y r my and let

V = {x′ ∈ π−1(U); fx′ /∈ mx′ ⊂ OX,x′} ⊂ X.

For x′ ∈ V the map OX,Φ(x′) → OX,x′ is a morphism of local rings and maps fΦ(x′)

to φ(f)x′ = fx′ /∈ mx′ . Therefore fΦ(x′) /∈ mΦ(x′) and so Φ(x′) ∈ V . Consequently V
is Φ-stable. By Lemma 2.1.10 the set V is also open and f |V is invertible in OX(V ).
Because f |V is constant and the inverse of a constant is also constant we see that
f |V ∈ OX(V )φ = OX(π−1(π(V ))φ is invertible in OX(V )φ. By construction V is an
open Φ-stable neighborhood of x and so π(V ) is an open neighborhood of y. We have
(U, f) = (π(V ), f |V ) and so (U, f) is invertible in OY,y.

If we let π] : OY → π∗OX denote the inclusion map then one easily verifies that the
quotient map π : X → Xφ is actually a morphism in the category of φ-spaces. In fact
the reader fond of categorical statements can verify without difficulty that π : X → Xφ

is the coequalizer of (Φ, φ) : X → X and id : X → X. In other words Xφ is the
quotient of X by the action of Φ.

Next we want to see that X 7→ Xφ is indeed a functor. So let f : X → X ′ be a
morphism of φ-spaces. We will construct a morphism fφ : Xφ → X ′φ of locally ringed
spaces. As above we will write Y and Y ′ instead of Xφ and X ′φ. Because f maps
orbits to orbits we can define fφ on sets to be the unique mapping making

X
f //

π

��

X ′

π′

��
Y

fφ // Y ′

commutative. If U ′ ⊂ Y ′ is open then π−1((fφ)−1(U ′)) = f−1(π′−1(U ′)) is open in X.
Therefore fφ is continuous.

The difference morphism

f ](π′−1(U ′)) : OX′(π′−1(U ′)) −→ OX(f−1(π′−1(U ′))) = OX(π−1((fφ)−1(U ′)))

induces a morphism (fφ)](U ′) : OY ′(U ′)→ OY ((fφ)−1(U ′)) by restricting to constants.

49



It remains to see that (fφ)]y : OY ′,fφ(y) → OY,y is a local morphism for every y ∈ Y .
Let x ∈ X with π(x) = y. Because all the morphism aside from maybe (fφ)]y in the
commutative diagram

OX,x OX′,f(x)
f]xoo

OY,y

π]x

OO

OY ′,fφ(y)

π′]
π′(f(x))

OO

(fφ)]yoo

are local also (fφ)]y is local.
Obviously fφ : Xφ → X ′φ is the unique morphism making

X
f //

π
��

X ′

π′

��
Xφ

fφ // X ′φ

a commutative diagram in the category of φ-spaces.
We observe that if X is already constant then of course Xφ = X.

Lemma 2.4.3. If U is an open Φ-stable subset of a φ-space X (considered as a φ-space
with the structure induced from X) then Uφ ⊂ Xφ is an open inclusion of locally ringed
spaces.

Proof: Because U is Φ-stable Uφ = π(U) is open in X. The rest is obvious from the
definitions.

Theorem 2.4.4. Let R be a φ-ring. Then (φ-Spec(R))φ and Specφ(R) are isomorphic
as topological spaces.

Proof: The isomorphism

f : (φ-Spec(R))φ −→ Specφ(R)

is given by sending an orbit {q, φ−1(q), . . . , φ−(d−1)(q)} to p = q∩ · · · ∩φ−(d−1)(q). The
map f is clearly bijective because the inverse is given by sending a φ-prime ideal to the
set of its minimal prime ideals. We have a commutative diagram

φ-Spec(R)
π

wwoooooooooooo
g

&&NNNNNNNNNN

(φ-Spec(R))φ
f // Specφ(R)

where g maps q to q∩ · · · ∩φ−(d−1)(q). To see that f is a homeomorphism it suffices to
see that a subset V of Specφ(R) is closed if and only if g−1(V ) is closed in φ-Spec(R).
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But if V is closed in Specφ(R) then V = V(a) for some φ-ideal a. And for q ∈
φ-Spec(R) we see as in the proof of Lemma 1.4.4 that g(q) ∈ V if and only if a ⊂ q.
Therefore g−1(V ) = V(a) is closed in φ-Spec(R).

Conversely if g−1(V ) is closed in φ-Spec(R) then g−1(V ) = V(a) for some ideal a of
R. Because g−1(V ) is Φ-stable we can assume that a is a φ-ideal. Then V = g(V(a)) =
V(a) is closed in Specφ(R).

Proposition 2.4.5. Let R be a Noetherian, RAAD φ-ring such that the map

{φ-radical ideals of R} −→ {radical ideals of Rφ}, a 7→ aφ = a ∩Rφ

is bijective. Then (φ-Spec(R))φ is isomorphic to Spec(Rφ).

Proof: We write X for φ-Spec(R) and Y for Xφ = (φ-Spec(R))φ. We will identify Y
with Specφ(R) by virtue of Theorem 2.4.4. In particular π gets identified with g and if
a ⊂ R is a φ-ideal then π−1(V(a)) = V(a). (Caution! This only holds for φ-ideals and
not for arbitrary ideals).

The inclusion map Rφ → R is a morphism of difference rings giving rise to a
morphism of φ-spaces

X −→ φ-Spec(Rφ) = Spec(Rφ).

Applying the constant functor yields a morphism

f : Y → Spec(Rφ)

of locally ringed spaces. On points f is simply given by mapping a φ-prime ideal p of
R to pφ = p ∩Rφ. Thus it follows from Lemma 1.4.12 that f is a homeomorphism.

That f ] is also an isomorphism can be checked on the stalks. So let y ∈ Y be the
point corresponding to a φ-prime ideal p of R. We have to show that

f ]y : Rφ
pφ
→ OY,y

is an isomorphism. Explicitly the mapping f ]y can be described as follows: If r
s ∈ R

φ
pφ

set U = Y r V(s). Then because (s) ⊂ R is a φ-ideal π−1(U) = X r V(s) = D(s) ⊂ X.
Define F ∈ OY (U) = OX(π−1(U))φ by F (q′) = r

s ∈ Rq′ for q′ ∈ π−1(U) = D(s). Then

f ]y

(r
s

)
= (U,F ) ∈ OY,y.

First we will prove that f ]y is injective. Let r ∈ Rφ with f ]y( r1) = 0. This means
that there exists an open neighborhood U of y in Y such that r vanishes on π−1(U),
i.e Ann(r) * q′ for all q′ ∈ π−1(U). If

p = q ∩ · · · ∩ φ−(d−1)(q)

then q ∈ π−1(U) and Ann(r) * q. Therefore Ann(r) * p. Since r is constant Ann(r) is
a φ-ideal. We have φ-

√
Ann(r) * p and thus by Lemma 1.4.13 also (φ-

√
Ann(r))φ * pφ.
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This means that we can find an s ∈ (φ-
√

Ann(r))φrpφ. Thus there exist n,m such that
φn(s)m ∈ Ann(r). Because s is constant we actually have smr = 0 and so r

1 = 0 ∈ Rφ
pφ

.

It remains to prove that f ]y is surjective. So take (U,F ) ∈ OY,y. This means that
U is an open neighborhood of y in Y and F ∈ OX(π−1(U))φ. Set

a = {b ∈ R; ∃ a ∈ R : bF = a on π−1(U)}.

Because F is constant a is a difference ideal of R. If

p = q ∩ · · · ∩ φ−(d−1)(q)

then q ∈ π−1(U) and by Lemma 2.2.5 we have a * q. Thus a * p, and so also φ-√
a * p. Then by Lemma 1.4.13 we have (φ-

√
a)φ * pφ, which means that there exists

s ∈ Rφrpφ, r ∈ R and n,m such that φn(s)mF = r on π−1(U). Using that s is constant
and replacing sm with s we conclude that there exists s ∈ Rφr pφ and r ∈ R such that
sF = r on π−1(U). Because s and F are constant also r must be constant on π−1(U),
i.e. r − φ(r) vanishes on π−1(U). This means that π−1(U) ⊂ X r V(Ann(r − φ(r)).
So if b is the φ-radical ideal of R with π−1(U) = X r V(b) (see Lemma 2.1.9) then
V(Ann(r − φ(r))) ⊂ V(b). Using Proposition 1.4.8 we obtain

b =
⋂

q′∈V(b)

q′ ⊂
⋂

q′∈V(Ann(r−φ(r)))

q′ ⊂ φn-
√√

Ann(r − φ(r)). (2.2)

The last inclusion holds because by the RAAD condition
√

Ann(r − φ(r)) is a φn-
ideal (for some n) and therefore its φn-radical is the intersection of prime ideals in
φn-Spec(R) = φ-Spec(R).

As q ∈ π−1(U) = X − V(b) we have b * q and thus b * p. Using again Lemma
1.4.13 we obtain bφ * pφ. So we can find an s′ ∈ Rφ r pφ such that s′ ∈ b. By formula
(2.2) there exist k,m such that φnk(s′)m ∈ Ann(r − φ(r)). Because s′ is constant
we have s′m(r − φ(r)) = 0. Thus φ(s′mr) = s′mr ∈ Rφ. Set r′′ = s′mr ∈ Rφ and
s′′ = s′ms ∈ Rφ r pφ. We recall that on the open Φ-stable subset π−1(U) ∩D(s) the
function F is given by the fraction r

s . Obviously r′′

s′′ and r
s agree on D(s′′) and so

f ]y

(
r′′

s′′

)
= (U,F ).

2.5 Split φ-spaces

Definition 2.5.1. Let L be a φ-pfield, C = Lφ and X a φ-space over L. We say that
X is split (over L) if there exists a scheme Y of finite type over C such that X is
isomorphic to L×C Y as φ-space over L.

Philosophically the following theorem is like a Galois descent result.
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Theorem 2.5.2. Let L be a φ-pfield, C = Lφ and Y a scheme of finite type over C.
Then

(L×C Y )φ ' Y.

Proof: Applying the constant functor to the projection L×C Y → Y gives a morphism

f : (L×C Y )φ → Y φ = Y

of locally ringed spaces. We will show that it is an isomorphism.
We first assume that Y is affine, i.e. Y = Spec(D) for some finitely generated

C-algebra D. Then L×C Y = φ-Spec(L⊗C D) by Corollary 2.1.12.
We know from Lemma 2.2.3 that R = L⊗C D is Noetherian and RAAD. It follows

from Proposition 1.4.15 that R satisfies all assumptions of Proposition 2.4.5. Bearing
in mind that (L⊗C D)φ = D by Lemma 1.4.14 we realize that indeed the claim follows
from Proposition 2.4.5.

Now we treat the general case. It is enough to show that f is locally an isomorphism.
So let y ∈ Y and U = Spec(D) an open affine neighborhood of y. If pY : L×C Y → Y
denotes the projection then p−1

Y (U) = L×C U and we have a commutative diagram

L×C Y
pY // Y

L×C U
?�

OO

pU // U
?�

OO

From Lemma 2.4.3 wee see that (L ×C U)φ is an open subspace of (L ×C Y )φ and so
an application of the constant functor yields

(L×C Y )φ
f // Y

(L×C U)φ
?�

OO

pφU // U
?�

OO

From the affine case - treated above - we know that pφU is an isomorphism. So we can
conclude that also f is an isomorphism.

It follows from Theorem 2.5.2 that if X is split then Xφ is a scheme of finite type
over C and X ' L ×C Xφ where the isomorphism is induced from the structure map
X → φ-Spec(L) and the projection π : X → Xφ.

Corollary 2.5.3. Let L be a φ-pfield with C = Lφ and X,X ′ split φ-spaces over L.
Then

HomL(X,X ′) ' HomC(Xφ, X ′φ).
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Proof: The constant functor yields a mapping

α : HomL(X,X ′)→ HomC(Xφ, X ′φ).

As X = L ×C Xφ and the quotient map π : X → Xφ agrees with the projection we
have for any morphism f : X → X ′ over L a commutative diagram

L×C Xφ
f //

��

L×C X ′φ

��
Xφ

fφ // X ′φ

This shows that “base extension to L” gives the inverse of α.

Lemma 2.5.4. Let L be a φ-pfield, C = Lφ and X a split φ-space over L. Then every
open Φ-stable subset of X is split.

Proof: Let X = L ×C Y where Y is a scheme of finite type over C. Because π :
L ×C Y → (L ×C Y )φ = Y agrees with the projection onto the second factor we see
that every open Φ-stable subset of X is of the form π−1(U) = L ×C U for some open
subscheme U of Y .

The following proposition asserts that “being split” is a local property.

Proposition 2.5.5. Let L be a φ-pfield, C = Lφ, X a φ-space over L and {Ui} a
finite covering of X with open Φ-stable subsets. Then X is split if and only if every Ui
is split.

Proof: By Lemma 2.5.4 we only have to prove that X is split. As {Ui} is an open
Φ-stable covering of X we see by Lemma 2.4.3 that {Uφi } is an open covering of Xφ.
Because Ui is split if follows from Theorem 2.5.2 that Uφi is a scheme of finite type over
C. Therefore Xφ is a scheme of finite type over C. The structure map X → φ-Spec(L)
and the projection π : X → Xφ induce a morphism f : X → L×C Xφ. By assumption
f is an isomorphism when restricted to Ui, consequently f is an isomorphism.

Lemma 2.5.6. Let L be a φ-pfield and R an L-φ-algebra such that X = φ-Spec(R) is
split over L. If a is a φ-ideal of R and

φ-Spec(R/a) = Z ↪→ X

is the closed φ-subspace of X induced by a then Z is split and Zφ → Xφ is a closed
subscheme of Xφ.

Proof: Let z ∈ Z ⊂ X and U = Spec(D) an open affine neighborhood of πX(z) ∈ Xφ.
Then φ-Spec(L ⊗C D) = L ×C U = π−1

X (U) ⊂ X is an open Φ-stable neighborhood of
z in X. By Lemma 2.2.3 the φ-ring L⊗C D is Noetherian and RAAD. Thus it follows
from Lemma 2.3.2 that the closed φ-subspace Z ∩ (L×C U) ↪→ L×C U is induced from
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a φ-ideal b of L ⊗C D. By Proposition 1.4.15 every φ-ideal of L ⊗C D is of the form
L⊗C d for some ideal d of D. Hence if b = L⊗C d then

Z ∩ (L×C U) ' φ-Spec(L⊗C D/L⊗C d) = φ-Spec(L⊗C (D/d)) = L×C Spec(D/d)

which shows that Z ∩ (L ×C U) is an open Φ-stable split neighborhood of z in Z.
Because Xφ is covered by a finite number of such U ’s it follows from Proposition 2.5.5
that Z is split. Furthermore an application of the constant functor to the commutative
diagram

Z ∩ (L×C U) � � //

'
��

L×C U

'
��

L×C Spec(D/d) // L×C Spec(D)

yields
Zφ // Xφ

(Z ∩ (L×C U))φ
?�

OO

//

'
��

U
?�

OO

'
��

Spec(D/d) // Spec(D)

Thus Zφ → Xφ is a closed immersion.

Proposition 2.5.7. Let L be a φ-pfield, C = Lφ and R an L-φ-algebra such that
X = φ-Spec(R) is split (over L). Then there is a one-to-one correspondence between
the φ-ideals a of R such that the natural map R/a → R̂/a is injective and the closed
subschemes of Xφ. In more detail: If a is a φ-ideal of R and

φ-Spec(R/a) = Z ↪→ X

is the closed φ-subspace of X induced by a then Zφ ↪→ Xφ is a closed subscheme of Xφ.
Conversely if Y ↪→ Xφ is a closed subscheme then L ×C Y ↪→ L ×C Xφ = X

is a closed φ-subspace which is induced from a φ-ideal of R. In fact it is induced by
a = ker(R→ OL×CY (L×C Y )) and R/a→ R̂/a is injective.

Proof: For given a the map φ-Spec(R/a)φ ↪→ Xφ defines a closed subscheme by Lemma
2.5.6.

For a given subscheme Y of Xφ one immediately sees that L×C Y ↪→ L×C Xφ is
a closed immersion by considering an open affine subset of Xφ. Because Xφ is of finite
type over C also Y is of finite type over C. If {Ui = Spec(Di)} is a finite open affine
covering of Y then L ×C Ui = φ-Spec(L ⊗C Di) is a finite open Φ-stable covering of
L ×C Y . As the rings L ⊗C Di are Noetherian and RAAD (Lemma 2.2.3) it follows
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from Proposition 2.3.5 that L ×C Y ↪→ L ×C Xφ = X is induced by a = ker(R →
OL×CY (L×C Y )). Because

R

~~}}
}}

}}
}}

&&MMMMMMMMMMMM

R̂/a
' // OL×CY (L×C Y )

is commutative it is clear that R/a→ R̂/a is injective.
Now we will show that these two constructions are inverse to each other. We start

with a φ-ideal a of R such that R/a → R̂/a is injective. From Lemma 2.5.6 we know
that Z = φ-Spec(R/a) = L ×C Zφ is split. We need to show that a is the kernel of
R → OL×CZφ(L ×C Zφ). But this follows from the assumption that R/a → R̂/a is
injective and the commutative diagram

R

~~}}
}}

}}
}}

''NNNNNNNNNNNN

R̂/a
' // OL×CZφ(L×C Zφ)

If we start with a closed subscheme Y of Xφ and a ⊂ R is such that L ×C Y ↪→ X is
induced by a then of course Y and φ-Spec(R/a)φ define the same subscheme of Xφ.
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Chapter 3

φ-Galois theory

This chapter contains the main results of the present work. We address the question
“When does an extension of φ-pfields admit a reasonable Galois theory with algebraic
groups as Galois groups?”. Our answer is a certain φ-normality property analogous to
normality in the classical Galois theory (and strong normality in the differential Galois
theory). And under this assumption we will develop our difference Galois theory. In
particular we will establish the Galois correspondence between intermediate φ-pfields
and closed subgroup schemes of the Galois group.

3.1 The general theory and the φ-Galois groupoid

Before dealing with φ-normality we first collect in this section some results on a very
general kind of Galois correspondence. The impatient reader might well skip this
section upon first reading as it is not strictly necessary for the understanding of the
later sections.

The correspondence we have in mind is essentially a difference version of the Sweedler
correspondence ([38]). The setting is very general: If L|K is an extension of φ-pfields
then there is a one-to-one correspondence between the intermediate φ-pfields of L|K
and certain φ-ideals of L ⊗K L. We note that one may well take φ = id and so as
a special case one obtains some kind of Galois correspondence for an arbitrary field
extension. In fact the same thing even works for skew fields.

One might get the impression that this Sweedler correspondence is too general to
be really useful but in fact we shall use it in the later sections to establish our Galois
correspondence. (This tactic has also been used in [39], [2] and [26]). Moreover it gives
a further explanation why L⊗K L is such an important thing. The key observation of
M. Sweedler was that the crucial group-like structure of L ⊗K L can be encapsulated
by saying that L ⊗K L is a coring and that precisely the coideals of L ⊗K L appear
in the correspondence. In his article [38] M. Sweedler never mentions groupoids but
corings relate to groupoids in much the same way as coalgebras relate to (algebraic)
groups. As it seems more intuitive and closer to the classical Galois correspondence we
choose to present the theory in the language of groupoids rather than in the language
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of corings. (Also groupoids are very fashionable in difference and differential Galois
theory these days.) We therefore start by recalling some basic notions from the theory
of groupoids.

A groupoid is a small category in which every morphism is invertible. A basic
example (however quite irrelevant to us) is the groupoid of homotopy classes of paths
in a topological space. A subgroupoid of a groupoid is a subcategory with the same set
of objects that is also a groupoid. The set of objects of a groupoid G is usually called
the base of G and denoted with S. The morphism of G are usually called arrows. A
morphism of groupoids is simply a functor.

In the following let C be a category. We assume that C has a terminal object {∗}
and that all the required fibred products exist. If X and T are objects of C we write
X(T ) = HomC(T,X) for the T -valued points of X. A groupoid in C (cf. [16, p. 212-
08]) consists of two objects G and S of C together with, for every object T of C, the
structure of a groupoid with arrows G(T ) and basis S(T ) which is functorial in T .

Since the appropriate fibre products exist by Yoneda’s Lemma to specify a groupoid
in C is equivalent to specifying morphism

s : G→ S the source
t : G→ S the target

◦ : G ×
tSs

G→ G the multiplication

ε : S → G the identity
“− 1” : G→ G the inverse

satisfying some obvious commutative diagrams. 1

Example 3.1.1 (The trivial groupoid). If Z is an object of C then the trivial groupoid
on Z is the groupoid of arrows in Z. To be precise G = Z×Z has a groupoid structure
with base S = Z given by

s : Z × Z → Z the projection onto the first factor,

t : Z × Z → Z the projection onto the second factor,

◦ : (Z × Z) ×
tZs

(Z × Z) s×t−−→ Z × Z the natural map

ε : Z id · id−−−→ Z × Z the diagonal

“− 1” : Z × Z t·s−→ Z × Z the twist.

We note that in the category of sets the subgroupoids of Z × Z are simply the
equivalence relations on Z.

1According to A. Grothendieck [16, p. 212-06.] “La traduction de cet axiome par la commutativité
de certains diagrammes dans C est facile, mais fastidieuse, et en fait, parfaitement inutile dans tous le
cas à ma connaissance.”
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Example 3.1.2 (Action Groupoid). Let G be a group object in C with multiplication
m : G × G → G, identity 1 : {∗} → G and inverse (−1) : G → G acting (from the right)
on an object Z via

ρ : Z × G → Z

then G = Z × G has a natural groupoid structure with base S = Z given by

s : Z × G → Z the projection onto the first factor,

t : Z × G ρ−→ Z the group action,

◦ : (Z × G) ×
tZs

(Z × G)
(sp1)·m(pGp1×pGp2))−−−−−−−−−−−−−→ Z × G or more intuitively

((z, g), (z′, g′)) 7→ (z, gg′) if zg = z′

ε : Z = Z × {∗} id×1−−−→ Z × G

“− 1” : Z ×G t·(−1)pG−−−−−→ Z ×G or more intuitively

(z, g) 7→ (zg, g−1).

One calls G the action groupoid associated to ρ. By Yoneda’s Lemma it suffices
to give the prove in the case where C is the category of sets, and there it is a straight
forward verification.

Example 3.1.3. The morphism

f : Z × G pZ ·ρ−−−→ Z × Z, (z, g) 7→ (z, zg)

is a morphism of groupoids. In case it is an isomorphism one calls Z a G-torsor.

Let π : Z → S be a morphism in C. An action (from the right) of a groupoid object
G on Z is given by a morphism

ρ : Z ×
πSs

G→ Z

such that πρ = tpG and the following diagrams are commutative:

Z = Z ×
S
S

id
$$I

IIIIIIII

id×ε // Z ×
πSs

G

ρ
||yy

yy
yy

yy
y

Z

“identity”

Z ×
πSs

G ×
tSs

G id×◦ //

ρ×id

��

Z ×
πSs

G

ρ

��
Z ×

πSs
G ρ // Z

“associativity”

The idea is that G operates between the fibres of π.
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Example 3.1.4. The groupoid G = Z × Z naturally acts on Z by

ρ : Z ×
πZs

G
tpG−−→ Z

or more intuitively (z, (z, z′)) 7→ z′. Here π : Z → Z is taken to be the identity. The
idea is simply that the arrow (z, z′) maps its source to the target.

Example 3.1.5. The action groupoid G = Z × G naturally operates on Z by

Z ×
πZs

(Z × G) −→ Z, (z, (z, g)) 7→ zg

Again π : Z → Z is taken to be the identity. If Z is a G-torsor then the actions in
Examples 3.1.4 and 3.1.5 agree.

From now on we fix a φ-pfield K. To study arbitrary φ-pfield extensions of K from
the Galois theoretic point of view we will work with schemes with endomorphism rather
than with difference schemes.

By a scheme with endomorphism (X,Φ) we of course mean a scheme X together
with a morphism Φ : X → X of schemes. A morphism in this category is a morphism
f : X → X ′ of schemes such that fΦ = Φ′f . Obviously Spec(−) induces a fully faithful
functor from the category of φ-rings to the category of schemes with endomorphism. It
is also clear that fibred products exist in the category of schemes with endomorphism.

From now on till the end of this section we will work in the category C of schemes
with endomorphism over K. (I.e the objects are schemes with endomorphism together
with a morphism to Spec(K) in the category of schemes with endomorphism.) Then
Spec(K) is the terminal object in C.

By a closed immersion (in C) one means a morphism in C such that the induced
morphism of schemes is a closed immersion. As usual a closed subscheme with endomor-
phism is an equivalence class of closed immersions. If R is a K-φ-algebra then clearly
the closed subschemes with endomorphism of Spec(R) are in one-to-one correspondence
with the φ-ideals of R.

Suppose that G is a groupoid in C. By a closed subgroupoid with endomorphism
H of G we mean a closed subscheme with endomorphism H of G such that H(T ) is a
subgroupoid of G(T ) for every object T of C.

Let G be a groupoid in C with basis S. Assume that G and S are affine, i.e.
G = Spec(R) and S = Spec(L) where R and L are K-φ-algebras. Then by dualizing
one can express the axioms that turn G into a groupoid purely algebraically in terms
of R and L (cf. [11, Section 1.14, p. 116]).

If one dualizes the concept of (affine) algebraic groups then one arrives at Hopf-
algebras and only keeping the “co”-structure leads to coalgebras. The similar process
in our setting leads to the notion of φ-coring.

Definition 3.1.6. Let L be φ-ring. A coalgebra in the monoidal category of L-φ-
bimodules is called a φ-coring (over L).
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Explicitly a φ-coring R over L is an L-φ-bimodule together with L-φ-bimodule
morphism 4 : R→ R⊗L R and ε : R→ L such that the diagrams

R
4 //

4
��

R⊗L R
id⊗4
��

R⊗L R
4⊗id // R⊗L R⊗L R

“coassociativity”

and

R
4 //

4
��

id
LLLLL

&&LLLLL

R⊗L R

id ·ε
��

R⊗L R
ε·id // R

“coidentity”

are satisfied. We stress the point that the definition of R⊗LR uses the right L-module
structure on the left factor and the left L-module structure on the right factor. Whereas
the L-bimodule structure on R⊗LR uses the left L-module structure on the left factor
and the right L-module structure on the right factor.

A coring is simply a φ-coring with φ = id. Corings were introduced by M. Sweedler
in [38] but by now they have already acquired a quite rich theory of their own (See [9]).

One also has the obvious notion of φ-coideal of a φ-coring: This is an L-φ-subbimodule
a of R such that ε(a) = 0 and 4(a) ⊂ a⊗R+R⊗ a. Then R/a is naturally a φ-coring
over L.

Example 3.1.7. Let L be a φ-pfield extension of K. By Example 3.1.1 Spec(L⊗K L)
is naturally a groupoid in C. Thus L⊗K L is naturally a φ-coring over L. The structure
maps are given by

4 : L⊗K L→ (L⊗K L)⊗L (L⊗K L), a⊗ b 7→ (a⊗ 1)⊗L (1⊗ b)

and
ε : L⊗K L→ L, a⊗ b 7→ ab.

If G is a groupoid (in the category of sets) acting on π : Z → S then one says that
a function f on Z is invariant under the action of G if f(z) = f(zg) for all z ∈ Z and
g ∈ G with π(z) = s(g). With a little care one can generalize this notion to C:

Let G be a groupoid in C acting on π : Z → S, f ∈ OZ(Z), T a scheme with
endomorphism over K and g ∈ G(T ). For a morphism T ′ → T in C we denote with
gT ′ ∈ G(T ′) the composite T ′ → T

g−→ G. For z ∈ Z(T ′) with π(z) = s(gT ′) we have
two elements z and zgT ′ of Z(T ′) = HomC(T ′, Z).

We say that f is invariant under g if the two images of f in OT ′(T ′) under the
dual maps of z and zgT ′ coincide for every z ∈ Z(T ′) with π(z) = s(gT ′) and every
morphism T ′ → T in C. If N is a subset of OZ(Z) we define

GN (T ) = {g ∈ G(T ); every f in N is invariant under g}.
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One easily checks that GN (T ) is a subgroupoid of G(T ) and so GN is a groupoid
subfunctor of G. We define the ring of invariants under G by

OZ(Z)G = {f ∈ OZ(Z); f is invariant under g for every g ∈ G(T ) and T ∈ C}.

Definition 3.1.8. Let L|K be an arbitrary extension of φ-pfields. We set Z = Spec(L).
By examples 3.1.1 and 3.1.4

G̃(L|K) = Z × Z = Spec(L⊗K L)

is naturally a groupoid in C that acts on Z. We call it the Galois groupoid with
endomorphism of L|K.

We note that if Z is a set then the subgroupoids of Z × Z are in one-to-one cor-
respondence with the equivalence relations on Z. Thus, even though Spec(L) might
topologically just be a point, we can think of the subgroupoids of G̃ (in C) as equiv-
alence relations on Spec(L) which are compatible with the difference structure and
defined over K.

Lemma 3.1.9. Let L|K be an extension of φ-pfields, G̃ = G̃(L|K) the Galois groupoid
with endomorphism acting on Z = Spec(L), f ∈ L, T a scheme with endomorphism
over K and g ∈ G̃(T ). Then f is invariant under g if and only if the images of f ⊗ 1
and 1⊗ f under Γ(g) : L⊗K L→ OT (T ) agree.

Proof: Assume f is invariant under G. Take T ′ = T and T ′ → T to be the identity.
Let z ∈ Z(T ) be defined as z : T

g−→ G̃
s−→ Z. Then π(z) = z = s(g) and by definition

zg ∈ Z(T ) equals T
g−→ G̃

t−→ Z. To say that the images of f and under the duals of z
and zg agree means that f ⊗ 1 and 1⊗ f have the same image under the dual of g.

To prove the converse let T ′ → T be a morphism in C and z ∈ Z(T ′) such that
π(z) = z = s(gT ′). Then zgT ′ : T ′ → T

g−→ G̃
t−→ Z and z = s(gT ′) : T ′ → T

g−→ G̃
s−→ Z.

Therefore the images of f under the duals of z and zgT ′ must coincide if Γ(g)(f ⊗ 1) =
Γ(g)(1⊗ f).

Lemma 3.1.10. Let L|K be an extension of φ-pfields, G̃ = G̃(L|K) the Galois goupoid
with endomorphism and K ⊂ N ⊂ L an intermediate φ-pfield. Then G̃N is a closed
subgroupoid with endomorphism of G̃ naturally identified with G̃(L|N).

Proof: Let a denote the φ-ideal of L ⊗K L generated by a ⊗ 1 − 1 ⊗ a for a ∈ N .
We easily see that a is the kernel of the canonical map L ⊗K L → L ⊗N L because
there is a well defined map L⊗N L→ (L⊗K L)/a. Let H̃ denote the subscheme with
endomorphism defined by a. By Lemma 3.1.9 we know that g ∈ G̃(T ) lies in G̃N (T ) if
and only if g : T → G̃ factors through H̃ ↪→ G̃. This means that G̃N is identified with
H̃ = Spec((L⊗K L)/a) = Spec(L⊗N L) = G̃(L|N).

Lemma 3.1.11. Let L|K be an extension of φ-pfields, G̃ = G̃(L|K) the Galois goupoid
with endomorphism and H̃ a closed subgroupoid with endomorphism of G̃. Then H̃ is
defined by a φ-coideal a of L⊗K L and a ∈ L is invariant under H̃ with respect to the
induced action of H̃ on Z = Spec(L) if and only if a⊗ 1− 1⊗ a ∈ a. Moreover LH̃ is
an intermediate φ-pfield of L|K.
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Proof: As H̃ is a closed subscheme with endomorphism of G̃ = Spec(L ⊗K L) it is
defined by a φ-ideal a of L ⊗K L. Because H̃ is a subgroupoid a must be a φ-coideal.
(In fact a has further structural properties. For example since H̃ is stable under inverses
it follows that a is stable under the twist. We shall not need this further properties.)

Assume that a ∈ L is invariant under H̃. In the definition of invariance take
T = T ′ = H̃, T ′ → T as the identity, g = id ∈ H̃(T ′) and z ∈ Z(T ′) as the source
map of H̃. Then π(z) = z = s(gT ′) and zgT ′ : H̃ → Z agrees with the target map.
Therefore the images of a under the dual maps of the source and target maps from H̃
to Z must agree. This means that a⊗ 1− 1⊗ a lies in a.

For the converse assume that a ⊗ 1 − 1 ⊗ a lies in a. Let g ∈ H̃(T ), T ′ → T a
morphism C and z ∈ Z(T ′) with π(z) = s(gT ′). As z = π(z) = s(gT ′) we see that z is
given as

T ′ → T
g−→ H̃

s−→ Z

and zgT ′ is given as
T ′ → T

g−→ H̃
t−→ Z.

Because a⊗ 1− 1⊗ a ∈ a already the images of a under the duals of source and target
coincide.

It is obvious that the invariants LH̃ contain K and are stable under φ. Also if a ∈ L
is a non zero divisor that is invariant under H̃ then also a−1 is invariant under H̃. It
therefore follows from Lemma 1.3.4 that LH̃ is a φ-pfield.

Lemma 3.1.12. Let L|K be an extension of φ-pfields and G̃ = G̃(L|K) the Galois
groupoid with endomorphism of L over K. Then LG̃ = K.

Proof: Clearly K ⊂ LG̃. Assume that a ∈ L is invariant under G̃. Taking T = G̃ and
g = id ∈ G̃(T ) in Lemma 3.1.9 we see that a ⊗ 1 = 1 ⊗ a ∈ L ⊗K L. Because K is a
direct product of fields this implies a ∈ K.

The following lemma is the key to the general correspondence. It corresponds to
[38, Fundamental Lemma 2.2, p. 397]. For us the proof is complicated by the fact that
we have to work with φ-pfields and not just fields. In [2, Proposition 3.10, p. 755] K.
Amano and A. Masuoka proved the corresponding statement for artinian simple module
algebras using a beautiful categorical argument. Unfortunately if one specializes their
setup to the difference case one finds that their results only apply to inversive φ-pfields
so we can not directly cite their result. However, the proof presented here follows very
closely the lines of [2], see also [3].

Lemma 3.1.13. Let L be a φ-pfield and R a φ-coring over L that is generated as
L-bimodule by a constant group-like element g, i.e. g ∈ R satisfies R = LgL, φ(g) =
g, 4(g) = g ⊗ g and ε(g) = 1. Set M = {a ∈ L; ag = ga}. Then M is a φ-pfield and
the canonical map

α : L⊗M L→ R, a⊗ b 7→ agb

is an isomorphism of φ-corings.
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Proof: One immediately sees that M is a total φ-subring of L. Therefore M is a φ-
pfield by Lemma 1.3.4. We also note that R is naturally a M -φ-module, i.e. the left
and right M -module structures agree. The only difficulty is to show that α is injective.

As a first step we will show that we can assume without loss of generality that M is
a field. Let M = e1M ⊕ · · · ⊕ etM . Clearly it suffices to show that ei(L⊗M L)→ eiR
is injective. We see that eiM ⊂ eiL is an inclusion of φt-pfields and eiM is a field.
Also eiR is a φt-coring over eiL and eig ∈ eiR satisfies the same properties as stated
in the lemma but with respect to φt. Because ei(L ⊗M L) → eiR gets identified with
the canonical map eiL⊗eiM eiL we can indeed assume that M is a field.

Now consider R only as coring over L. For the moment we do not take into account
the difference structure on L or R. We will work in the category A of R-comodules. A
R-comodule V is a right L-module with a right L-linear structure map ρ : V → V ⊗LR
such that (id⊗4) ◦ ρ = (ρ⊗ id) ◦ ρ and (id⊗ε) ◦ ρ = id.

We consider L as R-comodule via the structure map

L→ L⊗L R, a 7→ 1⊗L ga.

A right L-linear map f : L→ L is of course given by multiplication with a = f(1) ∈ L
and one sees that f is a morphism in A if and only if ag = ga, which by definition is
only possible if a ∈M . Thus EndA(L) can be identified with M .

We claim that L is simple as R-comodule. Every R-subcomodule is of the form eL
for some idempotent element e of L and one sees that for an arbitrary idempotent e
the right L module eL is a R-subcomodule if and only if there exist r ∈ R such that

ge = er.

Therefore φi(e)L is a R-subcomodule for every i ≥ 1. We may choose a simple R-
subcomodule eL of L. If φ(e)L had a non-trivial R-subcomodule e′L then φt−1(e′)L ⊂
φt(e)L = eL would be a non-trivial R-subcomodule of L. Therefore also φ(e)L is simple
and it follows that L is semisimple, i.e. the finite direct sum of simple R-comodules.
But because the endomorphism ring of L equals M which is a field we can conclude
that L is simple as R-comodule.

An element a of L defines an element ã of HomA(L,R) by sending b ∈ L to agb ∈ R.
Let a1, . . . , an ∈ L be M -linearly independent elements. We claim that the sum

Im(ã1) + · · · + Im(ãn) in M is direct. We proceed by induction on n, the case n = 1
being trivial. So we assume that Im(ã1) + · · · + Im(ãn−1) is a direct sum. Because
Im(ãn) ' L is simple the intersection of Im(ãn) with Im(ã1) + · · · + Im(ãn−1) is zero
or Im(ãn). If it is zero we are done. So we assume for a contradiction that Im(ãn) ⊂
Im(ã1)+· · ·+Im(ãn−1). For i = 1, . . . , n−1 let bi ∈M denote the element corresponding
to the A-morphism

L ' Im(ãn) ↪→ Im(ã1)⊕ · · · ⊕ Im(ãn−1)→ Im(ãi) ' L.

Here the second map is simply the projection. We note that HomA(L,R) is naturally
a right module over EndA(L) = M . In HomA(L,R) we have by construction ãn =
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ã1b1 + · · · + ãn−1bn−1. Evaluating this identity at 1 ∈ L yields ang = a1gb1 + · · · +
an−1gbn−1 ∈ R. Then applying ε : R→ L shows that an = a1b1 + · · ·+ an−1bn−1 ∈ L.
This contradicts the M -linear independence of the ai’s.

We recall that we have to show that α : L ⊗M L → R is injective. If a1 ⊗ b1 +
· · · + an ⊗ bn lies in the kernel of α then we can assume that the ai’s are M -linearly
independent. But then the fact that Im(ã1) + · · ·+ Im(ãn) is direct in R implies that
the bi’s must all be zero.

Corollary 3.1.14. Let L|K be an extension of φ-pfields and a ⊂ L⊗K L a φ-coideal.
Then as an ideal a is generated by the elements of the form a ⊗ 1 − 1 ⊗ a with a ∈ L
and a⊗ 1− 1⊗ a ∈ a.

Proof: Consider the φ-coring R = (L⊗KL)/a over L. Then R satisfies the assumptions
of Lemma 3.1.13 with g = 1⊗ 1. Set M = {a ∈ L; a⊗1−1⊗a ∈ a} and let a′ ⊂ L⊗KL
denote the ideal generated by the elements of the form a⊗ 1− 1⊗a with a ∈M . Then
(L⊗K L)/a′ ' L⊗M L. On the other hand we have a commutative diagram

L⊗K L

yyrrrrrrrrrr
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L⊗M L // (L⊗K L)/a

where the horizontal arrow is an isomorphism by Lemma 3.1.13. Consequently a =
a′.

We note that it follows from the above corollary that every φ-coideal of L⊗K L is
also stable under the twist L⊗K L→ L⊗K L, a⊗ b 7→ b⊗ a.

Corollary 3.1.15. Let L|K be an extension of φ-pfields and G̃ = G̃(L|K) the Galois
groupoid with endomorphism of L over K. If H̃ is a closed subgroupoid with endomor-
phism not equal to G̃ then LH̃ is strictly larger than K.

Proof: This is obvious from Lemma 3.1.11 and Corollary 3.1.14.

Theorem 3.1.16 (The general Galois correspondence). Let L|K be an extension of
φ-pfields and G̃ = G̃(L|K) the Galois groupoid with endomorphism of L|K. Then there
is an inclusion reversing one-to-one correspondence between the set of intermediate φ-
pfields of L|K and the set of closed subgroupoids with endomorphism of G̃ given by
N 7→ G̃(L|N) and H̃ 7→ LH̃ .

Proof: We know from Lemma 3.1.10 that G̃(L|N) is a closed subgroupoid with endo-
morphism of G̃ and from Lemma 3.1.11 that LH̃ is an intermediate φ-pfield. We have
LG̃(L|N) = N by Lemma 3.1.12.

If H̃ is a closed subgroupoid with endomorphism of G̃ then obviously H̃ is also
a closed subgroupoid with endomorphism of G̃(L|LH̃). By Lemma 3.1.12 we have
LG̃(L|LH̃) = LH̃ . Thus it follows from Corollary 3.1.15 that H̃ = G̃(L|LH̃).
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We conclude this section with an alternative formulation of Theorem 3.1.16.

Theorem 3.1.17 (Sweedler Correspondence). Let L|K be an extension of φ-pfields.
Then there is a one-to-one correspondence between the intermediate φ-pfields of L|K
and the φ-coideals of L⊗K L given as follows:

If N is an intermediate φ-pfield of L|K then the ideal a of L⊗K L generated by the
elements of the form a ⊗ 1 − 1 ⊗ a with a ∈ N is a φ-coideal of L ⊗K L. Conversely
if a is a φ-coideal of L⊗K L then N = {a ∈ L; a⊗ 1− 1⊗ a ∈ a} is an intermediate
φ-pfield of L|K.

Proof: This is clear from Corollary 3.1.14 and the fact that a ⊗ 1 = 1 ⊗ a ∈ L ⊗N L
implies a ∈ N because N is direct product of fields.

We remark that our version of the Sweedler correspondence is more extensive then
the one given in [2, Proposition 3.10 (ii), p. 755]. If L|K is an extension of inversive
φ-pfields then the correspondence in [2] is between inversive intermediate φ-pfields and
reflexive φ-coideals whereas our correspondence is between all intermediate φ-pfields
and all φ-coideals. An extension of inversive φ-pfields may well have intermediate
φ-pfields that are not inversive.

3.2 The Galois group

This section explains what the Galois group is meant to be. The existence of the Galois
group (as group scheme) will be established in a later section.

One of the crucial problems in developing a Galois theory for difference or differ-
ential extensions L|K is to make clear sense of the somewhat vague statement that
“The Galois group is an algebraic group”. After all it seems that it was precisely this
issue which led E. Kolchin to the introduction of his axiomatic algebraic groups. In
the contemporary literature one will sometimes find a statement like “There exists an
algebraic group G over the constants C such that Aut(L|K) ' G(C)”. Although logi-
cally correct this statement is deficient as it fails to uniquely determine the algebraic
group G (even if G is reduced and the constants are algebraically closed. This is simply
because there might well be an automorphism of abstract groups G(C) ' G(C) which
is not induced from an automorphism of algebraic groups. Take for example Ga(C)
with the complex conjugation.)

Now the language of functors provides a very convenient and clear way to formulate
the solution of such a “moduli problem”. We simply have to define an appropriate
automorphism functor of L|K and then show that it is representable by an algebraic
group.

Definition 3.2.1. Let L|K be an extension of φ-pfields such that Kφ = Lφ. We define
the Galois group (functor) Gal(L|K) of L over K as the (contravariant) functor from
the category of schemes of finite type over C = Kφ = Lφ to the category of groups given
by

Gal(L|K)(Y ) = Aut(L×C Y |K ×C Y ).
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In more detail: If Y is a scheme of finite type over C then an element σ of
Gal(L|K)(Y ) is an invertible morphism σ : L ×C Y → L ×C Y in the category of
φ-spaces such that

L×C Y
σ //

&&MMMMMMMMMM L×C Y

xxqqqqqqqqqq

K ×C Y

commutes. We recall that L×CY is short hand for φ-Spec(L)×φ-Spec(C)Y and this prod-
uct exists in the category of φ-spaces (Proposition 2.1.14). On morphisms Gal(L|K) is
given by “base extension”.

We note that Gal(L|K)(C) = Aut(φ-Spec(L)|φ-Spec(K)) can be identified with the
difference automorphisms of L over K.

A central topic of this work is to find natural conditions on L|K which imply that
Gal(L|K) is representable. So the question is, does there exists a scheme G of finite
type over C and a functorial isomorphism

Gal(L|K) ' HomC(−,G).

By the Yoneda Lemma such a G is uniquely determined (up to unique isomorphisms)
and is naturally equipped with the structure of a group scheme over C.

The following proposition reflects the equivalence of the two definitions of a fine
moduli space given in [34, Chapter 1, Paragraph 2, p. 22].

Proposition 3.2.2. Let L|K be an extension of φ-pfields such that Lφ = Kφ(= C).
Then the following are equivalent:

(1) The functor Gal(L|K) is representable.

(2) There exists a group scheme G of finite type over C together with a group action

ρ : Z ×C G → Z

of G on Z = φ-Spec(L) over K with the following property: For every scheme Y
of finite type over C and every isomorphism σ : Z ×C Y → Z ×C Y over K ×C Y
there exists a unique morphism f : Y → G of schemes over C such that σ is the
pullback of Z ×C G

ρ·pG−−→ Z ×C G along f .

Proof: We first show that (1) implies (2). Let G be scheme of finite type over C which
represents Gal(L|K), i.e. there exists an isomorphism

Aut(L×C Y |K ×C Y ) ' HomC(Y,G) (3.1)

functorial in Y . Taking Y = G and the identity on G on the right hand side we obtain on
the left hand side the so called “universal family” ρ′ ∈ Aut(L×CG|K×CG). Composing
ρ′ : L ×C G → L ×C G with the projection pZ : Z ×C G → Z we obtain a morphism
ρ : Z ×C G → Z over K.
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We have to show that ρ defines a group action. We note that by the Yoneda
Lemma G already comes equipped with the structure of a group scheme over C. The
unitality respectively associativity of the action follows by applying the functoriality of
(3.1) to the unit Spec(C) → G respectively the composition G ×C G → G and chasing
id ∈ HomC(G,G) through the resulting diagrams

Aut(Z ×C G|K ×C G) oo ' //

��

HomC(G,G)

��
Aut(Z|K) oo ' // HomC(Spec(C),G)

and
Aut(Z ×C G|K ×C G) oo ' //

��

HomC(G,G)

��
Aut(Z ×C G ×C G|K ×C G ×C G) oo ' // HomC(G ×C G,G)

To see the last property in (2) let f ∈ HomC(Y,G) denote the element corresponding to
σ ∈ Aut(Z ×C Y |K ×C Y ) under (3.1). Applying functoriality to f : Y → G we obtain

Aut(Z ×C G|K ×C G) oo ' //

��

HomC(G,G)

��
Aut(Z ×C Y |K ×C Y ) oo ' // HomC(Y,G)

Again chasing id ∈ HomC(G,G) gives the desired result.
Now we will show that (2) implies (1). If G is a group scheme of finite type over

C and ρ : Z ×C G → Z a group action over K then ρ′ : Z ×C G
ρ·pG−−→ Z ×C G

is an isomorphism over K ×C G and there is a natural transformation of functors
HomC(−,G) → Gal(L|K). The requirement in (2) exactly means that this natural
transformation is an isomorphism.

Let L|K be an extension of φ-pfields withKφ = Lφ. If one is interested in developing
a Galois theory for L|K is seems very natural to require that Gal(L|K) is representable
as this provides a Galois group with a good algebraic structure. However it is quite clear
that this requirement alone will not suffice to guarantee the existence of a reasonable
Galois theory. For example, in principle the Galois group could still be trivial. The
additional requirement we need to make is that Z = φ-Spec(L) is a torsor (=principal
homogeneous space) for the natural action of the Galois group. Let’s be more precise:
Suppose that Gal(L|K) is representable by a group scheme G of finite type over C.
Then, as explained in Proposition 3.2.2, there is a natural group action ρ : Z×C G → Z
over K and we require that

Z ×C G
pZ ·ρ−−−→ Z ×K Z, (z, g) 7→ (z, zg)
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is an isomorphism. It is well known that some kind of torsor theorem sits at the heart
of Galois theory, or at least at the heart of most Galois theories. It has even become
quite standard to take the validity of an appropriate torsor theorem as the definition of
“Galois”. See for example [36], [41] or[3]. Here we do not follow this nomenclature and
reserve the word “Galois” for a normality property of an extension which, under certain
technical assumptions, is equivalent to the torsor theorem. (See Theorem 3.9.3.)

Definition 3.2.3. Let L|K be an extension of φ-pfields and Z = φ-Spec(L). By Ex-
ample 3.1.1

G = G(L|K) = φ-Spec(L⊗K L) = Z ×K Z

is naturally a groupoid (in the category of φ-spaces over K). We call it the φ-Galois
groupoid of L|K . If we want to consider φ-Spec(L⊗KL) without the groupoid structure
we will usually write X instead of G. If we have occasion to consider X as φ-space
over L it will always be via the first factor.

The importance of L ⊗K L and its geometric interpretation as groupoid in Galois
theory has been recognized by many authors, e.g. [38], [36], [26]. For example the
passage from the usual Galois group to L⊗KL is precisely how Grothendieck’s faithfully
flat descent generalizes Galois descent. Also Section 3.1 was meant to illustrate the key
role played by L⊗K L.

One of the main goals of the present work is to answer the question “When does
the φ-Galois groupoid come from an algebraic group?”. As illustrated by the following
theorem this question is closely related to the representability of Gal(L|K).

Theorem 3.2.4. Let L|K be an extension of φ-pfields such that Kφ = Lφ. Then the
following are equivalent:

(1) The functor Gal(L|K) is representable by a group scheme G and Z = φ-Spec(L)
is a G-torsor.

(2) The φ-space φ-Spec(L⊗K L) is split over L.

In this situation the φ-Galois groupoid of L|K is naturally isomorphic to the action
groupoid of the natural action of G on Z.

Proof: The implication (1)⇒(2) is trivial: If the torsor theorem holds then φ-Spec(L⊗K
L) = Z ×K Z ' Z ×C G = L×C G.

We have to prove (2)⇒(1): Set G = φ-Spec(L ⊗K L) = Z ×K Z and consider G
as φ-space over L via the first factor. By assumption there exists a scheme G of finite
type over C and an L-isomorphism G ' L ×C G. By Theorem 2.5.2 we can assume
that G = Gφ.

Next we want to specify the group structure of G. The basic idea is that the group
structure of G is inherited from the groupoid structure of G = G(L|K) via the functor
of constants. This works because the functor of constants is compatible with products
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in the following sense: If R and R′ are L-φ-algebras such that X = φ-Spec(R) and
X ′ = φ-Spec(R′) are split over L then

X ×L X ′ = (L×C Xφ)×L (L×C X ′
φ) = L×C Xφ ×C X ′φ.

In particular X ×L X ′ is split and (X ×L X ′)φ = Xφ ×C X ′φ.
Some digression: If G is a group operating (from the right) on Z (say in the category

of sets) then it is usually not possible to recover the group from the action groupoid
Z × G. For example if Z is a G and a G′ torsor then Z × G and Z × G′ are isomorphic
as groupoids because they are both isomorphic to the trivial groupoid Z × Z.

However, if we are by some chance given the projection Z ×G → G where G is only
given as set then we can apply this projection to

Z × G × G = (Z × G) ×
tZs

(Z × G)→ Z × G

(z, g, g′) 7−→ ((z, g), (zg, g′)) 7−→ (z, gg′)

to recover the group structure on G.
In our situation we are lucky enough to have this projection

Z ×C G = Z ×K Z = G→ G

available as it is simply given by πG : G → Gφ = G the projection onto constants. So
we can actually define the group structure in this way.

Thus the multiplication G ×C G → G is obtained by applying the constant functor
to

Z ×C G ×C G = (Z ×C G) ×
tZs

(Z ×C G) = G ×
tZs

G −→ G = Z ×C G.

The group identity Spec(C) → G is obtained by applying the constant functor to the
groupoid identity Z → G. The group inverse is obtained by applying the constant
functor to the groupoid inverse, associativity of the groupoid multiplication yields the
associativity of the group multiplication and similarly for the other obligatory diagrams.

By definition the C-scheme structure map G → Spec(C) is obtained by applying
the constant functor to the source map s : G → Z. (We always considered L⊗K L as
L-algebra via the first factor.) But sφ = tφ : G → Spec(C) because C = Lφ = Kφ ⊂ K.
This explains why G becomes a group and not just a groupoid. After all, a groupoid
object whose base is the terminal object is just a group object.

In a similar fashion we obtain the group action (from the right) of G on Z =
φ-Spec(L). The action

Z ×C G → Z

is defined by composing the fundamental isomorphism Z ×C G = Z ×K Z with the
projection onto the second factor. In other words the action is the target map (which
makes perfect sense). The associativity and unit diagram of this action are obtained
from the associativity and unit diagram of the natural groupoid action of G = Z ×K Z
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on Z (cf. Example 3.1.4). It is now trivial that Z is a G-torsor (a GK = K ×C G-torsor
to be precise) and that the φ-Galois groupoid G is the associated action groupoid.

It remains to see that G = Gφ actually represents Gal(L|K). We first need to
consider the functor End(L|K) of endomorphisms of L|K defined by End(L|K)(Y ) =
End(L×C Y |K ×C Y ) for a scheme Y of finite type over C.

We claim that End(L|K) and HomC(−,G) are isomorphic as functors from the
category of schemes of finite type over C to the category of monoids. Using Corollary
2.5.3 we obtain the following chain of identifications for a scheme Y of finite type
over C:

End(L|K)(Y ) = HomK×CY (L×C Y, L×C Y ) = HomK(L×C Y,Z) =
= HomL(L×C Y, Z ×K Z) = HomL(L×C Y,L×C G) =
= HomC(Y,G) = G(Y )

If f ∈ HomC(Y,G) then the corresponding element

f̃ ∈ End(L|K)(Y ) = HomK×CY (Z ×C Y,Z ×C Y )

is given by

f̃ : Z ×C Y
(t◦fZ)·pY−−−−−−→ Z ×C Y, (z, y) 7→ (zf(y), y).

From this formula it follows easily that the construction is functorial in Y and that f̃g =
f̃ g̃. Thus End(L|K) and HomC(−,G) are isomorphic. As the latter is a group functor
End(L|K)(Y ) must be a group for every Y , i.e. End(L|K) = Aut(L|K) = Gal(L|K).
Therefore Gal(L|K) is represented by G and the group structure on G obtained via the
functor of constants and the group structure on G obtained from the Yoneda Lemma
agree. It is also clear that the action of G on Z defined above and the action of G on Z
as constructed in the proof of Proposition 3.2.2 are the same. Therefore all definitions
are consistent and the theorem is proved.

3.3 φ-Galois extensions

In this section we introduce the φ-normality conditions and define φ-Galois extensions.
We start with a small reflection on the relation between L⊗KL and automorphisms

or rather isomorphisms of L|K.

Definition 3.3.1. Let L|K be an extension of φ-pfields and M a K-φ-algebra. By
an isomorphism of L|K in M we mean a pair σ = (σs, σt) of K-φ-morphisms from L
to M . In this situation one usually considers M as L-φ-algebra via σs, so that σs is
interpreted as the identity and one writes simply σ for σt.

The actual isomorphism we have in mind by this definition is the map that send
σs(a) to σt(a) for a ∈ L. If M is a K-φ-algebra then clearly the set of isomorphisms
of L|K in M is in bijection with the K-φ-algebra morphisms from L ⊗K L to M .
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Thus the isomorphisms of L|K in M can be interpreted as the M -valued points of
G = φ-Spec(L⊗K L).

If we enlarge the K-φ-algebra M in Definition 3.3.1 to a K-φ-algebra M ′ we obtain a
“new” isomorphism σ′ of L over K in M ′ which obviously contains no new information
about the extension L|K. Alternatively we could also replace M by σs(L) · σt(L) ⊂M
without loosing valuable information. So we introduce a suitable equivalence relation
between isomorphisms which will make σ and σ′ equivalent. This is loosely analogous
to how one can pass from the representing functor of an (affine) scheme to the actual
topological space or its closed subschemes.

Definition 3.3.2. Let σ = (σs, σt) and σ′ = (σ′s, σ
′
t) be isomorphisms of L|K in M

respectively M ′. We say that σ′ is a specialization of σ (for short σ → σ′) if the
“mapping”

ψ : σs(L) · σt(L)→ σ′s(L) · σ′t(L)

defined by ψ(σs(a)σt(b)) = σ′s(a)σ′t(b) is well defined. If σ → σ′ and σ′ → σ we say that
σ and σ′ are equivalent. (In traditional language: σ′ is a generic specialization of σ.)

Proposition 3.3.3. There is a one-to-one correspondence between equivalence classes
of isomorphisms of L|K and φ-ideals of L⊗K L.

More specifically if σ = (σs, σt) is an isomorphism of L|K in M then the kernel of
L⊗K L→M , a⊗ b 7→ σs(a)σt(b) is a φ-ideal of L⊗K L. Conversely if a is a φ-ideal of
L⊗K L set M = L⊗K L/a and define σ by σs(a) = a⊗ 1 ∈M and σt(a) = 1⊗ a ∈M .

Under this correspondence “→” corresponds to inclusion of ideals and φ-prime ideals
correspond to isomorphisms in φ-pfields.

Proof: Let σ be an isomorphism of L|K in M . Obviously the kernel a of the map
σ : L ⊗K L → M , a ⊗ b 7→ σs(a)σt(b) does not depend on the choice of σ in an
equivalence class. If M ′ = L ⊗K L/a and σ′ is defined by σ′s(a) = a⊗ 1 ∈ M ′ and
σ′t(a) = 1⊗ a ∈M ′ then the vertical map in the commutative diagram

L⊗K L/a

��

L⊗K L

88qqqqqqqqqq
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M

induces an isomorphism from σ′s(L) · σ′t(L) onto σs(L) · σt(L) and we conclude that σ
and σ′ are equivalent.

Conversely if a is a φ-ideal and σ is defined as in the statement of the lemma then
it is trivial that a is the kernel of L⊗K L→M = L⊗K L/a.

If σ, σ′ are isomorphisms of L|K in M respectively M ′ then σ′ is a specialization
of σ if and only if the dotted arrow in
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σs(L) · σt(L)

��

L⊗K L

σ
77ooooooooooo

σ′ ''OOOOOOOOOOO

σ′s(L) · σ′t(L)

exists, which is the case if and only if the kernel of σ lies in the kernel of σ′.
Finally by Proposition 1.4.2 the kernel of a morphism into a φ-pfield is a φ-prime

ideal and if p is a φ-prime ideal of L⊗K L then Q(L⊗K L/p) is a φ-pfield.

Now we introduce the crucial φ-normality conditions.

Definition 3.3.4. Let L|K be an extension of φ-pfields.

(1) Let σ = (σs, σt) be an isomorphism of L|K in M . We say that L|K is φ-normal
with respect to σ if

σt(L) ⊂ σs(L)Mφ.

(2) If C is some class of K-φ-algebras we say that L|K is φ-normal with respect to
C if L|K is φ-normal with respect to every isomorphism of L|K in M for every
M in C.

(3) We call L|K generically φ-normal if there exists a φ-over ring M of L ⊗K L
such that K(L ⊗K L) = M and L|K is φ-normal with respect to σ defined by
σs(a) = a⊗ 1 and σt(a) = 1⊗ a.

We recall (see the “conventions” after the table of contents) that LMφ denotes the
smallest subring of M that contains L and Mφ and is closed under inverses. In (3)
above M might, but need not be the total quotient ring of L⊗K L. It is in general not
clear if φ can be extended to Q(L⊗K L) (but see Proposition 1.7.3). Of course this is
always possible if L and K are inversive.

To give an example of φ-normality we need to recall the definition of a Picard-Vessiot
extension. In the standard literature (such as [43]) this definition is usually only made
for inversive base fields (or φ-pseudo fields) and often the constants are assumed to be
algebraically closed. With a little care these assumptions can be avoided.

Definition 3.3.5. Let K be a φ-pfield and A ∈ GLn(K). A φ-pfield extension L|K is
called Picard-Vessiot (for the equation φ(y) = Ay) if

(1) there exists Y ∈ GLn(L) such that φ(Y ) = AY ,

(2) L = K(Yij ; 1 ≤ i, j ≤ n) and

(3) Kφ = Lφ.
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It has become customary to define Picard-Vessiot extensions via a detour through
Picard-Vessiot rings but for our purposes the above definition seems more suitable. The
equivalence of these definitions follows as in [43, Proposition 1.23, p. 17].

Example 3.3.6. If L|K is a Picard-Vessiot extension then L|K is φ-normal with re-
spect to K-φ-algebras.

Proof: Let M be a K-φ-algebra and σs, σt : L → M two K-φ-morphisms. If Y
is a fundamental solution matrix in L for A ∈ GLn(K), i.e. Y ∈ GLn(L) and
φ(Y ) = AY . Then σs(Y ) and σt(Y ) are fundamental solution matrices in M . Set
D = σs(Y )−1σt(Y ) ∈ GLn(M). We have

φ(D) = (Aσs(Y ))−1Aσt(Y ) = σs(Y )−1σt(Y ) = D

and thereforeD ∈ GLn(Mφ). By definition σt(Y ) = σs(Y )D and because L is generated
by the entries of Y it follows that σt(L) ⊂ σs(L)Mφ.

It seems quite natural to conjecture that the converse of Example 3.3.6 is also true,
namely:

Conjecture: Let L|K be an extension of φ-pfields such that Lφ = Kφ is algebraically
closed and L is finitely generated as total ring over K. Then L|K is Picard-Vessiot if
and only if L|K is φ-normal with respect to K-φ-algebras.

Lemma 3.3.7. Let L|K be an extension of φ-pfield. Then L|K is φ-normal with respect
to the class of φ-pfield extension of K if and only if k(p) = Lk(p)φ for every φ-prime
ideal p of L⊗K L. (We recall that k(p) = Q((L⊗K L)/p) denotes the residue φ-pfield
at p.)

Proof: If σs, σt : L → M are K-φ-morphisms into some φ-pfield M then the kernel p

of L ⊗K L → M, a ⊗ b 7→ σs(a)σt(b) is a φ-prime ideal and the inclusion Lk(p)φ =
k(p) ↪→M shows that L|K is φ-normal with respect to σ = (σs, σt).

The following proposition gives a recipe to construct extensions that are φ-normal
with respect to φ-pfields. It seems well possible to generalize this construction to non-
constant A’s (cf. Section 3.12).

Proposition 3.3.8. Let C be a (constant) field, H a connected (not necessarily linear)
algebraic group over C and A ∈ H(C). Let L = C(H) denote the function field of H.
Consider L as difference field via left translation with A, i.e.

φ : L→ L, f 7→ (z 7→ f(Az)).

Then L|C is φ-normal with respect to φ-pfield extensions of C.
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Proof: If M is a φ-pfield extension of C then we have an induced group morphism
φ : H(M) → H(M) on H(M) = HomC(Spec(M),H): If h : Spec(M) → H then

φ(h) : Spec(M)
φ∗−→ Spec(M) h−→ H.

We first show that if φ(h) = h then h factors through Spec(Mφ), in other words:
H(M)φ = H(Mφ). The elements of Spec(M) are of the form q, φ−1(q), . . . , φ−(d−1)(q)
for some prime ideal q of M with φ−d(q) = q. If

Spec(M)

h
$$I

IIIIIIII

φ∗ // Spec(M)

h
zzuuuuuuuuu

H

is commutative then h(q) = h(φ−1(q)) and it follows that the image of h is just a single
point. Let U = Spec(D) be an open affine neighborhood of this point in H. Then h
factors through U ⊂ H and we have an induced commutative diagram

D

~~}}
}}

}}
}}

  A
AA

AA
AA

A

M
φ //M

of the dual maps. This shows that D →M factors through Mφ and therefore h factors
through Spec(Mφ).

Let (as before) M be a φ-pfield extension of C and σs, σt : L → M a pair of C-φ-
morphisms. Let gen : Spec(L)→ H denote the generic point and let hs, ht ∈ H(M) be
defined by

hs : Spec(M)
σ∗s−→ Spec(L)

gen−−→ H

ht : Spec(M)
σ∗t−→ Spec(L)

gen−−→ H.

By construction φ(gen) = Agen and also φ(hs) = Ahs, φ(ht) = Aht. Let c = h−1
s ht ∈

H(M). Computing

φ(c) = φ(hs)−1φ(ht) = (Ahs)−1Aht = h−1
s ht = c

as in Example 3.3.6 we see that c ∈ H(M)φ = H(Mφ).
Let a ∈ L. We have to show that σt(a) ∈ σs(L)Mφ ⊂M . By definition ht = hsc ∈

H(M). Let U = Spec(D) be an affine open subset of H such that a ∈ L = C(H)
defines a regular function on U . Let Us = Spec(Ds) and Uc = Spec(Dc) be affine open
subsets of H containing the image (which is just one point) of hs and c respectively.
The composition

Spec(M) hs·c−−→ Us ×C Uc
m−→ H (3.2)

is simply ht = hsc. Here m denotes the map induced by the group multiplication.
Because the image of ht is only the generic point, the open set m−1(U) ⊂ Us ×C Uc
contains the image of hs · c.
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In general, if Spec(R) is an affine scheme and V an open subset containing the
points p1, . . . , pn then there exists f ∈ R such that p1, . . . , pn ∈ D(f) ⊂ V . (This is
just the prime avoidance Lemma ([12, Lemma 3.3, p. 90])). Consequently there exists
f ∈ Ds ⊗C Dc such that the (finite) image of hs · c lies in

D(f) = Spec((Ds ⊗C Dc)f ) ⊂ Spec(Ds ⊗C Dc) = Us ×C Uc

and D(f) ⊂ m−1(U). This implies that we can restrict the maps in (3.2) to

Spec(M)→ Spec((Ds ⊗C Dc)f )→ Spec(D) = U. (3.3)

Because ht = hsc we know that σt(a) equals the image of a under the map dual to
the map above. The map Ds → M dual to Spec(M) → Spec(Ds) = Us ⊂ H has
image in σs(L). As seen at the beginning of the proof, the map Dc → M dual to
Spec(M) → Spec(Dc) = Uc ⊂ H has image in Mφ. Therefore, looking at the duals in
(3.3) yields σt(a) ∈ σs(L)Mφ as desired.

Lemma 3.3.9. Let L|K be a generically φ-normal extension of φ-pfields. Then L is
φ-separable over K.

Proof: By assumption there exists a φ-overring M of L⊗KL such that M = K(L⊗KL)
and L|K is φ-normal with respect to σ defined by σs(a) = a ⊗ 1 and σt(a) = 1 ⊗ a.
Let S = {s ∈ L⊗K L; s ∈M×}. Then S is a multiplicatively closed φ-stable subset of
L⊗K L consisting of non zero divisors and M can be identified with S−1(L⊗K L). We
consider M as L-φ-algebra via the first factor. By assumption σ(L) = σt(L) ⊂ LMφ

and so M = LMφ.
It follows from Lemma 1.1.6 that L and Mφ are linearly disjoint over C = Lφ

inside M . Therefore M is identified with T−1(L⊗C Mφ) where T is a multiplicatively
closed φ-stable subset of L ⊗C Mφ consisting of non zero divisors. We have thus an
L-φ-isomorphism ψ : S−1(L ⊗K L) → T−1(L ⊗C Mφ). Let L∗ denote the inversive
closure of L. We can trivially extend ψ to an L∗-φ-isomorphism

ψ : S−1(L∗ ⊗K L)→ T−1(L∗ ⊗C Mφ).

As L∗⊗KL = L∗⊗L(L⊗KL) (respectively L∗⊗CMφ = L∗⊗L(L⊗CMφ)) and L∗ is flat
as L-module it follows from Lemma 1.5.8 that the elements of S (respectively T ) are
non zero divisors in L∗ ⊗K L (respectively L∗ ⊗C Mφ). Because φ is an automorphism
on L∗ ⊗C Mφ we see that φ is injective on T−1(L∗ ⊗C Mφ). Therefore φ must also be
injective on L∗ ⊗K L and it follows from Proposition 1.5.2 (2) that L is φ-separable
over K.

Definition 3.3.10. We say that an extension L|K of φ-pfields is φ-Galois if the fol-
lowing assertions are satisfied.

(1) L is finitely generated as total ring over K.

(2) L has bounded periodicity.
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(3) Lφ = Kφ.

(4) L|K is generically φ-normal.

(5) L|K is φ-normal with respect to all φ-pfield extensions of K.

Some remarks on the conditions: Condition (1) is quite basic and ensures that we
will find ourselves in a Noetherian situation for most of the time. Since we want to
study difference algebraic elements it seems reasonable.

Condition (2) is more of a technical nature and is always satisfied if Lφ is alge-
braically closed and in a lot of other situations (see Lemma 1.6.5). Maybe it is not
strictly necessary but anyway it simplifies the technicalities in the proofs which are
already complicated enough, especially the proof of Lemma 3.4.1.

Condition (3) can be interpreted as a smallness condition (cf. [43, Proposition 1.23,
p. 17]) and its importance should not be underestimated. Still it might be possible to
relax it a little bit (cf. [41]) in certain situations.

Condition (4) is the really crucial one and justifies the usage of the word “Galois” as
φ-normality closely resembles the classical normality used in the definition of classical
algebraic Galois extensions. By Lemma 3.3.9 condition (4) implies that every φ-Galois
extension is φ-separable which is a condition of “technical importance”.

I believe that condition (4) implies condition (5) but as of this writing this is still
conjectural (cf. Section 3.12). However one can show (Proposition 3.3.13) that in
characteristic zero φ-separability and condition (5) imply condition (4). One can not
hope that (5) implies (4) in general because (5) does not take into account nilpotent
elements. Thus (4) is the “correct normality condition”. As said it would be nice
if condition (5) could be removed. By Lemma 3.3.7 condition (5) is equivalent to
k(p) = Lk(p)φ for every φ-prime ideal p of L⊗K L.

Of course conditions (4) and (5) are very similar to the notion of “strong nor-
mality” which was originally introduced by E. Kolchin for differential extensions and
subsequently adapted to difference (or more general) extensions in [5], [28] and [20]. So
maybe it would be more suitable to also use “strongly normal” instead of “φ-Galois”.
But this would not be consistent with the “putting a φ before the classical definition”-
philosophy and might cause some confusion with the other literature.

Our main objective now is to prove that φ-Spec(L⊗K L) is split for every φ-Galois
extension L|K. This approach is motivated by Theorem 3.2.4 and will occupy us till
the end of Section 3.8.

Example 3.3.11. If L|K is a Picard-Vessiot extension such that L has bounded peri-
odicity (e.g. Lφ is algebraically closed) then L|K is φ-Galois.

Proof: Conditions (1), (2) and (3) are satisfied by definition. Conditions (4) and (5)
are explained in Example 3.3.6.

Example 3.3.12. Let L = C(x) where x is a transcendental over C and let φ : L→ L
be defined by φ(f(x)) = f(x2). Set K = C(x2) ⊂ L and consider the extension L|K
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of φ-fields. One easily sees that conditions (1), (2) and (3) of Definition 3.3.10 are
satisfied. If R is a K-φ-algebra and σ : L → R a K-φ-morphism then σ is determined
by the image of x. Because φ(σ(x)) = x2 it follows that if φ is injective on R then
there is at most one K-φ-morphism from L into R. Thus L|K is φ-normal with respect
to φ-pfield extensions of K and also condition (5) of Definition 3.3.10 is satisfied. This
also shows that there is no non-trivial K-φ-automorphism of L|K. The crux with this
example is that L is not φ-separable over K. Indeed x⊗ 1− 1⊗ x ∈ L⊗K L lies in the
kernel of φ.

The above example illustrates that conditions (1), (2), (3) and (5) alone are not
sufficient to guarantee the existence of a reasonable Galois theory. However if L|K is
φ-separable and L⊗K L is reduced then condition (5) already implies condition (4):

Proposition 3.3.13. Let L|K be a φ-separable extension of φ-pfields such that L⊗K L
is reduced and L is finitely generated as total ring over K. Assume that L|K is φ-normal
with respect to φ-pfield extensions of K. Then L|K is generically φ-normal.

Proof: From Lemma 1.7.1 we know that L⊗K L is a finite direct sum of primary rings.
Because L ⊗K L is reduced it follows that L ⊗K L is a finite direct sum of integral
domains. Therefore Q(L⊗K L) is a finite direct sum of fields and by Proposition 1.7.3
we can extend φ to Q(L ⊗K L). Consequently Q(L ⊗K L) is a finite direct sum of
φ-pfields, say

Q(L⊗K L) = L1 ⊕ · · · ⊕ Ln.

Let M = Q(L⊗K L) and σs, σt : L → M defined by σs(a) = a⊗ 1 and σt(a) = 1⊗ a.
We have to show that L|K is φ-normal with respect to σ = (σs, σt). The projections
pi : M → Li are morphisms of difference rings and by assumption L|K is φ-normal with
respect to (piσs, piσt). Because the idempotent elements of M corresponding to the
unit of Li are constants of M this implies that L|K is φ-normal with respect to σ.

Corollary 3.3.14. If K is inversive and of characteristic zero then one can omit
condition (4) from Definition 3.3.10.

Proof: The tensor product of two reduced algebras over a field of characteristic zero
(or more generally over a perfect field) is reduced ([7, Theorem 3 (d), Chapter V,
Paragraph 15, Section 5, A.V. 125]). If K = e1K ⊕ · · · ⊕ etK then

L⊗K L = (e1L⊗e1K e1L)⊕ · · · ⊕ (etL⊗etK etL)

and so L⊗K L is reduced. By Corollary 1.5.3 we know that L|K is φ-separable. Thus
by Proposition 3.3.13, condition (5) of Definition 3.3.10 implies condition (4).

Lemma 3.3.15. Let L|K be φ-Galois and τ : L→ L a K-φ-morphism. Then τ is an
automorphism.

Proof: We only have to show that τ is surjective. Define σs, σt : L→ L by σs = τ and
σt = id. By assumptions (3) and (5) of Definition 3.3.10 we have
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L = σt(L) ⊂ σs(L)Lφ = τ(L)Kφ = τ(L).

Lemma 3.3.16. Let L|K be a φ-Galois extension of φ-pfields. Then L⊗KL is Noethe-
rian and RAAD and φ : L⊗K L→ L⊗K L is injective. Moreover X = φ-Spec(L⊗K L)
is quasi-compact.

Proof: Because L is finitely generated as total ring over K it follows from Lemma
1.2.4 that L⊗K L is Noetherian. We know from Lemma 3.3.9 that L|K is φ-separable.
Therefore φ : L ⊗K L → L ⊗K L is injective. It thus follows from Lemma 2.2.2 that
L ⊗K L is RAAD. Because L ⊗K L is Noetherian it follows from Lemma 2.1.16 that
φ-Spec(L⊗K L) is quasi-compact.

3.4 The basic lemma

In the differential setting every strongly normal extension embeds into the differential
algebraic closure of the base field (see [26, Section 13]). Although there is a notion
of difference algebraically closed field it seems that no satisfactory notion of difference
algebraic closure exists for difference fields. Nevertheless the following basic lemma is
a difference analog of the above statement. It is also the first important step towards
proving nice properties of φ-Galois extensions.

Lemma 3.4.1 (Basic lemma). Let L|K be a φ-Galois extension of φ-pfields. Then for
every η ∈ Ln with L = K(η) there exists Q ∈ K[η] ∩ L× such that K{η, 1

Q} ⊂ L is
Noetherian and φ-simple.

Before presenting the proof we give some little motivation why such a lemma could
be useful. In classical algebraic geometry one has the dimension theorem which states
that if K is a field and R an integral domain which is finitely generated as K-algebra
then the transcendence degree of the quotient field of R equals the Krull dimension of
R. In particular if R is a subring of an algebraic extension of K then R can not have a
non zero prime ideal (and so must be a field). Now this kind of dimension theorem fails
in the difference (and differential) setting, but still it seems natural to expect that a
finitely generated φ-subring of a difference algebraic extension should not have much of
a geometric significance, i.e. no non-trivial φ-prime ideals or no non-trivial difference
ideals at all. Now Lemma 3.4.1 can be interpreted as an approximation to this expected
nice behavior.

The key idea of the proof is a certain dimension argument but it is a somewhat
lengthy way to get there. In the proof we will need a few simple observations about
the transcendence degree. For clarity of the exposition we have collected them in the
following subsection.
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3.4.1 Transcendence degree

Let K be a field and R a K-algebra. The transcendence degree of R over K is defined
as

trdeg(R|K) = sup{trdeg(k(p)|K); p ∈ Spec(R)}.
Here k(p) = Rp/pp = Q(R/p) denotes the residue field of p. (Since we are only inter-
ested in the case when the transcendence degree is finite we simply set trdeg(R|K) =∞
if the supremum is not finite.)

If K = e1K ⊕ · · · ⊕ etK is a finite direct product of fields and R a K-algebra then
the transcendence degree of R over K is defined as

trdeg(R|K) = sup{trdeg(eiR|eiK); i = 1, . . . , t}.

Lemma 3.4.2. Let K = e1K ⊕ · · · ⊕ etK be a finite direct product of fields and R a
finitely generated K-algebra. Then

trdeg(R|K) = dim(R)

where dim(R) denotes the Krull dimension of R.

Proof: First we assume thatK is a field. If S is an integral domain and finitely generated
as K-algebra then trdeg(Q(S)|K) = dim(S) ([12, Theorem A, Section 13.1, p. 286]).
Therefore trdeg(k(p)|K) = dim(R/p) for every prime ideal of R. Consequently

trdeg(R|K) = sup{dim(R/p); p ∈ Spec(R)} = dim(R).

Now we treat the general case. Because R = e1R⊕· · ·⊕ etR every (minimal) prime
ideal of R contains all but one of the idempotents e1, . . . , et. Therefore

dim(R) = sup{dim(eiR); i = 1, . . . , t}

Since eiR is finitely generated as eiK-algebra the first case yields

dim(eiR) = trdeg(eiR|eiK)

and we are done.

Lemma 3.4.3. Let R ⊂ S be an inclusion of K-algebras where K = e1K ⊕ · · · ⊕ etK
is a finite direct product of fields. Then trdeg(R|K) ≤ trdeg(S|K).

Proof: As eiK ⊂ eiR ⊂ eiS we immediately reduce to the case that K is a field.
If p ⊂ p′ is an inclusion of prime ideals of R then we have a natural map R/p →
R/p′. Thus if the images of some elements of R in R/p′ are algebraically independent
over K their images in R/p must also be algebraically independent over K. That is
trdeg(k(p)|K) ≥ trdeg(k(p′)|K). Therefore it suffices to take the supremum over all
minimal prime ideals in the definition of the transcendence degree.

If p is a minimal prime ideal of R then by [8, Proposition 16, Chapter II, Paragraph
2.6, p. 74] there exists a (minimal) prime ideal p̃ of S with p̃ ∩ R = p. This gives rise
to an inclusion k(p) ⊂ k(p̃′) of residue fields and thus trdeg(k(p)|K) ≤ trdeg(k(p̃)|K).
Hence trdeg(R|K) ≤ trdeg(S|K).
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Lemma 3.4.4. Let K = e1K ⊕ · · · ⊕ etK be a finite direct product of fields and R a
K-algebra. Let a1, . . . , an ∈ R and S ⊂ R a subset such that every element of S is
integral over K. Then

trdeg(K(a1, . . . , an, S)|K) = trdeg(K[a1, . . . , an]|K).

Proof: As
ei(K(a1, . . . , an, S)) = (eiK)(eia1, . . . , eian, eiS) ⊂ eiR

we can reduce to the case that K is a field.
Let p ⊂ K(a1, . . . , an, S) be a prime ideal and set p′ = p∩K[a1, . . . , an]. We obtain

an inclusion of residue fields k(p′) ⊂ k(p). We see that k(p′) is generated by the images
of a1, . . . , an as a field over K and k(p) is generated by the images of the aj ’s and the
elements of S as a field over K. But the image of an element of S is algebraic over K
by assumption. Therefore trdeg(k(p′)|K) = trdeg(k(p)|K) and consequently

trdeg(K(a1, . . . , an, S)|K) ≤ trdeg(K[a1, . . . , an]|K).

The reverse inequality follows from Lemma 3.4.3.

3.4.2 Proof of the basic lemma

Because L|K is generically φ-normal there is a φ-over ring M of L ⊗K L such that
K(L⊗K L) = M and σ(L) ⊂ LMφ where σ : L→M is given by σ(a) = 1⊗ a.

Claim 1: As the first step we will show that we can assume without loss of generality
that also L ⊂Mφσ(L).

Let S = {s ∈ L ⊗K L; s ∈ M×}. Then S is a multiplicatively closed and φ-
stable subset of L ⊗K L and M can be identified with S−1(L ⊗K L). The twist map
T : L⊗K L→ L⊗K L with T (a⊗ b) = b⊗ a is a K-φ-automorphism and so T (S) is a
multiplicatively closed φ-stable subset of L⊗K L. Therefore the same holds for

S′ = {st; s ∈ S, t ∈ T (S)}.

Because S consists of non zero divisors also S′ consists of non zero divisors and con-
sequently we obtain an inclusion of L ⊗K L in M ′ = S′−1(L ⊗K L). Because S′ is
stable under the twist, T extends to an automorphism of M ′. As M ⊂ M ′ we have
Mφ ⊂ M ′φ. We know σ(L) ⊂ LMφ where LMφ is formed inside M , this is clearly
contained in LM ′φ which is formed inside M ′. Therefore σ(L) ⊂ LM ′φ. Applying the
twist to this formula gives L ⊂ M ′φσ(L). This finishes the first step and from now on
we will assume L ⊂Mφσ(L).

Because L = K(η) we may write for i = 1, . . . , n

φ(ηi) =
Pi
Q′
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where Pi ∈ K[η] and Q′ ∈ K[η] ∩ L×. Set ηn+1 = 1
Q′ ∈ L and η̂ = (η1, . . . , ηn+1). We

note that by Corollary 1.3.3, the ring K{η̂} is Noetherian.
Because σ(L) ⊂ LMφ we may write

σ(ηi) =
Ai
Bi

for i = 1, . . . , n + 1 with Ai ∈ L ·Mφ and Bi ∈ (L ·Mφ) ∩M×. Since L = K(η) we
may assume Ai, Bi ∈ K[η] ·Mφ. Then, after multiplying with appropriate factors we
may indeed assume

σ(ηi) =
Ai
B

for Ai ∈ K[η] ·Mφ and B ∈ (K[η] ·Mφ) ∩M×.
Similarly, because L ⊂Mφσ(L) we may write

ηi =
A′i
B′

for i = 1, . . . , n+ 1 with A′i ∈Mφ · σ(L) and B′ ∈ (Mφ · σ(L)) ∩M×. We have

Ai =
∑
j

aijcij B =
∑
j

bjcj

A′i =
∑
j

c′ija
′
ij B′ =

∑
j

c′jb
′
j

with cij , cj , c
′
ij , c
′
j ∈Mφ, aij , bj ∈ K[η] and a′ij , b

′
j ∈ σ(L).

We set C = Lφ = Kφ and D = C[cij , cj , c′ij , c
′
j ] ⊂Mφ. By Lemma 1.6.6 there exists

N ≥ 1 such that φ−N (q) = q for all q ∈ φ-Spec(D ·σ(L)) because D ·σ(L) = D⊗C σ(L)
by Lemma 1.1.6 and L has bounded periodicity by assumption. As

B ∈ K[η] ·D ⊂ (D · σ(L))B′

there is B′′ ∈ D · σ(L) and m ≥ 0 such that B = B′′

B′m . Because B,B′ ∈ M× also
B′′ ∈M×. Set

B̃ = B′B′′φ(B′B′′) · · ·φN−1(B′B′′) ∈ (D · σ(L)) ∩M×.

Multiplying the equations ηi = A′i
B′ with appropriate factors yields for i = 1, . . . , n+ 1

ηi =
Ãi

B̃

with Ãi ∈ D · σ(L). We have K[η̂] ⊂ (D · σ(L))
B̃

and therefore K{η̂} ⊂ (D · σ(L))〈φ,B̃〉
and K{η̂} · σ(L) ⊂ (D · σ(L))〈φ,B̃〉.
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As M = K(L ⊗K L) and L = K(η) we can find Eij , E
′
ij , Ej , E

′
j ∈ K[η] · σ(L) and

F ∈ (K[η] · σ(L)) ∩M× such that

cij =
Eij
F

cj =
Ej
F

c′ij =
E′ij
F

c′j =
E′j
F
.

It follows
D · σ(L) ⊂ (K[η] · σ(L))F ⊂ (K{η̂} · σ(L))F .

Summarily we have the following inclusions of rings:

D · σ(L)
I i

vvnnnnnnnnnnnn
� u

((QQQQQQQQQQQQQ

(D · σ(L))〈φ,B̃〉 (K{η̂} · σ(L))F

K{η̂} · σ(L)
5 U

hhPPPPPPPPPPPP ) 	

66mmmmmmmmmmmmm

K{η̂}
?�

OO

As B̃ ∈ D · σ(L) ⊂ (K{η̂} · σ(L))F there is G ∈ K{η̂} · σ(L) and k ≥ 1 such that
B̃ = G

Fk
.

Claim 2: For all q ∈ φ-Spec(K{η̂} · σ(L)) with GF /∈ q. The ideal generated by q in
(D · σ(L))〈φ,B̃〉 is proper.

Let q ⊂ K{η̂} · σ(L) be prime with φ−d(q) = q and GF /∈ q. Because F /∈ q the
ideal q1 generated by q in (K{η̂} · σ(L))〈φd,F 〉 is a prime ideal with φ−d(q1) = q1. As
D · σ(L) ⊂ K{η̂} · σ(L)〈φd,F 〉 is an inclusion of φd-rings the ideal q2 = (D · σ(L)) ∩ q1

is a prime ideal of D · σ(L) with φ−d(q) = q.
Suppose B̃ ∈ q2. But then B̃ = G

Fk
∈ q1 which implies the contradictory G ∈ q.

Thus B̃ /∈ q2 and by construction of B̃ and Lemma 1.6.7 we obtain 〈φ, B̃〉 ∩ q = ∅.
Hence the ideal q3 generated by q2 in (D · σ(L)〈φ,B̃〉 is proper.

Now to prove Claim 2 it suffices to show that q ⊂ q3. So let a ∈ q ⊂ K{η̂} · σ(L) ⊂
(D · σ(L))〈φ,B̃〉 and write a = b

B̃α
with b ∈ D · σ(L) and α ∈ N[φ]. Since a ∈ q1 ⊂

(K{η̂} · σ(L))〈φd,F 〉 and B̃α ∈ D · σ(L) ⊂ (K{η̂} · σ(L))〈φd,F 〉 also B̃αa = b ∈ q1.
Therefore b ∈ q2 and so b = B̃αa ∈ q3 ⊂ (D · σ(L))〈φ,B̃〉. But then a = b

B̃α
∈ q3 as

desired. So Claim 2 is proved.
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Because GF ∈M× we see that GF is a non zero divisor in K{η̂} · σ(L). As L|K is
φ-separable we can apply Proposition 1.5.12 to the inclusion

K{η̂} ⊂ K{η̂} · σ(L) = K{η̂} ⊗K L

to obtain a non zero divisor r ∈ K{η̂} such that for every φ-prime ideal p of K{η̂} with
r /∈ p there exists a φ-prime ideal p′ of K{η̂} · σ(L) with GF /∈ p′ and p ⊂ p′.

By Lemma 1.2.5 there exists u ∈ K{η̂}× such that ur ∈ K[η]. Because r is a non
zero divisor of K{η̂} we know from Lemma 1.1.4 that r is also a non zero divisor in L,
i.e. r ∈ L×. Thus Q = Q′ur ∈ K[η] ∩ L×.

Claim 3: We claim that K{η, 1
Q} is Noetherian and φ-simple.

We have for i = 1, . . . , n

φ(ηi) =
Pi
Q′

=
Piur

Q
.

Thus it follows from Corollary 1.3.3 that K{η, 1
Q} is Noetherian.

It remains to prove that K{η, 1
Q} is φ-simple. Because K{η, 1

Q} is Noetherian we
know from Corollary 1.4.9 that K{η, 1

Q} is φ-simple if and only if K{η, 1
Q} has no

non-zero φ-prime ideals.
Assume p ⊂ K{η, 1

Q} is a non-zero φ-prime ideal. As

1
Q′

=
ur

Q
∈ K

{
η,

1
Q

}
we have K{η̂} ⊂ K{η, 1

Q}. Because p is generated by p∩K[η] (Corollary 1.2.6) we see
that p ∩K{η̂} is a non-zero φ-prime ideal of K{η̂}. As Q′ur = Q /∈ p we must have
r /∈ p.

Therefore to show that K{η, 1
Q} is φ-simple it suffices to show that every non-zero

φ-prime ideal of K{η̂} contains r. So suppose that p is a φ-prime ideal of K{η̂} with
r /∈ p. We have to show that p is zero.

By construction of r there exists a φ-prime ideal p′ of K{η̂} · σ(L) with p ⊂ p′ and
GF /∈ p′. Let q′ ⊂ K{η̂} · σ(L) be a prime ideal with φ−d

′
(q′) = q′ and

p′ = q′ ∩ · · · ∩ φ−(d′−1)(q′).

Without loss of generality we may assume GF /∈ q′.
Then by Claim 2 the ideal generated by q′ in (D ·σ(L))〈φ,B̃〉 is proper. As p ⊂ p′ ⊂ q′

the ideal p1 generated by p in (D · σ(L))〈φ,B̃〉 is a proper φ-ideal. Let

p2 = φ-
√

p1 ⊂ (D · σ(L))〈φ,B̃〉.

Then p3 = p2 ∩ (D · σ(L)) is a proper φ-radical ideal of D · σ(L). Because B̃ /∈ p3 we

have φ-(B̃) * p3. By Proposition 1.4.15 this yields
(
φ-(B̃)

)φ
* p

φ
3 . Thus there exists

d ∈ D with d ∈
(
φ-(B̃)

)φ
r p

φ
3 .
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We note that D is a finitely generated C-algebra and p
φ
3 a radical ideal of D. Thus

by Hilbert’s Nullstellensatz p
φ
3 is the intersection of maximal ideals. And so, as d /∈ p

φ
3 ,

there exists a maximal ideal m of D containing p
φ
3 with d /∈ m.

Next we show that B̃ /∈ m · σ(L) ⊂ D · σ(L). So assume B̃ ∈ m · σ(L). Then
φ-(B̃) ⊂ m · σ(L) and therefore d ∈ (φ-(B̃))φ ⊂ (m · σ(L))φ = m; a contradiction.

By Proposition 1.4.15 we know that m · σ(L) is a φ-prime ideal of D · σ(L) and so
there is a prime ideal q̃ in D · σ(L) with φ−d̃(q̃) = q̃ and

m · σ(L) = q̃ ∩ · · · ∩ φ−(d̃−1)(q̃).

Without loss of generality we may assume B̃ /∈ q̃. By construction of B̃ and Lemma
1.6.7 we have 〈φ, B̃〉 ∩ q̃ = ∅. Therefore the ideal generated by m in (D · σ(L))〈φ,B̃〉 is a
proper φ-ideal. We set

S = (D · σ(L))〈φ,B̃〉/(D · σ(L))〈φ,B̃〉m

and denote with ψ the canonical map

ψ : (D · σ(L))〈φ,B̃〉 −→ S.

Let k denote the image of D in S under ψ. By Hilbert’s Nullstellensatz k ' D/m is
a finite algebraic field extension of C. In particular every element of k is integral over
K. Next we want to prove

Claim 4: trdeg(K(ψ(η), k)|K) ≥ trdeg(K[σ(η)]|K).

In the next formula we will need that B is a unit in (D · σ(L))〈φ,B̃〉. But clearly

1
B

=
B′m

B′′
=
B′m+1φ(B′B′′) · · ·φN−1(B′B′′)

B̃
∈ (D · σ(L))〈φ,B̃〉.

We recall the inclusion of rings

K[η] ⊂ K{η̂} · σ(L) ⊂ (D · σ(L))〈φ,B̃〉.

We have for i = 1, . . . , n

ψ(σ(ηi)) = ψ

(
Ai
B

)
=
ψ(Ai)
ψ(B)

=

∑
j ψ(aij)ψ(cij)∑
j ψ(bj)ψ(cj)

.

This formula says that
ψ(σ(ηi)) ∈ K(ψ(η), k) ⊂ S

for i = 1, . . . , n and so K[ψ(σ(η))] ⊂ K(ψ(η), k). By Lemma 3.4.3

trdeg(K[ψ(σ(η))]|K) ≤ trdeg(K(ψ(η), k)|K).
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As the restriction of ψ to σ(L) is of course injective we have trdeg(K[ψ(σ(η))]|K) =
trdeg(K[σ(η)]|K) and we witness the validity of Claim 4.

By Lemma 3.4.4 we have trdeg(K[ψ(η)]|K) = trdeg(K(ψ(η), k)|K). Putting these
equations together we obtain

dim
(
K[η]/ ker(ψ|K[η])

)
= dim(ψ(K[η])) = dim(K[ψ(η)]) = trdeg(K[ψ(η)]|K)

= trdeg(K(ψ(η), k)|K) ≥ trdeg(K[σ(η)]|K)
= trdeg(K[η]|K) = dim(K[η]).

This means that ker(ψ|K[η]) is contained in a minimal prime ideal of K[η]. By con-
struction

p ⊂ p1 ⊂ p2 ⊂ (D · σ(L))〈φ,B̃〉m = ker(ψ).

I.e. p̃ = p ∩ K[η] ⊂ ker(ψ|K[η]). Therefore p̃ is contained in a minimal prime ideal
of K[η]. But the minimal prime ideals of K[η] are of the form K[η] ∩ q̃ where q̃ is
a minimal prime ideal of L ([8, Proposition 16, Chapter II, Paragraph 2.6, p. 74]).
Because p is generated by p̃ (Corollary 1.2.6) we see that p ⊂ q̃. If d ≥ 1 is such that
φ−d(q̃) = q̃ then, as p is a φ-ideal, p ⊂ φ−1(q̃), p ⊂ φ−2(q̃), . . . and therefore

p ⊂ q̃ ∩ · · · ∩ φ−(d−1)(q̃) = 0.

Consequently p = 0 as desired and Claim 3 is proved.

Corollary 3.4.5. Let L|K be a φ-Galois extension of φ-pfields. Then there exists
η ∈ Ln such that L = K(η) and K{η} ⊂ L is Noetherian and φ-simple.

The proof is clear from the basic lemma.

We note that in the Picard-Vessiot case one gets the important corollary above for
free as the Picard-Vessiot ring is required to be φ-simple.

3.5 Generic splitting

This section essentially consists of two applications of the basic lemma.
We recall that for the time being our main goal is to prove that φ-Spec(L ⊗K L)

is split for every φ-Galois extension L|K. The following proposition states that this is
generically true.

Proposition 3.5.1. Let L|K be a φ-Galois extension of φ-pfields. Then there exists a
non-empty open Φ-stable subset U of φ-Spec(L⊗K L) which is split over L.

Proof: By Corollary 3.4.5, there exists η ∈ Ln with L = K(η) such that K{η} ⊂ L is
φ-simple and Noetherian. As L|K is generically φ-normal there exists a difference ring
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extension M of L⊗K L such that M = K(L⊗K L) and σ(L) ⊂ LMφ where σ : L→M
is given by σ(a) = 1⊗ a. Thus we may write for i = 1, . . . , n

σ(ηi) =
Ai
B

(3.4)

with
Ai =

∑
j

aijcij , B =
∑
j

bjcj ∈M×, aij , bj ∈ L, cij , cj ∈Mφ.

Set D = C[cij , cj ]. Then by Lemma 1.6.6 there exists N ≥ 1 such that for all q ∈
φ-Spec(L ·D) = φ-Spec(L⊗C D) we have φ−N (q) = q. Set

B′ = Bφ(B) · · ·φN−1(B) ∈ (L ·D) ∩M×.

Extending the fraction with φ(B) · · ·φN−1(B) transforms equation (3.4) into

σ(ηi) =
A′i
B′

with A′i ∈ L ·D.

This means that
L ·K[σ(η)] ⊂ (L ·D)B′

and consequently
L⊗K K{η} = L ·K{σ(η)} ⊂ (L ·D)〈φ,B′〉.

We may also write

cij =
Eij
F
, cj =

Ej
F

(3.5)

with Eij , Ej , F ∈ L⊗K K{η}, F ∈M× so that

L ·D ⊂ (L⊗K K{η})F .

In fact applying φi to the equations in (3.5) gives

L ·D ⊂ (L⊗K K{η})φi(F )

for every i ≥ 0. We set

X = φ-Spec(L⊗K K{η}) and Y = φ-Spec(L⊗C D).

From Lemma 1.6.7 we know that V = D(B′) is an open Φ-stable subset of Y and
〈φ,B′〉 ∩ q is empty for every q ∈ V . We have a natural morphism

g∗ : L⊗K K{η} −→ OY (V )

of difference rings derived from the inclusion

L⊗K K{η} ⊂ (L ·D)〈φ,B′〉.
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If a ∈ L⊗K K{η} then a is of the form a = b
B′α (with α ∈ N[φ] and b ∈ L⊗C D) and

g∗(a) is simply given by

g∗(a)(q) =
b

B′α
∈ (L⊗C D)q

for q ∈ V . By Theorem 2.1.11 the map g∗ induces a morphism

g : V → X

of φ-spaces. Let

U =
⋃
i≥0

D(φi(F )) = {q ∈ X; ∃ i ≥ 0 : φi(F ) /∈ q}.

Then U is an open Φ-stable subset of X and from the inclusions

L⊗C D = L ·D ⊂ (L⊗K K{η})φi(F )

we obtain a morphism
f∗ : L⊗C D → OX(U)

of φ-rings. If a ∈ L⊗C D then a is of the form a = b
φi(F )m

with b ∈ L⊗K K{η} and on

D(φi(F )) ⊂ U the function f∗(a) is given by the fraction b
φi(F )m

. Again by Theorem
2.1.11 we obtain a morphism

f : U → Y

of φ-spaces.
We claim that U ∩ f−1(V ) is non-empty. Because

B′ ∈ L⊗C D ⊂ (L⊗K K{η})F

we can find B′′ ∈ L ⊗K K{η} and m ≥ 1 such that B′ = B′′

Fm . Because B′ is unit
in M also B′′F is a unit in M . Therefore the multiplicatively closed φ-stable subset
〈φ,B′′F 〉 of L⊗K K{η} has empty intersection with the zero ideal. From the obvious
application of Zorn’s Lemma it follows that there exists a maximal element p in the set
of all φ-ideals of L ⊗K K{η} which do not meet 〈φ,B′′F 〉. Since K{η} is Noetherian
we know (cf. Lemma 1.2.4) that also L ⊗K K{η} is Noetherian and so we can use
Proposition 1.4.2 to conclude that p is a φ-prime ideal. This implies that there exists
a q ∈ φ-Spec(L⊗K K{η}) such that B′′F /∈ q, in particular F /∈ q so that q ∈ U . Now
f(q) is the inverse image of the maximal ideal of (L⊗K K{η})q under

L⊗C D ↪→ (L⊗K K{η})F → (L⊗K K{η})q.

So if B′ = B′′

Fm would lie in f(q) then B′′ would lie in q - which is not the case. Therefore
B′ /∈ f(q), i.e. q ∈ f−1(D(B′)) = f−1(V ). Thus q ∈ U ∩ f−1(V ) 6= ∅.

Next we will show that

U ∩ f−1(V )
f // V

g // X
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is simply the inclusion mapping. By Theorem 2.1.11 it suffices to see that the induced
mapping

ψ : L⊗K K{η} → OX(X)→ OY (V )→ OX(U ∩ f−1(V ))

is given by ψ(a)(q) = a
1 ∈ (L⊗K K{η})q for a ∈ L⊗K K{η} and q ∈ U ∩ f−1(V ). By

Theorem 2.1.11 the image of a ∈ L ⊗K K{η} in OY (V ) equals g∗(a) and g∗(a) is the
function that assigns to every q′ ∈ V the image of a under

L⊗K K{η} ⊂ (L⊗C D)〈φ,B′〉 → (L⊗C D)q′ .

If q ∈ U ∩f−1(V ) then φi(F ) /∈ q for some i ≥ 0 and f∗(r)(q) = ν(r) where r ∈ L⊗CD
and

ν : L⊗C D ⊂ (L⊗K K{η})φi(F ) → (L⊗K K{η})q = OX,q.

By definition f(q) = ν−1(mq). Because f(q) ∈ V = D(B′) we see that ν extends to

ν ′ : (L⊗C D)〈φ,B′〉 → (L⊗K K{η})q

and by definition ψ(a)(q) is the image of a under

L⊗K K{η} ↪→ (L⊗C D)〈φ,B′〉
ν′−−→ (L⊗K K{η})q

which is of course just a
1 ∈ (L⊗K K{η})q as claimed.

Similarly, one sees that

V ∩ g−1(U)
g // U

f // Y

is the inclusion map. For the sake of completeness we give the details: Again it suffices
to see that

ψ : L⊗C D → OY (Y )→ OX(U)→ OY (V ∩ g−1(U))

is given by ψ(a)(q) = a
1 ∈ (L⊗C D)q for a ∈ L⊗C D and q ∈ V ∩ g−1(U).

So let q ∈ V ∩ g−1(U) and

ν : L⊗K K{η} ⊂ (L ·D)〈φ,B′〉 → (L ·D)q = OY,q.

Because g(q) = ν−1(mq) ∈ U there is an i ≥ 0 such that φi(F ) /∈ g(q) and so ν extends
to

ν ′ : (L⊗K K{η})φi(F ) → (L ·D)q.

Now ψ(a)(q) is the image of a ∈ L · D ⊂ (L ⊗K K{η})φi(F ) under ν ′ which equals
a
1 ∈ (L ·D)q.

Altogether we see that V ∩ g−1(U) and U ∩ f−1(V ) are isomorphic as φ-spaces over
L. Because Y = L×C Spec(D) is split it follows from Lemma 2.5.4 that also the open
Φ-stable subset V ∩ g−1(U) ⊂ Y is split. Consequently U ∩ f−1(V ) is a non-empty
split open Φ-stable subset of X. Finally by Example 2.1.8 we have φ-Spec(K{η}) '
φ-Spec(L) and so X ' φ-Spec(L⊗K L).

89



Proposition 3.5.2. Let L|K be a φ-Galois extension of φ-pfields. Let a be a φ-ideal
of R = L⊗K L, r ∈ R and p a maximal element of the set

{p ⊂ R φ-prime; a ⊂ p, r /∈ p}.

Let k(p) = Q(R/p). Then k(p)φ is an algebraic extension of C = Lφ = Kφ.

Proof: By Corollary 3.4.5 there exists η ∈ Ln such that K{η} is φ-simple and K(η) = L.
Set M = k(p) and σ : L → M, a 7→ 1⊗a

1 . Because L|K is φ-normal with respect to σ
we may write for i = 1, . . . , n

σ(ηi) =
Ai
B

(3.6)

where Ai, B ∈ L ·Mφ, B ∈M× and

Ai =
∑
j

aijcij B =
∑
j

bjcj

with aij , bj ∈ L and cij , cj ∈Mφ.
Suppose for a contradiction that Mφ|C is not algebraic. So we can find d ∈ Mφ

transcendental over C. Set D = C[cij , cj , d].
Now by Lemma 1.6.6 there exists N ≥ 1 such that for all q ∈ φ-Spec(L · D) =

φ-Spec(L⊗C D) we have φ−N (q) = q. Set

B′ = Bφ(B) · · ·φN−1(B) ∈ (L ·D) ∩M×.

Extending the fraction with φ(B) · · ·φN−1(B) transforms equation (3.6) into

σ(ηi) =
A′i
B′

with A′i ∈ L ·D.

This means that
L ·K[σ(η)] ⊂ (L ·D)B′

and consequently
L ·K{σ(η)} ⊂ (L ·D)〈φ,B′〉.

Let r denote the image of r under the canonical map L⊗K L→M . Because K(η) = L
there exists u ∈ (L · σ(L))× such that

ur ∈ L ·K[σ(η)] ⊂ (L ·D)B′ .

Thus there exists m ≥ 0 such that B′mur ∈ L · D. Set b = B′m+1ur ∈ L · D. By
Proposition 1.4.15 the ideal φ-

√
b ⊂ L ·D is generated by φ-

√
b ∩D. Since r /∈ p, the

element b is not equal to zero and so we can find a non-zero element c ∈ (φ-
√
b)φ ⊂ D.
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Since D is a reduced, finitely generated C-algebra, the intersection of all maximal
ideals of D is the zero ideal. Consequently there exists a maximal ideal m of D with
c /∈ m.

By Proposition 1.4.15, the ideal (L ·D)m generated by m in L ·D is φ-prime. We
claim that b /∈ (L ·D)m. Suppose the contrary. Then φ-

√
b ⊂ (L ·D)m and so

c ∈ (φ-
√
b)φ ⊂ ((L ·D)m)φ = m

which contradicts c /∈ m. So b /∈ (L ·D)m.
Because B′(B′mur) = b /∈ (L ·D)m we have B′ /∈ (L ·D)m and thus by construction

of B′ and Lemma 1.6.7 we have 〈φ,B′〉∩(L ·D)m = ∅. Therefore the ideal (L ·D)〈φ,B′〉m
generated by m in (L ·D)〈φ,B′〉 is φ-prime and

M ′ = Q
(
(L ·D)〈φ,B′〉/(L ·D)〈φ,B′〉m

)
is a φ-pfield. Let

ψ : L ·K{σ(η)} ⊂ (L ·D)〈φ,B′〉 −→M ′

denote the canonical map. Because K{σ(η)} is φ-simple the restriction of ψ to K{σ(η)}
is injective. It follows from Lemma 1.3.4 that ψ extends uniquely to ψ : L ·σ(L)→M ′.
Now let p′ denote the kernel of the map

L⊗K L→M ′, a⊗ b 7→ ψ(aσ(b)).

We claim that p′ is a φ-prime ideal of L⊗K L with r /∈ p′ which properly contains
p. (This claim contradicts the maximality of p and thus will finish the proof.)

From Proposition 1.4.2 we know that p′ is a φ-prime ideal and it is obvious that p′

contains p. Suppose r ∈ p′, i.e. r ∈ ker(ψ). Then also ur ∈ L ·K{σ(η)} ⊂ (L ·D)〈φ,B′〉
lies in the kernel of ψ. In particular ur and thus also b = B′m+1ur lie in the kernel of
(L ·D)〈φ,B′〉 →M ′. This yields the contradiction b ∈ (L ·D)m : 〈φ,B′〉 = (L ·D)m.

It remains to see that the inclusion p ⊂ p′ is proper. If m was the zero ideal of
D then D would be a field. But, as D is finitely generated as C-algebra and contains
the transcendental element d, this is not possible. So we can find a non-zero element
e ∈ m ⊂ D ⊂ M = Lσ(L). Thus e is of the form e = E

F with E,F ∈ L ·K{σ(η)} ⊂
(L·D)〈φ,B′〉. Since e lies in the kernel of (L·D)〈φ,B′〉 →M ′ also E = eF ∈ (L·D)〈φ,B′〉 lies
in the kernel of (L ·D)〈φ,B′〉 →M ′ and so E lies in the kernel of ψ. So if E =

∑
aiσ(bi)

with ai, bi ∈ L then
∑
ai ⊗ bi lies in p′ but not in p because e is non-zero. Therefore

p $ p′.

3.6 The main theorem with algebraically closed constants

For the convenience of the reader who only cares for algebraically closed constants
we present in this section a proof of the main theorem, namely that φ-Spec(L ⊗K L)
is split for every φ-Galois extension L|K, under the assumption that the constants
are algebraically closed. This assumption greatly simplifies the argument. The reader
ignorant towards arbitrary constants can then safely skip sections 3.7 and 3.8.
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Throughout this section we assume that L|K is a φ-Galois extension with alge-
braically closed field of constants C = Kφ = Lφ.

Lemma 3.6.1. Let L|K be φ-Galois with algebraically closed constants. Let a be a
φ-ideal of R = L⊗K L, r ∈ R and p a maximal element of the set

{p ⊂ R φ-prime; a ⊂ p, r /∈ p}.

Then the maps
σs : L→ R/p, a 7→ a⊗ 1

and
σt : L→ R/p, a 7→ 1⊗ a

are isomorphisms and σ = σ−1
s σt is a K-φ-automorphism of L. Moreover, as an ideal

p is generated by the elements of the form σ(a)⊗ 1− 1⊗ a with a ∈ L.

Proof: By Proposition 3.5.2 we have k(p)φ = C = Lφ ⊂ L. Because L|K is φ-normal
with respect to φ-pfield extensions of K we have k(p) = Lk(p)φ = L. This shows that
L→ R/p, a 7→ a⊗ 1 is surjective and thus an isomorphism.

We recall that the twist

T : L⊗K L→ L⊗K L, a⊗ b 7→ b⊗ a

is a K-φ-automorphism. We have a commutative diagram

L⊗K L/T−1(p)

T

��

L

τs
88qqqqqqqqqqqq

σt &&MMMMMMMMMMMM

L⊗K L/p

where τs is derived from the inclusion into the first factor and T is induced from the
twist. The φ-prime ideal T−1(p) is maximal in the set

{p′ ⊂ R φ-prime; T−1(a) ⊂ p′, T−1(r) /∈ p′}

and so, by the above consideration τs is an isomorphism. Since also T is an isomorphism
we conclude that σt is an isomorphism.

As a⊗ b = σs(a)σt(b) ∈ R/p we see that σ(a)⊗ 1− 1⊗ a = σs(σ(a)) − σt(a) = 0.
Conversely, if s =

∑
ai ⊗ bi lies in p then

∑
σs(ai)σt(bi) = 0 and so

∑
aiσ(bi) = 0.

Therefore

s =
∑

ai ⊗ bi = −
∑

ai ⊗ 1(σ(bi)⊗ 1− 1⊗ bi) +
∑

aiσ(bi)⊗ 1

= −
∑

ai ⊗ 1(σ(bi)⊗ 1− 1⊗ bi).
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Theorem 3.6.2 (Homogeneity). Let L|K be φ-Galois with algebraically closed con-
stants. Let p1 and p2 be two φ-maximal ideals of L ⊗K L. Then there exists an L-φ-
automorphism ψ : L⊗K L→ L⊗K L with ψ−1(p1) = p2. (Here we consider L⊗K L as
L-algebra via the first factor.) Indeed ψ can be chosen of the form ψ(a⊗ b) = a⊗ σ(b)
for some K-φ-automorphism σ of L.

Proof: By Lemma 3.6.1 (with a = 0 and r = 1) there exists for i = 1, 2 a K-φ-
automorphism σi of L such that pi is generated by the elements of the form σi(a)⊗1−
1⊗ a. If we define

ψ : L⊗K L→ L⊗K L, a⊗ b 7→ a⊗ σ−1
1 (σ2(b))

then
ψ(σ2(a)⊗ 1− 1⊗ a) = σ1(σ−1

1 (σ2(a)))⊗ 1− 1⊗ σ−1
1 (σ2(a)) ∈ p1

and we see that ψ−1(p1) = p2.

Corollary 3.6.3. Let L|K be φ-Galois with algebraically closed constants, x ∈ X =
φ-Spec(L ⊗K L) and U a non-empty, open, Φ-stable subset of X. Then there exists
an automorphism f : X → X of φ-spaces over L such that x ∈ f(U). Indeed f can
be chosen to be induced from L ⊗K L → L ⊗K L, a ⊗ b 7→ a ⊗ σ(b) where σ is a
K-φ-automorphism of L.

Proof: The open Φ-stable set U is of the form U = X r V(a) for some φ-ideal a. Since
U is non-empty there exists r ∈ a and a φ-prime ideal of R = L⊗K L which does not
contain r. Let p1 be a maximal element of the set

{p ⊂ R φ-prime; r /∈ p}.

By Lemma 3.6.1 the φ-ring R/p1 is isomorphic to L and so p1 is φ-maximal. There
is a minimal prime ideal of p1 that does not contain r and thus lies in U . Since U is
Φ-stable all the minimal prime ideals of p1 belong to U .

Let q ∈ φ-Spec(R) denote the prime ideal corresponding to x and p = q ∩ · · · ∩
φ−(d−1)(q) the φ-prime ideal belonging to q. Let p2 be a φ-maximal φ-ideal lying above
p.

By Theorem 3.6.2 there exists an L-φ-automorphism ψ of R (of the prescribed form)
with ψ−1(p1) = p2. Let q2 denote a minimal prime ideal of p2. Then there exists a
minimal prime ideal q1 of p1 with ψ−1(q1) = q2. If f denotes the automorphism of X
induced by ψ then q2 = f(q1) ∈ f(U). As q ∩ · · · ∩ φ−(d−1)(q) = p ⊂ p2 ⊂ q2 we have
φ−i(q) ⊂ q2 for some i ≥ 0 and so φ−i(q) ∈ f(U) because q2 ∈ f(U) and f(U) is open.
Since f(U) is also Φ-stable we see that q ∈ f(U).

Theorem 3.6.4 (Main Theorem with algebraically closed constants). Let L|K be φ-
Galois with algebraically closed constants C = Kφ = Lφ. Then X = φ-Spec(L ⊗K L)
is split. I. e. there exists a scheme G of finite type over C such that X ' L ×C G as
φ-spaces over L.
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Proof: By Proposition 2.5.5 it suffices to see that we can cover X with a finite number
of open, Φ-stable, split subsets. By Proposition 3.5.1 we know that there exists a non-
empty, open, Φ-stable, split subset of X. Using Corollary 3.6.3, we can transport it to
every point of X, so that we have a covering of X with split, open, Φ-stable subsets. By
Lemma 3.3.16, we know that X is quasi-compact and so a finite number will suffice.

3.7 When the constants are not algebraically closed

Let L|K be a φ-Galois extension of φ-pfields. In the previous section we established
the main result, namely that φ-Spec(L⊗K L) is split, under the assumption that C =
Kφ = Lφ is an algebraically closed field. More precisely the closedness of C was required
for the homogeneity theorem (Theorem 3.6.2). The purpose of this and the following
section is to remove the assumption that the constants are algebraically closed. The
main result of this section is that φ-Spec(L⊗K L) splits after a finite extension of the
constants. The required descent will then be performed in the next section.

As a starting point we have the following proposition.

Proposition 3.7.1. Let L|K be a φ-Galois extension of φ-pfields with field of constants
C = Kφ = Lφ and C ′ an algebraic extension of C. Set K ′ = L⊗CC ′ and L′ = L⊗CC ′.
Then L′|K ′ is a φ-Galois extension of φ-pfields with field of constants L′φ = K ′φ = C ′.

Proof: We already know from Lemma 1.6.9 that L′|K ′ is an extension of φ-pfields with
L′φ = K ′φ = C ′ and that L′ has bounded periodicity. Because L is finitely generated
as total ring over K obviously also L′ is finitely generated as total ring over K ′.

Next we will show that L′|K ′ is generically φ-normal. By assumption there exists a
φ-ring M containing L⊗K L such that M = K(L⊗K L) and σt(L) ⊂ σs(L)Mφ, where
σs, σt : L→M are defined by σs(a) = a⊗1 and σt(a) = 1⊗a. Set M ′ = M⊗CC ′. The
inclusion L⊗K L ↪→ M gives rise to an inclusion L′ ⊗K′ L′ = (L⊗K L)⊗C C ′ ↪→ M ′.
Clearly M ′ = K ′(L′ ⊗K′ L′) and also σ′t(L

′) ⊂ σ′s(L′)M ′φ.
It remains to see that L′|K ′ is φ-normal with respect to all φ-pfield extensions

of K ′. So let M ′ be a φ-pfield extension of K ′ and σ′ = (σ′s, σ
′
t) an isomorphism of

L′|K ′ inside M ′. By composing with the inclusion L ↪→ L′ we obtain an isomorphism
σ = (σs, σt) of L|K inside M ′. By assumption σt(L) ⊂ σs(L)M ′φ and it follows that
also σ′t(L

′) ⊂ σ′s(L′)M ′φ.

Lemma 3.7.2. Let L|K be φ-Galois with C = Kφ = Lφ and p ⊂ L⊗K L a φ-maximal
ideal. Then k(p)φ is a finite algebraic extension of C and

k(p) = (L⊗K L)/p = L⊗C k(p)φ.

Proof: It follows from Lemma 1.1.5 that k(p)φ = ((L ⊗K L)/p)φ. Because L|K is φ-
normal with respect to φ-pfields we have k(p) = Lk(p)φ. From Lemma 1.1.6 we know
that L·k(p)φ = L⊗Ck(p)φ and because k(p)φ is an algebraic extension of C (Proposition
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3.5.2) it follows from Lemma 1.6.8 that L⊗Ck(p)φ is a φ-pfield. In particular L⊗Ck(p)φ

is a total ring and so

k(p) = Lk(p)φ = L · k(p)φ ⊂ (L⊗K L)/p.

Therefore k(p) = (L⊗K L)/p = L⊗C k(p)φ.
It remains to prove that k(p)φ is finite over C. Let η ∈ Ln with L = K(η) and

σ = σt : L → k(p) = Q((L ⊗K L)/p)), a 7→ 1⊗a
1 . As k(p) = L ⊗C k(p)φ there already

exists a finite extension D of C inside k(p)φ such that σ(ηi) ∈ L⊗C D for i = 1, . . . , n.
Consequently K{σ(η)} ⊂ L⊗C D. By Lemma 1.6.8 we know that L⊗C D is a φ-pfield
and so it follows from Lemma 1.3.4 that σ(L) ⊂ L ⊗C D. Therefore k(p) = L ⊗C D.
This shows that k(p)φ = D which is a finite extension of C.

Lemma 3.7.3. Let L|K be φ-Galois with C = Kφ = Lφ and C ′ an algebraic extension
of C. Let G(C ′) denote the set of tuples (p, ϕ) where p is a φ-maximal ideal of L⊗K L
and ϕ : k(p)φ → C ′ an embedding of k(p)φ into C ′ over C. Then there is a natural
bijection between G(C ′) and Aut(L⊗C C ′|K ⊗C C ′).

Proof: We set L′ = L ⊗C C ′ and K ′ = K ⊗C C ′. By Proposition 3.7.1 the extension
L′|K ′ is φ-Galois. Let (p, ϕ) ∈ G(C ′). By Lemma 3.7.2 we have k(p) = L⊗C k(p)φ. Let
σt : L→ k(p) = Q((L⊗K L)/p), a 7→ 1⊗a

1 and define a K-φ-morphism σ : L→ L⊗C C ′
by

σ : L σt−→ k(p) = L⊗C k(p)φ
id⊗ϕ−−−→ L⊗C C ′.

Then the trivial extension σ′ : L⊗C C ′ → L⊗C C ′ of σ to L⊗C C ′ is a K ′-φ-morphism
and so σ′ ∈ Aut(L′|K ′) by Lemma 3.3.15.

Conversely if we start with σ′ ∈ Aut(L′|K ′) then we can define p as the kernel of
L⊗K L→ L′, a⊗ b 7→ aσ′(b). Then p is a φ-prime ideal of L⊗K L (Proposition 1.4.2)
and we have an embedding L ⊗K L/p ↪→ L′ which extends (by Lemma 1.3.4) to an
embedding k(p) = Q(L⊗K L/p) ↪→ L′. Passing to constants we obtain an embedding
ϕ : k(p)φ ↪→ L′φ = C ′ (over C). We need to verify that p ⊂ L⊗K L is φ-maximal. Let
p′ ⊂ L′⊗K′ L′ = (L⊗K L)⊗C C ′ denote the kernel of L′⊗K′ L′ → L′, a′⊗b′ 7→ a′σ′(b′).
Then p = (L ⊗K L) ∩ p′ and because (L′ ⊗K′ L′)/p′ ' L′ is a φ-pfield we see that the
minimal prime ideals of p′ are maximal ideals of L′ ⊗K′ L′. Let q′ be a minimal prime
ideal above p′. Because L′ ⊗K′ L′ is an integral ring extension of L ⊗K L and q′ is a
maximal ideal of L′ ⊗K′ L′ it follows ([4, Corollary 5.8, p. 61]) that q = q′ ∩ (L⊗K L)
is a maximal ideal of L⊗K L. As q is a minimal prime ideal of p this implies that p is
φ-maximal in L⊗K L.

It is not difficult to see that the two constructions described above are inverse to
each other: If (p, ϕ) is an element of G(C ′) then the kernel of L⊗KL→ L′, a⊗b 7→ aσ(b)
is of course p and the embedding ϕ is recovered on the constants.

Conversely if σ′ ∈ Aut(L′|K ′) and (p, ϕ) are obtained from σ′ then it follows from
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the commutativity of
L⊗C k(p)φ � � // L⊗C C ′

(L⊗K L)/p � � // L′

that
L

σt−→ k(p) = L⊗C k(p)φ
id⊗ϕ−−−→ L⊗C C = L′

and L→ L′, a 7→ σ′(a) agree.

We shall need the following technical lemma.

Lemma 3.7.4. Let C ′|C be a (constant) algebraic field extension and R a C-φ-algebra.
Assume that R′ = R ⊗C C ′ is Noetherian. Let X = φ-Spec(R) and X ′ = X ×C C ′ =
φ-Spec(R′). Then the projection p : X ′ → X is surjective.

Proof: Let q ∈ φ-Spec(R) because R′ is integral over R there exists q′ ∈ Spec(R′) with
q′∩R = q ([4, Theorem 5.10, p. 62]). In particular q⊗C ′ ⊂ q′. If q′1 is a minimal prime
ideal of q⊗C ′ contained in q′ then also q = R∩q′1. It therefore suffices to show that q′1 ∈
φ-Spec(R′). If d ≥ 1 with φ−d(q) = q then φ−d(q⊗C ′) = q⊗C ′ by Corollary 1.5.4 and
the fact that C ′|C is φd-separable (Corollary 1.5.3). Therefore φd-

√
q⊗ C ′ =

√
q⊗ C ′

by Proposition 1.4.7. As R′ is Noetherian
√

q⊗ C ′ is the intersection of the finitely
many minimal prime ideals of q⊗C ′ and we see that φ−d induces a permutation of the
minimal prime ideals of q ⊗ C ′. Therefore there exists n ≥ 1 such that φ−n(q′1) = q′1,
i.e. q′1 ∈ φ-Spec(R′).

Proposition 3.7.5. Let L|K be a φ-Galois extension of φ-pfields and X = φ-Spec(L⊗K
L). Then there exists a finite algebraic extension C ′ of C = Kφ = Lφ such that
X ′ = X×C C ′ is split over L′ = L⊗C C ′. In other words L′|K ′ is a φ-Galois extension
such that φ-Spec(L′ ⊗K′ L′) is split.

Proof: Let C denote an algebraic closure of C and set L = L ⊗C C, K = K ⊗C C.
It follows from Proposition 3.7.1 that L|K is φ-Galois with L

φ = K
φ = C. Set X =

φ-Spec(L⊗K L) = X ×C C and let p : X → X denote the projection. By Proposition
3.5.1 there exists a non-empty open Φ-stable subset U of X which is split over L. Let
U = p−1(U) ⊂ X. Then using Lemma 3.7.4 we see that also U is open non-empty and
Φ-stable.

Let x be an arbitrary point ofX. By Corollary 3.6.3 there exists aK-φ-automorphism
τ of L such that the L-automorphism τ∗ : X → X induced from

L⊗K L→ L⊗K L, a⊗ b 7→ a⊗ τ(b)

satisfies x ∈ τ∗(U). As X is quasi-compact (Lemma 3.3.16) we can find finitely many
K-φ-automorphism τ1, . . . , τn of L such that the τi∗(U)’s cover X.

As explained in Lemma 3.7.3 each τi corresponds to a pair (pi, ϕi) where pi is a
φ-maximal ideal of L ⊗K L and ϕi : k(pi)φ → C an embedding over C. In particular
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τi : L⊗CC → L⊗CC restricts to an automorphism L⊗C ϕi(k(pi)φ)→ L⊗C ϕi(k(pi)φ).
We know from Lemma 3.7.2 that k(pi)φ is a finite extension of C. Thus there exists
a finite extension C ′ of C inside C that contains ϕi(k(pi)φ) for i = 1, . . . , n. Set
K ′ = K⊗CC ′ and L′ = L⊗CC ′. The τi’s restrict to K ′-φ-automorphisms τ ′i : L′ → L′.

We have to show that

X ′ = φ-Spec(L′ ⊗K′ L′) = X ×C C ′

is split over L′. Let p′ : X ′ = X ×C C ′ → X denote the projection. Then U ′ = p′−1(U)
is a non-empty open Φ-stable subset of X ′. Because

U ′ = p′−1(U) = U ×C C ′ = (L×C Uφ)×C C ′ = L′ ×C′ (Uφ ×C C ′)

it follows that U ′ is split over L′. Let τ ′∗i : X ′ → X ′ denote the L′-automorphism
induced from L′ ⊗K′ L′ → L′ ⊗K′ L′, a′ ⊗ b′ 7→ a′ ⊗ τ ′i(b′). Then the τ ′∗i (U ′) are open
Φ-stable subsets of X ′ that are split over L′. To show that X ′ is split it suffices to show
by Proposition 2.5.5 that the τ ′∗i (U ′)’s cover X ′. So let x′ ∈ X ′. By construction the
τi
∗(U)’s cover X and

X
τi
∗
//

��

X

��
X ′

τ ′∗i // X ′

commutes. Because the projection p : X = X ′×C′ C → X ′ is surjective (Lemma 3.7.4)
there is x ∈ X with p(x) = x′ and x ∈ τi∗(U) for some i ∈ {1, . . . , n}. Say x = τi

∗(y)
for y ∈ U . We have

x′ = p(x) = p(τi∗(y)) = τ ′∗i (p(y)).

Because p(y) ∈ U ′ we have x′ ∈ τ ′∗i (U ′).

3.8 Descent

Let L|K be a φ-Galois extension of φ-pfields and set C = Kφ = Lφ. In the above
section we proved that there exists a finite algebraic field extension C ′ of C such that
X ′ = φ-Spec(L′ ⊗K′ L′) is split over L′, where L′|K ′ denotes the φ-Galois extension
obtained from L|K by extending the constants from C to C ′, i.e. K ′ = K ⊗C C ′ and
L′ = L⊗C C ′. The purpose of this section is to prove that we can indeed assume that
C ′ = C, in other words: X = φ-Spec(L ⊗K L) is split over L without any additional
assumption on the constants. The quite obvious method of proof is descent. The
application of descent theory is complicated by two things:

• We know that G′ = X ′φ is a scheme and there is a natural way to define a descent
datum on G′ relative to C ′|C but it is not a priori clear that the descent datum on
G′ is effective. The standard condition to ensure effectivity of the descent datum
would be quasi-projectivity of G′. But it seems to be unknown (cf. [40, Remark
2.2, p. 50]) if every group scheme of finite type over a field is quasi-projective.
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• As we want to avoid the assumption that the constants C are perfect we have to
use Grothendieck’s faithfully flat descent rather than classical Galois descent.

While the second problem is more of a notational character the first one is solved in
Proposition 3.8.1 by recurrence to a deep theorem about algebraic groups which states
that every reduced group scheme of finite type over a field is quasi-projective.

We start by recalling the formalism of descent data. The descent problem is most
naturally formulated in fibred categories but to keep things down to earth we refrain
from introducing too much machinery and only state the results we need in simple
language. Also we are not interested in developing decent theory for φ-spaces in general.
Rather we strive to prove the above mentioned result with the least possible effort. The
standard references for descent theory are [16] (which is “explained” in [13]) and [1,
Chapters VI and VIII].

Let C ′|C be a finite field extension and Y ′ a scheme over C ′. We set C ′′ = C ′⊗C C ′
and C ′′′ = C ′ ⊗C C ′ ⊗C C ′. Corresponding to the two natural maps (source and
target) from C ′ to C ′′ there are two natural ways to obtain a C ′′-scheme from Y ′,
namely Y ′ ×C C ′ and C ′ ×C Y ′ which are considered as schemes over C ′′ in a diagonal
manner. Similarly there are three natural ways to obtain a C ′′′-scheme from Y ′ namely
Y ′ ×C C ′ ×C C ′, C ′ ×C Y ′ ×C C ′ and C ′ ×C C ′ ×C Y ′, again these are considered as
C ′′′-schemes in a diagonal fashion.

A descent datum on Y ′ (relative to C ′|C or Spec(C ′)→ Spec(C)) is an isomorphism

ϕ : Y ′ ×C C ′ ' C ′ ×C Y ′

of schemes over C ′′ such that the following diagram of C ′′′-schemes, expressing the
cocycle condition is commutative.

Y ′ ×C C ′ ×C C ′
p∗12ϕ //

p∗13ϕ ))SSSSSSSSSSSSSS C ′ ×C Y ′ ×C C ′

p∗23ϕuukkkkkkkkkkkkkk

C ′ ×C C ′ ×C Y ′

Here pij : Spec(C ′′′) → Spec(C ′′) denotes the projection onto the i-th and j-th factor
for 1 ≤ i < j ≤ 3 and p∗ijϕ the pullback of ϕ along pij , e.g. p∗12ϕ = ϕ× id.

If Y ′1 and Y ′2 are schemes over C ′ equipped with descend data ϕ1, ϕ2 then a morphism
f ′ : Y ′1 → Y ′2 of schemes over C ′ is said to be compatible with the descend data if

Y ′1 ×C C ′
f ′×id //

ϕ1

��

Y ′2 ×C C ′

ϕ2

��
C ′ ×C Y ′1

id×f ′ // C ′ ×C Y ′2

commutes.
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If Y is a scheme over C then Y ′ = Y ×C C ′ is a scheme over C ′ naturally equipped
with a descent datum

ϕ : Y ′ ×C C ′ ' Y ×C C ′ ×C C ′ ' C ′ ×C Y ′.

Finally a descent datum on a C ′-scheme Y ′ is called effective if there exists a C-scheme
Y and an isomorphism Y ×C C ′ ' Y ′ which is compatible with descent data. We shall
need the following basic descent result for group schemes. I could not locate it in the
literature elsewhere.

Proposition 3.8.1. Let C ′|C be a finite algebraic extension of fields and Y ′ a scheme
of finite type over C ′. Suppose that Y ′ can be endowed with the structure of a group
scheme over C ′. Then any descent datum on Y ′ relative to Spec(C ′) → Spec(C) is
effective.

Proof: Let q1, q2 : Y ′′ ⇒ Y ′ denote the couple of equivalence induced by the descend
datum [1, Chapter VIII, Section 7, p. 219]. By [1, Corollaire 7.6, Chapter VIII, p. 222]
it suffices to prove that R(y′) = q2(q−1

1 (y′)) is contained in an open affine subset of Y ′

for every y′ ∈ Y ′. Let C̃ denote the perfect closure of C ′. We have natural morphisms(
Y ′ ×C′ C̃

)
red

f−−−−→ Y ′ ×C′ C̃
g−−−−→ Y ′.

and both f and g are homeomorphisms of the underlying topological spaces. The
reduced scheme G = (Y ′ ×C′ C̃)red is naturally endowed with a structure of group
scheme of finite type over C̃. (This is in general not true for Y ′red.) Let C denote the
algebraic closure of C̃. Because C̃ is perfect G ×

C̃
C is reduced and hence a reduced

group scheme of finite type over an algebraically closed field. The standard translation
argument shows that G ×

C̃
C is smooth over C and by [1, Corollaire 4.13, Chapter II,

p. 43] this implies that G is smooth over C̃.
Now it is known that every smooth group scheme of finite type over a field is quasi-

projective (see e.g. [6, Theorem 1, Section 6.4, p. 153]) and in a quasi-projective scheme
every finite set of points has an open affine neighborhood (see e.g. [30, Proposition 3.36,
Chapter 3, p. 109]). Thus the finite set f−1(g−1(R(y′)) is contained in an open affine U
of G = (Y ′×C′ C̃)red. It follows from [14, Corollaire 6.1.7, p. 142] that f(U) is an open
affine of Y ′ ×C′ C̃. As f(U) = g−1(g(f(U))) = g(f(U)) ×C′ C̃ is affine it follows from
fpqc descent ([15, Proposition 2.7.1, p. 29]) that g(f(U)) is affine. Therefore g(f(U))
is an open affine subset of Y ′ containing R(y′).

Let as above C ′|C denote a finite algebraic extension of fields. If X is a φ-space over
C which can be covered by open Φ-stable subsets of the form φ-Spec(R) where R is a
C-φ-algebra then the products X ×C C ′, X ×C C ′ ×C C ′ and X ×C C ′ ×C C ′ ×C C ′ all
exist (Proposition 2.1.14) and the notion of descent datum on X ′ = X×CC ′ (relative to
C ′|C) can be defined in a manner completely analogous to the case of schemes treated
above, i.e. a descent datum on X ′ is an isomorphism

ϕ : X ′ ×C C ′ ' C ′ ×C X ′
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of φ-spaces over C ′′ satisfying the cocycle condition. Similarly X ′ = X×CC ′ is equipped
with a natural descent datum. The main descent result for φ-spaces that we will need
is the following proposition.

Proposition 3.8.2. Let C ′|C be a (constant) finite algebraic field extension and X1

and X2 φ-spaces over C which can be covered by open Φ-stable subsets of the form
φ-Spec(R) where R is a Noetherian C-φ-algebra with φ : R → R injective. Then the
natural map

HomC(X1, X2)→ HomC′|C(X ′1, X
′
2)

is bijective. Here HomC′|C(X ′1, X
′
2) denotes the C ′-morphisms from X ′1 = X1 ×C C ′ to

X ′2 = X2 ×C C ′ which are compatible with the descent data.

The proof of Proposition 3.8.2 will be achieved through a series of four preparatory
lemmas. The actual proof can then be found below Lemma 3.8.6. The first lemma does
not take into account any difference structure. It is surely well known, but because of
lack of a suitable reference we include the proof.

Lemma 3.8.3. Let C be a field and C ′ a C-algebra that is finite dimensional as C-
vector space. Set R′ = R ⊗C C ′, X = Spec(R), X ′ = X ×C C ′ = Spec(R′) and let
p : X ′ → X denote the projection. Let q ⊂ R be the prime ideal corresponding to a point
x ∈ X. Then p−1(x) is a finite, non-empty set and agrees with the minimal prime ideals
of q⊗C ′ ⊂ R′. Furthermore if S = Rrq and S′ = {s′ ∈ R′; s′ /∈ q′ for all q′ ∈ p−1(x)}
then the natural map

S−1R′ → S′−1R′

is an isomorphism.

Proof: Let k(x) = Q(R/q) denote the residue field at x. We have

p−1(x) ' X ′x = X ′ ×X Spec(k(x)) = Spec(k(x)⊗C C ′)

Because C ′ is finite dimensional as C-vector space k(x) ⊗C C ′ is finite dimensional as
k(x)-vector space, in particular k(x)⊗CC ′ is Artinian. It follows that Spec(k(x)⊗CC ′)
is finite and discrete ([4, Chapter 8]). We have a commutative diagram

R⊗C C ′
ψ //

**UUUUUUUUUUUUUUUUUU k(x)⊗C C ′

(R⊗C C ′)/(q⊗ C ′) = (R/q)⊗C C ′
α

44hhhhhhhhhhhhhhhhh

and the prime ideals in p−1(x) are precisely those of the form ψ−1(q̃) for some prime
ideal q̃ of k(x) ⊗C C ′. As α is injective every minimal prime ideal of (R/q) ⊗C C ′ is
of the form α−1(q̃) for some prime ideal q̃ of k(x) ⊗C C ′ ([8, Proposition 16, Chapter
II, Paragraph 2.6, p. 74]). Because Spec(k(x) ⊗C C ′) is discrete and ψ induces a
homeomorphism from Spec(k(x)⊗C C ′) onto p−1(x) it follows that p−1(x) agrees with
the set of minimal prime ideals above q⊗C C ′.
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Finally to prove that the natural map S−1R′ → S′−1R′ is an isomorphism it suffices
to show that S′ is the saturation of S = S ⊗ 1 (see [8, Exercise 1 for Paragraph 2 of
Chapter II, p. 123] or [37, Exercises 5.7 and 5.12, p. 84ff.]). In other words, we have
to show that

S′ = R′ r
⋃

q′∩S=∅

q′.

Let q′1, . . . , q
′
n denote the minimal prime ideals of q ⊗ C ′. By definition S′ = R′ r ∪q′i

and so we have to show that
n⋃
i=1

q′i =
⋃

q′∩S=∅

q′.

The inclusion “⊂” is trivial. But if q′ ∈ Spec(R′) with q′ ∩ S = ∅ then q′ ∩ R ⊂ q.
Because R′ is integral over R it follows from the “going-up” Theorem (see e.g. [4,
Theorem 5.11, p. 62]) that there exists q′0 ∈ Spec(R′) such that q′ ⊂ q′0 and q′0∩R = q.
As shown above we must have q′0 = q′i for some i ∈ {1, . . . , n}. Therefore q′ ⊂ q′i as
desired.

Lemma 3.8.4. Let C be a field and C ′ a constant C-algebra such that C ′ is finite
dimensional as C-vector space. Let R be a C-φ-algebra and set R′ = R ⊗C C ′, X =
φ-Spec(R), X ′ = X ×C C ′ = φ-Spec(R′) and let p : X ′ → X denote the projection. Let
q ∈ φ-Spec(R) denote the prime ideal corresponding to a point x ∈ X. Then p−1(x)
is a finite non-empty set and agrees with the minimal prime ideals above q⊗ C ′ ⊂ R′.
Moreover p is closed and for U ⊂ X open the natural map

α : OX(U)⊗C C ′ → OX′(p−1(U))

is injective.

Proof: By Lemma 3.8.3 it suffices to see that the minimal prime ideals of q⊗C ′ belong
to φ-Spec(R′). If d ≥ 1 is such that φ−d(q) = q then φ−d(q⊗C ′) = q⊗C ′. This follows
for example from Corollary 1.5.4 using that C ′|C is φd-separable (where of course φ is
the identity on C and C ′). Therefore by Proposition 1.4.7

φd-
√

q⊗ C ′ =
√

q⊗ C ′.

Because
√

q⊗ C ′ is the (finite) intersection of the minimal prime ideals above q ⊗ C ′
it follows as in the proof of Proposition 1.4.8 that the minimal prime ideals of q ⊗ C ′
belong to φ-Spec(R′).

Next we will show that p is a closed map. So let a′ ⊂ R′ be an ideal and set
a = a′ ∩ R. We will show that p(V(a′)) = V(a). The inclusion “⊂” is trivial. So let
q ∈ V(a). Because R/a ↪→ R′/a′ is an integral ring extension every prime ideal q̃ of R/a
is of the form q̃ = q̃′ ∩ (R/a) for some prime ideal q̃′ of R′/a′. This implies that there
exists a prime ideal q′ of R′ with q′ ⊃ a′ such that q′ ∩ R = q. It follows from Lemma
3.8.3 and the considerations above that q′ belongs to φ-Spec(R′), i.e. q ∈ p(V(a′)).

Now we will show that α is injective. Let {c′i} be a C-basis of C ′ and assume that
α(
∑
Fi ⊗ c′i) = 0. We have to show that Fi = 0 for all i. Thus it suffices to show
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that Fi(q) = 0 for a fixed q ∈ U . We may write Fi(q) = ri
si
∈ Rq. After multiplying

with appropriate factors we can assume Fi(q) = ri
s ∈ Rq with ri ∈ R and s ∈ R r q.

Let r′ =
∑
ri ⊗ c′i. By assumption r′

1 = 0 ∈ R′q′ for all q′ ∈ p−1(U) ⊂ φ-Spec(R′).
In particular for every q′ ∈ p−1(q) there exists an s′q′ ∈ R′ r q′ such that s′q′r

′ = 0.
By the prime avoidance lemma ([12, Lemma 3.3, p. 90]) there exists an s′ ∈ R′ with
s′r′ = 0 and s′ /∈ q′ for all q′ ∈ p−1(q). Now it follows from Lemma 3.8.3 that there
exists s̃ ∈ R r q such that 0 = (s̃ ⊗ 1)r′ =

∑
s̃ri ⊗ c′i. This yields s̃ri = 0 and so

Fi(q) = ri
s = 0 ∈ Rq as desired.

We shall need a certain quotient construction which is detailed in the proof of the
following lemma.

Lemma 3.8.5. Let q1, q2 : X ′′ ⇒ X ′ be two morphisms of φ-spaces. Then the coequal-
izer of q1, q2 exists in the category of φ-spaces. I.e. there exists a φ-space X together
with a morphism p : X ′ → X such that pq1 = pq2 and for any other pair (X̃, p̃) enjoying
the same property there exists a unique morphism f : X → X̃ making

X ′
p //

p̃   @
@@

@@
@@

@ X

f
��

X̃

commutative.

Proof: Let ∼ denote the equivalence relation on X ′ generated by

x′1 ∼ x′2 if and only if there exists x′′ ∈ X ′′ such that q1(x′′) = x′1 and q2(x′′) = x′2.

Let X = X ′/ ∼ denote the quotient set. We have a natural projection p : X ′ → X
(of sets) which by construction satisfies pq1 = pq2. We endow X with the quotient
topology. Because qiΦ′′ = Φ′qi for i = 1, 2 we see that x′1 ∼ x′2 implies Φ′(x′1) ∼ Φ′(x′2)
and we obtain a well-defined continuous map Φ : X → X such that

X ′
Φ′ //

p

��

X ′

p

��
X

Φ // X

commutes. Next we want to define the structure sheaf OX of X. If U is an open subset
of X then we have two parallel arrows

q]1, q
]
2 : OX′(p−1(U)) −→ OX′′(q−1

1 (p−1(U))) = OX′′(q−1
2 (p−1(U)))

and we can define OX(U) to be the equalizer of this pair, i.e.

OX(U) =
{
F ∈ OX′(p−1(U)); q]1(F ) = q]2(F )

}
.
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It is immediate that OX is a sheaf of rings on X. We have to show that (X,OX) is a
locally ringed space. More precisely we will show that for x ∈ X

mx = {(U,F ) ∈ OX,x; F (x′) ∈ mx′ ⊂ OX′,x′ for all x′ ∈ p−1(x)}

is the unique maximal ideal of OX,x. Suppose (U,F ) /∈ mx. (We recall that here U
denotes an open neighborhood of x ∈ X and F ∈ OX(U).) We have to show that
(U,F ) is invertible in OX,x.

We have an open subset U ′ = {x′ ∈ p−1(U); F (x′) /∈ mx} of p−1(U) ⊂ X ′ (Lemma
2.1.10). Let x′1, x

′
2 ∈ p−1(U) such that F (x′1) /∈ mx′1

and assume that there exists
an x′′ ∈ X ′′ such that q1(x′′) = x′1 and q2(x′′) = x′2. We have two local morphisms
OX′,x′1 → OX′′,x′′ and OX′,x′2 → OX′′,x′′ which map F (x′1) respectively F (x′2) to the
same element of OX′′,x′′ . As F (x′1) /∈ mx′1

it follows that also F (x′2) /∈ mx′2
. This shows

that U ′ is stable under the equivalence relation ∼. Therefore V = p(U ′) ⊂ U is an open
neighborhood of x in X. As the restriction of F to U ′ is invertible in OX′(U ′) and also
in OX(U) we find that (V, F |−1

U ′ ) is the inverse of (U,F ) as desired.
To complete the construction of X it remains to define φ : OX → Φ∗OX . But if

U ⊂ X is open we already have a map

φ′ : OX′(p−1(U))→ OX′(Φ′−1(p−1(U)))

and it is easy to see that it restricts to

φ : OX(U)→ OX(Φ−1(U)) ⊂ OX′(p−1(Φ−1(U))) = OX′(Φ′−1(p−1(U))).

Because φ′ induces local maps on stalks also φ induces local maps on stalks. Summarily
we see that X has the structure of a φ-space and of course there is a natural map of
φ-spaces p : X ′ → X such that pq1 = pq2.

Finally we have to check the universal property. So let X̃ be a φ-space and p̃ :
X → X̃ a morphism of φ-spaces such that p̃q1 = p̃q2. Then x′1 ∼p̃ x′2 if and only if
p̃(x′1) = p̃(x′2) defines an equivalence relation on X ′ which is coarser than ∼. Therefore
there exists a unique map of sets f : X → X̃ such that fp = p̃. As X caries the
quotient topology f is continuous. Because fΦp = fpΦ′ = p̃Φ′ = Φ̃p̃ = Φ̃fp it follows
from the surjectivity of p that fΦ = Φ̃f . Existence and uniqueness of a morphism
f ] : O

X̃
→ f∗OX such that fp = p̃ in the category of ringed spaces follows immediately

from the universal property of equalizers in the category of rings. The commutative
diagram

OX′,x′ OX,p(x′)oo

O
X̃,p̃(x′)

ddJJJJJJJJJ

OO

shows that f is indeed a morphism of locally ringed spaces. Finally a diagram chase
through
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O
X̃

(Ũ) //

φ̃
��

**

OX′(p̃−1(Ũ))

φ′

��

OX(f−1(Ũ))? _oo

φ

��
O
X̃

(Φ̃−1(Ũ)) //
44

OX′(Φ′−1(p̃−1(Ũ)) OX(Φ−1(f−1(Ũ)))? _oo

reveals that f is in fact a morphism of φ-spaces.

Lemma 3.8.6. Let C ′|C be a finite algebraic field extension and X a φ-space over
C which can be covered by open Φ-stable subsets of the form φ-Spec(R) where R is
a Noetherian C-φ-algebra with φ : R → R injective. Then X can be recovered from
X ′ = X ×C C ′ and the natural descent datum on X ′.

Proof: Let ϕ : X ′ ×C C ′ ' C ′ ×C X ′ denote the natural descend datum. Set X ′′ =
X ′ ×C C ′ and let q1 : X ′′ → X ′ denote the projection. We define q2 : X ′′ → X ′ as
the composition of ϕ and the projection onto X ′. As explained in Lemma 3.8.5 the
coequalizer

X ′′ ⇒ X ′
p̃−→ X̃

of q1, q2 : X ′′ ⇒ X ′ exists in the category of φ-spaces. We see that X̃ is naturally a
φ-space over C. Let p : X ′ = X ×C C ′ → X denote the projection. By definition
pq1 = pq2 and from the universal property of X̃ we obtain a morphism f : X̃ → X
of φ-spaces. We will show that f is an isomorphism. (This is what is meant by the
statement of Lemma 3.8.6.) The situation is summarized in the following diagram. The
triangle at the top is not commutative.

X ′ ×C C ′
ϕ //

q1
$$J

JJJJJJJJ C ′ ×C X ′

zzttttttttt

X ′

p

��

p̃

$$II
III

III
III

X X̃
foo

If U = φ-Spec(R) is an open Φ-stable subset of X (where R is a Noetherian C-φ-
algebra with φ : R → R injective) then U ′ = U ×C C ′ is an open subset of X ′. The
isomorphism ϕ : X ′×C C ′ ' C ′×CX ′ restricts to an isomorphism U ′×C C ′ ' C×C U ′
and this restriction agrees with the natural descent datum on U ′. As U ′′ = U ′×C C ′ =
q−1

1 (U ′) = q−1
2 (U ′) it is clear that U ′ is stable under the equivalence relation defined

in the proof of Lemma 3.8.5. Therefore the coequalizer Ũ of q1, q2 : U ′′ → U ′ is
naturally an open φ-subspace of X̃. Furthermore f restricts to the natural map Ũ → U .
Summarily we see that we can assume without loss of generality that X = U , i.e. from
now on we assume that X = φ-Spec(R) where R is a Noetherian C-φ-algebra with
φ : R→ R injective.
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We first show that f : X̃ → X is bijective. Because p is surjective (Lemma 3.8.4)
it is clear that f is surjective. To prove that f is injective we have to show that
p(x′1) = p(x′2) implies x′1 ∼ x′2. As the upper triangle in

X ′ ×X X ′

'

wwppppppppppp
'

''NNNNNNNNNNN

X ′ ×C C ′

''NNNNNNNNNNNN
ϕ // C ′ ×C X ′

wwpppppppppppp

X ′

p

��
X

is commutative it suffices to prove that the natural map from X ′ ×X X ′ to the set
theoretic fibred product of X ′ with X ′ over X is surjective. But this is guaranteed by
Lemma 2.1.15 because R′ = R⊗C C ′ is finitely generated as R-algebra. Therefore f is
bijective. Because p is closed (Lemma 3.8.4) it follows that f is a homeomorphism.

To complete the proof we have to show that for every x̃ ∈ X̃ the induced map

f ]x̃ : OX,f(x̃) → OX̃,x̃

is bijective. Let q ∈ φ-Spec(R) = X denote the ideal corresponding to f(x̃) ∈ X. As
we have already seen above, for x′1, x

′
2 ∈ X ′ one has x′1 ∼ x′2 if and only p(x′1) = p(x′2).

Together with Lemma 3.8.4 this implies that the equivalence class x̃ consists of all the
minimal prime ideals, say {q′1, . . . , q′n} of q⊗ C ′ ⊂ R′.

If r
1 ∈ Rq = OX,f(x̃) maps to zero under f ]x̃ then we must have r⊗1

1 = 0 ∈ R′q′i for
i = 1, . . . , n. By prime avoidance there exists an s′ ∈ R′ with s′ /∈ q′i for i = 1, . . . , n
and s′(r ⊗ 1) = 0 ∈ R′. By Lemma 3.8.3 there exists s ∈ R r q such that sr = 0 and
we can conclude that f ]x̃ is injective.

The rest of the proof is devoted to showing that f ]x̃ is surjective. So let (Ũ , F )
be an element of O

X̃,x̃
. This means that Ũ is an open neighborhood of x̃ in X̃ and

F ∈ OX′(p̃−1(Ũ)) is such that q]1(F ) = q]2(F ).
The C ′′-isomorphism ϕ : X ′×C C ′ ' C ′×CX ′ is induced from the C ′′-isomorphism

ψ : C ′ ⊗C R′ ' R′ ⊗C C ′. Let

I ′ = {s′ ∈ R′; ∃ r′ ∈ R′ such that s′F = r′ on p̃−1(Ũ)}.

Then I ′ is an ideal of R′ and we will show that I ′ is stable under the descent datum,
i.e. we will prove the following

Claim: The mapping ψ restricts to an isomorphism ψ : C ′ ⊗C I ′ ' I ′ ⊗C C ′.

For reasons of symmetry it suffices to show that ψ(C ′⊗C I ′) ⊂ I ′⊗C C ′. Let s′ ∈ I ′.
We have to show that ψ(1⊗ s′) ⊂ I ′ ⊗C C ′. There exists r′ ∈ R′ such that s′F = r′ on
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p̃−1(Ũ). Let p2 : C ′×C X ′ → X ′ denote the projection. Then (1⊗ s′)p]2(F ) = 1⊗ r′ on
p−1

2 (p̃−1(Ũ)) and an application of ϕ] gives ψ(1⊗ s′)q]1(F ) = ψ(1⊗ r′) on q−1
1 (p̃−1(Ũ)).

It therefore suffices to show that for every s′′ ∈ R′ ⊗C C ′ such that there exists
r′′ ∈ R′ ⊗C C ′ with s′′q]1(F ) = r′′ on q−1

1 (p̃−1(Ũ)) we have s′′ ∈ I ′ ⊗C C ′. Let {c′i} be a
C-basis of C ′. We may write s′′ =

∑
s′i ⊗ c′i and r′′ =

∑
r′i ⊗ c′i. By Lemma 3.8.4 the

map
α : OX′(p̃−1(Ũ))⊗C C ′ −→ OX′×CC′(q

−1
1 (p̃−1(Ũ)))

is injective and by assumption α(
∑
s′iF ⊗ c′i) = α(

∑
r′i ⊗ c′i). Hence

∑
s′iF ⊗ c′i =∑

r′i⊗ c′i and consequently s′iF = r′i on p̃−1(Ũ). Therefore s′i ∈ I ′ and s′′ ∈ I ′⊗C C ′ as
desired.

Now it follows from the above claim and faithfully flat descent for modules (see
e.g. [1, Chapter VIII, Lemme 1.6, p. 199]) that there exists an ideal I of R such that
I ′ = I ⊗C C ′. Because R is Noetherian and φ : R → R injective the same is true for
R′ = R ⊗C C ′. (Every constant extension of fields is φ-separable by Lemma 1.5.3 and
so it follows from Proposition 1.5.2 (5) that φ : R′ → R′ is injective.) In particular R′

is RAAD by Lemma 2.2.2. Thus it follows from Lemma 2.2.5 that I ′ * q′i for every
i = 1, . . . , n. Therefore I * q and we can find s ∈ Rr q and r′ ∈ R′ such that sF = r′

on p̃−1(Ũ).
Set R′′ = R ⊗C C ′ ⊗C C ′, X ′′ = X ′ ×C C ′ = φ-Spec(R′′) and let i1, i2 : R′ → R′′

denote the two canonical maps. We know that i1(r′) = i2(r′) on q−1
1 (p̃−1(Ũ)). By

Lemma 3.8.4 every q′′ ∈ Spec(R′′) with q′′ ∩ R = q belongs to φ-Spec(R′′). Therefore
it follows that i1(r′)−i2(r′)

1 = 0 ∈ R′′q′′ for every q′′ ∈ Spec(R) with q′′ ∩ R = q. Again
by prime avoidance there exists an s′′ ∈ R′′ with s′′ /∈ q′′ for all q′′ ∈ Spec(R) with
q′′ ∩ R = q and s′′(i1(r′) − i2(r′)) = 0 ∈ R′′. By Lemma 3.8.3 there exists s1 ∈ R r q

such that s1(i1(r′) − i2(r′)) = 0. So i1(s1r
′) = i2(s1r

′) and consequently s1r
′ ∈ R ([1,

Corollaire 1.5, Chapter VIII, p. 198]), say s1r
′ = r1 ∈ R. Then ss1F = s1r

′ = r1 on
p̃−1(Ũ), i.e. f ]x̃( r1ss1 ) = (Ũ , F ) showing that f ]x̃ is surjective.

Remark 3.8.7. An alternative formulation of Lemma 3.8.6 is the following: The pro-
jection X ×C C ′ → X is the coequalizer of the two canonical maps

X ×C C ′ ×C C ′ ⇒ X ×C C ′.

Proof of Proposition 3.8.2: Let f ′ : X ′1 → X ′2 be a morphism of φ-spaces over C ′

which is compatible with the natural descent data. We have to show that there exists
a unique f : X1 → X2 making

X ′1
f ′ //

��

X ′2

��
X1

f // X2

commutative. Set X ′′1 = X1 ×C C ′ ×C C ′ and X ′′2 = X2 ×C C ′ ×C C ′. To say that f ′ is
compatible with descend data means that the two maps from X ′′1 to X ′′2 induced by f ′
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agree.
X ′′1

����

// X ′′2

����
X ′1

��

f ′ // X ′2

p

��
X1

f // X2

As illuminated in the above diagram this implies that pf ′ coequalizes X ′′1 ⇒ X ′1. There-
fore the desired f exists by Lemma 3.8.6 (and Remark 3.8.7.)

From Proposition 3.8.2 we obtain the following corollary.

Corollary 3.8.8. Let C ′|C be a finite field extension and X1, X2 φ-spaces over C that
can be covered by open Φ-stable subsets of the form φ-Spec(R) where R is a Noetherian
C-φ-algebra with φ : R→ R injective. Set X ′1 = X1×C C ′, X ′2 = X2×C C ′ and assume
that there exists an isomorphism f ′ : X ′1 → X ′2 of φ-spaces over C ′ which is compatible
with the natural descent data. Then X1 and X2 are isomorphic as φ-spaces over C.

Proof: One immediately checks that also g′ = f ′−1 is compatible with the descent data.
By Proposition 3.8.2 there exist f : X1 → X2 and g : X2 → X1 such that f ′ = f×id and
g′ = g × id. As (gf)× id = g′f ′ is the identity on X ′1 it follows again from Proposition
3.8.2 that also gf = id, similarly for fg.

Now we are prepared to prove the main result of this work without restrictions on
the constants.

Theorem 3.8.9 (Main Theorem). Let L|K be a φ-Galois extension of φ-pfields. Then
φ-Spec(L⊗K L) is split over L.

Proof: Let X = φ-Spec(L⊗KL) and C = Kφ = Lφ. We already know from Proposition
3.7.5 that there exists a finite algebraic field extension C ′ of C and a scheme G′ of finite
type over C ′ such that

X ′ = L′ ×C′ G′,

where X ′ = X ×C C ′ and L′ = L ⊗C C ′. We note that X ′ comes equipped with a
natural descent datum ϕ : X ′ ×C C ′ → C ′ ×C X ′. Because

X ′ ×C C ′ = (L′ ×C′ G′)×C C ′ = L′ ×C′ (G′ ×C C ′)

it follows from Theorem 2.5.2 that (X ′ ×C C ′)φ = G′ ×C C ′. Similarly (C ′ ×C X ′)φ =
C ′ ×C G′. Therefore we obtain a descent datum

ϕφ : G′ ×C C ′ → C ′ ×C G′

on G′. By virtue of the constant functor one easily checks that the cocycle condition is
preserved. As explained in the proof of Theorem 3.2.4 the scheme G′ can naturally be
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equipped with the structure of a group scheme over C ′. Therefore we can apply Propo-
sition 3.8.1 to find a scheme G over C and an isomorphism G ×C C ′ ' G′ compatible
with descent data. By [15, Proposition 2.7.1, p. 29] we know that G is of finite type
over C. We have

X ×C C ′ = X ′ = L′ ×C′ G′ = (L×C C ′)×C′ (G ×C C ′) = (L×C G)×C C ′

and these identifications are compatible with the descent data. To apply Corollary
3.8.8 we need to know that X and L ×C G can be covered with open Φ-stable subset
of the form φ-Spec(R) where R is a Noetherian C-φ-algebra with φ : R→ R injective.
This is clear for X because L⊗K L is Noetherian and φ : L⊗K L→ L⊗K L is injective
by Lemma 3.3.16. We can cover G with open affines Spec(Di) where Di is a finitely
generated C-algebra. Then φ-Spec(L ⊗C Di) is an open Φ-stable covering of L ×C G.
Clearly L⊗C Di is Noetherian and it follows from Proposition 1.4.15 that φ is injective
on L⊗C Di.

Summarily we see that we can apply Corollary 3.8.8 to conclude that X ' L ×C
G.

3.9 Elaboration of the main theorem

In the previous section we established the main result, namely that φ-Spec(L ⊗K L)
is split for every φ-Galois extension L|K. In this section we show that the converse is
also true (under some mild technical assumptions).

Proposition 3.9.1. Let L|K be an extension of φ-pfields such that L is finitely gen-
erated as total ring over K and φ is injective on L ⊗K L (e.g. L|K is φ-separable).
If X = φ-Spec(L ⊗K L) is split then L|K is generically φ-normal and φ-normal with
respect to the class of all φ-pfield extensions of K.

Proof: To prove that L|K is φ-normal with respect to the class of φ-pfield extensions of
K it suffices by Lemma 3.3.7 to show that k(p) = Lk(p)φ for every φ-prime ideal p of
L⊗K L. By Theorem 2.4.4 the φ-prime ideal p corresponds to a unique point y ∈ Xφ.
By assumption Xφ is a scheme (of finite type over C = Kφ = Lφ) and we can find an
open affine neighborhood U = Spec(D) of y. Here D is a constant finitely generated
C-algebra. Then V = π−1

X (U) ' L×C U = φ-Spec(L⊗C D) is an open Φ-stable subset
of X containing all the minimal prime ideals of p. Let p′ denote the φ-prime ideal of
L ⊗C D which corresponds to p under the L-isomorphism V ' φ-Spec(L ⊗C D). As
R = L⊗K L and L⊗C D are both Noetherian and RAAD (Lemma 2.2.2 and Lemma
2.2.3) we obtain from Lemma 2.2.9 an L-φ-isomorphism

Rp ' (L⊗C D)p′

of φ-local rings. Passing to the residue φ-pfields yields k(p) = Lk(p)φ.
Let p1, . . . , pm denote the minimal φ-prime ideals of R = L ⊗K L. By Proposition

1.7.3 the endomorphism φ extends to Q(R) and

Q(R) = Rp1 ⊕ · · · ⊕Rpm .
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Now let σ = (σs, σt) be given by σs : L→ Q(R), a 7→ a⊗1 and σt : L→ Q(R), a 7→
1⊗ a. We will show that L|K is φ-normal with respect to σ. For this it suffices to see
that Rpi ⊂ LQ(R)φ ⊂ Q(R) for i = 1, . . . ,m. For simplicity we restrict to the case
i = 1. As seen above every element s of Rp1 is of the form

s =
∑
aici∑
bjdj

with ai, bj in the image of L → Rp1 , a 7→ a⊗1
1 and ci, dj ∈ (Rp1)φ. We denote for

i = 1, . . . ,m with ei the idempotent element of Q(R) corresponding to the identity
element of Rpi . Clearly e1, . . . , em ∈ Q(R)φ. As

∑
bjdj is invertible in Rp1 we see that∑

bjdj + e2 + · · ·+ em ∈ L ·Q(R)φ

is invertible in Q(R). Indeed

1∑
bjdj

+ e2 + · · ·+ em =
1∑

bjdj + e2 + · · ·+ em
∈ LQ(R)φ.

Multiplying this equation with e1 ∈ Q(R)φ yields 1∑
bjdj
∈ LQ(R)φ. Therefore

s =
∑
aici∑
bjdj

∈ LQ(R)φ.

Remark 3.9.2. It follows from the above proof that if L|K is φ-Galois then L|K is φ-
normal with respect to σs, σt : L→ (L⊗K L)p defined by σs(a) = a⊗1

1 and σt(a) = 1⊗a
1

for every φ-prime ideal p of L⊗K L.

This is the fully adorned version of the main theorem:

Theorem 3.9.3. Let L|K be an extension of φ-pfields such that

(i) L is finitely generated as total ring over K,

(ii) L|K is φ-separable,

(iii) L has bounded periodicity and

(iv) Lφ = Kφ.

Then the following three statements are equivalent.

(1) L|K is φ-Galois, i.e. generically φ-normal and φ-normal with respect to φ-pfield
extensions of K.

(2) φ-Spec(L⊗K L) is split.
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(3) The functor Gal(L|K) is representable by a group scheme G and Z = φ-Spec(L)
is a G-torsor.

Proof: By Theorem 3.8.9 we know that (1) implies (2). It follows from Proposition 3.9.1
that (2) implies (1). The equivalence of (2) and (3) was already proved in Theorem
3.2.4.

3.10 The Galois correspondence

Rather unsurprisingly in this section we will establish the Galois correspondence.

Definition 3.10.1. Let L|K be a φ-Galois extension of φ-pfields. By Theorem 3.9.3
we know that

G = G(L|K) = φ-Spec(L⊗K L)φ

is a group scheme of finite type over C = Kφ = Lφ. We call it the φ-Galois group
scheme of L|K.

By Theorem 3.9.3 we also know that G acts naturally (from the right) on Z =
φ-Spec(L) and that Z is a G-torsor, i.e. Z ×C G ' Z ×K Z. Moreover G represents the
Galois group functor Gal(L|K).

Proposition 3.10.2. Let L|K be a φ-Galois extension and K ⊂ M ⊂ L an interme-
diate φ-pfield. Then Gal(L|M) is a closed subgroup functor of Gal(L|K).

In more detail: If a ⊂ L ⊗K L denotes the φ-ideal generated by the elements of
the form a ⊗ 1 − 1 ⊗ a with a ∈ M then applying the constant functor to the closed
φ-subspace φ-Spec(L ⊗K L/a) ↪→ φ-Spec(L ⊗K L) yields a closed subscheme H ↪→ G
that represents Gal(L|M).

Proof: Obviously Gal(L|M) is a subgroup functor of Gal(L|K). Let a ⊂ L⊗K L denote
the φ-ideal generated by a⊗ 1− 1⊗ a with a ∈M and

W = φ-Spec(L⊗K L/a) ↪→ φ-Spec(L⊗K L) = Z ×K Z

the closed φ-subspace induced by a. As in the proof of Theorem 3.2.4 we have for every
Y of finite type over C a functorial identification

Gal(L|K)(Y ) = HomZ(Z ×C Y,Z ×K Z).

If σ ∈ Gal(L|K)(Y ), then σ ∈ Gal(L|M)(Y ) if and only if Γ(σ)(Γ(pZ)(a)) = Γ(pZ)(a)
for all a ∈M where pZ : Z×CY → Z denotes the projection onto the first factor. Thus,
under the above identification Gal(L|M)(Y ) corresponds to those σ ∈ HomZ(Z ×C
Y, Z ×K Z) such that

Γ(σ)(Γ(p2)(a)) = Γ(pZ)(a) ∀a ∈M (3.7)

where p2 : Z ×K Z → Z denotes the projection onto the second factor. According
to Theorem 2.1.11 every σ ∈ HomZ(Z ×C Y, Z ×K Z) is induced from a morphism
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σ∗ : L ⊗K L → OZ×CY (Z ×C Y ). Now condition (3.7) precisely means that a lies in
the kernel of σ∗, which in turn is equivalent to saying that σ factors through W , i.e.

Z ×C Y
σ //

$$

Z ×K Z

W
, �

::uuuuuuuuu

By Lemma 2.5.6, the closed φ-subspace W of Z ×K Z is split and H = W φ is a closed
subscheme of (Z ×K Z)φ = G. Thus it follows from Corollary 2.5.3 that Gal(L|M)
corresponds to HomC(Y,H) under the identification Gal(L|K)(Y ) = HomC(Y,G).

Let L|K be φ-Galois and let H be a subgroup functor of Gal(L|K). We say that a ∈ L
is invariant under H if

Γ(σ)(Γ(pZ)(a)) = Γ(pZ)(a)

for all Y and all σ ∈ H(Y ). Here pZ : Z ×C Y → Z denotes the projection onto the
first factor. We set

LH = {a ∈ L; a is invariant under H}.

Let H ↪→ G = G(L|K) be a closed subgroup scheme. Then we have an induced
action

ρH : Z ×C H → Z ×C G → Z

of H on Z = φ-Spec(L) and the closed φ-subspace

Z ×C H ↪→ Z ×C G = φ-Spec(L⊗K L)

is induced from a morphism ψ : L ⊗K L → OZ×CH(Z ×C H). If H denotes the
closed subfunctor of Gal(L|K) represented by H ↪→ G, then – chasing through the
identifications made in the proof of Theorem 3.2.4 – we see that for a ∈ L the following
are equivalent (cf. Lemma 3.1.11):

(1) a is invariant under H

(2) Γ(ρH)(a) = Γ(pZ)(a)

(3) a⊗ 1− 1⊗ a ∈ kerψ.

Lemma 3.10.3. Let L|K be a φ-Galois extension and H a subgroup functor of Gal(L|K).
Then LH is a sub φ-pfield of L containing K, i.e. LH is an intermediate φ-pfield of
L|K.

Proof: It is obvious that LH is a φ-ring containing K. Let a be a non zero divisor
of LH . Then it follows from Lemma 1.3.4 that a is a non zero divisor in L, i.e a is
invertible in L. Because a ∈ LH also a−1 ∈ LH . Hence LH is a total ring. By Lemma
1.3.4, this implies that LH is a φ-pfield.

We shall need the following technical lemma.
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Lemma 3.10.4. Let L be a φ-pfield and Y a scheme of finite type over C = Lφ. Set
Z = φ-Spec(L) and let R denote the difference ring of global sections of Z ×C Y . Then
φ : R→ R is injective and R is φ-separable over L.

Proof: We first show that φ is injective on R. The problem is local and so we can assume
that R = L̂⊗C D where D is a finitely generated C-algebra. It follows from Lemma
2.2.3 that L ⊗C D is Noetherian and RAAD. Thus ι : L ⊗C D → L̂⊗C D is injective
by Lemma 2.2.7. Now let F ∈ L̂⊗C D with φ(F ) = 0. Fix q ∈ φ-Spec(L ⊗C D). By
Lemma 2.2.5 there exist a, b ∈ L ⊗C D, b /∈ q such that b̂F = â. As φ(F ) = 0 it
follows that φ(â) = 0, but as φ is injective on L⊗C D it follows that a = 0. Therefore
b
1F (q) = 0 ∈ (L⊗C D)q. Because b /∈ q this implies F (q) = 0. Because q was arbitrary
we can conclude that F = 0.

Next we want to show that R is φ-separable. Let M be a φ-pfield extension of L and
D a finitely generated C-algebra. First we will show that φ is injective on L̂⊗C D⊗LM .

Let L = e1L ⊕ · · · ⊕ etL and {mij}j∈Ji an eiL-basis of eiM for i = 1, . . . , t. Then
every element x of L̂⊗C D ⊗LM is uniquely of the form

x =
t∑
i=1

∑
j∈Ji

Fij ⊗mij

with Fij ∈ eiL̂⊗C D. Assume that φ(x) = 0 and fix q ∈ φ-Spec(L⊗C D). By Lemma
2.2.5 there exist b ∈ L⊗C D r q and aij ∈ L⊗C D such that b̂Fij = âij for all i, j. In
particular âij ∈ eiL̂⊗C D. We have

0 = φ(̂b⊗ 1 · x) = φ

 t∑
i=1

∑
j∈Ji

âij ⊗mij

 . (3.8)

As ι : L⊗CD → L̂⊗C D is injective also (L⊗CD)⊗LM → L̂⊗C D⊗LM is injective.
Now φ is injective on (L ⊗C D) ⊗L M = M ⊗C D by Proposition 1.4.15. Therefore
it follows from equation 3.8 that

∑
i

∑
j âij ⊗ mij = 0. Because âij ∈ eiL̂⊗C D we

know that âij = 0 and so aij = 0 for all i, j. Hence b
1Fij(q) = 0 ∈ (L ⊗C D)q and so

Fij(q) = 0. Because q was arbitrary we can conclude that Fij = 0 and so x = 0. Thus
we have shown that φ is injective on L̂⊗C D ⊗LM .

We have to prove that φ is injective on R⊗LM . As above an element x of R⊗LM
is uniquely of the form

x =
t∑
i=1

∑
j∈Ji

Fij ⊗mij

with Fij ∈ eiR. Assume φ(x) = 0. We can cover Z ×C Y with open Φ-stable subsets of
the form U = φ-Spec(L⊗CD) where D is a finitely generated C-algebra. The restriction
map R→ L̂⊗C D is a morphism of φ-rings and so is R⊗LM → L̂⊗C D⊗LM . Because
φ is injective on L̂⊗C D⊗LM we can conclude that the image of x in L̂⊗C D⊗LM is
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zero. As the restriction of Fij to φ-Spec(L⊗C D) lies in eiL̂⊗C D this implies that the
restriction of Fij to φ-Spec(L⊗CD) is zero. Hence Fij = 0 for all i, j and so x = 0.

Now we are prepared to prove the first half of the Galois correspondence.

Lemma 3.10.5. Let L|K be a φ-Galois extension of φ-pfields and H a closed subgroup
functor of Gal(L|K). Then L|LH is a φ-Galois extension of φ-pfields and

Gal(L|LH) = H.

Proof: Let H ↪→ G = G(L|K) denote the closed subgroup scheme that represents H.
As explained in Proposition 2.5.7 the closed φ-subspace

Z ×C H ↪→ Z ×C G = φ-Spec(L⊗K L)

is induced by a = ker(L ⊗K L → OZ×CH(Z ×C H)). We know from Lemma 3.10.4
that φ is injective on OZ×CH(Z ×C H). Therefore a is a reflexive φ-ideal. Moreover
OZ×CH(Z×CH) is φ-separable over L (Lemma 3.10.4). As L⊗K L/a ↪→ OZ×CH(Z×C
H) this implies that L⊗K L/a is also φ-separable over L by Lemma 1.5.6.

Next we will show that a is a φ-coideal of L ⊗K L. We consider Z ×C G with its
natural groupoid structure (as action groupoid, cf. Example 3.1.2). Because H is a
closed subgroup scheme of G acting on Z = φ-Spec(L) via the induced action it is clear
that Z ×C H is a closed φ-subgroupoid of Z ×C G. We know from Theorem 3.2.4 that
Z ×C G and Z ×K Z are isomorphic as groupoids. So we have a commutative diagram
of groupoids

Z ×C G
' // Z ×K Z = φ-Spec(L⊗K L)

Z ×C H
?�

OO

' // φ-Spec(L⊗K L/a)
?�

OO

In particular φ-Spec(L ⊗K L/a) is a closed φ-subroupoid of φ-Spec(L ⊗K L) and
this implies that there is a well defined map

L⊗K L/a −→ ̂(L⊗K L/a)⊗L (L⊗K L/a), a⊗ b 7→ ̂a⊗ 1⊗L 1⊗ b.

We already noted above that φ is injective on L⊗K L/a and L⊗K L/a is φ-separable
as L-algebra. By Proposition 1.5.2 (5) this implies that φ is injective on (L⊗K L/a)⊗L
(L ⊗K L/a). Because this ring is Noetherian it follows from Lemma 2.2.2 that it is
RAAD and so by Lemma 2.2.7 the canonical map

ι : (L⊗K L/a)⊗L (L⊗K L/a)→ ̂(L⊗K L/a)⊗L (L⊗K L/a)

is injective. This shows that in fact

L⊗K L/a −→ (L⊗K L/a)⊗L (L⊗K L/a), a⊗ b 7→ a⊗ 1⊗L 1⊗ b
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is well defined. To prove that a is a coideal it remains to see that a lies in the kernel
of L ⊗K L → L, a ⊗ b 7→ ab. But this is clear because the groupoid identity Z →
φ-Spec(L⊗K L/a) is induced from L⊗K L/a→ L, a⊗ b→ ab.

We have
LH = {a ∈ L; a⊗ 1− 1⊗ a ∈ a}

and we already know that LH is a φ-pfield (Lemma 3.10.3). Because a is a φ-coideal
it follows from Corollary 3.1.14 that as an ideal a is generated by the elements of the
form a⊗1−1⊗a with a ∈ LH . Thus it follows from Proposition 3.10.2 that Gal(L|LH)
is represented by φ-Spec(L⊗K L/a)φ = (Z ×C H)φ = H, i.e. Gal(L|LH) = H.

We still have to show that L|LH is φ-Galois. Conditions (1), (2) and (3) of Definition
3.3.10 are trivially satisfied. Because L⊗LH L ' L⊗K L/a we know that φ is injective
on L ⊗LH L, also φ-Spec(L ⊗LH L) = φ-Spec(L ⊗K L/a) = Z ×C H is split. Thus it
follows from Proposition 3.9.1 that also conditions (4) and (5) are satisfied.

Here comes the second part of the Galois correspondence.

Lemma 3.10.6. Let L|K be φ-Galois and M an intermediate φ-pfield such that ι :
L⊗M L→ L̂⊗M L is injective. Then

LGal(L|M) = M.

Proof: Trivially LGal(L|M) ⊃M . Let a ⊂ R = L⊗K L denote the φ-ideal generated by
a⊗ 1− 1⊗ a with a ∈M . Then L⊗M L ' L⊗K L/a and by assumption the canonical
map ι : R/a→ R̂/a is injective. Consider the closed φ-subspace

W = φ-Spec(R/a) ↪→ φ-Spec(R) = Z ×K Z

induced by a. We see from Proposition 3.10.2 that W = Z ×C H is split and that
Gal(L|M) is represented by H. Because

W

'

��

� v

((RRRRRRRRRRRRRRR

Z ×K Z = Z ×C G

Z ×C H
( �

66lllllllllllll

commutes we infer that

ker(R→ OZ×CH(Z ×C H)) = ker(R→ R̂/a).

Because R/a → R̂/a is injective it follows that a agrees with the kernel of R →
OZ×CH(Z ×C H). Summarily we arrive at

LGal(L|M) = {a ∈ L; a⊗ 1− 1⊗ a ∈ ker(L⊗K L→ OZ×CH(Z ×C H))} =
= {a ∈ L; a⊗ 1− 1⊗ a ∈ a} = M.
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The last identity was already observed in Theorem 3.1.17.

Now it is a simple matter to combine the above results to obtain the Galois corre-
spondence.

Theorem 3.10.7 (Galois correspondence). Let L|K be a φ-Galois extension of φ-
pfields. Then there is a one-to-one correspondence between the intermediate φ-pfields
M of L|K such that L|M is φ-Galois and the closed subgroup functors of Gal(L|K).

In detail: If K ⊂M ⊂ L is an intermediate φ-pfield such that L|M is φ-Galois then
Gal(L|M) is a closed subgroup functor of Gal(L|K). If H is a closed subgroup functor
of Gal(L|K) then LH is an intermediate φ-pfield of L|K such that L|LH is φ-Galois.
These two constructions are inverse to each other.

Proof: By Proposition 3.10.2, Lemma 3.10.5 and Lemma 3.10.6 it suffices to see that
ι : L ⊗M K → L̂⊗M L is injective if L|M is φ-Galois. But this follows from Lemma
2.2.7 because L⊗M L is RAAD by Lemma 3.3.16.

It is not clear if all intermediate φ-pfields appear in the Galois correspondence. By
Theorem 3.10.7 only those intermediate φ-pfields M such that L|M is φ-Galois appear
in the correspondence. It is an open question if L|M is φ-Galois for every intermediate
φ-pfield M of L|K (see Section 3.12). However there is the following lemma.

Lemma 3.10.8. Let L|K be a φ-Galois extension and M an intermediate φ-pfield of
L|K. Then the following are equivalent:

(1) L|M is φ-Galois.

(2) L|M is φ-separable.

(3) The endomorphism φ is injective on L⊗M L.

(4) The canonical map ι : L⊗M L→ L̂⊗M L is injective.

Proof: The implication (1) ⇒ (2) follows from Lemma 3.3.9. Then (2) ⇒ (3) is trivial
and (3) ⇒ (4) follows from Lemma 2.2.7 because L ⊗M L is RAAD by Lemma 2.2.2.
Finally if (4) is satisfied then M = LGal(L|M) by Lemma 3.10.6 and L|M is φ-Galois by
Lemma 3.10.5.

Remark 3.10.9. Let L|K be φ-Galois. If L|K is Picard-Vessiot then for every inter-
mediate φ-pfield M of L|K the extension L|M is φ-Galois. Therefore in the Picard-
Vessiot case the Galois correspondence is between all closed subgroup functors and all
intermediate φ-pfields.

Proof: It is immediate from the definition of Picard-Vessiot extensions (Definition 3.3.5)
that L|M is Picard-Vessiot and so L|M is φ-Galois by Example 3.3.11.
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Remark 3.10.10. Let L|K be φ-Galois and assume that L and K are inversive. Then
for an intermediate φ-pfield M the extension L|M is φ-Galois if and only if M is in-
versive. In particular the Galois correspondence is between all closed subgroup functors
and all inversive intermediate φ-pfields. It is however not clear if every intermediate
φ-pfield is inversive.

Proof: By Theorem 3.10.7 it suffices to show that LH is inversive for every closed sub-
group functor of Gal(L|K). But this is immediate because then the φ-rings appearing
in the definition of invariance are inversive.

Corollary 3.10.11. If K is an inversive φ-pfield and L|K a Picard-Vessiot extension
then also L is inversive. Moreover if L has bounded periodicity (e.g. Kφ = Lφ is
algebraically closed), then every intermediate φ-pfield of L|K is inversive.

Proof: It is immediate from the definition (3.3.5) that L is inversive. The claim follows
from Remarks 3.10.9 and 3.10.10.

3.11 Examples

In this last section we present some very simple concrete examples of φ-Galois exten-
sions.

It was already observed in Example 3.3.11 that a Picard-Vessiot extension with
algebraically closed constants (or more generally with bounded periodicity) is φ-Galois.
As one expects, in the Picard-Vessiot case the Galois group we have constructed here
agrees with the usual Galois group, as for example defined in [43]. This is easily seen as
follows: Let L|K be a Picard-Vessiot extension with algebraically closed constants C
and R ⊂ L the Picard-Vessiot ring. The torsor theorem yields the basic isomorphism
of difference rings R⊗K R ' R⊗C C[G] where C[G] = (R⊗K R)φ is the coordinate ring
of the Galois group (in the sense of [43]). Let Z = φ-Spec(L). Because R is φ-simple
φ-Spec(R) = φ-Spec(L) = Z (see Example 2.1.8). Thus applying φ-Spec(−) to the
torsor isomorphism we obtain Z×K Z ' Z×C G and we see that G = φ-Spec(L⊗K L)φ.

Many examples of Picard-Vessiot extension can be found in [43]. However the
Picard-Vessiot extensions L|K considered in [43] are inversive and usually it is also
assumed that L is separable over K so that the Galois group scheme is reduced. The
theory of Frobenius modules (see [32] or [33]) yields examples where these two assump-
tions are in general not satisfied.

We first give an example of a non-inversive Picard-Vessiot extension. It is an exam-
ple of a Mahler-difference equation (see [35]). The idea to consider Mahler-difference
equations was given to me by Daniel Bertrand and Pierre Nguyen.

Example 3.11.1. Let K = C(z), d ≥ 2 an integer and φ : C(z)→ C(z) determined by
φ(z) = zd. Then K is a non-inversive φ-field. We work inside the field of meromorphic
functions at the origin, which we denote by M. We consider M as difference field via
φ(f(z)) = f(zd). By considering the power series expansion of an element in M one
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easily sees that Mφ = C. Let f ∈ M be defined by f = z + zd + zd
2

+ · · · . Then f
satisfies the Mahler difference equation

φ(f) = f − z.

This is a linear but inhomogeneous difference equation. To get something homogeneous
we consider the linear system

φ

(
y1

y2

)
=
(

1 −z
0 1

)(
y1

y2

)
(3.9)

Then
(
f
1

)
is a solution of (3.9). If we set L = K(f) ⊂M then L is a difference field

and

Y =
(

1 f
0 1

)
∈ GLn(L)

is a fundamental solution matrix for equation (3.9). Thus L is a Picard-Vessiot exten-
sion of K (cf. Definition 3.3.5).

Of course one can also give a purely algebraic construction of a Picard-Vessiot
extension for φ(y) = y− z (or the system 3.9 to be more precise): We consider C(z)[T ]
as difference ring by φ(z) = zd and φ(T ) = T − z. (Here T is transcendental over
C(z).) We will show that C(z)[T ] is φ-simple. Suppose there exists a proper φ-ideal I
of C(z)[T ]. Then I is of the form I = (g) for a unique monic polynomial g of positive
degree in T . We have φ(g) ∈ I and because φ(g) also is monic and of the same degree
it follows that φ(g) = g. If we write g = Tn + gn−1T

n−1 + · · · + g0 ∈ C(z)[T ] then
φ(g) = (T − z)n + gn−1(zd)(T − z)n−1 + · · · + g0(zd). Comparing the coefficient at
Tn−1 of g and φ(g) yields gn−1(z) = gn−1(zd) − nz. If we write gn−1(z) = a(z)

b(z) with
a(z), b(z) ∈ C[z] coprime. Then

a(z)b(zd) = a(zd)b(z)− nzb(z)b(zd)

and so b(zd) divides a(zd)b(z). Because a(zd) and b(zd) are coprime it follows that
b(zd) divides b(z). For degree reasons this is only possible if b is constant and so
gn−1(z) ∈ C[z]. But then the equation gn−1(z) = gn−1(zd)− nz yields a contradiction
(by again looking at the degree).

Therefore C(z)[T ] is φ-simple and it follows that C(z)[T ] is a Picard-Vessiot ring
and L = C(z, T ) a Picard-Vessiot extension of K. From the uniqueness of Picard-
Vessiot extensions (with algebraically closed field of constants) it follows that f is
transcendental over C(x). A very similar proof of the transcendence of f can be found
in [35, Theorem 1.1.2, p. 3]. Finally it is not difficult to determine the Galois group of
L|K, it is Ga acting on L|K by T 7→ T + λ for λ ∈ Ga(C).

An example of a Picard-Vessiot extension with the non-reduced Group µp, the p-
th roots of unity in characteristic p can be found in [43, Example 1.14, p. 11]. The
following example is not Picard-Vessiot.
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Example 3.11.2. Let Λ = Zω1 + Zω2 be a lattice in C and denote with L the field of
meromorphic Λ-periodic functions on C. Choose a ∈ C such that a /∈ QΛ. We consider
L as difference field by φ(f(z)) = f(z + a).

We will show that L is a φ-Galois extension of K = C (considered as constant field)
with Galois group the elliptic curve associated with Λ. We first verify that Lφ = C.
Because a /∈ QΛ the set Za + Zω1 + Zω2 has an accumulation point. An f ∈ Lφ

is constant on Za + Zω1 + Zω2 and thus must be constant. Let ℘ = ℘Λ denote the
Weierstrass function. It is well known that L = C(℘, ℘′) and

℘′2 = 4℘3 − g2℘− g3

where g2, g3 are complex numbers depending on Λ. We have already seen that condi-
tions (1) and (3) of Definition 3.3.10 are satisfied. Condition (2) is also satisfied by
Lemma 1.6.5 because C = Lφ is algebraically closed.

Let E ⊂ P2
C denote the elliptic curve defined by the equation

Y 2Z = 4X3 − g2XZ
2 − g3Z

3.

For simplicity we abbreviate x = ℘ and y = ℘′. Let u = ℘(a) and v = ℘′(a), then
A = [u : v : 1] ∈ E(C). Because L = C(x, y) is the function field of E and φ : L→ L is
induced by translation with A it follows from Proposition 3.3.8 that L satisfies condition
(5). By Corollary 3.3.14 condition (4) is also satisfied. Thus L|C is φ-Galois.

Every τ ∈ E(C) induces an C-φ-automorphism of L by translation. Using the
ideas of the proof of Proposition 3.3.8 it is easy to see that every C-φ-automorphism
τ : L → L is of this form: To use the notation of Proposition 3.3.8 we set M = L,
σs = id, σt = τ : L→M . Then, as computed in the proof of Proposition 3.3.8 we have
ht = hsc ∈ E(L) with c ∈ E(L)φ = E(Lφ) = E(C). This identity says that the maps

Spec(L) τ∗−→ Spec(L)
gen−−→ E

and
Spec(L)

gen·c−−−→ E ×C E → E

agree. Therefore τ is induced from translation with c ∈ E(C).

3.12 Some open problems/Work for the future

The main goal of this work was to find a setup as general as possible, where a Galois
theory for difference equations (with group schemes of finite type as Galois groups) is
still well-behaved. Now that this setup has been settled it is an obvious challenge to
further develop the theory in this setting. For example, a rather obvious next step
would be the second fundamental theorem. Further tasks can be found by looking at
the differential theory which is in general better developed.

In the differential setting one can use equations involving the logarithmic derivative
to produce strongly normal extensions. Following the lines indicated in the proof of
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Proposition 3.3.8 one could try to develop the difference analog: Let K be a difference
field with field of constants C, H a (not necessarily linear) algebraic group over C and
A ∈ H(K). Imitating the constructions of Picard-Vessiot theory it should be possible
to associate to the equation φ(Y ) = AY a “splitting φ-pfield” which will then be a
φ-Galois extension of K.

It would be nice if one could remove condition (5) from the definition of φ-Galois
(Definition 3.3.10). In the differential setting this is possible. In fact, if all the φ-pseudo
fields involved would be fields then one could carry over the proof to the difference case.
This seems to be one of the rare situations where dealing with φ-pseudo fields instead
of φ-fields really makes things more complicated.

The question, if for an intermediate φ-pfield M of a φ-Galois extension L|K the
extension L|M is also φ-Galois is to some extend answered in Lemma 3.10.8. It would
be good to know whether or not it can really happen that L|M is not φ-Galois. It does
not happen if L|K is Picard-Vessiot.

Inside the strongly normal extensions the Picard-Vessiot extensions are character-
ized by the property that their Galois groups are affine (see [27] and [5]). It would be
nice to have a characterization of Picard-Vessiot extensions only in terms of automor-
phisms or isomorphisms as proposed in the conjecture after Example 3.3.6. It might
be better to first approach this conjecture in the differential setting.
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