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1 Introduction

If you ask a psychologist to assess a person’sitegability, he or she will most
probably apply an intelligence test and make astaht based on the person's intelligence
quotient (IQ). And there are good reasons forgise IQ is the standard measure for
cognitive ability and has a long research traditiopsychological science.

The foundation for the research of individual diffieces in cognitive abilities lies in
the 1880s. Galton (1883) examined participantssrahthropometric laboratory with a test
battery containing perceptual discrimination testsmory tests, and association tests. Cattell
and colleagues (Cattell & Farrand, 1896) continGatton’s work and developed a battery of
mental tests for the selection of university applits. This battery contained reaction time
tests, perceptual discrimination tests, and mertestg. In a similar fashion, Miinsterberg
(1891) developed mental tests for the measurenfergrbal associations, calculating ability,
reading ability, and memory ability. These earlpaaches to the measurement of mental or
cognitive ability consisted of sensory perceptiests and rather simple cognitive tasks. The
performance in these tests only correlated modgrédbarp, 1899; Wissler, 1901) which
means that a person who showed an above averdgenpance in one task did not
necessarily show an above average performanceothertask. This started the discussion
about the structure of cognitive abilities.

Spearman (1904) was one of the first who formulatetbdel of the structure of
mental or cognitive abilities. He tested schooldrein and reported that their performance in
various sensory discrimination tasks was positizelyrelated. Based on this finding, he
concluded that there isgeeneral mental ability factathat he called g-factor that determines
the performance in all mental tasks. This laidfthendation for characterizing cognitive
ability with a single score which has later beelhedalQ (Stern, 1911). Spearman also
suggested that there are (task-)specific abilityois that are independent of g. However,
Spearman’s test battery contained sensory discatnoim tasks only and therefore, the
generalizability of his model may be limited. Hisnk nonetheless laid the foundation for
further structural models of cognitive ability. Bt949) and Vernon (1950) used a broader
range of cognitive tasks (e.g., memory tests, asgoo tests, arithmetical tests, and spatial
tests) and refined Spearman’s model. Like Spearthagy,suggested that there is a general
cognitive ability factor. However, they further pased that the specific ability factors do
overlap and that this overlap can be explained bsergeneral group factors. For example,
Vernon (1950) suggested that the performance initieg tasks is determined by task

specific ability factors. These tasks specific dastdo overlap and therefore can be grouped
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into minor group factors like mathematical abilitgading, spelling, or spatial ability.
Likewise, the minor group factors can be combim#d more general major group factors
like a verbal-educational factor or an inductivetéa. In turn, the overlap between the major
group factors can be explained by a single g-fattair corresponds to Spearman’s general
mental ability factor.

The idea of a hierarchical structure of cognitibbdides was also proposed by Cattell
(1963). He suggested that the performance in cegrsks is determined by specific first
order factors like figural relations, memory spaminduction. In turn, these first order
factors can be grouped into second order factatshth called fluid and crystallized
intelligence. According to Cattell, fluid intelligee is the ability to adapt to and solve new
problems whereas crystallized intelligence is tradpct of learning and prior experience.
Initially, Cattell suggested that fluid intelligem@nd crystallized intelligence are two
independent factors at the top of his ability mo#kwever, empirical investigations (e.qg.
Horn & Cattell, 1966) have shown that there is aerlap between these second order factors
and hence Cattell suggested that this overlap raaxplained by a general, third order factor
that may be seen as equivalent to Spearman’s grfact

Considering the various structural models of cagaiabilities and the various
measurement methods involved, Jager (1984) sysiaddhe available tasks that have been
used to measure cognitive ability. He suggestetttiese tasks can be classified by the
cognitive operations that are necessary to soleéatks and the task’s contents. According to
Jager, the cognitive operations are speed of dparahemory, creativity, and processing
capacity and the contents can be figural, vertratuoneric. In Jager’s terms, a participant
solves a numerical series task by applying hisatperal processing to numeric content.
Likewise, a participant solves a number-digit tesapplying his speed of operation to verbal
content. Factor analyses (e.g., Jager, 1982) redvelaht individual performance differences
can be explained by the four operational factosanthe three content factors. Jager’s
investigations further suggested the existencegafreeral ability factor.

Maybe the most comprehensive structural intelligemodel is Carroll's (1993) three
strata theory of intelligence. Based on reanalg$@wver 460 factor analytic studies, he
suggested a hierarchical model of cognitive abilip the lowest level (stratum 1) there are
64 different specific ability factors like readisgmprehension, memory span, general sound
discrimination, numerical facility, or simple remct time. According to Carroll, these
specific abilities are correlated and thereforey ip@ grouped into eight general ability factors

(stratum 2) which are fluid intelligence, crystadld intelligence, general memory and
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learning, broad visual perception, broad auditascpption, broad retrieval ability, broad
cognitive speediness, and processing speed. Qogled the hierarchy (stratum 3) there is
one general ability factor that explains the catiehs between the stratum 2 factors.

In summary, the majority of structural models ofjeibive ability suggest a
hierarchical structure of cognitive abilities withe single ability factor at the top of the
hierarchy. This general ability factor or g-factoay be seen as a disposition to be successful
in various situations or tasks and was describegteaability to be successful in a culture
(Hofstatter, 1957), the ability to act purposefutido think reasonable (Wechsler, 1975), or
the ability to understand complex information, ik deductive, and learn from experience
(Neisser et al, 1996). From a statistical pointiefv, the g-factor may be seen as the
proportion of individual differences that is coneigt across very different cognitive tasks.
Sternberg and Gigorenko (2002) say that g is abéxplain about 50% of the performance
variance in very different cognitive tasks. Furthere, g has been shown to be the most
powerful predictor of educational attainment anof@ssional success (e.g., Ng, Eby,
Sorensen, & Feldman, 2005; Salgado et al, 2003ngkti& Hunter, 2004). This underlines
the significance and relevance of IQ as a meaduaesmgle general cognitive ability factor.

The different hierarchical models of cognitive #lak have in common that there is
one general ability factor at the top of their stawe. However, they vary in the number and
width of specific ability factors. Early investigams used quite homogeneous tasks to
investigate cognitive ability, which led to rattemple structural models (Spearman, 1904).
Subsequent investigations used a much wider rahigesks (e.g., Carroll, 1993; Cattell,
1963; Jager, 1984; Vernon, 1950), which led to ntoraprehensive and more fine-grained
structural models. These hierarchical models mageles as a framework, in which different
ability constructs can be integrated. Such a syatieation of abilities or tasks may explain
the relation between different models of cognitibdity. In particular, Carroll’s three strata
theory offers a very comprehensive framework tegrate various ability components. For
example, the stratum 2 factor visual perceptio@arroll's model may be seen as an
equivalent to the grouping factor spatial abiltyMernon's model or the spatial content factor
in Jager's model. Likewise, memory span is a strdtdactor in Carroll's model as well as a
level 1 ability factor in Cattell's model. Similgylfluid intelligence is a stratum 2 factor in
Carroll's model as well as an element of Cattetitmlel (as a second order factor) or
Vernon’s model (as the major group factor inducgtidm a similar vein, Jager's Berlin
intelligence model allows one to classify cognitigsks by the contents of the tasks or by the

cognitive operations that are used. For exampl&elCa Culture Fair Intelligence Test which
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was developed as an indicator of fluid intelligentay be described as a product of figural
content and processing capacity in Jager's model.

However, there are also ability factors that haweleen integrated into these
hierarchical models so far. These ability factoesyroharacterize cognitive ability beyond 1Q.
The present thesis investigated two such constwiaish were implicit learning and dynamic
decision making. The usefulness of these constmassevaluated in three ways. First, |
evaluated thencrementalconstruct validityof implicit learning and dynamic decision
making. In particular, | evaluated whether implieiarning and dynamic decision making are
divergent from measures of psychometric intelligeand | evaluated how they fit into
hierarchical models of cognitive ability. Secon@yhluated theredictive validityof these
constructs. In particular, | investigated whetmaplicit learning and dynamic decision
making can incrementally predict success in réal Tihird, | evaluated thpsychometric
propertiesof the measures of implicit learning and dynangcision making. In particular, |
investigated whether these measures are relighldesover time, and consistent across

different tasks. The results of these investigatiare reported in four manuscripts:

Manuscript 1: Danner, D., Hagemann, D., SchankinHager, M., & Funke, J. (under
review). Measuring individual differences in imglitearning with an artificial
grammar learning taskonsciousness & Cognition

Manuscript 2: Danner, D., Hagemann, D., SchankinHager, M., & Funke, J. (under
review). Can artificial grammar learning tasks mueasndividual differences in
implicit learning?Journal of Individual Differences.

Manuscript 3: Danner, D., Hagemann, D., Holt, D.Nager, M., Schankin, A., Wistenberg,
S., & Funke, J. (in press). Measuring performancdynamic decision making:
reliability and validity of the Tailorshop simulati. Journal of Individual Differences
doi: 10.1027/1614-0001/a000055.

Manuscript 4: Danner, D., Hagemann, D., SchankinHager, M., & Funke, J. (in press).
Beyond IQ. A latent state trait analysis of genartlligence, dynamic decision
making, and implicit learnindgntelligence doi: 10.1016/j.intell.2011.06.004.

2 Implicit learning
Implicit learning is most often defined as the iilo learn without being aware that
something is learned. For example, Shanks and®t. (1994) suggest that “implicit learning

occurs without concurrent awareness of what isgoleiarned” (p. 369). Some authors refer to
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the cognitive processes that take place. Mackint®388) describes implicit learning as “the
product of a basic associative system” (p. 363eWwise, Mathews et al. (1989) characterize
implicit learning as “an alternate mode of learnihgt is automatic, non-conscious, and more
powerful than explicit thinking” (p. 1083). Otheuthors also refer to the kind of knowledge
that is acquired. For example, Reber (1993) dessritmplicit learning as “largely
independent of conscious attempts to learn anelharg the absence of explicit knowledge
about what was acquired” (p.5). In essence, mdstitiens contain two core aspects. First,
implicit learning is unintended or even unconscidascond, the acquired knowledge can not
be reported.

Considering implicit learning as a cognitive alyiliaises the question how implicit
learning is related to other ability constructspérticular, it is a theoretically interesting
question, whether implicit learning is an abilithieh is independent of psychometric
intelligence or whether implicit learning can bé&egrated into a hierarchical model of
intelligence. Mackintosh (1998) hypothesizes thatlicit learning is independent of
psychometric intelligence. According to him, thare two independent learning systems: an
implicit, associative learning system and an explitypothesis generating and testing
system. He suggests that the explicit learningesyss necessary for discovering regularities
with intention and awareness (e.g., in a numesgedks task). The implicit learning system,
on the other hand, detects contingencies withoatremess or intention (e.g., judging whether
a sentence is grammatically correct without beiolg & report the respective grammatical
rule). Mackintosh criticizes that standard intedlige tests capture individual differences in
the explicit system but not individual differengeghe implicit learning system. He proposes
that implicit learning is independent from psychameantelligence but nevertheless a
determinant of success in real life. There arers¢Wi@dings that support Mackintosh's
position. Several studies report low and non-sigaift correlations between the performance
on intelligence tests and the performance on impéarning tasks (Gebauer & Mackintosh,
2007; Feldman, Kerr, & Sreissguth, 1995; Kaufmaal ¢22010; McGeorge, Crawford, &
Kelly, 1997; Pretz, Totz, & Kaufman, in press; Retalkenfeld, & Hernstadt, 1991). In
addition, there are performance differences in séw®mains that can not be explained by
psychometric intelligence but may be explainedhgyability to learn rules implicitly. For
example, Ceci and Liker (1986) investigated théquerance in horse-racing bets. They
reported that individual differences in bettingfpemance could neither be explained by
individual differences in reported knowledge norifagividual differences in psychometric

intelligence. Comparing successful and unsuccebsfiérs, Ceci and Liker found that both
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used the same variables to make predictions (ehgther a horse has won the last race, the
condition of the track, or a horse’s lifetime). Hover, the successful betters used more
complex interactions between variables to makeigtieds (e.g., whether a horse has won
the last race on a specific track against a speaifal). Some authors (e.g., Mackintosh,
1998) suggest that these complex interactions e@resent implicitly learned rules and the
successful betters may be more successful in imhf@erning. In a similar vein, Berry and
Broadbent (1984) developed a task which they c&liedtess Control. In that task, the
participants have to control an outcome variablg. (@mount of sugar produced in a factory)
by manipulating an input variable (e.g., numbewofkers hired). Typically, the participants
are not able to report how the input variable d®ddutcome variable are connected but there
are individual performance differences. The perfamoe differences are independent of
psychometric intelligence (e.g., Berry & Broadberi84; Gebauer & Mackintosh, 2007) and
several authors suggested that the participantshanag learned the connection between the
variables implicitly (Berry, Broadbent, 1984; BuennFunke, & Berry, 1995; Mackintosh,
1998).

Taken together, these findings suggest that imipéarning may be independent of
psychometric intelligence. Furthermore, there adividual performance differences in some
cognitive tasks that can not be explained by iggetice but that fit conceptually well with
implicit learning. Hence, implicit learning may ba interesting ability construct to describe

and understand human cognitive ability beyond 1Q.

3 Dynamic decision making

Any cognitive task can be seen as a problem thatdbe solved: there is a given
state (e.g., an unsolved item) that has to befeemsl into a goal state (e.g., a solved item)
whereby a barrier has to be overcome (e.g., findeg. Dérner (1980, 1986) criticizes that
standard intelligence tests only measure the spee@@ccuracy of the ability to solve simple
problems (like an analogical reasoning task) butim® ability to solve complex problems in
real life (like managing a company). Dérner suggésat real life problems are characterized
by complexity, connectivity, non-transparency, dyas, and polythely. For example, an
analogical reasoning task may be seen as a siagieéoecause there is one default solution
for a given item and the structure of the taslatber simple (e.g., London is to England as
Berlin is to Germany because London is the capit&ingland and Berlin is the capital of
Germany). On the other hand, managing a companyb@&gen as a much more complex

task because it requires considering many varidile she financial situation of the
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company, employee satisfaction, the demands ahtn&et, and so on. Such a task may also
be seen as connected since several variablestardapendent (like the demands of the
market and the financial situation of the compaRyythermore, the task may be seen as non-
transparent because not all information which essary to solve the task will be available
all the time. The task may also be seen as dynbetause the variables (like the demands of
the market) will change over time, and the task mageen as polythelic because a problem
solver may have to solve several subgoals (likefgatg the employees, optimizing the
production, etc.) to reach the superior goal (marthg company successfully). Dérner’s
critique laid the foundation for a field of resdaravhich has been called dynamic decision
making (Gonzalez, Vanyukov, & Martin, 2005) or cdexpproblem solving (Funke, 2010).

On a conceptual level, the relationship betweeradyo decision making and
psychometric intelligence is unresolved. On the logyed, dynamic decision making and
psychometric intelligence may be seen as diffdbestiuse they are operationalized
differently. In particular, Dorner suggested the tlemands of items in an intelligence test
differ from the demands of complex problems (ergterms of complexity or dynamics). On
the other hand, dynamic decision making and psyetiaerintelligence may be seen as
similar because both ability constructs are defimea similar way. Neisser et al. (1996)
described intelligence as the ability to understemplex information, to think deductively,
and learn out of experience. This agrees with D& miescription of complex problem
solving. Furthermore, Hofstatter (1957) suggedhed intelligence is the ability to be
successful in a culture and Doérner (1980) suggeabktedcomplex problems are valid
representations of real-world problems. Accordingigre should be a substantial overlap
between dynamic decision making performance andhmsyetric intelligence. In line with
that, some authors even describe intelligenceeaaltiiity to solve problems (e.g., Berg &
Sternberg, 1985).

Beyond similarities in their definitions psychomeitntelligence and dynamic
decision making have also been described as imglsimilar cognitive processes. In
particular, Dérner (1986) suggested that makingadyic decisions requires gathering
information, elaborating goals, planning decisiarg] self-management. For example, in
order to manage a company, the problem solverchaentify the relevant information (e.qg.,
demands of the market, current production stasiet)objectives (e.g., increase production),
make plans (e.g., hire more workers and buy newhinas in order to increase production),
and so on. In a similar vein, Funke (2010) suggistisdynamic decision making requires

complex cognition, which means actively searchogriformation with the intention to
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make decisions or to solve problems (see also KaWlolf, 2010). Such a description of

the problem solving process agrees with Sternb€i§37) analyses about what cognitive
processes are involved in solving items of an ligehce test. In particular, Sternberg
suggested that solving inductive reasoning itemanahtelligence test requires encoding,
inference, mapping, application, justification, aedponding. In summary, despite obvious
and considerable differences in the tasks usecesuare them, dynamic decision making and
psychometric intelligence also have a lot in comnm@onceptually, both constructs are
described in similar terms and some authors sudigassimilar cognitive processes are
involved when solving complex problems and whenisglitems of traditional intelligence
tests.

However, apart from the constructs’ relation oheotetical level, it may be even
more interesting to know how dynamic decision mgkand psychometric intelligence are
related on an empirical level. In particular, itngeresting to know whether dynamic decision
making is an ability that is independent of psyclktm intelligence and how dynamic
decision making fits into a hierarchical model ofjnitive abilities. Previous studies found
non-significant or only small correlations (for averview, see Kluwe, Misiak, & Haider,
1991), other studies report significant standadijzath coefficients betwedi= .38 and
B = .54 from latent intelligence to latent dynamecsion making variables (Kroner, Plass, &
Leutner, 2005; Rigas, Carling, & Brehmer, 2002; tWdann & Hattrup, 2004). One study
even found a correlation between a latent intetiigeand a latent dynamic decision making
variable ofr = .84 (Wirth & Klieme, 2003). Given these heterogersefdings, it is
undecided whether dynamic decision making is atfalcmtelligence or an independent
ability construct. The present thesis will helgctarify this issue.

4 Some psychometric considerations

Several studies reported small and non-significantelations between implicit
learning variables and psychometric intelligencealdes. These findings were interpreted as
preliminary evidence for the independence of iniplearning and psychometric intelligence.
That conclusion may not be warranted. In particlacause these studies treated the
performance measures as trait-like variables waretstable over time and consistent across
different situations or methods (Stemmler, Hagemamnelang, & Bartussek, 2011). This
might be inappropriate because the variance offanpeance measure may capture additional
factors beyond individual differences in a traitigéhin turn might affect the correlation with

other variables.
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First, a performance measure may also be influebhgdte specific measurement
situation even in standardized experiments. Fomgka, one person may be well rested
whereas another person may already have workedadéwrirs before testing. One person
may be motivated to show maximum performance wiseaeather person may have gotten a
stinging rebuke by his or her supervisor that day may not be motivated to perform well.
This means, that performance in an implicit leagrtessk may not only reflect individual
ability differences but also individual situatioredfects. This may decrease the correlation
between an implicit learning variable and an ingelhce variable and thus the correlation may
not reflect the relation between the ability consts. Likewise, dynamic decision making
variables may reflect occasion specific variance&tvimay affect the correlation with
psychometric intelligence variables. In particuldynamic decision making variable with a
small proportion of occasion specific variance mayeal a substantial relation with an
intelligence variable, whereas a dynamic decisiaking variable with a substantial
proportion of occasion specific variance may rewesamall correlation with an intelligence
variable.

Second, a performance measure may be influencétkelspecific method being used.
Hence, there may be individual differences in dgyarance measurement which are
triggered by the method. For example, a verballigéace test may capture individual
differences in general intelligence as well asvittlial differences in speech comprehension
whereas a figural intelligence test may capturéviddal differences in general intelligence
and visual thinking. Thus, individual differencessipeech comprehension or visual thinking
are method specific because they can only be a&sbkasth verbal or figural test material.
Similarly, a particular implicit learning task mayeasure performance differences, which are
specific to this particular task but not to impli@arning ability in general. Thus, method
specificity may be an additional factor that desesathe correlation between psychometric
intelligence variables and implicit learning vated The same applies to dynamic decision
making variables. A particular dynamic decision mgkask may not only reflect individual
differences in dynamic decision making ability bigo individual knowledge differences (as
suggested by Hesse, 1982). A variable with a spmaportion of method specific variance
may reveal substantial correlations with psychoimatielligence variables whereas a
variable with a substantial proportion of methodafic variance may reveal small

correlations.
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Third, a performance measure may be influencedisystematic measurement error.
For example, instructions may be ambiguous or perszay accidentally make mistakes,
which may result in a low reliability of performasmmeasures. These effects may contribute
unwanted variance in implicit learning variablesl @ynamic decision making variables and
hence decrease the correlation with other varialesrefore, it seems worthwhile to
investigate the reliability of implicit learning kiables in greater detalil.

In essence, the occasion specificity, the methedipity, and the reliability of
variables may affect the correlation with otheriales. Therefore, these factors must be
taken into account when investigating the relatioetsveen these constructs. The present
work investigates these effects which will helputaerstand the validity of implicit learning
and dynamic decision making in greater detalil.

The consideration that a variable may reflect wrariance as well as occasion
specific, method specific, and unsystematic vaedms been formalized in Steyer and
colleagues’ latent state-trait theory (Steyer, Sthi& Eid, 1999). In a nutshell, latent state-
trait theory proposes that the measuremeita variableY can be decomposed into a tiégjt
a state residud], a method residua}l, and an unsystematic error residgjathus
Y =& +§ +ni +g. Given the independence of these factors (Steyadr,1999), the variance
of this measurement can be decomposet@y = o2(&) + 03(() + o?(ni) + 62(&i), and the
factor variances may be estimated with a strucegahktion model as shown in Figure 1. As
can be seen in this figure, the latent trait fadatefined as a variable that is consistent across
several measurement occasions and methods, whbedasent state residual and the method
factor are specific to the individual measuremeagion or the assessment method. Hence,
these models allow separating the different coutidims of the trait, the measurement

occasion, and the measurement method to the mbwiiesbles.
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Figure 1.Latent state-trait structural equation modeh 2 variable on measurement occasion
1 with method 1, Y, = variable on measurement occasion 1 with methdt 2= variable on
measurement occasion 2 with method 4, %variable on measurement occasion 2 with
method 2§ = trait variable(; = state residual I, = state residual 2j; = method residual 1,

N2 = method residual 2;-g4 = measurement error.

There have been many applications of latent staterhodels in different domains of
personality research, which demonstrated substaftécts of the measurement occasion or
the method on behavioral variables (e.g., Eid, N&teyer, & Schwenkmezger, 1994; Schmitt
& Steyer, 1993; Steyer, Schwenkmezger, Auer, 1988uda, Lawrenz, Whitklock, Lubin, &
Lei, 2004; Ziegler, Ehrlenspiel, & Brand, 2009)ptrysiological variables (e.g., Hermes et al.,
2009; Hagemann, Hewig, Seifert, Naumann, & Bartis2@05). However, there have been
no applications of latent state-trait models orfqrenance variables yet, even if some
findings suggest that it may be instructive to cdesthe occasion specificity and method
specificity of these variables. For example, in e@tudies the participants completed the
same dynamic decision making task several time8,(Rérsting, & Oberauer, 1993;
Wittmann & Hattrup, 2004) and the performance betwsubsequent tasks correlated only
moderately (between= .37 andr = .62). This points either towards a low reliability o
towards a substantial occasion specificity of tagables. Moreover, Wirth and Klieme
(2003) reported structural equation models, whiaplied a correlation of = .33 between
two dynamic decision making tasks<.47 when corrected for attenuation) and Gebauer and
Mackintosh (2007) reported a correlatiorr ef . 15 between two artificial grammar learning
tasks ( = .21 when corrected for attenuation). This suggestsatantial method specificity

of the performance measures.
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Taken together, there are some findings which sstggat implicit learning variables
and dynamic decision making variables may contabs&ntial proportions of occasion
specific or method specific variance. These unwamggiance proportions may affect
correlations with other variables such as psychamigttelligence and thus these correlations
may be biased estimates for the relation betweastagcts. Therefore, one aim of the present
thesis was to investigate implicit learning varesband dynamic decision making variables
with latent state-trait models. Thus, these unwértgiance proportions can be controlled
and the relation between constructs can be estihvétbout bias.

As can be seen in Figure 1, a construct has todasuned with at least two different
methods on at least two different measurement aotagn order to apply latent state-trait
models. For the purpose of the present thesigréfbre ran éongitudinal studyand
measured psychometric intelligence, implicit leagpiand dynamic decision making with two
different methods on two different measurement siotes. In addition, | measured several
indicators of real life performance to investigateether implicit learning and dynamic
decision making are determinants of success inlifeas suggested by Mackintosh (1998)
and Dorner (1986).

5 The measurement of psychometric intelligence

Carroll (1993) has shown that the Advanced Progreddatrices (APM; Raven,
Court, & Raven, 1994) are an excellent marker &ychometric intelligence. Therefore, |
selected the APM as a first indicator for psycharoeéttelligence. The Berlin Intelligence
Structure Test (BIS; Jager, SUR, & Beauducel, 1988)used as a second indicator for
psychometric intelligence. The BIS was used becdager (1973) carefully selected the tasks
that he included in the BIS. In particular, he eswed and systematized 289 different tasks in
order to obtain a representative sample of avalatielligence tasks. Thus, the performance

in the BIS may be seen as a further valid indicdopsychometric intelligence.

6 The measurement of implicit learning |

While there are many investigations on how to memaswividual differences in
psychometric intelligence, there is a paucity eestigations on how to measure individual
differences in implicit learning. However, there aasks that have been used to investigate
implicit learning processes and such tasks maylassuitable to investigate individual
differences in implicit learning. In particular tiicial grammar learning tasks have become

the standard paradigm to investigate implicit leagr(e.g., Altmann, Dienes, & Goode, 1995;
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Dulany, Carslon, & Dewey, 1984; Gebauer & Mackihtaz007; Knowlton & Squire, 1994,
1996; Meuleman & Van der Linden, 2003; Perruchd®a&teau, 1990; Pothos & Baliley,
2000; Reber, 1967; Reber et al., 1991; Reber &iekat, 2003; Scott & Dienes, 2010;
Tunney, 2005). In such a task, the participantsaaked to learn a list of arbitrary letter
strings (like WNSNXS). Afterwards they are toldtttizese strings were constructed
according to a complex rule system or a grammax Esgure 2 for an example) and they are
asked to judge new strings (like WNSNXT) as gramecaabr non-grammatical. Typically,
the participants’ judgment accuracy is above chawbéh suggests that they learned
something but they are not able to report the grantoies, which suggests that they learned
the rules implicitly. This operationalisation agseeith definitions of the implicit learning
process. When the participants are asked to leartetter strings, they do not know that these
letter strings are constructed according to a gramithus, they are not able to learn the
grammar intentionally or consciously. In addititimey are not able to report the grammar
rules. Accordingly, the judgment accuracy in theitey phase of an artificial grammar

learning task may be used as a valid performardieator for implicit learning.
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Figure 2 Example of a grammar that is used in artifici@mgmar learning tasks.
Grammatical Stimuli are generated by following @agh of arrows (e.g., NWSW).

However, this approach may be limited, in particulgparticipants complete an
artificial grammar learning task more than onceti€ipants who complete an artificial
grammar learning task for the first time do notkrtbat the letter strings in the learning
phase are constructed according to a grammar asdntiti not search for grammar rules.
However, participants who complete an artificisdrgmar learning task for the second time

will know that the letter strings in the learninggse are constructed according to a grammar
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and thus theynayintentionally search for the grammar rules. Thauid violate the
definition of implicit learning. Therefore, the keang during the second artificial grammar
task may not be implicit any more and the perforoean the second artificial grammar
learning taskmaynot be a valid indicator for implicit learning p@mance. The application
of latent state-trait models requires the participdo complete several artificial grammar
learning tasks several times. Therefore, | firgt taainvestigate whether artificial grammar
learning tasks can be used more than once for megsuadividual differences in implicit

learning.

6.1 Measuring individual differences in implicit learning with an artificial grammar
learning task (Manuscript 1)

In order to use an artificial grammar learning teskre than once, Gebauer and
Mackintosh (2007) suggested modifying the stangandedure of artificial grammar learning
tasks. In particular, they asked their participaotearn a list of grammatical strings in a
learning phase. Afterwards, in a testing phasey, thetnot inform the participants that the
strings were constructed according to a grammathayt asked their participants to rate the
presented letter strings as “old” (already presgirteéhe learning phase) or “new” (not
presented before). Indeed all presented stringse new, but half of them were grammatical
and the other half was not. Grammatical stringsdais “old” and non-grammatical strings
rated as “new” were counted as correct answersiddaebehind this procedure may be that
the participants learned something about the granmimas felt familiar with a grammatical
string and this is why they classified a grammastiang as an “old” one.

In line with this reasoning, there are several atghvho suggest that novelty
judgments and grammaticality judgments are conedigtaimilar. For example, Whittlesea
and Leboe (2000) demonstrated that several hasi@tuency, generation, and resemblance)
influence the performance in recognition as weltlassification tasks. The authors suggest
that these heuristics affect the perceived fanijiaf stimuli and that familiarity affects
novelty judgments as well as grammaticality judgtedeee also Kinder, Shanks, Cock, &
Tunney, 2003; Scott and Dienes, 2008; Whittleseegldy, & Girard, 1990). However, as
noted by Whittlesea and Loboe (2000) “that doesmedin that classification and recognition
decisions that are performed heuristically willioatily be correlated” (p. 101). Therefore,
one aim of this study was to test whether askirgestis for novelty measures the same

construct as asking for grammaticality.
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Another aim of this study was to investigate whethe performance in an artificial
grammar learning task is independent of reportgldenmar knowledge when several
artificial grammar learning tasks are completeder€fore, | developed a bi- and trigram
knowledge test. The bi- and trigram knowledge wet developed with reference to
Perruchet and Pacteau (1990) who suggest thatthieipants may not use abstract grammar
knowledge to make grammaticality decisions but iséias like bigrams. In a similar fashion,
other authors suggest that the participants mayragements (Dulany, Carlson, & Dewey,
1984) or chunks (Servan-Schreiber & Anderson, 19B0¢refore, | asked the participants to
rate whether a bi- or tri-gram occurred more oftegrammatical or more often in non-
grammatical strings. A zero correlation betweenraisgknowledge and accuracy would
indicate that the participants did not use bi-rigrams for their judgments, whereas a positive
correlation between n-gram knowledge and accuramyidvindicate that the participants may
have used bi- or trigrams for their judgments.

| performed a series of experiments, which maniedlavhether the participants had
to rate the grammaticality of strings in the tegtphase (“classical” procedure) or the novelty
of strings in the testing phase (modified procellurbere were three central findings of these
experiments. First, the reliability estimates ad jpdgment accuracy variables were rather
small (between 0.00 and 0.66). This replicateditittengs of Gebauer and Mackintosh (2007)
and Reber et al. (1991) who also reported sma#lbidity estimates for the performance in
artificial grammar learning tasks. Second, therutdion to rate the novelty of letter strings
does not allow one to measure the same constrilseasstruction to rate the grammaticality
of letter strings. This means that even if bothrungions may be seen as similar on a
conceptual level (Kinder, Shanks, Cock, & Tunné302 Whittlesea, Jacoby, & Girard,
1989; Whittlesea and Loboe, 2000), they differ samtgally on an empirical level. Therefore,
novelty judgments are not equivalent to grammaticaldgments. Third, if participants
complete a “classical” artificial grammar learnitagk for the first time, there is a zero
correlation between the judgment accuracy andri@uat of reportable grammar knowledge.
However, if participants complete a “classical’ifasial grammar learning task for the second
time, there is a substantial correlation betweernjudgment accuracy and the amount of
reportable grammar knowledge. Furthermore, theopadnce in a first artificial grammar
learning task does not significantly correlate with performance in following artificial
grammar learning tasks but the performance in argkartificial grammar learning task
correlates significantly with the performance ithiad artificial grammar learning task. This

suggests that the performance in a first artifigrammar learning task may be seen as an
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indicator of implicit learning whereas the perfomma in subsequent artificial grammar
learning tasks may not be seen as implicit any more

The findings of this first study suggest that &i#l grammar learning tasks may only
be used once to measure individual differencemplicit learning. However, there is also an
alternative interpretation. Our participants congaiea knowledge test (containing bi- and
trigrams of letter strings) after every artificgammar learning task. Therefore, it is also
possible that the knowledge test and not the granamareness changed the participants’
strategy and caused the low task consistency dsaséte relation with reported knowledge.

Investigating this hypothesis was the aim of a sdciudy.

6.2 Can artificial grammar learning tasks measurendividual differences in implicit
learning? (Manuscript 2)

The initial aim of this study was to investigateetlier a knowledge test increases the
correlation between two successively completediadi grammar learning tasks. Therefore,
half the participants completed a bigram knowlegge after the first artificial grammar
learning task (the bigram group) whereas the dth#rdid not (the control group). A first
result was that the correlation between both aigifigrammar learning tasks was smaller in
the bigram group. Likewise, there was a significantelation between the performance in
the second artificial grammar learning tasks apadred bigram knowledge in the bigram
group, but not in the control group. These resautpyest that a bigram knowledge test
decreases the task consistency of artificial gramezaning tasks and increases the
correlation between implicit learning performance aeportable grammar knowledge. This
means, artificial grammar learning tasks may omybed once to measure individual
differences in implicit learning if the participgntomplete a bigram knowledge test.
However, artificial grammar learning tasks may bedufor several times if the participants
do not complete a bigram knowledge test. Therefmagjcipants can complete several
artificial grammar learning tasks for several tina@sl latent state-trait models can be used to
estimate a latent implicit learning trait variable.

There were some further findings of this study. Tél@bility estimates of artificial
grammar learning performance were rather smaliv@en 0.21 and 0.60). This replicates
previous findings (Gebauer & Mackintosh, 2007; Rediaal., 1991) and suggests that the
performance in artificial grammar learning tasksubstantially affected by unsystematic

measurement error.
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In addition, the participants in this study alsongdeted Cattell’s Culture Fair
Intelligence Test and they were asked to repoit fimal school exams’ grade point average.
Similar to previous studies (Gebauer & Mackintd&®d)7; Kaufman et al., 2010; McGeorge
et al., 1997; Pretz et al., in press; Reber efl@b}]) there was only a moderate correlation
between implicit learning performance and psychoimetitelligence. Furthermore, the
results of this study revealed a significant relatbetween participants’ final school exams
and artificial grammar learning performance. TBigiline with Kaufman et al. (2010) who
also showed a significant association between oiipéiarning performance and educational
success. However, the association, observed iprésent study, became non-significant
when intelligence was included as a further predicthis suggests that even though the
implicit learning variable and the psychometricifigence variable only correlated
moderately, the relation between artificial grammtearning performance and educational

success was due to this overlap.

6.3 The measurement of implicit learning 1l

Taken together, the central finding of both studsethat artificial grammar learning
tasks can be used several times to measure indivilifterences in implicit learning. The
present findings suggest that bigram knowledge t@sty turn the participants’ attention
towards bigrams. Thus, the participants may interatily acquire bigram knowledge in a
subsequent artificial grammar learning task anchieg may not be implicit any more.
However, if no bigram knowledge test is completsljeral artificial grammar learning tasks
can be used to measure individual differences plian learning. Therefore, | used two
different artificial grammar learning tasks (withdaigram knowledge tests) to measure
individual differences in implicit learning.

Furthermore, both studies revealed small religbdgtimates of the implicit learning
performance variable. This replicates the findioh&ebauer and Mackintosh (2007) and
Reber et al. (1991). As discussed, a small reitglties implications for the investigation of
the relation between implicit learning and psychtiioéntelligence. In particular, a small
reliability decreases the correlation between taoables. Hence, to investigate the relation
between implicit learning and psychometric intedhge, | used latent state-trait models to
control for this lack of reliability. They decompothe variances of the manifest performance
variables into a trait proportion, a state resiquabortion, a method residual proportion, and

a measurement error proportion.
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Finally, there is preliminary evidence for a radatbetween implicit learning and the
real life criterion educational success. In thespre investigation, this relation became non-
significant when psychometric intelligence was uldd as a predictor. Nevertheless, this
finding suggests that it may be worthwhile to imgete the relation between implicit
learning and real life criteria in greater detalerefore, | used different indicators of real life
performance in order to investigate the relatiotwieen implicit learning and real life

performance in the longitudinal study.

7 The measurement of dynamic decision making

Traditional paper-pencil intelligence tests haverberiticized as inadequate methods
to measure dynamic decision making (Dorner, 19886} Therefore, several authors
suggest using computer-based simulations to medsugmic decision performance. Over
the years, several dynamic decision making taskse haen developed. For example, the
Tailorshop scenario (Ddrner, 1979; Funke, 1983uates a fictional company where the
participants have to control several variables file@number of workers or the costs for
advertising in order to maximize their company’fuea Other tasks simulate a forestry
(Wagener, 2001), a power plant (Wallach, 1998g space flight (Wirth & Funke, 2005)
where the participants have to control severakdes to reach a given goal state. These
simulations have in common that they simulate cemptonnected, dynamic, non-
transparent, and sometimes even polythelic enviesms

TheHeidelberg Finite State Automattwas become a common instrument for
measuring individual differences in dynamic decgismaking, especially since it has been
included in the Program for International Studesséssment (PISA; Wirth & Klieme, 2003).
Therefore, | chose this simulation as one indicafatynamic decision making. The scenario
simulates a space flight where the participantsooemrol a space ship and a vehicle with a
user interface (see Figure 3). During the simutatibe participants are asked to reach several
goal states (e.g., landing the space ship on &pknt planet) whereby the number of reached
goal states is taken as a performance indicatafyioamic decision making (Wirth & Funke,
2005; Wirth & Klieme, 2003).
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Figure 3 Screenshot of the graphical user interface oHielelberg Finite State Automaton

(labels translated).

The simulation corresponds to Dérner’s and Gonzaldefinition of dynamic
decision making. In particular, the simulation nteyseen as complex, because it consists of
many variables (e.g., the state of the propuldioa state of the landing gear). The simulation
may be seen as connected because the differeablemidepend on each other (e.g., the
ability to fly with the space ship depends on ttatesof the propulsion, the heat shield, the
landing gear, and the state of the vehicle). Thriktion may be seen as non-transparent
because the participants do not know how the vimsah the simulation are connected but
have to find out while exploring and controllingkéwise, the simulations may be seen as
dynamic because each intervention in the simulatibnences the following state of the
simulation. Finally, the simulation may be seem a®lythelic task because it is necessary to
achieve different subgoals (e.g., controlling teding gear, the heating shield, the state of
the vehicle) to achieve a greater goal (e.g., lamthe space ship on a particular planet).

TheTailorshopis another well established dynamic decision ngkatsk that has
been used for several decades (e.g., Barth & FtKe)); Leutner, 1988; Putz-Osterloh,
1981, 1983; Putz-Osterloh, Bott, & Kdster, 1990tzRPDsterloh & Luer, 1981; SUR, Kersting,
& Oberauer, 1993; Wittmann & Hattrup, 2004). Thersario simulates a small business that
produces and sells shirts. The participants hawveaieage this business for twelve simulated
months by manipulating several variables like thmber of workers, the expenses for

advertising, etc. (see Figure 4).
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Figure 4 Screenshot of the graphical user interface offtirshop (labels translated).

The Tailorshop was initially developed by Dorne®q{®) according to his definition of
complex problems. In particular, the simulation gists of many variables and connections.
Therefore, the Tailorshop may be seen as complaxhérmore, the variables are highly
connected. For example, the ability to producesimirthe Tailorshop simulation depends on
the amount of raw material, the number of macharesworkers, the workers’ satisfaction,
and the state of the machines. In addition, theilsition may be seen as non-transparent
because the participants do not know how the vimsah the simulation are connected but
have to find out while exploring and controllingeth. The Tailorshop may also be seen as
dynamic because each intervention in the simulatibnences the following state of the
simulation. Finally, the Tailorshop may be seeia @®lythelic task because it is necessary to
achieve different subgoals (like buying raw matehae workers, advertising, etc.) to
achieve the greater goal (maximize the companyeyalu

However, even if the simulation has become a stanglaradigm to investigate
dynamic decision making, there is a discussion Wwindicator should be used as a
performance variable. Some authors suggest usenguimber of months with a positive trend
in the company value to quantify dynamic decisiaaking performance (e.g., Funke, 1983)
whereas other authors suggest using the absolotpasty value at the end of the simulation
to quantify the dynamic decision making success (8arth & Funke, 2010; Suf3, Oberauer,
& Kersting, 1993). In order to find an approprig&rformance indicator for the Tailorshop

simulation, | analyzed the data of the first meamant occasion of the longitudinal study.
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7.1 Measuring performance in dynamic decision makig: reliability and validity of the
Tailorshop simulation (Manuscript 3)

In this analysis, | compared two different perfonoa indicators of the Tailorshop
simulation: thechange variablend therend variable The change variable corresponds to
the sum of the changes of the company value bettheesimulated months (which is
equivalent to the final company value after twedwaulated months). The trend variable
corresponds to the number of months with a positied in the company value. | used
structural equation models to test measurement imade estimate the reliability of the
performance variables. Furthermore, the validityhef performance variables was evaluated
with respect to their correlation with the Heidetlip&inite State Automaton (convergent
validity), their correlation with self rated incoraed supervisor ratings (predictive validity),
and their correlation with the performance in thlvAnces Progressive Matrices (divergent
validity).

The analysis revealed that the measurement mattets the trend variables well (in
particular, the trends between the second monttitentivelfth month) but not the change
variables. Furthermore, the results revealed gebahility and good overall validity for the
trend of the company value. Hence, | decided tahis@umber of months with a positive
trend in the company value (between the secondrentivelfth month) as a performance

measure in the Tailorshop simulation.

8 The measurement of success in real life

For the purpose of the present study, | focused particular aspect of success in real
life: professional success. For one thing, the ipteg validity of psychometric intelligence
has often been evaluated by its association witfepsional success (e.g., Ng et al., 2005;
Salgado et al, 2003; Schmidt & Hunter, 2004). Thnesn a theoretical point of view,
professional success is a useful criterion to eatalthe predictive validity of implicit learning
and dynamic decision making variables. Secondggsibnal success is an important
outcome variable in an economic context. Thusnia@gplied context, implicit learning or
dynamic decision making may become interestingctiele criteria for university or job
applications if they are able to predict profesal®uccess.

Dette, Abele, and Renner (2004) systematized eéfffieindicators of professional
success. They suggested that the different indeatay be distinguished by (1) their frame
of reference (specific task vs. global career)li2)type of data (e.g., neutral parameter or

comparison with reference), and (3) the data so{@doeument, self-rating, external rating).
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For example, a participant’s yearly income may & acterized as an indicator with global
career as the frame of references. Income canrefubidn seen as a neutral parameter because it
can be measured objectively and the data sourcbecaither a document (e.g., payroll) or
self-rated.

| measured professional success in order to evaathatrelation with individual
differences in implicit learning and dynamic desrsmaking, which are consistent across
different methods and stable over time. As difféemarthors noted (e.g., Epstein, 1979;
Wittmann, 1988), the relation between construcialdes and criterion variables can only be
evaluated accurately if the variables are measomeal similar level of abstraction. In order to
measure individual differences that are unaffebiedethod specific effects (such as the type
of data or the data source), | used indicatorgftdrént data types and data sources. In order
to measure individual differences in professionaicess that are stable over time, | selected
the participants’ global career as the frame adnezice. In particular, | asked the participants
to report their yearly income, their highest ediorad! attainment, and | asked the participants
to rate their social status. Yearly income and atlanal attainment may be seen as global
career parameters because they refer to a ratingtitoe period. In the same vein, social
status may be seen as a global career indicataubedt refers to a profession in general and
not to the social status of a specific task. Thkesse measures served as indicators of
objective professional success

In addition, the participants’ supervisors rategitloverall job performance. Hereto, |
developed a supervisor rating scale. Based oeratlitre review, | selected 18 items from
Goodman and Svyantek (1999), Higgins, Petersom, &l Lee (2007), Tsui and Gutek
(1984), and Wayne and Liden (1995). Afterwaids; 18 supervisors from different
companies and branches rated the appropriatenésssef items and | selected the nine items
that were rated as most appropriate. Tier,34 other supervisors (also from different
companies and branches) rated a totd ef52 employees with these items. Finally, the five
items with the greatest item-total correlation (ght .80) were selected for the supervisor

rating scale.

9 The psychometric properties of implicit learningand dynamic decision making
(reported in Manuscript 4)

The longitudinal study consisted of two measurenoenasions (five months apart)
and the participants completed the Advanced Preye$/atrices, the Berlin Structure

Intelligence Tests, the Heidelberg Finite Stateofdton, the Tailorshop, and two artificial
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grammar learning tasks (without grammar knowle@gts) on both measurement occasions. |
used latent state-trait models to decompose thangas of the manifest performance
variables Y) into a trait proportiond), a state residuat), a method residuah), and a
measurement error residua).(Then, | evaluated the measures by their tratiigity, their
occasion specificity, their method specificity, &hdir reliability. Thetrait specificity(also
referred to as consistency) is the proportion ofavee that is stable over time and consistent
across different methodsZ¢&) / 62(Y)]. The occasion specificitys the proportion of

individual differences that is specific for a pautiar measurement situatios?(C) / c2(Y)].
Themethod specificitys the proportion of variance that is triggeredayyarticular method
[62(n) / 63(Y)]. These parameters have a range between zercnandmd a greater value
indicates a greater specificity. Thaiability is the sum of these systematic variance
proportions and indicates the proportion of systamadividual differences of the trait, the
measurement situation, and the meth&) + o2(0) + 62(n)] / o3(Y)]. These parameters are
reported in Table 1.

Table 1

Trait-specificity, occasion-specificity, method-sifieity, and reliability of the measures
task measurement trait- occasion- method- reliability

occasion specificity specificity  specificity

APM 1 0.72 0 0.14 0.86
APM 2 0.70 0 0.13 0.83
BIS 1 0.67 0 0.22 0.90
BIS 2 0.71 0 0.24 0.95
AGL1 1 0.29 0 0 0.29
AGL1 2 0.31 0 0 0.31
AGL2 1 0.30 0 0 0.30
AGL2 2 0.25 0 0 0.25
Tailorshop 1 0.36 0 0.16 0.52
Tailorshop 2 0.29 0 0.13 0.42
HFA 1 0.44 0 0.36 0.80
HFA 2 0.44 0 0.36 0.80

Note APM = Advanced Progressive Matrices, BIS = BeMtitelligence Structure
Test, HFA = Heidelberg Finite State Automaton, AGL artificial grammar learning task
with grammar 1, AGL2 = artificial grammar learnitaggk with grammar 2\ = 173.
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As can be seen, the measures of psychometricig@ede contained great proportions
of trait specific variances. This replicates thdings of previous investigations (e.g., Carroll,
1993; Conley, 1984; Larsen, Hartmann, Nyborg, 2@0®) demonstrates that individual
differences in psychometric intelligence can be snead consistently with different methods
and that these differences are stable over time.

The analysis further revealed that the occasionisgiey was zero for the implicit
learning measures. This indicates that no occaspenific effects influenced the
measurements. For example, the measurement ofdodivdifferences in implicit learning
was not affected by the participants’ awarenesstkigse is a grammar defining the strings in
the learning phase when they completed an arfifjgeammar learning task for the second
time. This replicates the results of my previousl&s and suggests that artificial grammar
learning tasks may be used several times in ocderetasure individual differences in implicit
learning. The method specificities were also zetach indicates that there were no method
specific effects such as specific characteristich® grammars that affected the
measurements. Taken together, the latent stateatralysis of the implicit learning revealed
that different artificial grammar learning tasksdee used several times to measure individual
differences in implicit learning. This suggeststitie small reliabilities that have been
reported in previous studies (e.g., Gebauer & Maokh, 2007; Reber et al., 1991) were not
caused by occasion specific or method specificcesfeut due to random measurement error.
The reliability estimates of the implicit learnimgriables were rather smat 0.31), which
indicates that the manifest variables contain goegportions of unsystematic measurement
error. This indicates that the manifest variablespmor indicators of implicit learning ability.
These results have two important implications. ¢1og thing, the correlations between the
performance in artificial grammar learning taskd #me performance in psychometric
intelligence tests that have been reported in prevstudies (e.g., Gebauer & Mackintosh,
2007; McGeorge et al., 1997; Pretz et al., in prBsber et al., 1991) are insufficient for
drawing conclusions about the relationship betwewlicit learning ability and psychometric
intelligence. The subsequent structural equatiodghanalyses will separate the implicit
learning trait variance from the unsystematic wvareproportions and reveal insights into the
relation between implicit learning ability and phpenetric intelligence. For another thing, the
small reliability estimates suggest that the mastiperformance variables are not suitable for
an individual assessment because a performance wdbonly yield an inaccurate

measurement of a person’s implicit learning ahility
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The dynamic decision making measures (the Tailgrsimal the Heidelberg Finite
State Automaton) also revealed trait specificibebw 0.50 which indicates that less than
half of the variance of the manifest performancealdes reflect individual differences in
dynamic decision making. The analysis further réagkéhat both measures contained
substantial proportion of method specific variaftmetween 13% and 36%), which suggests
that the Tailorshop and the Heidelberg Finite Auaton capture different aspects of dynamic
decision making. In particular, the Tailorshop siation takes place in an economic context
where the participants have to lead a company safidgy. The Heidelberg Finite State
Automaton, on the other hand, takes place in ardthuristic setting where the participants
have to control a space ship. As Beckmann and @Utt®95) and Hesse (1982) have shown,
the semantic context of a dynamic decision makagpario has impact on the decision
making processes that take place. Thus, the maihedficity of the simulations may partly
be explained by the semantic context in which tlagg place. This finding has implications
for the manifest performance variables. For oneghiheir trait specificities are too low to
use these dynamic decision making tasks for indalidssessments. A participant’s
performance in a single task is not sufficientrfaking inferences about this participant’s
dynamic decision making ability. For another thiag;orrelation with ananifestdynamic
decision making variable is not sufficient for diag/conclusions about the relation to the
construct dynamic decision making in general. $tmat equation modeling makes it possible
to investigate the relation withlatentdynamic decision making variable, which is adjdste
for these method specific effects.

In sum, the latent state-trait analysis revealadl e manifest implicit learning
variables and the manifest dynamic decision makargables are poor indicators for the
ability constructs. Therefore, | investigated tekations between the constructs udatgnt

ability variables, which were adjusted for methpédfic effects and measurement error.

10 The relation between psychometric intelligencémnplicit learning, and dynamic
decision making (reported in Manuscript 4)

The correlations between the latent ability vaealallow one to evaluate the
construct validity of implicit learning and dynandecision making. The correlations between
the latent variables are shown in Table 2. As aasden, there was a great correlation
between psychometric intelligence and dynamic d&tisiaking ¢ = .86), which indicates a
poor divergent validity of dynamic decision makifdne latent intelligence variable

explained about 74% of the variance of the latgnadic decision making variable. This
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suggests that dynamic decision making only offersominsights into cognitive ability
beyond IQ. This result replicates the findings aftWand Klieme (2003) who reported a
correlation ofr = .84 between a latent intelligence variable andentadynamic decision
making variable. The results of the latent stad@-a&nalysis further suggest that the
heterogeneous findings of previous studies mayueeta the heterogeneous reliabilities or
the heterogeneous method specificities of dynamotstbn making variables. In sum, these
findings suggest that the ability to make dynan@cisions is not much more than

psychometric intelligence.

Table 2

Correlation between the latent variables
psychometric dynamic decision implicit OPS
intelligence making learning

dynamic decision P

making

implicit learning 32%* .26*

OPS V4 H52%xx 31*

SR .03 .25* -.02 -.07

Note OPS = objective professional success, SR = sigmematings, ***p < .001,
** p<.010, *p<.050,N =173

On the other hand, the relation between implicténg and psychometric
intelligence was less substantiak(.32), the latent intelligence variable explainedyd%
of the variance of the latent implicit learning ieddle. This replicates the findings of previous
studies that reported low correlations betweenigrigearning and psychometric intelligence
(Gebauer & Mackintosh, 2007; Feldman, et al., 19&fman et al., 2010; McGeorge et al.,
1997; Reber et al., 1991). Besides, the presedy stiwestigated the relation between latent
trait variables which were adjusted for measurereemtr. Therefore, it can be ruled out that
the low correlation is a result of the low reliayilof the variables. This in turn suggests good
divergent validity of implicit learning. The ab¥ito learn implicitly is only weakly related to
psychometric intelligence.

All correlations between psychometric intelligeniceplicit learning, and dynamic
decision making were positive. Following SpearmE04), this suggests a hierarchical
structure of these abilities. | additionally perfead a principal component analysis on the
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correlations between the latent ability variabldsis analysis revealed eigenvalues of 2.02,
0.84, 0.14, which indicates that a single gendyityfactor can explain about 67% of the
variance of the latent variables. This result iBrie with Sternberg and Gigorenko (2002)
who suggest that a general ability factor is ablexplain about 50% of the variance in
various performance tasks. To investigate thiseisswa greater detail, | used a structural
equation model. The respective model is shownguiféi 4. As can be seen, a hierarchical
model with one single ability factor at the toptleé hierarchy fitted the data well.
Furthermore, the specific ability factors for psgoietric intelligence and dynamic decision
making were not significant and thus set to zefos Buggests that the intelligence test as
well as the dynamic decision making tasks may ke ss indicators for general cognitive
ability whereas the artificial grammar learningksapture general cognitive ability as well

as an incremental proportion of implicit learnirigliy.

ability

general
factors
specific
ability
factors

/ vk \\ / Q\ /Q\

bl |APM1 H APM2 H BI31 H BIEZ H Tailotl ‘Taﬂoﬂ ‘ HFAL ” HF &2 ” AGLLL H AGLLZ H AGLZ1 H AGLIZ ‘
variables

O O é S
method specific Ta.11
effects & 5

measurement error

Figure 4 Hierarchical ability model for psychometric irigénce, implicit learning, and
dynamic decision making. The standardized pathficiefts are reported. g = general
cognitive ability, 1Q = psychometric intelligend®DPM = dynamic decision making,

IL = implicit learning, APM = Advanced Progressivatrices, BIS = Berlin Intelligence
Structure Test, HFA = Heidelberg Finite State Audbom, AGL = artificial grammar learning
task,e1-€12 = measurement error variablg¥58) = 61.60p = .348,RMSEA= 0.02,
CFI=1.00,N=173.



Cognitive ability beyond 1Q 32

11 The relation between implicit learning, dynamiadecision making, and success in real
life (reported in Manuscript 4)

The predictive validity of implicit learning and dgmic decision making can be
evaluated by their relation to criteria of sucdesseal life. As can be seen in Table 2, there
was a significant correlation between implicit l@ag and objective professional success
(indicated by income, social status, and educatatanment). However, a latent regression
analysis revealed that this relation decreasedandme non-significant when psychometric
intelligence was included as a predictor. In additithe correlation between implicit learning
and supervisor ratings was close to zero and gotfiant. These findings suggest that there
Is no incremental predictive validity of implicgarning.

There was also a substantial and significant caticel between dynamic decision
making and objective professional success. Agaiatemt regression analysis revealed that
this relation decreased and became non-signifiwaeth psychometric intelligence was
included as a predictor. In addition, there wagaifscant correlation between dynamic
decision making and supervisor ratings. More imgotty, this association remained
significant when adjusted for psychometric intadhge. This indicates the incremental
predictive validity of dynamic decision making. Beven if dynamic decision making is not
muchmore than psychometric intelligence, thide more offers insights into aspects of
success in real life that can not be explaineddygipometric intelligence.

The results reported so far refer to latent vaealhat were adjusted for method
specific effects or measurement error. Howeveanimpplied context it may be worthwhile to
know, howmanifestmeasures can predict manifest criteria. For exanpgptompany which is
conducting an assessment center may wish to knewtt® performance scores of a
particular task are related to supervisor ratifigierefore, | additionally investigated the
correlations between the manifest variables. In,shmgreatest correlations were between
the measures psychometric intelligence and theatalis of objective professional success
(betweerr = .22 andr = .48). The correlations with the manifest dynamicisiea making
variables were less substantial (between05 andr = .23) as were the correlations with the
manifest implicit learning variables (between -.04 and = .19). The supervisor ratings
only correlated significantly with the dynamic dgon making tasks (betweer .12 andr =
.20) which indicates that even if the dynamic decignaking measures offer an incremental

predictive value, their explanatory power is lindite
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12 Summary and Conclusion

The aim of the present work was to evaluate whathplicit learning and dynamic
decision making are useful constructs to descrilgmitive ability beyond 1Q. Therefore, |
investigated the incremental and the predictiveditstlof the constructs, and the
psychometric properties of the performance measiitesse are six core findings of my
investigations. First, implicit learning is only aidy related to psychometric intelligence,
even after adjusting for measurement error. Thdgates that implicit learning captures
individual performance differences beyond 1Q angigests a good divergent validity of
implicit learning. Second, there is a great assmridetween dynamic decision making and
psychometric intelligence. This speaks againstithergent validity of dynamic decision
making. Third, implicit learning as well as dynandiecision making can be integrated into
hierarchical models of cognitive ability. The presindings revealed that both constructs
load substantially on a general ability factoratidition, implicit learning reveals a specific
ability component whereas dynamic decision makeqgfures no incremental variance.
Fourth, there is no evidence for the incrementetljgtive validity of implicit learning. In the
present study, there was only a weak associatiomelea implicit learning and professional
success. Furthermore, this association vanished atigisted for psychometric intelligence.
Fifth, dynamic decision making can incrementallggict supervisor ratings, even though
there is a great overlap between psychometricliggsice and dynamic decision making. This
was true for the latent ability variables as wslfar the manifest performance indicators.
Hence, even if there are only minor individual eifnces in dynamic decision making
beyond IQ, these individual differences can expgaiocess in real life in greater detail. Sixth,
the trait specificities of the manifest measuresmglicit learning and dynamic decision
making were too small to use these measures fonduwhl assessments. Investigating the
measurement of implicit learning and dynamic decisnaking in greater detail will make
these constructs valuable supplements not onlgsearch contexts but also in applied
contexts.

Taken together, these findings show that impledirhing as well as dynamic decision
making are useful constructs for investigating witlial differences in cognitive ability.
Implicit learning is largely independent of psychetnt intelligence and offers insights in
cognitive ability beyond 1Q. Even though there anéy minor individual differences in
dynamic decision making beyond psychometric irgetice, these ability differences play a

significant role for achieving success in real.lifwever, in order to use implicit learning
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tasks and dynamic decision making tasks for arviddal assessment, the psychometric
properties of the performance measures have tmpeoved.
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Abstract
The present study investigates whether an artifjgeammar learning task may be used to
measure individual differences in implicit learnirig three experiments, the participants had
to rate either the grammaticality or the noveltyetfer strings. The results indicate that only a
task with the instruction to rate the grammatigaitit not a task with the instruction to rate
the novelty measures reliable and consistent iddali differences in implicit learning.
Furthermore, it is shown that when the participamésasked to rate the grammaticality of
letter strings, the task can only be used oncedasure implicit learning. Subsequently, the
role of strategy use and implications for furthed past research are discussed.

Keywords implicit learning, artificial grammar learningydividual differences, reliability
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Measuring individual differences in implicit leang
with an artificial grammar learning task

Implicit learning is a process of acquiring compieformation without awareness of
what has been learned (Frensch & Ringer, 2003sEheri998; Seger, 1993). Like in any
learning process there may be substantive indiVidiff@rences, but not much is known
about their magnitude and meaning for a succesefupletion of cognitive laboratory tasks
or mastering the challenges of everyday life. Wagisme authors reason that implicit
learning is executed by evolutionary old systemgsisential for survival and therefore shows
only minor individual differences (Reber, 1992heats have postulated that individual
differences in implicit learning may be a powerdgterminant of success in educational and
work achievement and thus may have the same prepamee as general intelligence
(Mackintosh, 1998). Recently, Kaufman, DeYoung,\Gtameénenz, Brown, and Mackintosh
(2010) and Pretz, Trotz, and Kaufman (2009) replostgnificant associations between
implicit learning performance and academic achiesimwhich supports Mackintosh’s
hypothesis. However, beyond these investigatitnesetis only weak empirical evidence to
support such claims. One of the major reasondfsmhay be the lack of a reliable task for
the measurement of individual differences in implearning. The present paper reports on a
series of experiments that aim to fill this gapityestigating the reliability and the task
consistency of artificial grammar learning taskelfBr, 1967), which is a standard procedure
in implicit learning research. Experiment 1 andi2 ieveal that not every type of artificial
grammar learning tasks is suitable for the measen¢f individual differences. However,
experiment 3 will demonstrate how the artificiahigmmar learning task can be used to

measure reliable individual differences in implie&rning.
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The artificial grammar learning task

An artificial grammar learning task consists oéarhing phase and a testing phase. In
the learning phase, the participants are askeghto la list of apparently arbitrary letter
strings (like WNSNXS). Afterwards in the testinggsle, they are told that these strings were
constructed according to a complex rule systemrgemar) and they are asked to judge
newly presented strings (like NWSWWN) as eithengratical or non-grammatical.
Typically, the participants show above chance perémce, which suggests that they learned
something but they are not able to report the granmies, which suggests that they learned
the rules implicitly. Therefore, implicit learningay be assessed based on two criteria: the
judgment accuracy in the testing phase and the atwueportable grammar knowledge.

Judgment accuracy.The most popular indicator for implicit learningcgess within
an artificial grammar learning paradigm is the joggnt accuracy, which is commonly
quantified as the percentage of correct judgmeittéimthe testing phase. In particular, a
mean percentage of correct judgments that is sogmifly above chance suggests that implicit
learning took place.

Grammar knowledge. Artificial grammar learning tasks are labeled imjtllearning
tasks because there appears to be no relation éepagticipants’ judgment accuracy and
their amount of knowledge about the grammar. Howetere is a lively discussion what
kind of knowledge may be relevant for an artifiggghmmar learning task and how it should
be assessed. When we ask the participants to iegeddde underlying grammar, we presume
that people reach an above-chance accuracy bettayskearned something about the
underlyinggrammar However, this does not have to be true. Severtalbas suggested that
the participants may not learn the grammaticalsruigplicitly but instead may udesuristics
like bigrams (Perruchet & Pacteau, 1990), fragm@bdtdany, Carlson, & Dewey, 1984), or

chunks (Servan-Schreiber & Anderson, 1990). In particular, Perruchet and Pacteau
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(1990) have conducted a series of experiments and shthaetearning bigrams in the
learning phase is as effective as learning granwadBtter strings and that the classification
of bigrams corresponds to the classification delestrings. In the same vein, Dulany et al.
(1984) have shown that the participants in aniaifgrammar learning task can report
which fragments they use to make grammaticalitgjodnts. Furthermore, they have shown
that the reported knowledge (containing bi- angr&nins) can predict grammaticality
judgments. In sum, these findings suggest that keahye of n-grams (bi-and trigrams) may
be relevant for the performance in artificial graartearning tasks. In addition to that, an n-
gram knowledge test may also be seen as an indiimestof other forms of grammar
knowledge. In particular, using knowledge of n-gsamjust one possibility to succeed in an
n-gram knowledge test. Another strategy may bestormore abstract knowledge and deduce
the answers for the knowledge. Thus, an n-gram ledye test may measure different forms
of grammar knowledge. Therefore, we asked theqypaaints to rate whether an n-gram
occurred more often in grammatical or more oftenan-grammatical strings. A zero
correlation between n-gram knowledge and accuramyidvindicate that the participants did
not use n-grams for their judgments, whereas dipesiorrelation between n-gram
knowledge and judgment accuracy would indicate taparticipants may have used n-
grams for their judgments.
Individual differences and reliability

The reliability of an implicit learning measureimgportant for several reasons. First,
some studies showed that there is no relation legtweeasures of artificial grammar learning
and measures of knowledge about the underlying gi@nie.g., Reber, & Allen, 1978) or
general intelligence (e.g., Gebauer & Mackinto€))72 Kaufman et al., 2010; McGeorge,
Crawford, & Kelly, 1997; Reber, Walkenfeld, and Hstadt, 1991). This is often taken as an

evidence for the divergent validity of the measugami.e. the proposition that individual
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differences in implicit learning may constituteiadependent ability. However, this argument
only holds true if both measures are reliable olf a low correlation between the measures
may also be explained by the low reliability of theasurement.

Second, Mackintosh (1998) suggested that impkeitriing is a powerful predictor of
educational or professional success (see also Kauénal., 2010; Pretz et al., 2010). If this
holds true, implicit learning may be a very usefohstruct to describe human mental ability
or predict success in later life. However, suclo@struct would only be useful if it can be
measured reliably. In particular, if an artificggammar learning task may be used to measure
a single person’s implicit learning ability (e.gs part of an assessment center) then this
measurement is only useful if it is reliable beeaotherwise it will yield incorrect decisions.

Third, when implicit learning is considered as antakability or a trait it is also an
important issue whether this ability can be measwi¢gh more than one method (Campbell &
Fiske, 1959). In principle, a great correlatiorvzxtn several procedures that are designed to
measure the same construct indicates a good canterglidity of the measures. However,
such a correlation is only informative if the mea@snents are reliable.

Given the importance of reliability consideratioitss surprising that there are only a
few publications that report reliability estimafes measures of artificial grammar learning.
Reber et al. (1991) examindt-20 students and reported a Cronbach’s alphes &1 for
100 grammaticality judgments. This result shows ithia possible to measure individual
differences in implicit learning although this meesment is not very consistent. However,
one limitation of this study is that only a singl@mmar was used. Gebauer and Mackintosh
(2007) assessdd=605 pupils. They used two different grammars amd@nted 80 letter
strings in the testing phase. Based on 80 gramaiidyiclecisions they reported a split-half
correlation ofr=.70. Although this sample was much larger, theag tve another difficulty in

their study. Gebauer and Mackintosh conducted tivficeal grammar learning tasks and



Cognitive ability beyond 1Q Al-8

reported the split-half correlation pooled overtbtatsks. However, the mean accuracy in task
one was 67.08%, whereas the mean accuracy intaskas 61.36%. Because both tasks
apparently varied in their difficulty, it may begsible that the reported correlation was
increased by the pooling and thus overestimatetftieereliability of the measurement.
Task consistency

There is also an obstacle for any study on thedaskistency of the measurement.
The task consistency may be important in a reseaotext. For example, to test whether the
artificial grammar learning performance measurggaitlike ability that is stable over time.
In an applied context, it may be important for adividual assessment (e.g., if an applicant is
tested more than one time). Estimating the taskistency would require the same
participants to complete at least two artificisugimar learning tasks with two different
underlying grammars. There lies one difficulty mistapproach. When participants complete
the learning phase for the fist time, they do naiw that there is a grammar behind the letter
strings. In the testing phase they are told thextetlis a grammar and that they should rate the
grammaticality of newly presented strings. Thusemwparticipants complete the learning
phase for theecondime, they already know about the grammar. Thégpants will also
know that there will be a testing phase and they thill be asked to judge new strings as
grammatical or non-grammatical. This may cause thetto memorize the strings but to
search for the grammar or simple heuristics that hedp them later in the testing phase. For
that reason, Gebauer and Mackintosh (2007) modifiegtandard paradigm and asked their
participants not to rate the grammaticality butrbgelty of the strings in the testing phase.
However, none of the strings were previously presgeand if the participants (inadvertently)
classified a newly presented letter string as dai’‘one, this was scored as a correct decision.
The idea behind this procedure may be that thécgzants learn something about the

grammar, thus they feel familiar with the grammaitgtrings and therefore they classify a
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grammatical string as an “old” one. In Gebauer stadkintosh’s (2007) study, there was a
significant correlation of=.15 between the judgment accuracy of the two @iffeartificial
grammar learning tasks, which suggests a low taskistency. However, it remains unclear
if rating the novelty of the strings measures t®ea construct than rating their
grammaticality.

From a conceptual point of view, novelty judgmeartsl grammaticality judgments
may be seen as similar. For example, Whittlesed_abde (2000) demonstrated that several
heuristics (fluency, generation, and resemblantd&)ence the performance in recognition
tasks as well as in classification tasks. The asthoggest that these heuristics affect the
perceived familiarity of stimuli and that the fararity affects novelty judgments as well as
grammaticality judgments. In line with this suggest Scott and Dienes (2008) demonstrated
that grammaticality ratings can be predicted bypbeeeived familiarity of strings.
Furthermore, there are findings, which suggesttti@tluency of the processing of the
stimuli affects novelty ratings (e.g., Whittlesdacoby, & Girard, 1990) as well as
grammaticality ratings (Kinder, Shanks, Cock, & hag, 2003). This further points towards
the conceptual similarity of both measures. Howgfrem an empirical point of view, it is
unclear whether asking participants to rate theshipwf letter strings measures the same
construct than asking participants to rate the gnaticality of letter strings. Therefore it is
not known at present if this result indicates a tmmsistency of artificial grammar learning in
general or just in case the participants are askeate the novelty instead of the
grammaticality of the strings.

The present study

Taken together, there is only weak support fomteasurement of reliable individual

differences in artificial grammar learning. Thekt@snsistency of those measures is also

unclear. Therefore, the general aim of the prestnly was to examine an artificial grammar
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learning task as a measure of reliable and consistdividual differences in implicit learning
with three experiments.

Experiment 1 was designed to test whether askiagadnticipants to rate the
grammaticality of a newly presented letter stringhie testing phase quantifies the same
construct as asking the participants to judge theslty of the letter strings. The major aim of
experiment 2 was to test the reliability and trekteonsistency of an artificial grammar
learning task when the participants were askeddgg the novelty of the letter strings.
Experiment 3 aimed at the reliability and the tesksistency of an artificial grammar
learning task when the participants were askeddgg the grammaticality of the letter strings.
Finally, a conjoint analysis of experiment 1, 2d @&was conducted in order to test whether
individual differences may be quantified with timstruction to rate the grammaticality of
strings as well as with the instruction to ratenbselty.

Experiment 1

To estimate the task consistency of the performamae artificial grammar learning
task, it is necessary that the same participanmtgpbtzie more than one task. Because this
procedure may cause a validity problem, GebaueMaukintosh (2007) asked their
participants to rate the novelty of the letterrsgs instead of their grammaticality.

The idea behind this procedure may be that thecgaants learn something about the
grammar, thus feel familiar with the grammaticaingfs and therefore classify a grammatical
string as an “old” one. Although this idea is thetarally sound, there is no empirical
evidence for the presumed similarity of grammatigalnd novelty ratings. Hence the aim of
experiment 1 was to test if asking participantsniovelty measures the same construct as
asking for grammaticality. Therefore two artificgammar learning tasks were presented
along with these two instructions. The correlati@ween the two tasks indicates the extent

to which both judgments measure the same construct.
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Method

Participants. The participants werd=21 students from the University of Heidelberg
who were recruited from the campus and were paifb€their participation. This sample size
was chosen because it allows a detection of a popnlcorrelation of=.50 between
accuracy of novelty and grammaticality rating watkype-one-error probability of 0.05 (one-
tailed) and a power of 0.80 (Faul, Erdfelder, La&dduchner, 2007).

Stimulus material. The letter strings were the same as used by Gebader
Mackintosh (2007). There were two grammars. Foh@aammar, there were 30 grammatical
strings in the learning phase and 40 grammatici¥@nnon-grammatical strings in the testing
phase (see Appendix, Table Al and Table A2). Thengratical strings were constructed
according to Figure 1 and Figure 2. The non-granualastrings contained one violation of
the grammar at random positions of the strings.|€hgth of the strings varied between three
and eight letters.

kkkkkkkkkkkkhkkkkkkkkkkkkkhkkkkkkkkk

Please insert Figure 1 and 2 about here
SN

To test the reportable grammar knowledge of thégaaants, 12 n-grams were
selected for each grammar. There were 6 n-gramshwddcurred in the learning phase and
which also occurred in the testing phase more #atijyin grammatical than non-
grammatical strings (NX, XS, SN, NXS, WNS, NWS gpgammar 1 and MM, LM, RH,
LMM, MMM, RHP for grammar 2, respectively). Thesggrams were chosen because they
may help to identify grammatical strings as gramaoatin addition, there were 6 n-grams
which did not occur in the learning phase but whd@hoccur in the testing phase more
frequently in non-grammatical strings than in graaminal ones (NN, XN, XX, WSS, NWW,

SSW for grammar 1 and MP, RM, LH, HHP, HPL, LMH fmammar 2, respectively). Those
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strings were chosen because they may help to fdern-grammatical strings. The strings
were presented on a 17 screen of a personal cempith a standard German keyboard.
Procedure.Each participant completed two artificial grammearhing tasks. Thigrst
artificial grammar learning taskvas run with grammar 1. In thearning phaseO letter
strings were presented and the participants weteuicted to memorize them (e.g.,
WNSNXS). Each string was presented individually4a on a 17 screen of a personal
computer. The participants were asked to repeaittivgys correctly by pressing the
respective letters on the keyboard. When a striag nepeated correctly, the next string
occurred. When a string was repeated incorredtly/string was displayed again until
repeated correctly. After a participant repeatedsteings correctly, these ten strings were
simultaneously displayed for 90 s on the screentla@garticipant was asked to repeat them
silently. After a participant repeated all 30 sfrizorrectly the learning phase was finished. In
thetesting phas&0 new strings were presented. Even though aligstwvere new (have not
been presented in the learning phase), the patitspvere instructed to rate the strings as
“old” (presented in the learning phase) or “newdt(presented in the learning phase). To
judge a string as “old”, the participants had tegsrthe A-key of the keyboard, to judge a
string as “new” they had to press the L-key. Thimgs were presented in a new random
order for each participant. Immediately after thgting phase, the participants completed the
knowledge tests. In the.gramknowledge testhe participants were instructed to judge
whether an n-gram occurred more often in “old’rgjs or whether an n-gram occurred more
often in “new” strings. To judge an n-gram as odagy more often in “old” strings, the
participants had to press the A-key of the keybo@rgudge an n-gram as occurring more
often in “new” string, they had to press the L-k&fie n-grams were presented in a new

random order for each participant.
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Thesecond artificial grammar learning taskas run with grammar 2. The procedure
of thelearning phasevas the same as in the first artificial grammarnéng task. However,
after the learning phase was finished, the pa#ditipwere informed that all strings in the
learning phase were constructed according to a lexmple system. In theesting phas&0
new strings were presented (see Appendix, Table ®’®) participants were instructed to rate
the strings as grammatical or non-grammatical.ubg¢ a string as grammatical, the
participants had to press the A-key of the keybgo@argudge a string as non-grammatical, they
had to press the L-key. The strings were presdntachew random order for each participant.
In then-gramknowledge testhe participants were instructed to judge whe#imen-gram
occurred more often in grammatical strings or whetn n-gram occurred more often in non-
grammatical strings. To judge an n-gram as ocogimore often in grammatical strings, the
participants had to press the A-key of the keybg@rgudge an n-gram as occurring more
often in non-grammatical strings, they had to pthsd.-key. The n-grams were presented in
a new random order for each participant.

Measures.Judgment accuracy. The judgment accuracy was quantified as the
percentage of correct classifications of the 8@gsrin the testing phase. As suggested by
Gebauer and Mackintosh (2007), grammatical stnmgsh were rated as “old” strings and
non-grammatical strings which were rated as “netwhgs were counted as correct
classifications.

N-gram knowledge. The amount of n-gram knowledge was quantified as th
percentage of correct classifications of n-gramthiénknowledge test. Analog to the testing
phase, grammatical bi- and trigrams which weredrage*old” and non-grammatical bi- and
trigrams which were rated as “new” were countedasect classifications.

Statistical analysis.The psychometric properties of the judgment acgumrathe

testing phase were quantified with Cronbach’s akoidithe split-half correlation (odd-even-
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split, Spearman-Brown corrected)tAest was used to evaluate the null hypothesisttieae
was no above-chance accuracy of grammaticalitymedds in the testing phase.
Results

Judgment Accuracy.In task 1, the judgment accuracy was as expedttedeachance,
M=61.78%(20)=10.18 p<.001,d=2.40, and the same was true in taskl257.80%
t(20)=4.31,p<.001,d=0.95. In task 1, Cronbach’s alpha of the 80 judgts\@asu=.12 and
the split-half correlation was=.29. In task 2, Cronbach’s alpha wes58 and the split-half
correlation was=.27. The correlation between judgment accuradgsk 1 (grammar 1,
instruction to judge old vs. new) and task 2 (graangy instruction to judge grammatical vs.
non-grammatical) was=.23,p=.300. A visual inspection of the frequency distribos
revealed that the judgment accuracy variables agpeoximately normally distributed.

N-gram knowledge.In task 1, the performance in the n-gram knowletgdgewas
M=48.41%,SD=7.74%. Cronbach’s alpha of the twelve items ofithewledge test was=-
2.16 and the split-half correlation was-.31. In this task, the correlation between judgine
accuracy in the testing phase and n-gram knowledge=.59,p=.005. In task 2, the
performance in the n-gram knowledge test Ma$6.27%,SD=18.16%. Cronbach’s alpha of
the knowledge test was=.53 and the split-half correlation wes.54. In this task, the
correlation between judgment accuracy in the tggtimse and n-gram knowledge was?22,
p=.329.
Discussion

From the perspective of cognitive psychology, gxperiment successfully
demonstrates an instance of implicit learning beedhe above-chance accuracy in the
testing phase has been replicated. From an indiVditferences perspective, however, there

are several critical points that need attention.
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Reliability of judgment accuracy. The internal consistency of the judgment accuracy
in task 1 was surprisingly low, which may indicateunreliable measurement. However,
according to classical test theory, Cronbach’saiglonly a point estimation of the reliability
if all items are homogenous (or technically spokawe the same true score), elsewhere it is
just a lower border of reliability (Lord & NovicK,968). The same principle applies for the
split half correlation, i.e. only if both test hakvare homogeneous (have the same true score)
the split half correlation is a point estimateloé reliability. Of course, this does not have to
be true in empirical applications of the classteast theory. With respect to the present
experiment, we do not know that much about thesil@tiprocesses that take place, and very
different judgment patterns may result in equallgcessful response patterns. In particular,
when the participants were instructed to rate theehy of the letter strings, some “correct”
judgments (grammatical strings which were rateldedold”) were actually false alarms
because none of the strings of the testing phase pveviously presented in the learning
phase. This may have shrunk the consistency ohjedd patterns even more. To avoid this
problem in the following experiment, we used aaaility estimation that is not biased by
heterogeneous items or test halves, which is tiestreorrelation. Hence, in the following
studies, 20 out of the 80 strings in the testingsghwere presented repeatedly so that the
retest correlation could be computed for theset20gs.

In addition, there is another factor that may alsonk the reliability of the
measurement, which is the order of presentatiaghestrings. This order was different for
each participant and thus may have caused diffefégtts of order for each participant,
which in turn may have increased the error variamoecontrol this potential nuisance
variable, the order of presentation of strings fwesd across participants in the following

experiments.
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Task consistencyThe low and insignificant correlation between tve tasks
replicates the results of Gebauer and Mackinto8A@{Rwho reported a correlationef.15
between two artificial grammar learning tasks irichtthe participants were asked to rate the
novelty of letter strings. In the present study libw correlation may be due to several
reasons. First, the reliability of the measurememy be low and therefore the correlation
between the tasks was low. Second, the two tasksalimeasure the same construct because
they used different artificial grammars. Third, thetruction to judge strings for novelty may
measure something different than to judge for gratigality. Clearly this low correlation
cannot be interpreted just in the light of the hessof experiment 1. Experiment 2 and 3 will
help to clarify this point.

The relation with n-gram knowledge There was a substantial and significant
correlation (=.59) between the magnitude of n-gram knowledgeti@gudgment accuracy
in task 1, which suggests that about 35% of theamae of the novelty ratings may be
explained by n-gram knowledge. On the other hametetwas no significant correlation
between n-gram knowledge and the judgment accumna@gk 2, which indicates that the
grammaticality ratings could not be explained byram knowledge. This may be seen as
preliminary evidence against the similarity of bateasure$.

Taken together, the aim of experiment 1 was toviagther asking the participants for
grammaticality or novelty measures the same coaisffinis question could not be answered
properly. It remains unclear whether the low catieh between the judgment accuracy in the
two tasks was due to a low reliability of the measuents, due to the different artificial
grammars, or due to the different instructionsuige either for novelty or grammaticality.

Thus, two further experiments were conducted tafgléhese issues.
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Experiment 2

Experiment 2 was designed to follow up several tioles. The first issue was to test
whether the retest correlation offers greater bbdligt estimates than Cronbach’s alpha or the
split-half correlation for the performance in tlesting phase. The second issue was to test
whether the performance in the testing phase maypbgistent across two different grammars
when the participants are instructed to rate thesityp of the strings in both instances. The
third issue was to test whether the performanaetiird task, during which the participants
are asked to rate the grammaticality of the stringsasures the same construct as the
performance during the first and second task.
Method

Participants. A total of N=21 students from the University of Heidelberg windb rabt
participate in experiment 1 were recruited from¢hmpus and were paid €7 for their
participation.

Stimulus material. There were three grammars. The strings of gramnaadl
grammar 2 were the same as in experiment 1. Thergadical strings for grammar 3 were
constructed according to Figure 3. There were 3sgrammatical strings in the learning
phase and 40 grammatical and 40 non-grammaticagjstin the testing phase. The non-
grammatical strings contained one violation of grh@mmar at random positions of the strings.
The length of these strings also varied betweeasetand eight letters (see Appendix, Table
A3).
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Please insert Figure 3 about here
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To test the grammar knowledge of the participa2dsn-grams were selected for each

grammar. There were 12 n-grams which occurredandarning phase and which also
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occurred in the testing phase more frequently amgnatical than non-grammatical strings.
These n-grams were chosen since they may helgmifid grammatical strings as
grammatical. In addition, there were 12 n-gramscildiid not occur in the learning phase but
which did occur in the testing phase more freqyenthon-grammatical strings than in
grammatical ones. Those strings were chosen betaegenay help to identify non-
grammatical strings. The n-grams are shown in ThbTehe strings were presented on a

17" screen of a personal computer with a standantinan keyboard.
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Please insert Table 1 about here
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Procedure.Each participant completed three artificial gramiearning tasks. The
first artificial grammar learning taskvas run with grammar 1. In thearning phase0 letter
strings were presented and the participants weteuicted to memorize them (e.g.,
WNSNXS). The strings were presented in a countartzald order across participants. String
one was presented to participant one first, stivagwas presented to participant two first,
string three to participant three and so on. E&whgswas presented individually for 3 s on a
17“ screen of a personal computer. The participaete asked to repeat the strings correctly
by pressing the respective letters on the keybddiden a string was repeated correctly, the
feedback “correct” was given and the next stringuoed. When a string was repeated
incorrectly, the feedback “false” was given and shiéng was displayed again until repeated
correctly. The feedback was given to increase #rgggpants’ motivation to memorize the
strings properly. After a participant repeatedgs#&imngs correctly, these ten strings were
simultaneously displayed for 90 s on the screentla@garticipant was asked to repeat them
silently. After a participant repeated all 30 sfreorrectly the learning phase was finished. In

thetesting phas®0 new strings were presented (see Appendix, TRbjeTen grammatical



Cognitive ability beyond 1Q Al-19

and ten non-grammatical strings were presentecetwikese strings were randomly selected
out of the original 80 strings. Thus there weretaltof 100 strings in the testing phase and
the retest correlation of the 20 strings could dw@jguted. Even though all strings were new
(have not been presented in the learning phasepatticipants were instructed to rate the
strings as “old” (presented in the learning phasépew” (not presented in the learning
phase). To judge a string as “old”, the particigdmad to press the A-key of the keyboard, to
judge a string as new, they had to press the L-keg.order of presentation of the strings was
fixed across participants in a random order. Thas done to ensure that possible effects of
order would affect all participants in the same waymediately after the testing phase, the
participants completed the n-gram knowledge testhén-gramknowledge testhe
participants were instructed to judge whether gmam occurred more often in “old” strings
or whether an n-gram occurred more often in “netifigs. To judge an n-gram as occurring
more often in “old” strings, the participants hadoress the A-key of the keyboard, to judge
an n-gram as occurring more often in “new” stritigy had to press the L-key. The order of
presentation of the n-grams was fixed across paaints in a random order. All n-grams were
presented twice so that the retest correlationdcbalcomputed.

Thesecond artificial grammar learning taskas run with grammar 2. The procedures
of the learning phase, the testing phase and tbelkdge test were the same as in the first
artificial grammar learning task.

Thethird artificial grammar learning taskvas run with grammar 3. The procedure of
thelearning phasavas the same as in the first and the secondcaatifirammar learning task.
After the learning phase was finished, the pardictp were informed that all strings in the
learning phase were constructed according to a emmple system. In thesting phas8&0
new strings were presented. Ten grammatical anddargrammatical strings were presented

twice. These strings were randomly selected othebriginal 80 strings. Thus there were a
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total of 100 strings in the testing phase. Theigaents were instructed to rate the strings as
grammatical or non-grammatical. To judge a strisgi@mmatical, the participants had to
press the A-key of the keyboard, to judge a stamgon-grammatical, they had to press the
L-key. The order of presentation of the strings Wieesd across participants in a random order.
In then-gramknowledge testhe participants were instructed to judge whe#imen-gram
occurred more often in grammatical strings or whetn n-gram occurred more often in non-
grammatical strings. To judge an n-gram as ocogimre often in grammatical strings, the
participants had to press the A-key of the keybgo@argudge an n-gram as occurring more
often in non-grammatical strings, they had to pthed.-key. The order of presentation of the
n-grams was fixed across participants in a randataroAll n-grams were presented twice so
that the retest correlation could be computed.

Measures.As in experiment 1, the judgment accuracy and theust of n-gram
knowledge were recorded.
Results

Judgment Accuracy.As expected, the judgment accuracy was above ehartask 1,
M=64.00%(20)=15.79p<.001,d=3.45, in task 2M=63.62%t(20)=9.96 p<.001,d=2.18,
and in task 3M=57.29%t(20)=5.96,p<.001,d=1.30.In task 1, Cronbach’s alpha was-.16,
the split-half correlation was=-.23, and the retest correlation wasl8. In task 2,
Cronbach’s alpha was=.46, the split-half correlation was.29, and the retest correlation
wasr=.58. In task 3, Cronbach’s alpha wes30, the split-half correlation was-.10, and
the retest correlation was.07. The correlation between judgment accuracgsi 1
(grammar 1, instruction to judge “old” vs. “newictask 2 (grammar 2, instruction to judge
“old” vs. “new”) wasr=-.18,p=.443. The respective correlation between task 2asid3
(grammar 3, instruction to judge grammatical vs1-gopammatical) was=-.08,p=.728. The

correlation between judgment accuracy in task 1taskl 3 was=.58,p=.006. A visual
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inspection of the frequency distributions revedtet the judgment accuracy variables were
approximately normally distributed.

N-gram knowledge.In task 1, the performance in the n-gram knowletgdgewas
M=72.94%,SD=11.18%. Cronbach’s alpha of the measured knowledwpe=.45, the split
half correlation was=.24, and the retest correlation was50. In this task, the correlation
between judgment accuracy in the testing phasexayrdm knowledge was=.27,p=.245. In
task 2, the performance in the n-gram knowledgenasM=62.70%,SD=8.17%.
Cronbach’s alpha was=-.29, the split half correlation was-.07, and the retest correlation
wasr=.49. In this task, the correlation between judgnacuracy in the testing phase and n-
gram knowledge was=-.10,p=.653. In task 3, the performance in the n-gram kedgé test
wasM=71.63%,SD=11.53%. Cronbach’s alpha was.37, the split half correlation was
r=.31, and the retest correlation was64. In this last task, the correlation betweeatgjuent
accuracy in the testing phase and n-gram knowlecge=.16,p=.477.
Discussion

Reliability of judgment accuracy. One aim of experiment 2 was to examine whether
the retest correlation provides a greater religbdstimate for the judgment accuracy than
Cronbach’s alpha or the split-half correlation. Hwer, this was not the case since all
reliability estimates of the judgment accuracy weatber small. Two factors may have
worked against a reliable measurement. First,rtbuction in task 1 and task 2 was to rate
the novelty, not the grammaticality of the strimgshe testing phase. Therefore it may be
possible that specifically the judgment accuracymfelty ratings is not a reliable measure.
Second, the reliability estimates in the third teske also in a low range, but at that time, the
participants already completed two artificial graarrearning tasks during which they got
the instructions to rate the novelty of the lesiengs. Although the instruction of task 3

explicitly states to rate the grammaticality of #tengs, it may be possible that some
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participants did not realize the change of therutston properly whereas others did. This
possibility is supported by the observation thahsgarticipants reported that it was boring to
complete the same task three times after the e@rpatiwas over. To clarify this point,
experiment 3 was conducted, in which the partidgpaompleted three artificial grammar
learning tasks with the instruction to rate thengmeaticality of the strings.

Task consistencyAnother aim of experiment 2 was to check whether t
performance in the testing phase may converge sabnastasks when the instruction is to
judge the novelty of the strings. The low corr@atbetween task 1 and task 2 suggests that
the task consistency of the measurements was ldwamnrealizations of the same paradigm
do not appear to measure the same construct. Gmthband, the estimated reliability was
low and therefore the small correlation shouldlm®bverstated. On the other hand, this result
is consistent with Gebauer and Mackintosh’s (2@@3ik because they also report a low
correlation between two artificial grammar learniagks in which the participants had to
judge the novelty of letter strings. Taken togetlar conclude that the judgment accuracy in
an artificial grammar learning task is not a comesismeasure when the participants are asked
to rate the novelty of the strings.

Effects of the instruction. The third aim was to test whether the performandke
testing phase quantifies the same construct regggdvhether the participants are asked to
judge the novelty or the grammaticality of lettergys. This was checked by the correlation
between task 1 and task 3, and the correlationdmiwask 2 and task 3. Since the reliability
estimates of these measurements were low, one ataxpect a high correlation between the
tasks. Not surprisingly, there was no significamtrelation between task 2 and task 3.
However, there was a significant and unexpectel tagrelation between judgment accuracy
of task 1 and task 3, which is not easy to exp&ometimes a correlation between two

variables may be a cue for their reliability eveather reliability estimates are low. However,
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this does not seem to be plausible here becausdb&rb’s alpha, the split-half correlation as
well as the retest correlation consistently indidad low reliability of the measuremént.

The relation with n-gram knowledge Similar to experiment 1, Cronbach’s alpha of
the knowledge measure was quite small. As discusisede, this may be due to a
heterogeneous knowledge structure because a partiaivho learned a specific n-gram did
not have to learn another n-gram necessarily. Towat for that circumstance, the retest
correlation was additionally computed. Since thiestecorrelations of the knowledge tests
were in a more acceptable range (betwee#9 and=.64), this finding suggest that the
acquired knowledge was measured reliably. Moredtiercorrelation between the judgment
accuracy and the amount of n-gram knowledge wagniiicant and rather small in all three
tasks. This result is in line with the suggestioat the acquired knowledge, which affects the
above-chance accuracy in the testing phase, isamplowever, the estimated reliability for
the judgment accuracy was low and may explain teesal correlations as well.

Once again, experiment 2 showed rather low reltgl@ktimates for the judgment
accuracy, regardless whether Cronbach’s alphapiitehalf correlation or the retest
correlation was considered. The estimated consigtacross tasks was also low. This speaks
against the idea that artificial grammar learniagks may be used to measure individual
differences in implicit learning. However, in takland task 2 the participants were asked to
rate the novelty but not the grammaticality of stiéngs. This is a renunciation of Reber’s
original paradigm. Therefore experiment 3 was catetliin which the participants were
asked to rate the grammaticality of strings duthmge tasks.

There is one additional circumstance that may haflieenced the measures. In
experiment 1 as well as in experiment 2, grammaad first presented and grammar 2
afterwards. Therefore we cannot exclude the pdagithat there were effects of grammar

order that may have influenced the participantdgjuent. That would be the case if the
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participants still think about letter strings oagrmar 1 while completing the second task.
Since the judgment accuracy was significantly alehance in all tasks, this concern does not
appear to be striking. However, to counteract ploissible problem, the order of presentation
of grammar 1 and grammar 2 was added as a betvaegciant variable in experiment 3.
Experiment 3

Experiment 3 was conducted to test whether themgaig accuracy in the testing
phase may be assessed reliably and consistentigsadifferent tasks when the participants
are asked to rate the grammaticality of stringsoltined above, there lies one difficulty in
this approach. When the participants complete argkartificial grammar learning task, they
already know that there is a grammar constitutivegstrings during the learning phase and
they have to rate the grammaticality of stringthie testing phase. Hence, it may be possible
that they do not only memorize the strings but &igdo discover the grammar explicitly.
Therefore three artificial grammar learning tasksenconducted. A change of the
participants’ strategy after the first task andhgghe same strategy for task 2 and 3 may
result in a low correlation between task 1 and fagks well as between task 1 and task 3) and
a great correlation between task 2 and 3. In amdito examine possible effects of order, we
added the order of presentation of grammar 1 aachigrar 2 as a between participant variable.
Method

Participants. The participants werd=42 students from the University of Heidelberg
who were recruited from the campus and were paitb€their participation. The order of
presentation was added as a between participaabl@aand therefore the sample size was
doubled so that the power within both order condgiwas the same as in experiment 2 and 3.
One participant already had participated in expen2 and therefore was excluded from the

analysis.
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Stimulus material. The stimuli were the same as used in experiment 2.

Procedure.All participants completed three artificial gramnbearning tasks. Half of
the participants completed task 1 with grammaadk 2 with grammar 2, and task 3 with
grammar 3 (order 1). The other half of the partiais completed task 1 with grammar 2, task
2 with grammar 1, and task 3 with grammar 3 (o&)eiThe order of the presentation of
grammar 3 was not included as a between particyemrdable since that would have required
a larger sample size. The procedures of the leguptiase, the testing phase, and the
knowledge test were the same for all three aréfigrammar learning tasks.

In thelearning phase30 letter strings were presented and the partitipaere
instructed to memorize them. The strings were prteskein a counterbalanced order across
participants. String one was presented to partntipae first, string two was presented to
participant two first, string three to participdhtee and so on. Each string was presented
individually for 3 s on a 17" screen of a persoc@hputer. The participants were asked to
repeat the strings correctly by pressing the raspeletters on the keyboard. When a string
was repeated correctly, the feedback “correct” grasn and the next string occurred. When a
string was repeated incorrectly, the feedback &algas given and the string was displayed
again until repeated correctly. After a participeepieated ten strings correctly, these ten
strings were simultaneously displayed for 90 shendcreen and the participant was asked to
repeat them silently. After a participant repeak®0 string correctly the learning phase was
finished. After the learning phase was finished, pharticipants were informed that all strings
in the learning phase were constructed accordimgaamplex rule system.

In thetesting phas8&0 new strings were presented. Ten grammaticateamdon-
grammatical strings were presented twice. Thesggstwere randomly selected out of the
original 80 strings. Thus there were a total of $0ihgs in the testing phase. The participants

were instructed to rate the strings as grammaticabn-grammatical. To judge a string as
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grammatical, the participants had to press the Ydéeghe keyboard, to judge a string as non-
grammatical, they had to press the L-key. The ocofipresentation of the strings was fixed
across participants in a random order.

In then-gramknowledge testhe participants were instructed to judge wheémen-
gram occurred more often in grammatical string®leether an n-gram occurred more often
in non-grammatical strings. To judge an n-grama@sioing more often in grammatical
strings, the participants had to press the A-kethefkeyboard, to judge an n-gram as
occurring more often in non-grammatical stringgythad to press the L-key. The order of
presentation of the n-grams was fixed across paatits in a random order. Because of a
software problem, only 18 out of the 24 n-gramsenmesented and all bi- and trigrams were
only presented once instead of twice.

Measures.As in experiment 1 and 2, the judgment accuracg,the amount of n-
gram knowledge were recorded.

Results

Judgment accuracy Table 2 shows the mearsandp-values, and the effect sizes
(Cohen’sd) for the judgment accuracy. As expected, the juslgnaccuracy was above
chance in all tasks.
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Please insert Table 2 about here
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Cronbach’s alpha, the split-half correlation, anel tetest correlation of the judgment
accuracy are shown in Table 3. All coefficients jaositive and considerably greater than in

experiment 2.
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Table 4 reports the correlations between tasksaeguhby order of presentation and
additionally pooled over both orders of presentatiss can be seen, there was a substantial
correlation between task 2 andr8,38,p=.014, but not between task 1 and=2205,p=.751,
or task 1 and 3=.08,p=.631. A visual inspection of the frequency digitibns revealed that
the judgment accuracy variables were approximateiynally distributed.
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Please insert Table 4 about here
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N-gram knowledge.The performance in the first n-gram knowledge et
M=66.12%,SD=8.94%, the performance in the second n-gram krolyddest was
M=67.21%,SD=11.90%, the performance in the third n-gram knogéetest wad=64.90%,
SD=11.53%. Table 5 shows Cronbach’s alpha, the bplitcorrelation of the measured
knowledge, and the correlation between n-gram kedge and the judgment accuracy. It is
obvious from this table that there were substactalelations between n-gram knowledge
and judgment accuracy in task 2 and 3 but notsk 1a
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Discussion
Reliability of judgment accuracy. The results of the present experiment suggest tha
individual differences may be measured reliabpé participants were asked to rate the

grammaticality of strings. Most reliability estineatwere in a range between 0.40 and 0.60,



Cognitive ability beyond 1Q Al -28

which is better than the reliability estimates xperiment 2. The major difference to
experiment 2 was that the participants in experirBenere asked to rate the grammaticality,
whereas the participants in experiment 2 were agkeate the novelty of strings. These
findings suggest that individual differences malydoe quantified reliably when the
participants are asked to rate the grammaticafistrongs. To test this hypothesis statistically,
we conducted a conjoint analysis of experiment, Bn2l 3 (see below).

Task consistency and the relation with n-gram knowddge.The results of
experiment 3 suggest that the learning performanttee first artificial grammar learning task
may be implicit because the judgment accuracy wgasfieantly above chance and there was
no significant relation with n-gram knowledge. Tgerformance of the second and third task,
on the other hand, may not be called implicit duéamo reasons.

First, the correlation between task 1 and task 2agk 3) was low and insignificant,
but there was a substantial and significant catimeiebetween task 2 and task 3. This result
showed up for both task orders and was even metmd if the judgment accuracy was
computed after pooling over both orders. This figdindicates that a first realization of an
artificial grammar learning task seems to measomeeshing different than a second or third
realization, which may be due to the circumstaheg the participants already know that
there is a grammar in the tasks 2 and 3. Theréfaggpears to be impossible to measure
individual differences in implicit learning conssitly across different tasks if the participants
are asked to rate the grammaticality of strings.

Second, the correlation between n-gram knowledgasik 1 was insignificant and low
(r=.06,p=.751), which indicates that the performance intdsting phase cannot be explained
by knowledge about n-grams. However, there wadatantial and marginally significant
correlation between judgment accuracy and n-graowladge in task 2r€.30,p=.060) and a

substantial and significant correlation in task=334,p=.023). Since the judgment accuracies
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in task 2 and task 3 were significantly above cleafite participants apparently learned
something. However, the substantial correlatiomhe knowledge test indicates that this
learning was not completely implicit. This findisgggests that participants process an
artificial grammar learning task differently whdrey know that there is a grammar
constituting the strings in the learning phase.

Effects of the order of the grammars.The results show that there were only minor
differences in the judgment accuracies and reltgl@stimates depending on the order of
grammar presentation. The pattern of correlati@ta/éen the tasks was the same for both
orders of presentation and the pattern of cormlatbetween judgment accuracy and n-gram
knowledge became even more distinct if the resudt® pooled over both grammars.

Taken together, experiment 3 showed that an adifgzammar learning task may be
used to measure individual differences in implie#rning if the participants are asked to rate
the grammaticality of letter strings. However, @swnot possible to measure these differences
repeatedly across different task. The correlatigh thhe knowledge test in task 2 and task 3
also suggest that the learning that took placask 2 and task 3 was not implicit.

Conjoint analysis

The reliability estimates of the tasks in experitiker2, and 3 showed a broad
variation. However, whereas all reliability estiesfor novelty judgments were unacceptably
small, most of the reliability estimates for granticelity judgments were satisfactory.
Therefore, we tested the hypothesis that only graticality judgments quantify reliable
individual differences.

Method

The units of observation were the split-half cateins for each task in experiment 1,

2, and 3. These reliability estimates were empldy&chuse they could be computed in all

experiments. We used the fixed-effect model forrtieta-analysis of correlations of Hedges
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and Vevea (1998). In a first step, the correlatese participated to a FisheZs
Transformation. In a second step, the transfornoeceiations of task 1 and 2 of experiment 2
were averaged as well as the correlations of tagkdnd 3 of experiment 3, because these
correlations resulted from the same sample anéfitver were dependent from each other. In
a third step, th&-scores were transformed to averaged effect sMgssgparately for the
tasks in which the participants had to rate thengnaticality vs. the novelty of strings. In a
last step, the standard errors of the effect sim¥e computed. &-test was used to test the
null-hypothesis that the averaged effect sizeth lbonditions did not differ from zero.
Results

The averaged effect size of the grammaticalityngatasks differed significantly from
zero,Mz=0.32,z=2.75,p=.006. On the other hand, the averaged effectofitee novelty
rating tasks did not differ significantly from zeiM; =0.09,z=0.56,p=.575.
Discussion

The results indicate that individual differencesnplicit learning may be measured
reliably if the participants are asked to rateghemmaticality of the strings but not if they
were asked to rate their novelty. This suggeststhi®avariation in the judgment accuracy that
Is observed in grammaticality judgments quantifgstematic individual differences, whereas
the variation that is observed in novelty ratingamtifies no systematic differences between
individuals.

General Discussion

We conducted three experiments to investigate veneth artificial grammar learning
task may be used to measure individual differenc@splicit learning. The judgment
accuracy in the testing phase was taken as aratodiof implicit learning success. The
results of these experiments demonstrate thapssible to measure individual differences

in implicit learning when participants are askedate the grammaticality of strings in the
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testing phase. This conclusion is supported by rxeat 3 which showed that the judgment
accuracy in a first realization of an artificiabgnmar learning task is significantly above
chance and not systematically related with knowdealign-grams. However, there are several
obstacles when @peatedneasurement of individual differences in implie#rning ought to
be realized.

First, when the participants were asked to ratggthenmaticality of strings, an
artificial grammar learning task can only be usadeo Experiment 3 shows that the
performance in a second or third realization isret#ted with the performance in a first
realization, whereas the performance in a secotkirar realization is related with knowledge
about n-grams of letter strings. Thus, a secondptetion is neither task consistent, nor
divergent from n-gram knowledge. Second, the imsipn to rate the grammaticality of letter
strings in the testing phase cannot be replacdtéjinstruction to rate the novelty of letter
strings. Experiment 1 and 2 showed that the cdroeldoetween grammaticality and novelty
judgments is small and non-significant. Moreoveliable individual differences can only be
quantified when the participants were asked totteegrammaticality of letter strings, but not
when they are asked to rate the novelty. The cohgoalysis revealed that the reliability
estimates of novelty judgments did not differ sigaintly from zero but reliability estimates
of grammaticality judgments did. Third, the reliidlgiestimates of the grammaticality
judgments are too low to make inferences aboualiiléies of individuals. In order to use an
artificial grammar learning task as an assessnoehtits reliability needs to be enhanced.

The role of strategy useThe reliability estimates of the judgment accuracy

variables were rather small. One explanation fr ity be that different strategies are used
to make grammaticality judgments. In particulag garticipants may use implicit as well as

explicit strategies to solve implicit learning taglas suggested by Dienes & Berry, 1997;
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Norman, Price, & Duff, 2006). This may affect tlediability estimates as well as the
correlation between artificial grammar learningkgasm different ways.

First, somaetemsmay be solved with a greater extent of impligiattgies whereas
other items may be solved with a greater exteeixpficit strategies. Accordingly, some
items may reflect individual performance differemae implicit strategy use whereas other
items may reflect individual performance differemae explicit strategy use. Technically
spoken, the items may not bequivalent (Lord & Novick, 1968). This may affebe
reliability estimates. For example, Cronbach’s alha point estimate of the reliability only,
if the items are-equivalent. Elsewise, it offers just a lower bowfidhe reliability. Likewise,
the split-half correlation is a point estimate loé reliability only if the test-halves ate
equivalent. Elsewise, it underestimates the rditgblt further may affect the correlation
between two different artificial grammar learnirghs, since the items of one grammar may
measure implicit strategies in a greater extent tha items of another grammar.

Secondpersonganay differ in the extent in which they use imgliand explicit
decision strategies (e.g., Buchner, Funke, & Ber®®5). Accordingly, the judgment
accuracy of one person may indicate the success whplicit strategy whereas the
judgments accuracy of another person may indi¢etsticcess of an explicit strategy. This
means, the judgment accuracy may not only captligidual differences in implicit learning
performance but also individual differences intelgg use. This may additionally shrink the
consistency of judgments and the correlation betvesgficial grammar learning tasks.

Third, the use of implicit and explicit strategraslychangeover time (as suggested
by Mathews, Buss, Stanley, Blanchards-Fields, @ruhan, 1989). For example, one
participant may use an implicit strategy first ahen switch to a more explicit strategy later.
Another participant may use an implicit stratedytla time and another participant may use

an explicit strategy all the time. Accordingly, flaelgment accuracy may also capture
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individual differences in strategy change, whichyradditionally shrink the correlation
between artificial grammar learning tasks.

Forth, thenstructionto rate the novelty of the strings may induce ojhégment
strategies than the instruction to rate the granwaldy of strings. From a theoretical point of
view, grammaticality judgments and novelty judgnsemiay be seen as conceptually similar
(Gebauer & Mackintosh, 2007; Scott & Dienes, 2008ijttesea et al, 1990, Whittlesea &
Loboe, 2000). However, from an empirical point tdw, the present results suggest that the
instructions measure different constructs. Likewibe conjoint analysis has shown that the
split-half correlations are significantly above oha for the grammaticality judgments, but
not for the novelty judgments. A possible explamatinay be that the novelty instruction
induces several independent judgment strategigshwihay lead to a more heterogeneous
performance variable. However, the results of flesgnt study do not offer insights in the
different judgment processes that may have beesh lbentifying these processes may be a
worthwhile goal for future research.

Taken together, the use of different strategiesattect the reliability estimates and
the correlation between two artificial grammar teag tasks in several ways. The items may
measure implicit learning success to different degy the participants may use implicit and
explicit strategies in different extents, and tise of strategies may change over time.
Furthermore, the instruction to rate the noveltgtoihgs may induce other processes than the
instruction to rate the grammaticality of stringlawever, if artificial grammar learning tasks
may be used as an assessment tool, then the parfcemariable has to be measured reliably,
regardless of which strategies may be used.

Implications
Individual differences in implicit learning. Reber (1992) and Reber and Allen (2000)

suggested that implicit learning is such an evohadry old system that there are only weak
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differences between individuals. However, the presaudy shows that individual differences
in implicit learning can be measured reliably. Tbamforms to Mackintosh (1998) who
claims that implicit learning is an ability thatrnies between individuals and replicates the
findings of Reber et al. (1991) who also repore&dble individual differences in the
performance of an artificial grammar learning task.

The present research differs from other approattfasnvestigated individual
differences in implicit learning. In particular etpresent work investigated the reliability and
the task consistency of artificial grammar learniagks, whereas previous studies
investigated the relation between the implicit téag and other performance variables. Those
studies have shown that the performance in aitrifgrammar learning tasks is rather
unrelated with general intelligence (Gebauer & Mabsh, 2007; McGeorge, Crawford, &
Kelly, 1997; Pretz et al., 2010: Reber et al., )3®@1the performance in explicit learning
tasks (McGeorge et al., 1997; Reber et al., 19Btigse results suggest that implicit learning
may measure an ability that is independent fromliticnal performance variables such as 1Q.

However, the reliability of implicit learning tasksuch as artificial grammar learning
tasks, have only sparsely been investigated, wiigkes these findings difficult to interpret.
For example, Reber et al. (1991) suggested thetsagnificant correlation between the
performance in an artificial grammar learning taskl an intelligence test may be taken as an
indicator for the divergent validity of an implidgarning ability. In this vein, they interpreted
an insignificant correlation of=.25 between the performance in an artificial gramm
learning task and a general intelligence test (salnscales of the WAIS-R). However, the
estimated reliability of their performance measugathwas only 0.51 and therefore we would
not expect a large correlation of this variablewahy measure of intelligence even if their
true-scores have a correlation close to unity. Aenwealistic sie of the correlation between

these two measures may be in a magnitude.80, which qualifies as a medium effect size
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according to Cohen (1988). A post-hoc power analgesieals that the power to detect a
medium effect was only 0.39 in the sample of Rebed. (1991), which had a total sample
size of 20 participants. Thus, the reported indiggunce is not a compelling evidence for the
divergent validity of the measurement. In the saeia, McGeorge et al. (1997) and Pretz et
al. (2010) reported non-significant correlationsimen the performance in an artificial
grammar learning task and the performance in cvgrétbility tests. However, the authors
did not report reliability estimates for the perf@nce in the artificial grammar learning task.
The findings of the present study may suggestttiehon-significant correlation may be a
result of an unreliable measurement. Gebauer arkintésh (2007) also reported an
insignificant correlation between several measofestelligence and the performance in an
artificial grammar learning task. However, Gebaared Mackintosh asked their participants
to rate the novelty of letter strings and our ressshow that novelty ratings measure not the
same construct as grammaticality ratings. Theretbeequestion how implicit learning and
general intelligence is related is yet not answeregerly. A fertile approach for future
research may be to investigate the relation betwaphcit learning and other ability
constructs with structural equation models. Thisia@llow to separate systematic individual
differences from unsystematic measurement error.

Individual assessment and reliability.To make inferences about the abilities of
individuals, the reliability of the measurementgedure has to be improved beyond the level
that has been achieved in the present study. GebadeMackintosh (2007) used an item
analysis to select the letter strings with the tgstatem-total correlation. On the one hand,
this procedure may be useful to get homogeneomsit®n the other hand, the validity of the
measurement may shrink because the remaining itesganot be a representative sample of

the underlying grammar anymore. Another approachlavbe to repeat the letter strings in
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the testing phase and enhance the reliabilityvtlaig. However, whether lengthening the test
really increases the reliability or just causegjteg or memory effects is an open issue.

The use of alternative instructions When the participants are asked to rate the
grammaticality of letter strings, an artificial gnenar learning task may only be used once.
The results of the conjoint analysis suggeststtieaperformance is not reliable when the
participants are asked to rate the “novelty” ofdestrings. Furthermore, experiment 1 and
experiment 2 revealed that individual differenagesavelty ratings are unrelated with
individual differences in grammaticality ratingdads, alternative instructions for an artificial
grammar learning task may be considered. For ex@nvanza and Bornstein (1995; see also
Helman & Berry, 2003; Zizak & Reber, 2004), suggddb use liking instead of
grammaticality ratings in the testing phase becé#iksgy ratings would be a more implicit
measure. This procedure would also avoid tellimggarticipants that there is a grammar
constituting the letter strings in the testing gha$owever, there are no data available which
would support the notion that liking ratings anelable and valid measurement of implicit
learning.

Limitations

Measurement models of classical test theoryWe used Cronbach’s alpha, the split-
half correlation, and the retest correlation asbdity estimates in the present study. These
estimates are based on measurement models ofcelatest theory which make particular
assumptions (Lord & Novick, 1968). For example, itrach’s alpha is a point estimate of
reliability only if items arer-equivalent. Elsewise, it offers just a lower bowfideliability.
Since the reliability estimates were rather lowhia present samples, it would have been a
worthwhile goal to test these assumptions withcstmal equation models. However, the use
of structural equation models would have requiegddr sample sizes and therefore could not

be realized in the present study.
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Operationalisation of implicit learning. We measured implicit learning success by
the judgment accuracy in the testing phase ofi@difgrammar learning tasks. The
generalizability of the present findings rests lnis particular operationalisation. However,
the judgment accuracy seems to be an appropriasureefor several reasons. First, it is the
standard performance measure in artificial grameeamning studies (e.g., Altmann, Dienes,
& Goode, 1995; Dulany et al., 1984; Gebauer & Matdsh, 2007; Knowlton & Squire, 1994,
1996; Meulemann & Van der Linden, 2003; Perruch@&ateau, 1990; Pothos & Bailey,
2000; Reber, 1967; Reber et al., 1991; Reber &iebat, 2003; Scott & Dienes, 2010;
Tunney, 2005). Second, there were also great etioek between the overall judgment
accuracy and the signal detection parandtar all tasks of the present study (aib.98,
ps<.001). Third, there is empirical evidence for #adidity of judgment accuracy as a
performance measure. Dulany et al. (1984) have slibat a control group without a
learning phase showed a significant worse judgraecdiracy than experimental groups with
a learning phase. In the same vein, Reber and éh&tr(2003) have shown that a control
group which learned randomly generated stimuligrened worse in the testing phase than an
experimental group which learned grammatical stinfidken together, the judgment
accuracy appears to be a valid indicator for imiplé@rning success.

The measurement of n-gram knowledgé//e used an n-gram knowledge test in
order to measure the amount of reportable grammawledge. The development of the
knowledge test was inspired by the work of Perrtiehd Pacteau (1990) and Dulany et al.
(1984) who suggested that the participants acgxipéicit knowledge of n-grams and
therefore show above chance performance in thggshase. However, implicitly learned
knowledge may also help the participants to passitgram knowledge test and therefore, the
performance in the n-gram test may reflect expéisitvell as implicit knowledge. This goes

in line with several authors (e.g., Norman, Prigeff, & Mentzoni, 2007; Seger, 1994,
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Tunney & Shanks, 2003) who suggested that theggaatits in an artificial grammar learning
tasks acquire implicit as well as explicit knowledgdherefore, it might have been worthwhile
measuring the participants’ knowledge with an addél method. For example, Dienes and
Scott (2005; Scott & Dienes, 2008) distinguish kesw structural knowledge (e.g., n-gram
knowledge that indicateshya strings is grammatical) and judgment knowledhe (
knowledgethat a string is grammatical). To measure judgment Kedge, Dienes and
colleagues (Dienes, 2008; Dienes, Altman, & Kwé93, Dienes & Seth, 2010; Tunney,
2005) have suggested to use confidence ratingmrticular, they suggested that decisions
that are based on unconscious, implicit knowledgeilsl be made with low confidence
(guessing criterion) and accordingly there sho@ahb correlation between confidence
ratings and accuracy (zero correlation criteridmerefore, asking the participants to rate the
confidence of their judgments would have offeredfer insights in participants’ knowledge.
Effect of the knowledge testln experiment 3, there were low and non-significan
correlations of performance between task 1 and2askd between task 1 and task 3, but
there was a substantial and significant correldbeiveen task 2 and task 3. There was also a
low correlation between judgment accuracy and mgtaowledge in task 1, but substantial
correlations between judgment accuracy and know@ddask 2 and task 3. We interpreted
this result as an effect of grammar awarenessnuhie first task, the participants do not
know that there is a grammar constituting the tettengs, but they do so during a second and
third task. However, this finding could also beenpireted as an effect of the knowledge test.
After completing a knowledge test, the participantsy draw their attention towards n-grams
and this may affect their judgments in subsequesks However, if this would have been the
case, the same pattern of results should havefbard in experiment 1 and experiment 2,
which was not the case. Nonetheless, it might weréhwhile goal for future research to

investigate possible effects of the knowledgeitegreater detail.
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Conclusion

We demonstrated that an artificial grammar leartésfy can be used to measure
individual differences in implicit learning. Futuresearch may investigate whether
lengthening the test may substantially increaseabiity, whether the use of a liking
instruction may allow to perform several realizai®f the task, and how individual
differences in implicit learning are related toeiigence, educational attainment or even
professional success in later life. The presemtyspuovides the empirical basis for pursuing

these questions.
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Footnotes

! The performance in the second n-gram knowledgev@s significantly above
chance(20)=4.11p=.001,d=0.90). This result suggests that the participantgiired n-
gram knowledge. However, it does not indicate thatparticipants used this knowledge for
making grammaticality judgments. Only a positiveretation between the performance in the
testing phase and the performance in the n-grarwlealge test would suggest that the
participants used their n-gram knowledge for malgragnmaticality judgments.

% One possible explanation for this result may lgesater similarity between grammar
1 and grammar 3. In particular, a detailed inspactif the grammatical strings revealed that
the strings of grammar 1 and grammar 3 may be siorgar to each other than the strings of

grammar 1 and grammar 2 or grammar 2 and grammar 3.
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Table 1

N-grams used in the knowledge test

grammar grammatical n-grams non-grammatical n-grams

1 NS NWS NWX NX NXS NXT NN NNW NNX NWN NWW SSW
SN SSS ST WNS XS XT WNW WWN WWS XN XWX XX

2 HHH HL HPH LM LMM LRH HHP HPL HPM LH LMH LPH LRM

ML MM MMM PR RH RHP MHM MP PHP PLR RM
3 BG BGK BK BKD DG GD GDF BF DD DFF DK FDF FFD FGG GFF

GFD GK GKD KD KFD GGF KDD KFF KK

Note Grammatical n-grams are n-grams that occurrékdanearning phase and which
occurred in the testing phase more often in granaadahan in non-grammatical strings.
Non-grammatical n-grams are n-grams that did notiom the learning phase and which

occurred in the testing phase more often in nomgratical than in grammatical strings.
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Table 2

Judgment accuracy in experiment 3

Al -48

task grammar M t df

1 1 59.67% 5.46 20 .000 1.19

1 2 62.85% 10.26 19 .000 2.29

1 1+2 61.22% 10.12 40 .000 1.58
(pooled)

2 1 61.75% 7.40 19 .000 1.65

2 2 61.76% 7.61 20 .000 1.66

2 1+2 61.76% 10.75 40 .000 1.68
(pooled)

3 3 59.15% 8.88 40 .000 1.39
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Table 3

Cronbach’s alpha, split-half, and retest correlatiof the judgment accuracy in experiment 3

task grammar o F'sh Il

1 1 .66 43 .58
1 2 .56 .54 41
1 1+2 (pooled) .55 .38 43
2 1 .56 .54 46
2 2 .32 22 46
2 1+2 (pooled) .54 .60 44
3 3 49 45 18

Note a = Cronbach’s alphag, = split-half correlationry; = retest correlation.
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Table 4

Correlation between tasks separated by order ofg@méation in experiment 3.

Al-50

order 1 order 2 pooled

r P P r
task 1 —task2 -.07 759 24 314 .05 715
task 1 —task 3 -.02 .908 14 .560 .08 .631
task 2 —task 3 .41 .067 .39 .089 .38 .014

Note In order 1 the participants completed grammarst &nd then grammar 2 and

grammar 3. In order 2 the participants completesgnar 2 first and then grammar 1 and

grammar 3.
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Table 5
Cronbach’s alpha of n-gram knowledge and correlatath the judgment accuracy in

experiment 3

task grammar a F'sh r

1 1 -.61 -.15 .24 (.303)

1 2 -.08 -.08 -.09 (.704)
1 1+2 (pooled) -.42 -11 .06 (.715)
2 1 49 40 41 (.076)

2 2 -12 .05 .16 (.493)

2 1+2 (pooled) .24 25 .30 (.060)
3 3 20 .09 .34 (.023)

Note.a = Cronbach’s alpha of measured knowledges split-half correlationt =

Pearson correlation between n-gram knowledge adghjent accuracypfvalues in brackets).
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Figure I Grammar 1
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Figure 2 Grammar 2
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Figure 3 Grammar 3
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Table A1

Appendix

Letter strings for grammar 1 sorted for differemtr{s of the experiment

Phase

Strings

Learning phase

Testing phase

(correct items)

Testing phase

(incorrect items)

WNSNXS NXSTWXT WNSTTWXT WXWSNXT NWXSINXSNWXS

WNTSSS NXSWXTX WXWSNWSN WNSNWXS NXSWXT NXSWWWW

NWSWN WNSNWXTX NXSWNTX NXS WNSWWWW WXWSWN

NXSTNWS WNSTWNSW WNSWXTX WNTSSX WNSNWSW WNTX

NXSWNSW WNSNXTS NXTSSS NXSNWSN WNSNWSN NXSWNTSS

WNSN NWSW NWSN NXSWW NWXSW NXTSX WNSWNS NXSWNT

NWXTSS WNSWWW WNSWNT NXTSSX WXWTSX WNSNXT

NWSWWN NXSNWS NXSNWXT NXTSSSX WNSTWNS NXSTNXS

WNTSSSX WNSWXWT NXSNXTX WXWSWXT NWXSWNS

NWXSNWS NXSTXWNT WNSTNWXT WXWSNWXS NXSTWNTX

WXWSTWXT WXWSNWSW WXWSWXTX NXSTNWSN NWXSWXWS

WXWTSSSS WNSTNXTX WXWSWNSW NWXSWXTX NXSNXSWN

TXSWNT TWXTSX NTSWWN WWSWNS WNWWNT NWSXWN

NWXSSW WXWTST TXWTSSX SWXSWNS WSSWWWN WSSWXTS

NWWSWXT NXNTNXS WNTTSSX NWXWSSX NWXSNTS WNSNXXX

WXWSWST WNSWXWN WXWSWNW XNSTWNTS TWXSWXWS

TWSWWWWN NNXSWXWT WSSTTNXT WNNWNSWW WNNNWXSW

NWXWWXTX WXWXWXTX WXWSXWXT WXWSNWSW

NXSWWXWN WXWSWNWW WXWSNWNS




Cognitive ability beyond 1Q Al - 56

Table A2

Letter strings for grammar 2 sorted for differemtr{s of the experiment

Phase

Strings

Learning phase

Testing phase

(correct items)

Testing phase

(incorrect items)

LRHMMLM LRPHLLMM RHPHR RHPHMMLM LRHL

LPMHLLMM LPPHLM RHPRLMMM LRHMRP RHPHMMRP

LPPPLL RPHHHLLM RHPHL LPPRLMMM LPR LRHRPMMM

LPPRL LPMMRPMM RHPHRP LPMHHLLM LPMMRP

RHMHLLMM LPLM RPHHHHLL LRR LRRLMMM RHMHHL

LPPRLMM RPLLMMM RHPHLMM

LRPHHHL RHMHHHL LRHMLMMM LPRP LPRPMM

LPRPMMM LPLMMMM RHPHMMML LPMR LPMRPM

RPHHHLL LPPHMLM LPPHMMRP RPHL LRHLMM

RHPHMML RHPHLMMM LPMLLMMM LPLMM LRHMML

RPHLLMM LPMHHHLL LPPHLMMM RHPHLM LPPHMML

RHMLLMM RPLLMMMM LPPPHLLM LPMMML LPMLLMM

RHMHLLM RHPHMLMM LPRPMMMM LPLMMM RHPHMLM

RHPRLMM LRPHHHLL RHPPHLLM

RPRL LLRPMM RHHPHHL RHMHHPL LRPHMHLL LPLR

LPPMRP LPHMMR RHPRLMH LPMHHPLL HHMLL LPLRMM

RPPLLMM PPLLMMMM LRHMMHPM LPHHL LPMMHM

LPPLRPM PHPHMMML LPPHLMHM LPPLL RPHHPL

RPHHRLL MPPHMMRP LPPPHLRM LPLMP LPMMMP

LPPHPML LPHMMMRP RHMHHLLP HRHLMM MHPPHLL

LPPHPRP LPPMMRPM LPMLLMMP LLMHHL RMPPLLM

LPPHMHM LPPLHHHL RHPPHLLL
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Abstract

The present study investigates whether artificiahgmar learning tasks can measure
individual differences in implicit learning. In gaular, we investigated (1) the reliability and
the task consistency of implicit learning perforro@n(2) the association between implicit
learning performance, reportable grammar knowledgd,general intelligence, and (3)
whether implicit learning performance can predad&ational attainmenhN=106 participants
completed two artificial grammar learning tasks #me Culture Fair Intelligence Test. The
results indicate that the reliability of the perfamce measure is only moderate and the task
consistency is adequate as long as no bigram kdgeltest is performed. Artificial grammar
learning performance is independent from reportgtdenmar knowledge and independent
from general intelligence. Furthermore, there jgeictive but not an incremental predictive
value on educational attainment.

Keywords implicit learning, artificial grammar learningydividual differences,

reliability, validity
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Can artificial grammar learning tasks measure indial differences in implicit learning?

Sometimes we make correct decisions based on odiegjing but can not explain
them. Regarding thiseseral authors suggested that we can learn impliasithich means
without intention and awareness (Frensch & Rurn2@03; Reber, 1967, 1992; Seger, 1994).
For example, sometimes we are able to classsigréence to be grammatical correct or
incorrect but we are not able to report the deteimgi grammatical rule. Relating to this,
Reber (1967) suggested thiee may learn complex rules implicitly. He furtteerggested that
implicit learning is an evolutionary mechanism tisihdependent from explicit learning
(Reber, 1992; Reber & Allen, 2000). In theree vein, Mackintosh (2006) proposes an
implicit associative learning system, and an exipigpothesis generating and testing system.
In particular, the implicit learning system mayetgtconthgenciesvithoutawareness or
intention whereas the explicit learning systemdseassary for discovering regularitiggh
intention and awareness. Mackintosh hypottezsihat individual differences in implicit
learning are independefiom general intelligence but powerful predictofseducational
success. In order to test this hypothesis, it ceggary to measure individual differences in
implicit learning. For one thing, impliciebrning may help to characterize cognitive ability i
greater detail. For another thing, implicit leagnimeasures may be used as selection criteria
for university or job apptations.

To measure implicit learning, Reber and Mackintestgested to use artificial
grammar learning tasks. In such a task, the ppaiits are asked to learn a list diirary
letter strings (like KTQHXTJ). Afterwards they amd that these strings were constructed
according to a complex rule system (grammar) aey #re asked to judge newisgs as
grammatical or non-grammatical. The percentagewokct judgments is taken as an indicator

for implicit learning success. Typically, the panpiants showlaove chance performance
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which suggests that they learned something butdheyot able to report the grammar rules,
which suggests #t they learned the rules implicitly.

In order to use an artificial grammar learning tewkindividual assessment or the
investigation of individual differences, the perfance measures must meet several
psychometric criteria. (1) The religity of performance measures should be acceptéb)e.
Measures should be independent from reportable lauge to attest that the learning
performance is implicit. (3) Implicit learning memss sbuld be divergent from general
intelligence to attest their divergent validity) (#hplicit learning performance should be
related with real life performance to reveal itegictive validity. (5) Performance should be
task consistent, meaning measureable with moredharartificial grammar learning tam
order to establish sufficient generalizability. Tévdave been only sparse attempts to
investigate the gychometric properties of artificial grammar leagnimeasures. Therefore,
the purpose of the present work was to evaluatetfiee issues.

(1) Reliability. There are only few studies that investigated éhability of artificial
grammar learning measures. Reber, Walkenfeld, anddtadt (1991) examinéd=20
students and reported a Cronvaalpha ofu=.51 for 100 grammaticality judgements.
Gebauer and Mackintosh (2007) asse$$e@D5 pupils and reported a split-half correlatidén o
r=.70 for two artificial grammar &rning tasks with 80 grammaticality judgements eéch.
addition, Danner, Hagemann, Schankin, Bechtold,Famke (submitted) conducted a series
of experiments with a totaf ?N=83 students and reported Cronbach’s alphas betwe8a
ando=.66 for grammaticality judgments in different ficil grammar learning tasks. These
findings suggest that the performance scores @fichabls should be interpred carefully and
the reliability of implicit learning performance nables should be taken into account when

interpreting correlations with other variables. Har, the previous findingeay also be a
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specific feature of the grammars that have beed. #s@ the purpose of the present study, we
developed two new gramars and investigated the reliability of the perfonoa measures.

(2) Relation with reportable knowledge.Reber (1967) suggested that the
participants in an artificial grammar |leang task learn the grammar rules implicitly because
they are not able to report their grammar knowlethyvever, to test whether grammaticality
judgments are independent from reportable knowleilgienecessary to define what kind of
knowledge is relevant for the performance in aitdi grammar learning tasks. Over the
years, there have been controversial anddetiscus®ns about this topic. For example,
Reber and Allen (1978) found that their particiganere not able to report any knowledge
about grammar ruleshd therefore suggested that they learned the gramutes implicitly.
Dulany, Carlson, and Dewey (1984) criticized thekimg participants to report the grammar
rules is too difficlt and therefore the participants might not haverbable to report their
knowledge. To avoid this problem, Dulany et al.§4Pasked their participants to report
letter string features on which they based thangnaticality judgmets. They showed that
the reported knowledge was sufficient to explamadbove chance accuracy of
grammaticality judgmestand concluded that the acquired knowledge wagmgltcit at all.

In a similar vein, Perruchet and Pacteau (1990)vskdhat knowledge of bigrams was
sufficient to explain the above chance aecy of grammaticality judgments. Other authors
(e.g., Knowlton & Squire, 1996) suggested thatghaeicipants make grammaticality
judgments based on the similarity of letter strimgih previously learned strings. Having
these different explanation attempts in mind, émse difficult to find an appropriate
measurment for the relevant knowledge. Shanks and St. {89®4) concluded that it is only
possible to measure the relevant knowledge forignptarning tasks, when the information
criterion and the sensitivity criterion are met.&lag te information criterion means to find

an operationalisation that captures all kind oévaht knowledge. Meeting the sensitivity
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criterion means to ake the knowledge test as sensitive as the impdaiining task itself.
Thus, to investigate the relation between impledtrning performance and reportable
knowledge in the presentusly, we used a knowledge test that was designectét the
information as well as the sensitivity criterion.

(3) Relation with general intelligenceReber et al. (1991) reported a correlation of
r=.25 between the performance in an artificial granhaarning tak and 1Q. Gebauer and
Mackintosh (2007) reported correlations between03 and'=.17 depending on the task and
the instructionHence, there is preliminary evidence pointing towdte divergent validity
of implicit learning measures. A further aim of {i@sent study was to replicate these
findings.

(4) Predictive value.From a practical point of giv, the most important characteristic
of a measure may be its predictive value. Mackim{@906) hypothesizes that performance in
artificial grammar learning may be a powerfubgictor of educational attainment. However,
there are no investigations of this hypothesis Terefore, the present study will test
whether the performance in an artificial grammarméng task can predict edational
success.

(5) Task consistencyA further purpose of the present work was to es@uhe task
consistency of perfonance measures. This is of particular importanckiwihe framework
of artificial grammar learning tasks. During anfamial grammar learning task, the
participants are asked to memorize a series dfrarpiletter strings. Only after this learning
phase, they will be informed that there was a grameonstituting the strings and their task
will be to classify new letter strings as grammaltiar non-grammatical. During a subsequent
artificial grammar learning task, the participanii already know that there is a grammar
constituting the strings in the learning phase thiad his or her job will be to rate the

grammaticality of letter strings afterwards. Hentepay be that the participants do not only
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memorize the strings but also try to discover ttargnar explicitly. To investigate this
hypothesis, Danner et al. (submitted) performedxaeriment where the participants
completed three artificial grammar learning task & subsequent knowledge test after each
grammar learning task. They reported that therenwasorrelation between the performance
in the first and the second artificial grammar teag task, which indicates a low task
consistency of artificial grammar learning task sweas. Likewise, the participants'
performance in a first task was unrelated withréported grammar knowledge whereas the
performance in subsequent tasks correlated witheherted grammar knowledge. This
finding suggests that the learning process in ¢étersd and third artificial grammar learning
task was not implicit anymore. However, there goan alternative interpretation of the
results of Danner et al. (submitted). Their papticits completed a knowledge test (containing
bi- and trigrams of letter strings) after everyfaial grammar learning task. Therefore, it is
also possible that the knowledge test and not thegnar awareness changed the
participants’ strategy and caused the low taskisterecy as well as the relation with reported
knowledge. A further aim of the present study watest the hypothesis that a knowledge test
decreases the task consistency between two atifjcammar learning tasks and causes a
substantial correlation between performance andrteg grammar knowledge. Thus, in two
separate conditions the participants completeegedlgrammar knowledge test or a dummy
knowledge test.

Aim of the present study.The aim of the present study was to evaluatedinahility
and the validity of artificial grammar learning nseiges. Therefore, we investigated the
reliability and the task consistency of performanwasures as well as the relation with

reportable knowledge, general intelligence and atioical attainment.
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Method

Participants

There werédN=106 students of the University of Heidelberg mapating in the present
study. The participants were randomly assignedtieethe bigram groupN=53) or the
control group N=53).
Procedure

All participants completed first an artificial gramar learning task, second a
knowledge test, third the Culture Fair Intelligedasst (CFT3), and forth an additional
artificial grammar learning task and a further kiexdge test.

The first artificial grammar learning task . The stimuli for the first artificial
grammar learning task were constructed accordifigore 1. The task consisted of a
learning phase and a testing phase.

kkkkkkkkkkkkkkkkkkkkkhkkkkkkkkkkk

Please insert Figure 1 about here
S
In thelearning phase9 letter strings were presented and the partitgpaere

instructed to memorize them. Each string was ptesandividually for 3 s on a 17” screen
of a personal computer (e.g. KTQHXTJ). The partiaig were asked to repeat the strings
correctly by pressing the respective letters orkthdoard. When a string was repeated
correctly, the feedback “correct” was given andrikgt string occurred. When a string was
repeated incorrectly, the feedback “false” was gigad the string was displayed again until
repeated correctly. After a participant repeatedsteings correctly, these ten strings were
simultaneously displayed for 90s on the screentlaagarticipant was asked to repeat them

silently. After a participant repeated all 39 gfrizorrectly the learning phase was finished and
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the participant was informed that all strings ia tearning phase were constructed according
to a complex rule system.

In thetesting phas&8 new strings were presented (see Appendix, TRabjeThere
were 39 grammatical strings that were constructedraling to the same rule system as the
strings in the learning phase (e.g. KXTJTTH). ldi&idn, there were 39 non-grammatical
strings that contained one letter at a positioh tf@ated the rule system (e.g. KXTXJK). All
strings were presented twice so that there watabdb156 items in the testing phase. The
participants were instructed to judge the lettengs as grammatical or non-grammatical. To
judge a string as grammatical, the participantstbguess the A-key of the keyboard, to
judge a string as non-grammatical, the L-key. Titeoof presentation of the strings was
fixed across the participants in a random ordee pércentage of correct judgments in the
testing phase was taken as the performance indifmatonplicit learning success.

The first knowledge test Immediately after the testing phase, the padicip
completed a knowledge test. The bigram group cotagla bigram knowledge test and the
control group completed a dummy knowledge test

Thebigram knowledge testssessed participants’ knowledge of bigrams. Tet e
information criterion(Shanks & St. John, 1994), we designed the bignaowledge test in a
manner that the test was sensitive to differemh®of knowledge. In particular, the test was a
direct test of participants’ knowledge of bigranssagell as an indirect test of participants'
performance relevant knowledge in general. For g@none participant may have acquired
knowledge of bigrams during the learning phases(@gested by Perruchet & Pacteau, 1990)
and therefore achieved above chance accuracy teskiag phase as well as in the bigram
knowledge test. Another participant may have ubedsimilarity between previously learned
and new strings (as suggested by Knowlton & Sqa®86) and thus achieved above chance

accuracy in the testing phase. However, the knaydedbout the similarity of strings would
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also help the participant to perform well in theowhedge test. In order to meet thensitivity
criterion, we made the instructions and response formabgoas to the testing phase (as
suggested by Shanks & St. John, 1994).

Thus, all strings of the testing phase were decaeganto bigrams. For example,
KXTJTTH was decomposed into KX, XT, TJ, JT, TT, ad. The participants were
instructed to rate a bigram as grammatical (ocaegnmore often in grammatical strings) or
non-grammatical (occurring more often in non-grarticahstrings). To judge a bigram as
grammatical, the participants had to press the YA-Ke judge a bigram as non-grammatical,
the participants had to press the L-key. There \Bdrdifferent bigrams for grammar 1 (see
Appendix, Table Al). All bigrams were presentedcevso that there were a total of 68 items
in the bigram knowledge test. The order of presamtaf the strings was fixed across the
participants in a random order. The percentag®wect judgments in the bigram knowledge
test was taken as an indicator for the amountpmdntable knowledge.

In order to make the procedure for the bigram &edcontrol group parallel, the
control group completed@ummy knowledge testhich was unrelated with the letter strings.
The dummy knowledge test consisted of statemdgds‘Alberto Fujimori was president of
Japan from 1990 to 2000” (which is right, by theyjvand the participants were asked to rate
the truth of the statements. To rate a stringuss the participants had to press the A-key of
the keyboard, to rate a string as false, the L-Kégre were 34 different statements and all
statements were presented twice so that thereavetal of 68 items in the dummy
knowledge test. Participants’ responses in the dykmowledge test were not analyzed.

The Culture Fair Intelligence Test (CFT3).The CFT3 (Cattell, Krug, & Barton,
1973) was used as an indicator for participantaega intelligence. The test consists of 48

different figural reasoning items. The speed versibthe test was administered, which took
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approximately 25 minutes. The number of correatlyed items was taken as the
performance indicator for participants’ generaélligence.

The second artificial grammar learning task.The stimuli for the second atrtificial
grammar learning task consisted of completely diffié letters. The stimuli were constructed
according to Figure 2. The second artificial gramtearning task also consisted of a learning
phase and a testing phase. The procedure wasdaltatithe first artificial grammar learning
task.

kkkkkkkkkkkkkkkkkkkkkhkkkkkkkkkkk

Please insert Figure 2 about here
———

The second knowledge teshe procedure for the second knowledge test was
identical to the first with the exception that @dirticipants completed a bigram knowledge
test after the testing phase and the bigram knayeléeist consisted of 34 items only. The
stimuli are shown in the Appendix (Table A2).

In addition, the participants were asked to refiweir final school exams’ grade point
average (1=very good to 6=failed) and their subpestudy (psychology vs. other subject).

Results
Performance in artificial grammar learning tasks

To investigate the effect of the first bigram knedge test, we analyzed the data
separately for the bigram group and the controligrén thebigram group the percentage of
correct judgments in the first artificial grammaaining task was significantly above chance,
M=58.09%(52)=7.40,p<.001. The split-half correlation (between thetfard the second
presentation of strings) was r=.60. The percentdgerrect judgments in the second artificial

grammar learning task was also above chance, M8%.952)=11.02, p<.001 and the split-
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half correlation was=.32. The correlation between both tasks wa22,p=.109, which
points towards a low task consistency.

In thecontrol group the performance in the first artificial grammeaining task was
also significantly above chandd=59.62%(52)=10.68p<.001, and the split-half
correlation was=.39. The percentage of correct judgments in therse artificial grammar
learning task waM=57.28%1(52)=12.26p<.001, and the split-half correlation was21.

The correlation between both tasks wa$9,p=.004, which points towards an adequate task
consistency.

To investigate the effect of the knowledge testhantask consistency in greater detail,
we tested whether the correlation between thedindtthe second artificial grammar learning
task differed between the bigram group and therobgtoup. As expected, the task
consistency in the control group was greater39,7=.39, than in the bigram groups.22
Z=.22. However, the difference between groups wasigaificant,z=0.94,p=.347.

Reportable knowledge

In thebigram group the percentage of correct judgments in the fiigtam
knowledge test was significantly above chamde55.45%t(52)=5.01,0<.001. The split-half
correlation was=.55. The correlation between the performanceerfitist testing phase and
the first knowledge test wais.01,p=.942. The percentage of correct judgments in ¢cersd
bigram knowledge test was also significantly abovanceM=55.03%(52)=5.50,p<.001.
The split-half correlation was=.32. The correlation between the performanceenstttond
testing phase and the second knowledge testwae,p=.029.

In thecontrol group there was no bigram knowledge test after thé dursficial
grammar learning task. The percentage of correlgments in the bigram knowledge test

after the second artificial grammar learning tasls wignificantly above chance, M=56.40%,
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t(52)=6.79,p<.001. The split-half correlation was.33. The correlation between the
performance in the testing phase and the knowlezkjevag=.02,p=.884.
Relation with general intelligence

To investigate the relation between implicit leamand general intelligence we took
the performance in the first artificial grammarrl@ag task as an indicator for implicit
learning performance. The procedure for the biggamup and the control group was identical
until the completion of the first artificial grammigarning task and therefore the data of both
groups were analyzed together. The number of soteets in the CFT3 served as a measure
of participants' general intelligence.

The mean number of solved items in the CFT3 Mag8.69 SD=4.76). Cronbach’s
alpha for the 48 items was-.73. The correlation between performance in tre &rtificial
grammar learning task and the CFT3 wad6,p=.112. Taking the reliability estimates of the
variables into account, this reveals a correlatiomected for attenuation of.25.

Prediction of educational success

The participants’ final school exams’ grade powerages (GPA) ranged between 1.0
and 3.1 with a mean &1=1.81 SD=0.66). We performed a series of linear regression
analyses with GPA as the criterion and subjectwafys the performance in the first artificial
grammar learning task, and the performance in fRE3Gas predictors. The subject of study
was included as a confounder because there iseaesmstriction on admission for
psychology in Germany and we expected psycholagyesits to have a better GPA than
students of other subjects. There wdrel7 psychology students ah&59 students of other
subjects.

Table 1 shows the results of four regression araly&s can be seen, the performance
in the first artificial grammar learning task (aysb 2) as well as the performance in the

CFT3 (analysis 3) is significantly related with edtional success. However, if both
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predictors are considered simultaneously, then geheral intelligence remains significant
(analysis 4).

kkkkkkkkkkkkkkkkkkkkkhkkkkkkkkkkkx

Please insert Table 1 about here
Kk ko ko ko k ko ok
Discussion

The present study demonstrates that it is posbieeasure individual differences in
implicit learning with an artificial grammar leang task. In particular, there are some
findings that need attention.

The reliability of performance measures is only modrate. The reliability estimates
in the present study range between 0.21 and 0.@@hvguggests that performance measures
of artificial grammar learning are not suitable iiodividual assessment. This replicates the
findings of Reber et al. (1991), Gebauer and Maokim (2007), and Danner et al.
(submitted). Therefore, the moderate reliabilitgras to be a general property of artificial
grammar learning task measures and not a speedtare of the grammar used or the sample
investigated.

Implicit learning performance is divergent from gereral intelligence.There was a
small correlation between the performance in afi@al grammar learning task and the
performance in the CFT3. Even if the reliabilitefghe variables were taken into account, the
correlation corrected for attenuation was only nmatée This result replicates the findings of
Reber et al. (1991) and Gebauer and Mackintosh7()2&@d points toward the divergent
validity of artificial grammar learning measures.

There is a predictive value but not an incrementapredictive value of artificial
grammar learning measures.The results of the regression analysis demondtrate

artificial grammar learning performance is relatath the participants’ graduation grade.
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However, the regression coefficient becomes nonifgignt when participants’ general
intelligence is included as a predictor. This filglsuggests that even though both variables
overlap only moderately, the relation between iaréif grammar learning performance and
educational attainment is due to this overlap. &foee, the present findings speak against
Mackintosh’s (2006) hypothesis that implicit leangiis independent from general
intelligence and relevant for success in real life.

A grammar knowledge test decreases the task congaty and increases the
correlation between performance and reportable knowedge.As expected, there was a
substantial and significant correlation betweerhlastificial grammar learning tasks if the
participants did not complete a knowledge test betwtasks. If the participants completed a
knowledge test between tasks, there was no significorrelation between tasks. This result
goes in line with the hypothesis that a knowledzgt tlecreases the task consistency of
artificial grammar learning task measures. Theatations between tasks did not differ
significantly between the bigram group and the cmrgroup, but the sample size of the
present study was only sufficient to detect a patoh difference in the correlation
coefficients ofg=0.50 with a one-tailed type-one-error probabitifyx=.05 and a power of
14=.80. To detect a medium effectgf0.30 (Cohen, 1977) a sample sizé&Ne82 would
have been required and to detect a small effegt@f10 a sample size di=2480 would have
been required. In addition, there was a substaaidlsignificant correlation between the
performance in the second artificial grammar leagriask and reportable knowledge in the
bigram group, but not in the control group. Thiggests that the participants changed their
strategy after they had completed a bigram knovdedgt and this also points towards an
effect of a grammar knowledge test on the taskistarecy. Taken together, this pattern of

results suggests that the grammar knowledge testhat the awareness of a grammar
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constituting the letter strings decreases the i@ between subsequent artificial grammar
learning tasks.

Conclusion. The present findings demonstrate that artificrahgmar learning tasks
can be used to measure individual differences pliai learning, and implicit learning
performance is divergent from general intelligertdewever, the reliability of performance
measures is only moderate and there is no incraemdictive value of implicit learning on
educational attainment. Furthermore, a grammar ledye test decreases the task
consistency and increases the correlation betwedarmance and reportable knowledge.
Therefore, artificial grammar learning tasks argedle for investigating individual

differences in implicit learning but they are naitable for individual assessment.
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Table 1

Regression analyses of GPA

Analysis  Predictor B t-value df pvalue R2

1 subject of study -.56 -6.65 1 <.001 31

2 subject of study -.58 -6.95 1 <.001 34
AGL -.17 -2.04 1 .044

3 subject of study -.50 -5.99 1 <.001 .36
CFT3 -.22 -2.67 1 .010

4 subject of study -.52 -6.22 1 <.001 .37
AGL -.13 -1.62 1 .108
CFT3 -.20 -2.35 1 .020

Note.p = standardized regression coefficient, AGL = perfance in the first artificial

grammar learning task, CFT3 = performance in th&3TF



Cognitive ability beyond 1Q A2 -21

Figure I Grammar 1 that was used in the first artificiedrgmar learning task
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Figure 2 Grammar 2 that was used in the second artifgr@anmar learning task
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Appendix

Letter strings for grammar 1 sorted for differemtr{s of the experiment

phase

strings

learning phase

KTJ KTIH KTIHQJ KTIHQJH KTJTH KTIKTITTH KTJTTT
KTITTTH KTQHXTJ KTQIHHK KTQJKQJ KXTJ KXTIJHQJ
KXTITTT KXTQHTJI KXXTJ KXXTITH KXXTQJIK KXXXTJ
KXXXTIH XHTJI XHTITT XHTITTH XHTQHTJ XHTQJIK XHXTJIT
XHXTITT XHXTQJIK XHXXTI XHXXTIT XIHHHHK XJHHHK

XIHHK XIHKQJ XIKQJ XIKQJIT XIKQITT XIKQQJIK

testing phase
(grammatical

strings)

KTIHQJT KTJT KTITHQJ KTITTTT KTQHTJ KTQHTJH KTQHTJT
KTQJIHK KTQJK KXTJIH KXTJIT KXTITH KXTJTT KXTJTTH
KXTQJIHK KXTQJIK KXXTIH KXXTIT KXXTITT KXXXTIT
KXXXXTI XHTIH XHTIHQJI XHTIT XHTITH XHTITTT XHTQJIHK
XHXTJI XHXTIH XHXTITH XHXXTIH XHXXXTJ XJHHKQJ XJHK

XIHKQJIH XIHKQJIT XIK XIKQIH XIKQJITH

testing phase
(non-
grammatical

strings)

KHIT KHQJIK KKTJTH KQQHTJ KTJQQJIT KTITTQT KTQHTHT
KTQHTTH KTQJKK KXJTHQJ KXIXXTJ KXKTJIT KXQJIT
KXQJTTH KXTHH KXTJIHK KXTXIK KXXJIH KXXITT KXXTIIT
KXXXTKT XHHKQJT XHITITH XHTHTTT XHTQJQK XHTTH
XHXJJ XHXTXH XHXXQJIH XIHHKXJI XIHKQTH XIKK XIKQKTH

XITQIH XKTIT XTK XTTITH XTXXXTI XXTIHQJ

knowledge test

(bigrams)

HH HJ HK HQ HT HX JH JJ JK JQ JT JX KH KK KQ KT KRH QJ

QK QQ QT THTI TK TQ TT TX XH XJ XK XQ XT XX
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Table A2

Letter strings for grammar 2 sorted for differemtr{s of the experiment

phase strings

learning phase DBWD DBWDNW DBWDNWB DBWDR DBWDRRR MBNRBW
DBWNRW DBWNSRW DRBBBWB DRBBWB DRBW DRBWB
DRBWBNW DRW DRWB DRWBNBW DRWBRNW DSBWDR DSRBWB
DSRWB DSSBWD DSSRBBW DSSRW DSSRWB DSSRWBR DSSSRBW
DSSSSRW SWDNBW SWDNBWB SWDNW SWDRNBW SWDRNW
SWDRRNW SWNBWD SWNBWDR SWNRBWB SWNRWB SWNSBWD

SWNSRWB

testing phase DBWDNBW DBWDRNW DBWDRR DBWNBWD DBWNRWB DRBBBBW

(grammatical DRBBBW DRBBW DRBBWBR DRBWBR DRBWBRR DRWBNWB

strings) DRWBR DRWBRRR DSBWD DSRBBW DSRBW DSRW DSRWBR
DSSRBW DSSRBWB DSSSBWD DSSSRW DSSSRwWB SWD SWDNBBW
SWDNWB SWDNWBR SWDR SWDRNWB SWDRR SWDRRR SWDRRRR

SWNRBBW SWNRW SWNRWBR SWNSRBW SWNSRW SWNSSRW

testing phase DBSDNBW DBSNRRWB DBWDNR DBWDRDW DBWNBSD DRBDBBW
(non- DRBNBW DRBWWBR DRSSBWD DRSSRW DRWBNRB DRWDRBR
grammatical DRWNR DSBRWD DSBW DSBWBR DSBWBRR DSRRBW DSRWBW
strings) DSRWSR DSRWW DSSRBBB DSSSNBW DWBBW SBDNWBR SDDR
SDNRW SNDRRR SNNSRBW SRD SWBNWB SWDRRSR SWDWNWB

SWNNBBW SWNRBWW SWNRR SWNRWRR SWNSRRW SWSSRW

knowledge test BB BD BN BR BS BW DB DD DN DR DS DW NB ND NN NR NSW RB

(bigrams) RD RN RR RS RW SB SD SN SR SS SW WB WD WN WR WS WW
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Abstract

The Tailorshop simulation is a computer based dyoaecision making task in which
participants have to lead a fictional company ¥eelve simulated months. The present study
investigated whether the performance measure imalershop simulation is reliable and
valid. The participants were 158 employees frorfed#int companies. Structural equation
models were used to test tau-equivalent measuremashetls. The results indicate that the
trends of the company value between the secondhansvelfth month are reliable variables.
Furthermore, this measure predicted real-life jefggmance ratings by supervisors and was
associated with the performance in another dynaedcsion making task. Thus, the trend of
the company value provides a reliable and validoperance indicator for the Tailorshop
simulation.

Keywords:dynamic decision making, complex problem solvihgijorshop,

reliability, validity



Cognitive ability beyond 1Q A3 -4

Measuring performance in dynamic decision making:
reliability and validity of the Tailorshop simulati

Real life decisions are complex and sometimes thier@o well-defined solutions for
problems. A manager has to make decisions evenaf Ishe does not have all relevant
information, or an employer has to pursue the @ssrof his staff as well as the goals of his
company, even if both views may be conflicting. @aez, Yanyukov, and Martin (2005) call
such decisiondynamic decisiond hey are characterized by dynamics, complexity,
opagueness, and dynamic complexity. In a similar,\u@orner (1980) characterizes such
problems agsomplex problemayhich means that their structure is complex, cotet
dynamic, and non-transparent. Recently, dynamicsiagrmaking tasks have also been
included in the Programme for International Studesgessment (PISA; Wirth & Klieme,
2003). Since the ability to deal with such problemesy have impact on important decisions
in real life, it is an interesting question whetkiegre are individual differences in dynamic
decision making and whether these differences eandasured reliably and validly (e.g.,
Baker & O’Neil, 2002; Rigas, Carling, & Brehmer,@) Suf3, 1996, 1999; Strohschneider,
1986; Zaccaro, Mumford, Connelly, Marks, & Gilbe2@00). Investigating these issues was
the aim of the present study.

To investigate dynamic decision making, severahanst suggested to study persons’
behavior in computer simulations. Thailorshopis such a dynamic decision making task,
which has been used for several decades (e.gh Bdftinke, 2010; Putz-Osterloh, Bott, &
Kdster, 1990; SuR, Kersting, & Oberauer, 1993; inattn & Hattrup, 2004). The scenario
simulates a small business that produces andsseits. The participants have to lead this
business for twelve simulated months by manipulesieveral variables like the number of

workers, the expenses for advertising, etc. (sger&il).
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Please insert Figure 1 about here
Kk k ko ko ok

In total, the Tailorshop consists of 24 variablesenty-one variables are visible to
the participants and three variables are invidiblihe participant. Twelve variables can be
manipulated directly (e.g., the costs for advergsiwhereas other variables can only be
manipulated indirectly (e.g., the demand). Theestéita variable in a given month influences
the state of the same and other variables in aviillg month. Figure 2 shows schematically
how the variables are connected (see Funke, 16B3anfalgebraic definition of all system
variables).

kkkkkkkkkkkkkkkkkkkkkkkkkkkkkx

Please insert Figure 2 about here
ko k ko ko ok

In order to use the performance in the Tailorslwhe investigation of individual
differences or for individual assessment, the perémce variable should be reliable and
valid. The reliability of a performance variablensportant in two ways.

In a research context, reliability consideratioresienportant for an understanding of
thevalidity of dynamic decision making measures because liabitity of a variable affects
its correlation with criterion variables. In an épd context, the Tailorshop may be used to
measure a single person’s ability to solve compl@blems, e.g., as part of an assessment
center. This measurement is only useful if it isalde because otherwise it will yield

incorrect decisions.
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Reliability estimation.

In classical test theory, the reliability of a \aiie is defined as the proportion of the
true score variance relative to the total variamice variable (Lord & Novick, 1968). In the
Tailorshop scenario, the reliability is definedtlas proportion of true individual performance
differences relative to the total individual perfance differences. The true scoraf a
measuremeritof a variableY is defined as the expected value given a partipgdesonP
(Lord & Novick, 1968). In the Tailorshop scenatiioe true score of a performance variable is
defined as the expected performance given a phatipersont; := E(Y;|P). In addition, the
measurement erraris defined as the deviation of the measured vigrimbm the true score
variable,s :=Y; —1; (Lord & Novick, 1968). To estimate the reliabilityultiple,
experimentally independent measurements of a \arélk necessary.

In addition, two assumptions have to be made whéfime ther-equivalent
measurement model. The first assumption is thatrtfeescore of a measuremenf a
particular person is identical with the true scofr@another measuremgnof this person,

1, = 1;=: 1. The second assumption is that the errors of #@sorements are uncorrelated,
COV(eigj) = O, for alli #j. These assumptions may be tested with a structqretion model
(Steyer, 1989) as shown in Figure 3. If the assionpthold, then the variance of the true

var(z)

score may be estimated and the reliability maydmeputed byreliability Y, = )
var(Y,

kkkkkkkkkkkkhkkhkkkkkkkkkkkkhkkhkk

Please insert Figure 3 about here
-
Validity assessment
According to Ddrner (1980) and Gonzalez et al. afynamic decisions are
characterized by complexity, connectivity, non-gaarency, and dynamics. Hence, the

content validityof a performance variable may be evaluated reggritiese four criteria. The
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convergent validitynay be evaluated by the correlation with anotlysadic decision
making task. Therefore, we expected a substardratiation with the dynamic decision
making taskHeidelberg Finite State Automat@wirth & Funke, 2005), which has also been
used in the German PISA assessment in 2000 (Wiitidne, 2003). Theredictive validity
may be evaluated by the correlation with realpiggformance. Therefore, we expected that
the performance in the Tailorshop can predict msifnal success. Finally, tdevergent
validity may be attested by a low correlation with anod#islity construct. Hence, we
hypothesized that there is a low correlation betwibe performance in the Tailorshop and
the performance in a standard intelligence test.
Performance measurement

At the beginning of the simulation, the particigantere instructed to maximize the
company value. Thus, the success of dynamic deciseking may be measured by the
achieved company value. The simplest approach may measure the company value after
every month. However, the company value of a pagramonth depends on the company
value of the previous month, company valkieompany valug + change Therefore, the
company values are not experimentally independahtlae assumption of uncorrelated errors
will be violated. On the other hand, there is norstelationship between tlthanges of the
company valued-urthermore, the sum of the changes of the cognpalues corresponds to

the company value after twelve months becausedhmpany value at the beginning of the

12
simulation is identical for all participants, conmyavalug, = company valug+ Zchange.
i=1

Therefore, thehanges of the company valwdter each simulated month may be taken as
performance indicators for the Tailorshop simulatio

As an alternative, Funke (1983) suggested to wseehds of the company valas
performance indicators. The trends of the compatyevare binary variables. If the company

value between two successive months increasesetie is positive. If the company value
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decreases, the trend is z&fbhis scoring may has several advantages. Fiestrémd
measure is simple to interpret because each poirggponds to a month where the given aim
(“maximize company value”) was achieved. Seconel ttbnd measure is robust against
outliers, whereas the change value may rise temdrvalues (due to the non-linear
relationships between the variables). And finaliyg measurement model for the trend
measure makes fewer assumptions than the measurerodel for the change measures on
how the company value develops over the monthgaiticular, the-equivalent
measurement model for the change measures statdbeh(true) change of a person is
constant over the months = t;. On the other hand, the measurement model far¢nel
measures only states that a person who has aigpealb@bility to make gain in a particular
month, also has a greater probability to make gmamother month.
Aim of the present study

The aim of the present study was to investigatedhability and the validity of (1)
the change of the company value and (2) the trétlleacompany value. The reliabilities of
these variables were investigated witbquivalent measurement models. Furthermore, the
content, convergent, predictive, and divergentdiadis of these variables were evaluated.

Method

Participants

The participants werd=158 employees (111 female, 47 male), who weraiiteck
via newspaper announcement from different branahdsdifferent companies around
Heidelberg. The participants rated their jobs adiog to the International Standard
Classification of Occupations (ISCO-88 COM). 6%eththemselves as legislators, senior
officials, and managers, 25% as professionals, 44%echnical and associate professionals,

14% as clerks, 40% as service workers and shopnainket sales workers, 1% as craft and
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related trade workers, 1% as plant and machineatgrsrand assemblers, and 1% as
elementary occupations. The participants’ meamnvagM=43.34 years§D=11.22).
Measures

Advanced Progressive MatricesGeneral intelligence was measured using the
Advanced Progressive Matrices (Raven, Court, & Ra®894). The number of solved items
in the second set was taken as a performance todi€ronbach’s alpha for the 36 items was
0=.85.

Heidelberg Finite State Automaton.The Heidelberg Finite State Automat(irth
& Funke, 2005) was used as a second indicatonyieamhic decision making. The scenario is
computer based and simulates a space flight wherpdrticipants control a space ship and a
ground vehicle with a graphical user interface (Sigire 4). The system variables are
connected and dynamic. For example, the abilifiytaith the space ship depends on the
state of the propulsion, the heat shield, the lagpdiear, and the state of the ground vehicle.
The performance was measured with 22 items wherpdkticipants have to reach a specified
target (e.g., land the space ship on a particldarap). The number of solved items was taken
as the performance variable. Cronbach’s alphai®2p items wag=.93.

kkkkkkkkkkkkkkkkkkkkkkkkkkhkkk

Please insert Figure 4 about here
-

Tailorshop. The participants were given information about treaning of the
variables in the Tailorshop (e.g., “The accountustas the amount of money in your account
that is available anytime. A negative value siggsfthat you took a loan.”). Further, the
participants were instructed to maximize the comnypaatue within twelve simulated months.
For the purpose of the present study we measujatid thanges of the company value and

(2) the trends of the company value after everytated month (English and German
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versions of the Tailorshop simulation software arailable from the website
http://www.atp.uni-hd.de/tools/tailorshop).

Professional succesd.he participants’ professional success was meddwye
supervisor ratings (Higgins, Peterson, Pihl, & L2@0)7) with five items on a six point scale
(“The employee achieves arranged and set objettiVEse employee demonstrates
competence in all job-related tasks”, “The employeets all my expectations in his roles
and responsibilities”, “How do you rate the quabfyhis work?”, “How do you rate the
overall level of performance that you observe Foas employee?”). Cronbach’s alpha for
these five item wag=.91. In addition, the participants’ yearly incomas measured with
thirteen categories (1 = "under €2,500”, 2 = "€0%0 €5,000”, 3 = "€5,000 to €7,500", 4 =
“€7,500 to €10,000 €7, 5 = “€10,000 to €12,5005 6€12,500 to €15,000", 7 = “€15,000 to
€20,000", 8 = “€20,000 to €25,000", 9 = “€25,000e80,000”, 10 = “€30,000 to €37,500”,
11 = “€37,500 to €50,000”, 12 = “€50,000 to €12H00A.3 = “over €125,000").

Results
Measurement models

Thet-equivalent measurement model was specified aquptdi Figure 2. The
measurement model for tisbange variablesvas estimated using the maximum likelihood
procedure implemented in Mplus 5. The measuremexlehfor thetrend variablesvas
estimated using the means and variance adjusteghteei least square estimator (WLSMV)
implemented in Mplus 5 (Muthén & Muthén, 2007) alfirst step, we estimated the
measurement models for the performance indicafoa twelve months. However, the first
assessment in a study may be unreliable and sos®timay not measure what is intended.
Therefore, we also estimated the measurement mfmttelse last eleven months, then for the

last ten months and so on.
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Neither measurement model for fgangevariablesfitted with the data, all
¥2>714.41, all RMSEA>0.71, all CFI<0.45. However theasurement models for tinend
variablesfitted better with the data. The results are reggbm Table 1. As can be seen, the
measurement model for the last eleven trend vasafglvealed an acceptable model fit and
the measurement models for the last nine or fexgadtvariables fitted even better. However,
the fewer months were included, the smaller theadamnce matrix was and the fewer
covariances had to be fitted with the parameteth@model. Therefore, the better model fit
might also be a consequence of the smaller cowagiaratrix. Furthermore, the dynamics
during twelve months is greater than the dynanmasily the last few months. Therefore, the
more months are captured by a performance medbergreater the content validity of the
measure will be. Therefore, we decided to acceptribasurement model for the last eleven
trend variables and use it for reliability estinoati

*kkkkkkkkkkkkkkkkkkkkkkkkkhkkk

Please insert Table 1 about here
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The estimated variance of the latemariable was 0.7(<.001. Therefore, the

reliability of each trend variable may be estimdtgd

varf _0.70_ 0.7(. Applying the Spearman-Brown formula to

reliability trend = =
var(trengd ) 1.00

estimate the reliability of the sum score of theleyen items reveals a reliability estimate of
0.96.
Correlation between performance in the Tailorshop ad other variables

To evaluate the convergent, predictive, and divargalidity of (1) the change and (2)
the trend of the company value, we computed theeladions between these performance
variables and the performance in the Heidelbergd-Btate Automaton, the participants’

income, the participants’ supervisor ratings, drelgerformance in the APM. The sum of the
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change variables was used as the performance iodatenge of the company valaed the
sum of the trend variables (between the secondveelfth month) was used as the
performance indicatdrend of the company value

The correlations between these variables are regppantTable 2. As can be seen, the
correlation between the change variable and timeltvariable was neither substantial nor
significant, which suggests that both performarmeables measure different performance
aspects. Thehange of the company valaely correlated significantly with the APM, which
suggests a low overall validity of this performanegiable.

On the other hand, there was a significant andtanbal correlation between the
trend of the company valand the Heidelberg Finite State Automaton, whicim{s towards
the convergent validity of the trend variable. Rertnore, there was a significant correlation
between the trend variable and the supervisorgstiwhich points towards the predictive
validity of this measure.

kkkkkkkkkkkkhkkkkkkkkkkkkkkhkkhkk

Please insert Table 2 about here
-

There was also a substantial correlation betweerémd of the company value and
the APM. Therefore, we additionally computed pdx@relations that were adjusted for the
performance in the APM. The partial correlationvzsgn the trend variable and the
Heidelberg Finite State Automaton was20,p=.023, the partial correlation between the
trend variable and the participants’ income wa$5, p=.525, and the partial correlation
between the trend variable and the supervisorgativag=.22,p=.010.

Outlier analysis
The measurement models for the trend values fitéter with the data than the

measurement models for the change variables. Gsemdor this may be that the trend
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variables are less sensitive to outliers. To ingast the role of outliers in greater detail, we
z-transformed the change variables for each mortarelwereN=7 participants withz]>3 in
at least one month. Thes&alues were trimmed to a maximumzsf3 and a minimum of
z=-3 and the measurement models were estimated. af@ivever, the measurement model
for the trimmed change values also did not fit vifth datay?(65)= 1963.52, p<.001,
RMSEA=0.43, CFI=0.30.

In addition, we computed the correlations betwden(sum of the) trimmed change
values and the participants’ scores of the Heidglb@ite State Automaton, income,
supervisor ratings, and APM. The correlation wite Heidelberg Finite State Automaton was
r=.24,p=.003, the correlation with the participants’ ina@masr=.02,p=.807, the correlation
with the supervisor ratings was.14,p=.102, and the correlation with the APM was38,
p<.001. Meng, Rosenthal, and Rubin’s (1992) metlwwadmparing correlated correlations
revealed that none of these correlations was sigmnifly greater than the correlation with the
trend variable.

Discussion

The aim of the present study was to evaluate tirebiity and the validity of
performance variables in the Tailorshop simulatiimerefore, we investigated (1) the change
of the company value and (2) the trend of the camppalue.

Reliability and measurement models

The measurement models for the changes of the conyadue did not fit with the
data. This suggests that the single change vaheasoa suitable for the reliability estimation.
One reason for this may be that thequivalent measurement model makes rather strong
assumptions about how the company value develogstbg months. In particular, the model
states that the “true” change of the company veduke month i is the same than the “true”

change in the monthi= 1i. 2 However, this assumption may be violated beealifferent
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persons may use different strategies to maximige tompany value. For example, one
participant may make great investments in the firshth and therefore has little gain first
and great gain later. Another participant may makestant investments and therefore have a
constant gain across the months. Hence, invesigatdividual differences in dynamic
decision makingrocessesnay be a worthwhile issue for future research. étloeless, the
structural equation model analysis of the presentysrevealed that the sum of the trends
between the second and twelfth month is a relipbl®rmance variable.
Content validity

The Tailorshop was developed according to Dorn@@80) definition of dynamic
decision making. In particular, the simulation nieyseen asomplexandconnectedecause
it consists of many variables that are connectéé.tdsks may also be seemas-
transparentbecause the participants do not know how the biasan the simulation are
connected and the tasks may be seatyaamicbecause each intervention in the simulation
influences the following state of the simulatiommefefore, the structure of the present
dynamic decision making task can be seen as a negli@sentation of general dynamic
decision making demands. Furthermore, the partitgoaere instructed to maximize their
company value and therefore, the changes in th@aoynvalue as well as the trends of the
company can be seen as content valid performanasures.
Convergent validity

The correlation between the trend of the compahyevand the performance in the
Heidelberg Finite State Automaton was substantidlsaagnificant, which indicates the
convergent validity of this variable. Furthermai@s correlation remained significant when
adjusted for general intelligence, which indicdtest the relation between both dynamic

decision making tasks is incremental to the ovenldb general intelligence.



Cognitive ability beyond 1Q A3 -15

On the other hand, the correlation between thegdahthe company value and the
performance in the Heidelberg Finite State Automatas close to zero and not significant.
After controlling for outliers this correlation ireased. However, controlling for outliers may
be difficult, especially in small samples or iniwidual assessments. Furthermore, none of
the correlations with the trimmed change variabée wignificantly greater than the
correlation with the trend variable.

Predictive validity

The correlation between the change of the compatuevand the participants’
supervisor ratings was not significant. Howeveeréhwas a significant correlation between
the trend of the company value and the supervaorgs, which remained significant after
controlling for individual differences in generatelligence. This indicates the incremental
predictive validity of the trend measure. This regiies the findings of Kersting (2001), who
also reported an incremental predictive value dyamic decision making measures on
participants’ superior ratings. Furthermore, tieisult points towards the practical value of
dynamic decision making measures and suggestthénamay provide insights into aspects
of professional success, which cannot be prediayegeneral intelligence.

There was no relationship with participants’ incohihis may be due to two reasons.
First, income may measure a different aspect degsional success than supervisor ratings.
This is supported by the low and non-significantelation between income and supervisor
rating. Second, income may just be a valid indicadp professional success within an
occupational category and not between. For examageest may earn less than a broker,

even if the priest does his job better than thé&daro
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Divergent validity and the relationship between dyamic decision making and general
intelligence

Dorner and colleagues (e.g., Dorner, 1980; Dorn&ré&uzig, 1983), who introduced
the construct of dynamic decision making (or comgieoblem solving respectively),
proposed that general intelligence and dynamicstatimaking are independent abilities.
They reported several studies where low relati@te/éen measures of general intelligence
and dynamic decision making were observed (DOK¥ezig, Reither, & Staudel, 1983;
Putz-Osterloh, 1981; Putz-Osterloh & Luer, 19819wedver, following studies revealed
rather heterogeneous findings. Kluwe, Misiak, araiddr (1991) presented an overview of
early studies and reported a broad range of coioalébetween=-.52 andr=.46), whereas
subsequent studies found stronger associationa@{r®lass, & Leutner, 2005; Wittmann &
Hattrup, 2004). One study even found a correlabetwveen a latent intelligence and a latent
dynamic decision making variable if.84 (Wirth & Klieme, 2003).

In the present study, there was a significant ¢ation ofr=.31 between the
performance in the APM and the performance in théoishop. In addition, there was a
significant correlation of=.57 between the performance in the APM and thiopaance in
the Heidelberg Finite State Automaton. Thus, gdnetalligence could explain 10% (or 32%
respectively) of the variance in dynamic decisicaking performance which suggests that
there is a partial but not a complete overlap betw&e constructs.

However, our results do not allow to draw finahclusions about the relation
between general intelligence and dynamic decisiaking. In particular, Wittmann (1988;
Wittmann & Suf3, 1999) suggested that the relatetwben two indicators only allows
conclusions about the relation between underlingsttacts if the indicators are symmetric.
For example, the APM may be seen as an intelligegstahat particularly captures individual

differences in figural reasoning. In a similar veime Tailorshop may particularly capture
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individual differences in economy related dynamecidion making. Therefore, both
measures may contain not only systematic constar@nce (e.g., general intelligence
variance) but also “unwanted” but reliable and #jeeariance (e.g., specific figural
reasoning variance in the APM). However, investigathe symmetry of the variables would
require to measure each construct with severatatois and at several measurement
occasions. Following this reasoning, the preselifigs can not provide a final answer to the
question on how general intelligence and dynamaisiten making are related.
Performance differences between men and women

Wittmann and Hatrupp (2004) reported that men shicavbetter performance in the
Tailorshop than womerd€0.70). This finding was replicated in the pressintly. The
number of months with a positive trend in the conmypaalue (between the second and the
twelfth month) was greater for mel£3.60) than for women=2.25),t(156)=2.49 p=.014,
d=0.46. Wittmann and Hatrupp (2004) suggested tlwa@&n may behave more risk-aversive
than men and therefore construct themselves ddessable learning environment in the
Tailorshop and accordingly show a lower performafcgthermore, there were no significant
performance differences between women and mereir#idelberg Finite State Automaton
or the APM, which suggests that these differencesask specific for the Tailorshop.
Conclusion

The sum of the trends between the second and #i#htwnonth is a reliable and valid
performance indicator in the Tailorshop simulatiblence, this score may be used for the
study of individual differences as well as for midual assessments. For example, dynamic
decision making tasks may be a useful complemerih&selection of job applicants as

suggested by Kersting (2001).
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Footnotes

! Due to the complex relations between the variaibiigsvery unlikely to obtain a
change in the company value of exactly zero. Inpttesent study, there was always either a
positive or a negative change in the company value.

2 We additionally investigated the change variablith at-congeneric measurement
model, which makes weaker assumptions than-guivalent measurement model. In
particular, the model states that the “true” chaoigihe company in a montlcan be linearly
transformed into the true score of another mgnth+ y* ;. (Lord & Novick, 1968; Steyer,
1989). However, the-congeneric measurement model fitted neither vinéhrton-trimmed
change variableg3(54)=4582.79p<.001, RMSEA=0.73, CFI=0.16) nor with the trimmed
change variableg{(54)=1605.81p<.001, RMSEA=0.43, CFI=0.42).

% Some studies (e.g. Roszkowski & Grable, 2010)ntefftat women earn less than
men. Therefore, we additionally calculated thigelation separately for women and men.

There were no significant differences.
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Table 1

Model fit indices for the measurement models ferttend of the company value

Trend e df p RMSEA CFlI

1to 12 79.85 22 <001 0.13 0.94
2t012 40.10 23 .015 0.07 0.98
3to 12 38.08 21 .013 0.07 0.98
4to 12 2535 18 .116 0.05 0.99
5t0 12 17.77 16 .337 0.03 1.00
61012 1193 14 612 0.00 1.00
71012 8.51 11  .667 0.00 1.00
81012 6.19 8 .626 0.00 1.00
9to 12 2.29 5 .808 0.00 1.00
10to 12 1.24 2 .538 0.00 1.00
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Table 2

Correlations between performance variables (p-valmebrackets)

Change Trend HFA Income Supervisor rating
Trend .13 (.098)
HFA .03 (.255) .31 (<.001)
Income .01(.923) .08(.323) .05(.561)

Supervisor rating .15 (.085) .19 (.025) .09 (.292)-.02 (.801)

APM 19 (.020) .31(.001)  .55(<.001) .16 (.054) 03-(.706)

Note change = sum of changes of the company valug] tresum of trends of the
company value (between second and twelfth montRf H Heidelberg Finite State

Automaton, income = participants’ yearly income M\PB Advanced Progressive Matrices.
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Round 1 of 12
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Figure 1 Screenshot of the graphical user interface offeirshop (labels translated).
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Figure 2 Schematic relation between the variables in thi®ishop. The marked variables

can be manipulated directly.
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First, try to find out how to control the rocket and the vehicle. Therefore, pay
attention to the changes of the states.
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| | location orbit hyperspace
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Landing geor | o0 gl
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vehicle

Figure 4 Screenshot of the graphical user interface ofHielelberg Finite State Automaton

(labels translated).
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1. Introduction The concept of dynamic decision making was developed

by Dérner (1980, 1986) who proposed that situations in

General intelligence is one of the most successful psycho-
logical constructs. Since Spearman's (1904) early investiga-
tions, there is a wealth of evidence for the reliability, stability,
and validity of intelligence measures (Carroll, 1993). Further-
more, general intelligence is a powerful predictor of success in
many domains of real life (Ng, Eby, Sorensen, & Feldman, 2005;
Salgado et al, 2003; Schmidt & Hunter, 2004). Beside its
undisputed usefulness, some researchers have suggested to use
additional constructs for characterizing individuals' cognitive
ability such as dynamic decision making and implicit learning
(Dorner, 1980; Mackintosh, 1998).

7 This research was funded by German Research Foundation Grant DFG,
Ha3044/7-1. We gratefully thank Andreas Neubauer, Anna-Lena Schubert,
and Katharina Weskamp for conducting the assessment and Neil Patrick
Harris and two anonymous reviewers for their helpful suggestions.
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E-mail address: daniel.danner@psychologie.uni-heidelberg.de
(D. Danner).

0160-2896/$ - see front matter © 2011 Elsevier Inc. All rights reserved.
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real life are complex and solving problems in real life
requires managing complex information. He criticized that
standard measures of general intelligence only assess
whether individuals perform accurately and quickly in
rather simple tasks but not whether they show intelligent
behavior in complex tasks. Therefore, he suggested to
measure performance in computer based scenarios that
simulate complex, connected, dynamic, and non-transparent
environments. Further on, he hypothesized that individual
differences in dynamic decision making are unrelated to
general intelligence but are substantially related to profes-
sional success.

Mackintosh (1998) suggested to consider another con-
struct. He proposed that there are two independent mental
systems: an explicit, hypothesis generating and testing
system and an implicit, associative learning system. In
particular, the explicit learning system is necessary for
discovering regularities with intention and awareness (like
in a numerical series task). The implicit learning system, on
the other hand, detects contingencies without awareness or
intention (like judging whether a sentence is grammatically

Please cite this article as: Danner, D., et al., Beyond IQ: A latent state-trait analysis of general intelligence, dynamic decision
making, and implicit learning, Intelligence (2011), doi:10.1016/j.intell.2011.06.004
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right or wrong without being able to report the respective
grammatical rule). Mackintosh suggested that standard
intelligence tests capture individual differences in the explicit
system but not individual differences in the implicit learning
system. Therefore, he suggested to take individual differences
in implicit learning into account. He hypothesized that these
differences are independent from general intelligence mea-
sures but are nevertheless important predictors of educa-
tional and professional success.

Dorner and Mackintosh's proposals raise two interesting
questions. Are there reliable individual differences in dynam-
ic decision making and implicit learning which are indepen-
dent from general intelligence? Can these differences predict
real life performance beyond 1Q? Investigating these issues
will be the aim of the present study.

1.1. Previous findings

1.1.1. Dynamic decision making

Dorner's (1980, 1986) critique of standard intelligence
tests laid the foundation for a field of research, which has been
called dynamic decision making (Gonzalez, Vanyukov, & Martin,
2005) or complex problem solving (Funke, 2010). Over the years,
several dynamic decision making tasks have been developed.
For example, the Tailorshop scenario (Funke, 1983) simulates a
fictional company where the participants have to control many
variables like the number of workers or the costs for advertising
to maximize their company value. Other tasks simulate a
forestry (Wagener, 2001), a power plant (Wallach, 1998), or a
space flight (Wirth & Funke, 2005) where the participants have
to control several variables to reach a given goal state. Recently,
dynamic decision making tasks have also been included in the
Programme for International Student Assessment (PISA; Wirth
& Klieme, 2003).

Over the years, there have been many studies investigat-
ing the relation between dynamic decision making and
general intelligence. Whereas several studies found non-
significant or only small correlations (for an overview see
Kluwe, Misiak, & Haider, 1991), other studies reported
significant standardized path coefficients between =0.38
and 3=0.54 from latent intelligence to latent dynamic
decision making variables (Kroner, Plass, & Leutner, 2005;
Rigas, Carling, & Brehmer, 2002; Wittmann & Hattrup, 2004).
One study even found a correlation between a latent
intelligence and a latent dynamic decision making variable
of r=0.84 (Wirth & Klieme, 2003).

There are only two studies that investigated the predictive
validity of dynamic decision making measures. Wagener and
Wittmann (2002) assessed a sample of N=35 trainees and
reported correlations between r=0.16 and r = 0.40 between
the performance in a dynamic decision making task and the
performance in different assessment center tasks. However,
the study did not report whether these relationships were
incremental or due to an overlap between dynamic decision
making and general intelligence. Kersting (2001) reported a
correlation of r =0.37 between the performance in a dynamic
decision making task and supervisor ratings in a sample of
N =73 policemen. He further reported that this correlation
remained significant after controlling for individual differ-
ences in general intelligence, r=0.29, which points towards

the incremental predictive validity of this dynamic decision
making measure.

Taken together, these findings draw a rather heteroge-
neous picture of the relation between dynamic decision
making and general intelligence and there is only preliminary
evidence for the predictive validity of dynamic decision
making variables.

1.1.2. Implicit learning

Mackintosh (1998) suggested to use artificial grammar
learning tasks (Reber, 1967) to measure performance
differences in implicit learning. In such a task, the participants
are asked to learn a list of apparently arbitrary letter strings
(like WNSNXS). Afterwards, they are told that these strings
were constructed according to a complex rule system (a
grammar) and they are asked to judge newly presented
strings as grammatical or non-grammatical. Typically, the
participants show above chance performance but are not able
to report the grammar rules. Therefore, Reber (1967)
suggested that the participants learned the grammar implic-
itly. Although Reber's interpretation released a long and
fertile discussion about implicit learning processes, there
have been only a few studies investigating the relation
between performance in artificial grammar learning tasks
and general intelligence.

Reber, Walkenfeld, and Hernstadt (1991) reported a
correlation of r=0.25 between the performance in an
artificial grammar learning task and IQ, and Gebauer and
Mackintosh (2007) reported respective correlations between
r=—0.03 and r=0.17 depending on the task and the
instruction. To our knowledge, there is no published study
investigating the relation between educational or profession-
al success and the performance in an artificial grammar
learning task. Thus, there is a paucity of evidence on the
relation between implicit learning and general intelligence as
well as on the relation between implicit learning and success
in real life.

1.2. Some psychometric considerations

Previous studies that investigated the relation between
general intelligence, dynamic decision making, and implicit
learning treated the performance measures as trait-like
variables. A trait may be defined as a variable that is stable
over several measurement occasions, consistent across
different situations, and consistent across different
methods. However, the variance of a performance measure
may capture additional factors beyond individual differ-
ences in a trait.

First, a performance measure may also be influenced by
the specific measurement situation even in standardized
experiments. For example, one person may be well rested
whereas another person may already have worked several
hours before testing. One person may be motivated to show
maximum performance whereas another person may have
gotten a stinging rebuke by his or her supervisor that day and
may not be motivated to show performance at all. Because
these effects may contribute unwanted variance, it may be
beneficial to take this occasion specificity of performance
variables into account.

Please cite this article as: Danner, D., et al., Beyond IQ: A latent state-trait analysis of general intelligence, dynamic decision
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Second, a performance measure may be influenced by
the specific method that is used for the assessment. Hence,
there may be individual differences in a performance
measurement which are triggered by the method. For
example, a verbal intelligence test may capture individual
differences in general intelligence as well as individual
differences in speech comprehension whereas a figural
intelligence test may capture individual differences in
general intelligence and visual thinking. Thus, individual
differences in speech comprehension or visual thinking are
method specific because they can only be assessed with
verbal or figural test material. Similarly, a particular
dynamic decision making task may measure performance
differences, which are specific for this particular task but not
for dynamic decision making in general.

Third, a performance measure may be influenced by
unsystematic measurement error. For example, instructions
may be ambiguous or persons may accidently make mistakes,
which may result in a low reliability of performance
measures. Because these effects may contribute unwanted
variance, it seems worthwhile to investigate these factors
with respect to dynamic decision making and implicit
learning variables in greater detail.

These considerations have been formalized in Steyer et
al.'s latent state-trait theory (Steyer, Schmitt, & Eid, 1999). In
a nutshell, latent state-trait theory proposes that the
measurement i of a variable Y can be decomposed into a
trait §; a state residual §;, a method residual m; and an
unsystematic error residual g;, thus Y;=¢&;+¢+mi+¢&;.
Given the independence of these factors (Steyer et al,
1999), the variance of this measurement can be decomposed
as 02(Y;) =02(&;) + 02(&;) + 02(m;) + 0%(¢;), and the factor
variances may be estimated with a structural equation
model as shown in Fig. 1. As can be seen in this figure, the
latent trait factor is defined as a variable that is consistent
across several measurement occasions and methods, where-
as the latent state residual and the method factor are specific
for the individual measurement occasion and the assess-

gu\@/@

Fig. 1. Latent state-trait structural equation model. Y;; = variable at
measurement occasion 1 with method 1, Y;, = variable at measurement
occasion 1 with method 2, Y,; = variable at measurement occasion 2 with
method 1, Yo, = variable at measurement occasion 2 with method 2, § = trait
variable, {; = state residual 1, §; = state residual 2, 1; = method residual 1,1, =
method residual 2, &, = error 1, &; = error 2, &; = error 3, &, = error 4.

ment method, respectively. Hence, these models allow to
separate the different contributions of the trait, the mea-
surement occasion, and the measurement method to the
manifest variables.

There have been many applications of latent state-trait
models in different domains of personality research, which
demonstrated substantial effects of the measurement
occasion or the method on behavioral variables (e.g., Eid,
Notz, Steyer, & Schwenkmezger, 1994; Schmitt & Steyer,
1993; Steyer, Schwenkmezger, & Auer, 1990; Yasuda,
Lawrenz, Whitlock, Lubin, & Lei, 2004; Ziegler, Ehrlenspiel,
& Brand, 2009) and physiological variables (e.g., Hage-
mann, Hewig, Seifert, Naumann, & Bartussek, 2005; Hermes
et al., 2009). However, there have been no applications of
latent state-trait models on performance variables yet,
even if some findings suggest that it may be instructive to
consider the occasion specificity and method specificity of
these variables.

For example, in some studies the participants completed
the same dynamic decision making task for several times
(SiiB3, Kersting, & Oberauer, 1993; Wittmann & Hattrup, 2004)
and the performance between subsequent task correlated
only moderately (between r=0.37 and r=0.62). This points
either towards a low reliability or towards a substantial
occasion specificity of the variables. Moreover, Wirth and
Klieme (2003) reported structural equation models, which
implied a correlation of r=0.33 between two dynamic
decision making tasks (r=0.47 when corrected for attenu-
ation) and Gebauer and Mackintosh (2007) reported a
correlation of r=0.15 between two artificial grammar
learning task (r=0.21 when corrected for attenuation).
These findings suggest a substantial method specificity of
performance measures. Therefore, a further aim of the
present study was to investigate the occasion specificity and
the method specificity of dynamic decision making and
implicit learning variables.

1.3. The present study

The present study investigated the psychometric proper-
ties of general intelligence, dynamic decision making, and
implicit learning measures within the framework of latent
state-trait theory. Therefore, each construct was measured
with two methods at two measurement occasions. A further
scope of this study was the relation between the respective
trait variables and real life performance. We expected that
general intelligence is a powerful predictor of professional
success and we further expected that there are individual
differences beyond IQ that are also able to predict profes-
sional success.

2. Method
2.1. Participants

There were N= 173 employees (113 females, 47 males, 13
not reported) completing the first measurement occasion and
N=151 completing the second measurement occasion. The
participants were recruited via newspaper announcement
from different branches and different companies around
Heidelberg. The participants' jobs were rated according to the
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International Standard Classification of Occupations (ISCO-88
COM). 6% rated themselves as legislators, senior officials, and
managers, 25% as professionals, 11% as technical and
associate professionals, 14% as clerks, 40% as service workers
and shop and market sales workers, 1% as craft and related
trade workers, 1% as plant and machine operators and
assemblers, and 1% as elementary occupations. The partici-
pants' mean age was M =43.34 (SD=11.22).

2.2. Measures

2.2.1. Advanced progressive matrices (APM)

The APM (Raven, Court, & Raven, 1994) were used as
an indicator for participants’ general intelligence. A
computer adapted version of the test was administered.
According to the test manual, the number of solved items
of the second set was taken as a performance indicator.
These raw scores were transformed to z-scores for further
analysis, because the APM and the Berlin Intelligence
Structure Test were scaled differently.

2.2.2. Berlin intelligence structure test (BIS)

The short version of the BIS (Jdger, SiiR, & Beauducel,
1997) was used as a second indicator of general intelli-
gence. The BIS consists of a variety of tasks like an
analogical reasoning task, a visual memory task, and a
numerical series task (for an English description, see Siif3,
Oberauer, Wittmann, Wilhelm, & Schulze, 2002). The test
was administered and the raw scores were computed
according to the test manual. We did not compute IQ
scores because there is no adult normative sample for the
BIS. For further analysis the raw scores were transformed
to z-scores.

2.2.3. Artificial grammar learning tasks

Implicit learning was measured with two artificial
grammar learning tasks (Reber, 1967). The procedure and
the stimuli were adopted from Gebauer and Mackintosh
(2007). The artificial grammar learning tasks consisted of a
learning phase and a testing phase. In the learning phase, 30
letter strings were presented and the participants were
instructed to memorize them. Each string was presented
individually for 3 s on a 17 in. screen of a personal computer
(e.g., WNSNXS). The participants were asked to repeat the
strings correctly by pressing the respective letters on the
keyboard. When a string was repeated correctly, the feedback
“correct” was given and the next string occurred. When a
string was repeated incorrectly, the feedback “false” was
given and the string was displayed again until repeated
correctly. After a participant repeated ten strings correctly,
these ten strings were simultaneously displayed for 90 s on
the screen and the participant was asked to repeat them
silently. After a participant repeated all 30 strings correctly
the learning phase was finished and the participant was
informed that all strings in the learning phase were
constructed according to a complex rule system. In the testing
phase, 80 new strings were presented (see Appendix A).
There were 40 grammatical strings that were constructed
according to the same rule system as the strings in the
learning phase (e.g., WNSWWW). In addition, there were 40
non-grammatical strings that contained one letter at a

position that violated the rule system (e.g., NTSWWN). The
participants were instructed to judge the letter strings as
grammatical or non-grammatical. To judge a string as
grammatical, the participants had to press the A-key of the
keyboard, to judge a string as non-grammatical, the L-key.
The order of presentation of the strings was fixed across the
participants in a random order. The percentage of correct
judgments in the testing phase was taken as the performance
indicator. The stimuli for the first artificial grammar learning
task were constructed according to Fig. 2. The stimuli for the
second artificial grammar learning task were constructed
according to Fig. 3.

2.2.4. Tailorshop

The Tailorshop simulation (Funke, 1983) was used as a
dynamic decision making task. The Tailorshop is a computer
based scenario and requests the participants to lead a fictional
company which produces and sells shirts for twelve simulat-
ed months. Several variables can be manipulated like the
number of workers, the expenses for advertising etc. (see
Fig. 4). The state of a variable in a given month influences the
state of the same and other variables in the following month
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Fig. 2. Grammar 1 that was used in the first artificial grammar learning task.

Fig. 3. Grammar 2 that was used in the second artificial grammar learning
task.
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but the participants do not know how the variables are
connected (for a more detailed description see Funke, 1983,
2010). The participants completed a training phase, a
knowledge test, and a control phase. In the training phase
the participants controlled the system for six simulated
months and were instructed to find out as much as possible
about the scenario. The knowledge test consisted of twelve
questions that measured how much the participants learned
about the Tailorshop so far. In the control phase the
participants were instructed to maximize their company
value during twelve simulated months. For the purpose of the
present study only data from the control phase were
analyzed. The percentage of months with an increase in the
company value between the second and the twelfth month
was taken as the performance indicator, because Danner et al.
(2011) have shown that this is a reliable and valid
performance indicator.

2.2.5. Heidelberg finite state automaton (HFA)

The HFA (Wirth & Funke, 2005) was taken as a second
indicator for dynamic decision making. The scenario is
computer based and simulates a space flight where the
participants can control a space ship and a vehicle with a user
interface (see Fig. 5). The scenario consists of a training phase,
a knowledge test, and a control phase. During the 15 minute
training phase the participants were instructed to find out
how to control the space ship and the vehicle. The knowledge
test consists of 16 items and measures how much the
participants have learned about the system so far. The control
phase consists of 22 items where a target state is given which
the participants have to reach by controlling the system (e.g.,
landing the space ship on a specified planet). For the purpose
of the present study, only data from the control phase were
analyzed. The percentage of correctly solved items was taken
as the performance indicator.

2.2.6. Professional success
The participants' professional success was measured
with two instruments. Objective professional success was

Variable Value Planning

Account status 165775 @
Nurnber of shirts sold 407 @
Raw material price 3.99 ©)
Shirts in stock 81 @
Warkers 50 s [ 1 @
Warkers 100 o [ 1 @
Salary w80 [ ] @
Price shirts s2 [ 1 @
Shops L I R €Y
Worker satisfaction % 57.7 @
Loss of production % 0.0 @

measured by the participants’ income (thirteen categories),
self-rated social status (seven categories), and the partici-
pants' highest educational attainment (nine categories).
To adjust for different scaling, the three variables were
z-transformed (M =0, SD=1) for further analysis. In
addition, professional success was measured by supervisor
ratings with five items (e.g., “The employee demonstrates
competence in all job-related tasks”) on a six-point Likert
scale.

2.3. Procedure

There were two measurement occasions. The first mea-
surement occasion started in July 2009 (till September 2009)
and consisted of session 1 and session 2. Both sessions took
place within one week for each participant. The second
measurement occasion started in December 2009 (till
February 2010) and consisted of session 3 and session 4,
which also took place within one week. The participants were
assessed in small groups of not more than four persons. Each
session took approximately 2.5 h.

The participants completed the same tasks at both
measurement occasions. During session 1 (and session 3)
the participants completed an artificial grammar learning
task with grammar 1, the APM, and the Heidelberg Finite
State Automaton. During session 2 (and session 4), the
participants completed an artificial grammar learning task
with grammar 2, the short version of the BIS, and the
Tailorshop simulation. After the first session, each partici-
pant received an envelope with a questionnaire for his or
her supervisor. During the third session, the participants
additionally completed a questionnaire about their profes-
sional success.

2.4. Statistical analysis
To investigate the relations between the variables, we

used structural equation models. The parameters of the
models were estimated using the maximum likelihood

Round 1 of 12

Variable Value Planning
Company value 250685

Demand 767

Raw material in stock w [ ]
Machines 50 o [ ]
Machings 100 o [ 1]

Repair & service costs 1200 :l
Social costs per worker s [ 1]
Advertising costs 00 [ ]
Business location suburb suburh v
Machine damage % 59
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Fig. 4. Screenshot of the graphical user interface of the Tailorshop (labels translated).
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Fig. 5. Screenshot of the graphical user interface of the Heidelberg Finite State Automaton (labels translated).

algorithm implemented in Amos 18 (Arbuckle, 2006). In
a first step, we investigated latent state-trait measurement
models separately for intelligence, dynamic decision
making, and implicit learning. In a second step, we
investigated the correlation between the latent trait vari-
ables. In a third step, we performed a latent regression
analysis to investigate relations between the constructs in
greater detail.

3. Results
3.1. Raw scores

The raw scores of the measurements are reported in
Table 1. The number of solved items in the Advanced
Progressive Matrices at the first measurement occasion was
M=21.64 (SD=5.80), which corresponds to an IQ of
M=100.62 (SD=22.55). There are no normative samples
for the Berlin Intelligence Structure Test, the Tailorshop, the
Heidelberg Finite State Automaton, or the artificial grammar
learning tasks. However, the present scores are similar to
previous results. The mean score of the BIS was M =96.30
(SD=6.21) at the first measurement occasion and
M=299.21 (SD=6.38) at the second measurement occasion.
According to Jdger et al. (1997), a mean score of M =100
corresponds to an average performance. In the present
study, the participants solved M=10.79 (SD=5.80) HFA
items at the first measurement occasion and M=13.44
(SD=5.95) HFA items at the second measurement occasion.
This result is similar to Wirth and Klieme (2003), who
reported that their participants solved M= 11 HFA items on
average. The judgment accuracy in the artificial grammar
learning tasks varied between M=61.58 (SD=7.11) and
M=63.90 (SD=7.24), which corresponds to the findings of
Gebauer and Mackintosh, who reported mean accuracies
between M=59.16 (SD=28.59) and M=69.93 (SD=7.52)

for the same artificial grammar learning tasks that were used
in the present study.

3.2. Measurement models

We used a basic latent state-trait model (Steyer et al.,
1999) with a state residual ¢ for each measurement occasion
and a method factor m for each instrument to control for
effects of the measurement occasion and method effects (see
Fig. 1). All path coefficients were fixed to one and the
variances of all latent variables were estimated. If a first
estimation revealed negative or non-significant variances,
then these variances were fixed to zero and the model was
estimated again.

3.2.1. Intelligence
A first analysis of the basic model revealed a good model fit,
¥2(1)=0.30, p=0.569, RMSEA =0.00, CFI=1.00. However,

Table 1
Mean and standard deviation of raw scores.
Measurement Measurement
occasion 1 occasion 2
Task M SD M SD
APM 21.64 5.80 22.94 7.02
BIS 96.30 6.21 99.21 6.38
Tailorshop 2.68 3.21 3.15 3.77
HFA 10.79 5.80 13.44 5.95
AGL1 61.58 7.11 62.83 6.87
AGL2 63.90 7.24 62.20 7.70

Note. APM = number of solved items in the Advanced Progressive Matrices,
BIS = scores in Berlin Intelligence Structure Test, Tailorshop = number of
months with an increase in the company value, HFA = number of items
solved in the Heidelberg Finite State Automaton, AGL1 = percent of correct
judgments in the artificial grammar learning task with grammar 1, AGL2 =
percent of correct judgments in the artificial grammar learning task with
grammar 2.

Please cite this article as: Danner, D., et al., Beyond IQ: A latent state-trait analysis of general intelligence, dynamic decision
making, and implicit learning, Intelligence (2011), doi:10.1016/j.intell.2011.06.004




D. Danner et al. / Intelligence xxx (2011) xXx-Xxx 7

the estimated variance for {; was negative ({;=—14.14,
p=0.016), and the estimated variance for {; was not significant
(£, =9.60, p=0.125). Therefore, these parameters were set to
zero and the model was estimated again. The modified model
fitted the data well, ¥2(3)=5.59, p=0.133, RMSEA=0.07,
CFI=1.00, and the difference in the fit of the models was not
significant, Ay2(2)=4.29, p=0.117. Therefore, this model
could be accepted. The estimated model parameters are
reported in Table 2.

3.2.2. Dynamic decision making

The basic latent state-trait model fitted well with the data,
¥2(1)=0.9, p=0.335, RMSEA=0.00, CFI=1.00. However,
the latent state residuals were negative ({;= —49.20,
p=0.183) or non-significant ({; =48.30, p=0.257). The
modified model without latent state residuals also fitted
well with the data, x2(3)=3.25, p=0.355, RMSEA=0.02,
CFI=1.00; Ay?(2)=2.35, p=0.309. Thus, this model could
be accepted. The estimated model parameters are presented
in Table 2.

3.2.3. Implicit learning

The basic latent state-trait model fitted well with the data,
x2(1)=0.13, p=0.719, RMSEA = 0.00, CFI=1.00. However,
the variances of the latent state residual and the latent
method variables were non-significant ({; =6.57, p=0.128;
=235, p=0.585; m;=—0.06, p=0.988; m,=—4.96,
p=0.250). Therefore, these variances were set to zero. This
modified model fitted the data well, ¥2(5)=3.19, p=0.671,
RMSEA = 0.00, CFI = 1.00; Ay2(4) =3.06, p=0.548, and this
model was accepted. The estimated model parameters are
presented in Table 2.

3.2.4. LST parameters

Based on these estimates, several latent state-trait
parameters may be computed such as coefficients of
reliability, trait-specificity (also referred to as consisten-
cy), occasion-specificity, and method-specificity. These
parameters have a range between zero and one, and a
greater value indicates a greater specificity. The reliability
coefficient of a measurement i reveals how great the
proportion of systematic variance in this measurement is.
It is computed as [02(§;) + 02(g;) +02(n;)]/02(Y;). The

Table 2
Estimated variances for measurement models (p-values in brackets).

Intelligence Dynamic decision making Implicit learning
3 0.73 (<0.001)  317.12 (<0.001) 14.87 (<0.001)
<! 0 (fixed) 0 (fixed) 0 (fixed)
€3 0 (fixed) 0 (fixed) 0 (fixed)
M 0.14 (0.015) 144.66 (0.046) 0 (fixed)
n,  0.24 (<0.001 257.37 (<0.001 0 (fixed)

€ 0.14 (<0.001
€ 0.18 (<0.001
€3 0.11 (<0.001
€4 0.06 (0.014)

425.17 (<0.001

)

) 35.92 (<0.001)
637.27 (<0.001)

)

)

33.38 (<0.001)
35.29 (<0.001)
43.83 (<0.001)

146.00 (<0.001
145.21 (<0.001

trait-specificity coefficient of a measurement i reveals
how great the proportion of trait differences in a mea-
surement is. It may be computed as 02(§;)/02(Y;). The
occasion-specificity coefficient of a measurement i indi-
cates the effects of the situation and the interaction
between the situation and the person on the measure-
ment. It may be computed as 02(¢;)/02(Y;). The method-
specificity coefficient of a measurement i reveals how
great the proportion of individual differences is due to the
method (e.g., task) used. This coefficient is computed as
0%(1;) / 0%(Y;).

These parameters are presented in Table 3. As can
be seen, the general intelligence measurements revealed
great reliabilities, great trait-specificities, and low method-
specificities. The Heidelberg Finite State Automaton mea-
surements also showed great reliabilities, but smaller
trait-specificities and greater method-specificities. The
Tailorshop measurements revealed small reliabilities and
small trait-specificities. All implicit learning measurements
revealed very small reliabilities and trait-specificities.
Since all measurement models fitted well without state
residuals, the estimated occasion-specificity was zero for
all measurements.

3.2.4. Professional success

Objective professional success was measured with three
indicators at session 3. A measurement model with one
latent success variable, equal path coefficients (3 =1), and
a latent error variable for each manifest variable was
specified. The model fitted the data well, ¥2(2)=2.46,
p=0.293, RMSEA = 0.04, CFI=0.98. Therefore, this model
was accepted. The composite reliability (Raykov, 1997) of
the items' mean score was 0.71. The participants' supervisor
ratings were measured with a five item questionnaire. A
measurement model with one latent success variable, equal
path coefficients (B=1), and a latent error variable for
each manifest variable fitted the data well, ¥2(9)=11.93,
p=0.217, RMSEA =0.04, CFI=0.99. Thus, this model was
accepted. The composite reliability of the items' mean score
was 0.95.

Table 3
Reliability, trait- and method-specificity of measurements.

Task Measurement Reliability  Trait- Method-
occasion specificity specificity
APM 1 0.86 0.72 0.14
APM 2 0.83 0.70 0.13
BIS 1 0.90 0.67 0.22
BIS 2 0.95 0.71 0.24
Tailorshop 1 0.52 0.36 0.16
Tailorshop 2 0.42 0.29 0.13
HFA 1 0.80 0.44 0.36
HFA 2 0.80 0.44 0.36
AGL1 1 0.29 0.29 0.00
AGL1 2 0.31 0.31 0.00
AGL2 1 0.30 0.30 0.00
AGL2 2 0.25 0.25 0.00

Note. & = trait variable, {; = state residual 1, {; = state residual 2, n; =
method residual 1, 1, = method residual 2, €; = error 1, &, = error 2, €3 =
error 3, g4 = error 4. The different scaling of the variables affects the
magnitude of the variances estimates.

Note. APM = Advances Progressive Matrices, BIS = Berlin Intelligence
Structure Test, HFA = Heidelberg Finite State Automaton, AGL1 = artificial
grammar learning task with grammar 1, AGL2 = artificial grammar learning
task with grammar 2.
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3.3. Relations between intelligence, dynamic decision making,
implicit learning, and professional success

We specified an omnibus model, which simultaneously
tested all measurement models described above and allowed
free correlations between the latent trait variables and the
latent professional success variables. The specified model
revealed a good model fit, ¥2(174)=197.74, p=0.105,
RMSEA=0.03, CFI=0.98 and thus was accepted. The
correlations between the latent variables are shown in
Table 4. As can be seen, there were significant and substantial
correlations between all performance variables. The greatest
correlation was between intelligence and dynamic decision
making, r=0.86, p<0.001. There was also a correlation of
r=0.78, p<0.001 between objective professional success and
general intelligence. There were further substantial correla-
tions between objective professional success and dynamic
decision making, r=0.52, p<0.001, and between objective
professional success and implicit learning, r=0.31, p =0.030.
The only significant correlation with supervisor ratings was
the correlation with dynamic decision making, r=0.25,
p=0.021.

3.4. Prediction of objective professional success

To investigate the relation between performance variables
and objective professional success in greater detail, we
specified a latent regression model according to Fig. 6. As
can be seen, dynamic decision making, implicit learning, and
professional success were regressed on intelligence. The
residuals of this regression are the proportions of trait
variances which are independent from general intelligence.
The dynamic decision making and implicit learning residuals
were used to predict the proportion of construct variance in
objective professional success that could not be explained by
general intelligence.

The specified model revealed a good model fit, ¥2(95) =
114.44, p=0.085, RMSEA = 0.03, CF1=0.98. The standard-
ized path coefficients are shown in Fig. 6. As can be seen,
dynamic decision making as well as implicit learning
revealed trait variances, which were independent from
general intelligence. In addition, general intelligence was
the only significant predictor of objective professional
success. Neither the path coefficient from the residual
dynamic decision variable to the residual professional
success variable, nor the path coefficient from the residual
implicit learning variable to the residual professional success
variable was significant. Therefore, these path coefficients
were set to zero and the model was estimated again. The
modified model also revealed a good model fit, ¥2(97) =

Table 4
Correlation between latent success and latent trait variables (p-values in brackets).
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(0.002)
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Fig. 6. Latent Regression Analysis with standardized path coefficients (p-values
in brackets). IQ = latent general intelligence variable, DDM = latent dynamic
decision making variable, IL = latent implicit learning variable, OPS = latent
objective professional success variable, DDM,¢s = latent residual for dynamic
decision making, IL..s = latent residual for implicit learning, OPS,.s = latent
residual for professional success.

117.62, p=0.076, RMSEA = 0.04, CFI = 0.98; Ax%(2)=3.18,
p=0.204. Thus, this model was accepted.

3.5. Prediction of supervisor ratings

The relations between general intelligence, dynamic
decision making, implicit learning, and supervisor ratings
were investigated analogously to the analysis described
above. The specified model fitted the data well, ¥2(126) =
125.86, p=0.487, RMSEA=0.00, CFI=1.00. The stan-
dardized path coefficients are shown in Fig. 7. As can be
seen, dynamic decision making was the only significant
predictor of participants’ supervisor ratings. Neither the
path coefficient from the general intelligence variable, nor
the path coefficient from the residual implicit learning
variable was significant. A modified model, which fixed
these parameters to zero, revealed an adequate model fit,
x%(128)=126.00, p=0.533, RMSEA=0.00, CFI=1.00;
Ax2(2)=0.14, p=0.932. Therefore, this model was
accepted.

Intelligence Dynamic decision making Implicit learning Objective professional success
Dynamic decision making 0.86 (<0.001)
Implicit learning 0.32 (0.005) 0.26 (0.033)
Objective professional success 0.78 (<0.001) 0.52 (<0.001) 0.31 (0.030)
Supervisor ratings 0.03 (0.760) 0.25 (0.021) —0.02 (0.871) —0.07 (0.559)
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Fig. 7. Latent Regression Analysis with standardized path coefficients (p-values
in brackets). IQ = latent general intelligence variable, DDM = latent dynamic
decision making variable, IL = latent implicit learning variable, SR = latent
supervisor rating variable, DDM,.s = latent residual for dynamic decision
making, IL..s = latent residual for implicit learning, SR;es = latent residual for
supervisor ratings.

4. Discussion

The present study investigated Dorner's (1980) and
Mackintosh's (1998) hypotheses that dynamic decision
making and implicit learning are cognitive abilities that are
independent from general intelligence.

In a first step, we analyzed the psychometric proper-
ties of intelligence variables, dynamic decision making
variables, and implicit learning variables within the
framework of latent state-trait theory. All measurement
models fitted well without latent state residuals. This
indicates that the performance measures were not
affected by situational factors such as individual differ-
ences in fatigue or individual differences in the form of
the day. Furthermore, the general intelligence variables
revealed high trait specificities and low method specific-
ities, which indicate a high proportion of trait differences
in these performance measures. The dynamic decision
making and implicit learning variables, on the other hand,
revealed lower trait specificities and greater method
specificities, which suggests that these variables capture
task specific performance differences as well. However,
even if the trait specificities were small, the variances of
the latent trait variables were still significant. This
indicates that there are true individual trait differences
in dynamic decision making and implicit learning.

In a second step, we analyzed the relations between
these latent trait variables. The present results suggest that
there are substantial relations between general intelligence,
dynamic decision making, and implicit learning. In partic-
ular, there was a great correlation (r=0.86) between the

latent general intelligence variable and the latent dynamic
decision making variable. This result goes in line with
previous findings of Wirth and Klieme (2003), Wittmann
and Hattrup (2004), and Kroéner et al. (2005) who also
reported great relations between measures of dynamic
decision making and measures of general intelligence.
Taken together, these findings contradict Dorner's hypoth-
esis that dynamic decision making and general intelligence
are independent variables.

The correlation between the latent implicit learning
variable and the latent general intelligence variable was of
medium size (r=0.32). This goes in line with the findings of
Reber et al. (1991) and Gebauer and Mackintosh (2007) who
also reported low to medium correlations between mea-
sures of implicit learning and general intelligence. This
finding does not support Mackintosh's hypothesis that
implicit learning and general intelligence are independent
constructs. However, general intelligence could only explain
10.24% of the implicit learning trait variance, which suggests
that there are substantial individual differences in implicit
learning beyond IQ.

Taken together, this pattern of result suggests that
there are substantial relations between cognitive perfor-
mance measures, which have been developed within very
different domains. Measures of general intelligence have a
long research tradition and were developed to measure
persons' general mental ability. Measures of dynamic
decision making arose in the domain of complex problem
solving and were designed to explore persons' ability to
deal with realistic problems. And measures of implicit
learning were developed in the domain of cognitive
psychology in order to study persons' ability in making
intuitive decisions. The present findings suggests that
these performance measures share a substantial propor-
tion of common variance but also reveal variance pro-
portions that are independent from each other. This fits
well with hierarchical intelligence models like Carroll's
(1993) three-stratum theory of cognitive abilities. In
particular, Carroll suggested that the structure of human
cognitive abilities may be explained by a hierarchical
structure with three levels (three strata). On the lowest
level (stratum 1) there are 64 different specific ability
factors like reading comprehension, memory span, or
general sound discrimination. According to Carroll, these
specific abilities are not independent and therefore may
be grouped together to eight more general ability factors
(stratum 2), which are fluid intelligence, crystallized
intelligence, general memory and learning, broad visual
perception, broad auditory perception, broad retrieval
ability, broad cognitive speediness, and processing speed.
On the top of the hierarchy (stratum 3) there is a single
general ability factor that explains the correlation be-
tween the stratum 2 factors. In Carroll's model there are
no ability factors such as dynamic decision making or
implicit learning. Accordingly, these constructs may be
seen as supplementary aspects of human cognitive ability.
However, the present results fit well with the concept of a
hierarchical structure of human cognitive ability. In
particular, the results of the structural equation models
revealed that the overlap between the performance in the
Tailorshop and the Heidelberg Finite Automaton may be
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explained by a more general dynamic decision making
ability factor. In the same vein, the overlap between the
different artificial grammar learning tasks could be
explained by an implicit learning ability factor. Further-
more, there were substantial correlations between gen-
eral intelligence, dynamic decision making and implicit
learning that could be explained by one single general
ability factor. Taken together, these results suggest that
dynamic decision making and implicit learning may be
supplementary abilities that fit well into a hierarchical
concept of human cognitive ability. However, the present
findings do not sufficiently allow to draw a conclusion on
which stratum these ability factors may be located.
Investigating this may be an interesting issue for future
research.

In a third step, we analyzed whether dynamic decision
making and implicit learning are powerful predictors of
professional success beyond IQ. The zero correlation between
objective professional success and supervisor ratings
(r=0.07) suggests that both variables capture different
aspects of professional success. One reason for this may be
that income, social status, and education attainment are
rather profit-based indicators, whereas supervisor ratings
may also capture social aspects. According to this, both
aspects were analyzed separately.

There were substantial correlations between objective
professional success and dynamic decision making
(r=0.52) as well as between objective professional success
and implicit learning (r=0.31). This suggests that both
performance measures are able to predict objective pro-
fessional success. However, when general intelligence
was included as a predictor, then general intelligence
remained the only significant predictor (3=0.78). This
finding is consistent with the literature and emphasizes the
meaningfulness and usefulness of IQ measures (e.g.,
Schmidt & Hunter, 2004).

There was a substantial relation between the participants'
supervisor ratings and dynamic decision making even when
general intelligence was simultaneously considered
(Pp=0.43). This replicates findings of Kersting (2001) who
also reported an incremental predictive value of dynamic
decision making measures on participants’ supervisor ratings.
Furthermore, this result points towards the practical value of
dynamic decision making measures and suggests that
dynamic decision making measures may provide insights
into aspects of professional success, which cannot be
predicted by general intelligence. Therefore, Dérner's hy-
pothesis that dynamic decision making has an incremental
predictive value is partially supported. The relation between
supervisor ratings and implicit learning was close to zero
(r=-0.02) and not significant. Thus, this result may be seen
as preliminary evidence against Mackintosh's hypothesis that
implicit learning is a useful predictor of professional success.
There was no significant correlation between supervisor
ratings and general intelligence. At first sight, this finding is
astonishing because there is a wealth of evidence for the
relation between general intelligence and supervisor rating
(e.g., Ng et al., 2005; Salgado et al., 2003; Schmidt & Hunter,
2004). However, the samples in these studies typically consist
of employees within a single department or company
whereas the sample in the present study consisted of

employees of different companies and occupational groups.
In particular, there may be a relation between general
intelligence and supervisor ratings within single companies
or occupational groups but not between. For example, a
broker with an IQ of 130 may be rated as more successful than
a broker with an IQ of 100 but a journalist with an IQ of 130
may still be rated as less successful than the broker with the
IQ of 100.

4.1. Implications for assessment

The present results show that the APM as well as the
Berlin Intelligence Structure Test yield measures with good
trait specificities (0.67 to 0.72). Furthermore, there was a
strong relation (r=0.78) between general intelligence and
objective professional success. Therefore, general intelli-
gence tests seem to be a good choice for measuring cognitive
ability.

There was also a relation between the dynamic decision
making trait variable and objective professional success
(r=0.52) and between the dynamic decision making trait
variable and supervisor ratings (r=0.25). However, the
performance measures of the Tailorshop simulation and the
Heidelberger Finite State Automaton showed trait specific-
ities between 0.29 and 0.44. This suggests that less than half
of the variance in these performance measures is due to trait
differences in dynamic decision making. Therefore, the trait-
specificity of both tasks should be improved before they are
used for an individual assessment. A more theory-orientated
development of dynamic decision making tasks may help to
reach this goal.

There was a relation of medium size between the implicit
learning trait variable and objective professional success
(r=0.31). However, the latent regression analysis revealed
that this relation was due to an overlap with general
intelligence. This suggests that there is no incremental
predictive value of implicit learning measures. The trait
specificities of the artificial grammar learning measures
were between 0.25 and 0.31. There was no method
specificity of these variables, which suggests that the low
trait specificity was due to unsystematic measurement error.
Therefore, lengthening the test may help to enhance the
trait-specificity. However, whether such an approach in-
creases the reliability or rather causes fatigue effects is an
open issue.

5. Conclusion

The present findings acknowledge the overall approval
and usefulness of general intelligence measures. In
addition, the results demonstrated that there are signifi-
cant individual trait differences in cognitive performance
beyond IQ. In particular, there was a large proportion of
trait variance in implicit learning, which was independent
from general intelligence and in addition, dynamic deci-
sion making revealed an incremental predictive validity.
These findings make dynamic decision making as well as
implicit learning attractive for the research of individual
differences.
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Appendix A
Table A1
Letter strings for grammar 1 sorted for different parts of the assessment.
Phase Strings
Learning phase WNSNXS NXSTWXT WNSTTWXT WXWSNXT NWXTS NXSNWXS WNTSSS NXSWXTX WXWSNWSN WNSNWXS NXSWXT

NXSWWWW NWSWN WNSNWXTX NXSWNTX NXS WNSWWWW WXWSWN NXSTNWS WNSTWNSW WNSWXTX
WNTSSX WNSNWSW WNTX NXSWNSW WNSNXTS NXTSSS NXSNWSN WNSNWSN NXSWNTSS

Testing phase (correct items) WNSN NWSW NWSN NXSWW NWXSW NXTSX WNSWNS NXSWNT NWXTSS WNSWWW WNSWNT NXTSSX WXWTSX
WNSNXT NWSWWN NXSNWS NXSNWXT NXTSSSX WNSTWNS NXSTNXS WNTSSSX WNSWXWT NXSNXTX WXWSWXT
NWXSWNS NWXSNWS NXSTXWNT WNSTNWXT WXWSNWXS NXSTWNTX WXWSTWXT WXWSNWSW WXWSWXTX
NXSTNWSN NWXSWXWS WXWTSSSS WNSTNXTX WXWSWNSW NWXSWXTX NXSNXSWN

Testing phase (incorrect items) TXSWNT TWXTSX NTSWWN WWSWNS WNWWNT NWSXWN NWXSSW WXWTST TXWTSSX SWXSWNS WSSWWWN
WSSWXTS NWWSWXT NXNTNXS WNTTSSX NWXWSSX NWXSNTS WNSNXXX WXWSWST WNSWXWN WXWSWNW
XNSTWNTS TWXSWXWS TWSWWWWN NNXSWXWT WSSTTNXT WNNWNSWW WNNNWXSW NWXWWXTX
WXWXWXTX WXWSXWXT WXWSNWSW NXSWWXWN WXWSWNWW WXWSNWNS

Table A2
Letter strings for grammar 2 sorted for different parts of the assessment.
Phase Strings
Learning phase LRHMMLM LRPHLLMM RHPHR RHPHMMLM LRHL LPMHLLMM LPPHLM RHPRLMMM LRHMRP RHPHMMRP LPPPLL

RPHHHLLM RHPHL LPPRLMMM LPR LRHRPMMM LPPRL LPMMRPMM RHPHRP LPMHHLLM LPMMRP RHMHLLMM LPLM
RPHHHHLL LRR LRRLMMM RHMHHL LPPRLMM RPLLMMM RHPHLMM

Testing phase (correct items) LRPHHHL RHMHHHL LRHMLMMM LPRP LPRPMM LPRPMMM LPLMMMM RHPHMMML LPMR LPMRPM RPHHHLL
LPPHMLM LPPHMMRP RPHL LRHLMM RHPHMML RHPHLMMM LPMLLMMM LPLMM LRHMML RPHLLMM LPMHHHLL
LPPHLMMM RHPHLM LPPHMML RHMLLMM RPLLMMMM LPPPHLLM LPMMML LPMLLMM RHMHLLM RHPHMLMM
LPRPMMMM LPLMMM RHPHMLM RHPRLMM LRPHHHLL RHPPHLLM

Testing phase (incorrect items) ~RPRL LLRPMM RHHPHHL RHMHHPL LRPHMHLL LPLR LPPMRP LPHMMR RHPRLMH LPMHHPLL HHMLL LPLRMM RPPLLMM
PPLLMMMM LRHMMHPM LPHHL LPMMHM LPPLRPM PHPHMMML LPPHLMHM LPPLL RPHHPL RPHHRLL MPPHMMRP
LPPPHLRM LPLMP LPMMMP LPPHPML LPHMMMRP RHMHHLLP HRHLMM MHPPHLL LPPHPRP LPPMMRPM LPMLLMMP
LLMHHL RMPPLLM LPPHMHM LPPLHHHL RHPPHLLL

Table A3

Correlations between the manifest variables.

APM1 APM2 BIS1 BIS2 Tailorl Tailor2 HFA1 HFA2 AGL1 AGL2 AGL3 AGL4 Income Status Education

APM2 0.83"**
BIS1 0.66"* 0.65***
BIS2 0.70"** 0.69*** 0.91***

Tailor1 0.32*** 0.29*** 0.25"  0.28***
Tailor2 0.33"* 025" 0.30"* 030" 048"

HFA1 0.57*** 0.54*** 0.55"** 0.54*** 0.32"* 041"

HFA2 0.60"** 0.59*** 0.52*** 0.56*"* 0.39"** 0.43** 0.79***

AGL1 0.24* 029" 0.16* 027 0.11 0.04 0.19* 013

AGL2 0.05 0.11 0.12 0.12 0.04 0.03 0.03 0.03 036"

AGL3 0.05 0.08 0.13 0.10 0.10 0.07 0.20*  0.16* 0.27** 0.27***

AGL4 0.12 0.16 0.16*  0.14 0.06 0.08 0.11 0.09  0.23** 0.32***  0.29"

Income 0.23**  0.11 021" 0.22**  0.09 0.14 0.17* 021" 0.01 0.17* 013 —0.04

Status 0.31"* 023" 021" 029" 0.14 0.12 0.24™ 023" 0.12 0.05 0.08 0.04 0.29"

Education 043" 0.42*** 047" 048" 0.11 0.05 0.18* 014  0.19" 0.16*  0.09 0.02 0.15 0.28*
Supervisor 0.02 0.00 0.03 0.00 0.20*  0.12 0.14 0.18*  0.00 —0.08 0.04 0.03 0.01 —-0.07 —0.07

Note. *p<0.050, **p<0.010, **p<0.001, APM1 = Advances Progressive Matrices at measurement occasion 1, APM2 = Advances Progressive Matrices at
measurement occasion 2, BIST = Berlin Intelligence Structure Test at measurement occasion 1, BIS2 = Berlin Intelligence Structure Test at measurement occasion
2, Tailor1 = Tailorshop at measurement occasion 1, Tailor2 = Tailorshop at measurement occasion 2, HFA1 = Heidelberg Finite State Automaton at measurement
occasion 1, HFA2 = Heidelberg Finite State Automaton at measurement occasion 2, AGL1 = artificial grammar learning task with grammar 1 at measurement
occasion 1, AGL2 = artificial grammar learning task with grammar 2 at measurement occasion 1, AGL3 = artificial grammar learning task with grammar 1 at
measurement occasion 2, AGL4 = artificial grammar learning task with grammar 2 at measurement occasion 2, Income = participants' yearly income, Status =
participants’ self rated social status, Education = participants' educational level, Supervisor = participants' supervisor ratings, N varied between N=173 and
N=151 due to dropouts between the first and the second measurement occasion.
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