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Kurzfassung

Der Interatomic/ Intermolecular Coulombic Decay (ICD) sowie der Electron Transfer
Mediated Decay (ETMD) sind elektronische Zerfallsprozesse, die in einer Vielzahl von
Systemen vorkommen, von kleinen, zweiatomigen Edelgasclustern bis hin zu biologischen
Systemen. Sofern schwere Atome an diesen Prozessen beteiligt sind, können relativistii-
sche Effekte nicht von der Betrachtung ausgeschlossen werden. Ihr Einfluss ist allerdings
bislang nicht eingehend untersucht worden.
In dieser Abhandlung werden sowohl der Einfluss der Spin-Bahn-Kopplung als auch
skalarrelativistischer Effekte auf die Öffnungen bzw. Schließungen der Zerfallskanäle
und die Zerfallsbreiten der jeweiligen Kanäle untersucht. Hierzu wurden asymptotische
Formeln für die Zerfallsbreiten des ICD und ETMD hergeleitet, welche eine Abschätzung
der Zerfallsbreiten auf Grundlage experimenteller Daten der Einzelkomponenten er-
lauben. Eine genauere Beschreibung der Zerfallsbreiten erforderte die Übertragung der
nicht-relativistischen FanoADC-Stieltjes Methode auf die relativistische Behandlung und
ihrer Implementierung im relativistischen, quantenchemischen Programmpaket Dirac.
Hiermit wurden kleine Edelgassysteme studiert.
Die experimentellen Untersuchungen dieser Zerfallsprozesse werden vorwiegend an Edel-
gasclustern bestehend aus 100 – 2000 Atomen durchgeführt, die mit quantenchemis-
chen ab initio Methoden aufgrund ihrer Größe nicht mehr behandelt werden können.
Um eine Vergleichbarkeit herzustellen, wurde der Einfluss der Clusterumgebung auf
die Zerfallsprozesse untersucht und auf dieser Grundlage eine Methode zur Simula-
tion von Sekundärelektronenspektren entwickelt. Sie verwendet wahlweise die hergeleit-
eten, asymptotischen Formeln oder die in Abhängigkeit von der Geometrie berechneten
Zerfallsbreiten. Mit Hilfe dieser im Programm HARDRoC automatisierten Herange-
hensweise wurden die beiden konkurrierenden Zerfallskanäle, ICD und ETMD, in ArXe
Clustern untersucht. Darüberhinaus bildet sie die Grundlage für eine neue Methode
zur Strukturaufklärung heteroatomarer Edelgascluster, welche am Beispiel von NeAr
Clustern erläutert wird.





Abstract

The Interatomic/ Intermolecular Coulombic Decay (ICD) as well as the Electron Transfer
Mediated Decay (ETMD) are electronic decay processes, which occur in a multidude of
systems ranging from noble gas dimers to biological systems. If heavy atoms are involved
in these processes, relativistic effects cannot be neglected. However, their influence has
so far not been investigated thoroughly.
In this thesis, the influence of the spin-orbit coupling as well as scalar-relativistic effects
on openings and closings of decay channels as well as on the corresponding decay widths
are studied. For this purpose, asymptotic expressions for the decay widths of both ICD
and ETMD are derived. They allow for analytic studies of basic properties and estima-
tions of the decay widths based on properties of the constituting atoms or molecules of
the total system. A more precise description of the decay widths required the transfer
of the non-relativistically known FanoADC-Stieltjes method to the relativistic regime
and its implementation into the relativistic quantum chemical program package Dirac.
Using this method, small noble gas systems are investigated.
Experimentally, these decay processes are usually studied in noble gas clusters consisting
of 100 – 2000 atoms. These clusters are too large to be treated with ab initio methods.
In order to allow for a comparison of theoretical and experimental results, the influence
of the cluster environment on the secondary electron spectra are investigated. These
findings are used for the development of a method for the decay width estimation of
clusters based on the asymptotic expressions or calculated decay widths for a multitude
of geometries. This method was implemented as the program HARDRoC and is used for
the investigation of the two competing processes ICD and ETMD in ArXe clusters. Ad-
ditionally, it is the foundation of a new structure determination method of heteronuclear
noble gas clusters, which is exemplarily explained for NeAr clusters.
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1. Introduction

Electronic vacancies in the sub-outer-valence of an atom or molecule created by radiation
or radioactive decay are excited system. These can decay via photon emission, coupling
to vibrational degrees of freedom or via electronic decay processes like the Auger decay
[1, 2] or the manifold of Interatomic / Intermolecular Coulombic Decay (ICD) processes.
The latter was theoretically predicted in 1997 by Cederbaum and involves neighbouring
atoms and molecules in the decay. It can most generally described by:

AB
hν−→ AB+ + e−ph

ICD−−−→ A+ +B+ + e−ph + e−sec

Here, a system AB is ionized in the inner-valence of atom or molecule A and the corre-
sponding photo-electron e−ph is emitted. The ionized system AB+ can then electronically
rearrange and as a consequence the system is split into two positively charged compo-
nents A+, B+ and a secondary electron e−sec, also called ICD electron, which is emitted.
This kind of processes occurs in a multitude of systems like noble gas clusters and
hydrogen-bonded systems. Furthermore, it has been found to explain the electron de-
tachment essential in repair of DNA lesions in the photolyases enzymes [3]. It is also
discussed as source for low kinetic energy electrons in the body after an initiation by a
radioactive decay in the medical treatment of cancer [4, 5, 6, 7, 8]. These low kinetic
energy electrons cause double strand breaks of DNA more efficiently than electrons of
higher energies. None of the competing processes has until now been proven to create
these slow electrons and to explain the locally observed damage.
This process can occur if two criteria, the energy and the coupling criterion, are fulfilled.
To fulfill the energy criterion it is required that the energy of the doubly ionized final
state excluding the secondary electron is lower than the energy of the singly ionized initial
state. If this is not the case, the channel is closed and the corresponding fragments of the
channel are not observed after the decay. To fulfill the coupling criterion it is required
that the process is efficient enough to compete with other decay processes like the Auger
decay and the radiative decay. Hence, a typical study of ICD-like processes consists of
two parts:

• determination of the kinetic energy of the secondary electron and as a consequence,
which channels are open

• calculation of the decay width Γ = ~
τ , which is proportional to the decay rate 1

τ

and anti-proportional to the lifetime τ

1



2 CHAPTER 1. INTRODUCTION

Throughout the last two decades, such processes have been studied intensively in exper-
iment and in theory using non-relativistic quantum chemistry (see the review in Ref. [9]
and references herein). However, if heavy elements are involved in these decay processes,
relativistic effects are expected to play an important role. Therefore, the aim of this the-
sis is to investigate how spin-orbit coupling and scalar-relativistic effects influence both,
the energies of the involved initial and final states as well as the decay widths of the
processes. It will be shown that the spin-orbit coupling leads to a larger number of decay
channels compared to the non-relativistic description. These channels open at different
geometries of the system under investigation and can therefore lead to channel open-
ings at geometries at which the channel in the corresponding non-relativistic description
would be closed.
Scalar-relativistic effects shift the energies of the initial and final states. These shifts are
most pronounced in the core region and hence might only play a minor role for decay
processes in the valence. Furthermore, the quantity of interest is the energy difference
between the initial and final states. If the energy shift occurs in the same direction, the
effect on the measured kinetic energy of the secondary electron is rather small.
For the calculation of initial and final state energies as well as decay widths using rela-
tivistic methods, it has to be noted that the type of wavefunctions is inherently different
than from the non-relativistic case. They are characterized by the total angular mo-
mentum J and its projection MJ rather than the angular momentum quantum numbers
L,ML and spin quantum numbers S,MS . The different spatial structure compared to
the non-relativistic wavefunction allows for decays, which are non-relativistically for-
bidden by symmetry. E.g., the transition between a d3/2 and an s1/2 state is allowed
in the relativistic description, while it breaks the Laporte rule in the non-relativistic
framework.
The difficulty in the description of the decay width is caused by the necessity to include
both the bound states as well as the freely moving secondary electron, which have to fulfill
different boundary conditions. Non-relativistically, it has been studied using asymptotic
approximations [10] and various quantum chemical methods based on L2 functions. The
asymptotic expressions for the decay width of the ICD and a competing ICD-like process,
the ETMD3 (Electron Transfer Mediated Decay) with three involved units, are derived in
this thesis. The basic influence of spin-orbit coupling on the decay widths of the ICD and
ETMD3 is studied for various geometries and initial and final state configurations. The
quantum chemical methods, which have been used for the non-relativistic description of
the decay widths are the Wigner-Weisskopf theory [11], CAP-CI (Complex Absorbing
Potential based on a Configuration Interaction wavefunction) [12, 13] and the FanoADC-
Stieltjes method [14]. While the CAP-CI method is the most precise of the three methods
above, it is at the same not size-consistent and requires a huge basis set. Therefore, it
is not suited for the investigation of larger systems. In contrast to this, the Wigner-
Weisskopf theory is based on the lowest non-vanishing order of perturbation theory
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and therefore computationally affordable even for large systems. However, the price
for the lower computational costs are less accurate results. A compromise between
accuracy and computational cost is the FanoADC-Stieltjes approach, which is based on
the Algebraic Diagrammatic Construction (ADC) and therefore likewise includes higher
perturbational orders and is size-consistent. For these reasons, the FanoADC-Stieltjes
method was implemented in the relativistic quantum chemical program package Dirac
[15]. First results obtained with this method are found in this thesis.
For the experimental validation of the ICD-like processes, most often noble gas clusters
of 100–2000 atoms are studied, because noble gases can easily be introduced into the
apparatus and cleaning after the experiment is not necessary. In order to compare
the theoretically obtained results with the experimental measurements of the kinetic
energy of the secondary electron, it has to be noted that the cluster environment also
affects the secondary electron spectrum. The ionized constituents of both the initial
and the final states are stabilized by the cluster environment. However, the closer the
vacancy is to the nucleus, the weaker is the interaction with the environment. Therefore,
the stabilization of the ionized atoms in the final state is more pronounced than for the
initially ionized atom and as a consequence, the kinetic energy spectrum of the secondary
electron is shifted towards higher energies. Hence, additional channel openings can be
observed. Furthermore, the larger number of decay partners increases the decay rate and
for statistic reasons the decay rate for a specific initially ionized atom in a heteronuclear
cluster strongly depends on its position in the cluster.
In order to model the secondary electron spectra of clusters, a method was developed
based on the decomposition of cluster structures into manifolds of decaying pairs and
triples. For these pairs and triples, the kinetic energies of the secondary electrons and
the corresponding decay widths are evaluated based on either the asymptotic expressions
for the decay widths or quantum chemical calculations for dimers and trimers. For
the automatic evaluation of a large number of cluster structures the program Hunting
Asymptotic Relativistic Decay Rates of Clusters (HARDRoC) [16] was developed.
The thesis consists of three main parts: First, basic theory involved in this thesis is
discussed in part I. In part II, the ab initio methods developed and used are introduced
and finally in part III, the obtained results are presented. An additional description of
the programs developed in this thesis are to be found in the Appendix C.
In the theory part, the large variety of autoionization processes, especially the ICD-like
processes, is presented in chapter 2. Then, an introduction into relativistic quantum
chemistry in chapter 3 and resonances in chapter 4, which are needed for the calculation
of the decay widths, is given. From the latter, asymptotic approximations of the decay
width for the ICD and ETMD3 are derived in the relativistic framework in chapter
5. Finally, noble gas clusters and their experimental creation and measurement are
presented in chapter 6.
In the methodology part, the description of continuum properties with L2 functions, the
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ADC and especially the FanoADC-Stieltjes approach are presented in chapters 7 and 8.
In the results part, the systems are studied with increasing number of constituents.
First, in chapter 9, Auger processes of noble gas atoms are studied as the smallest
systems undergoing electronic decay processes for testing purposes of the relativistic
FanoADC-Stieltjes implementation. Hereby, basic influences of the relativistic effects on
the autoionization processes are already investigated. Then, channel openings and decay
widths for different geometries of pairs and triples are studied including relativistic effects
in chapter 10. Afterwards, the relative asymptotic decay width behaviour of different
decay channels, which are split due to spin-orbit coupling are investigated in chapter 11.
Based on the relativistic FanoADC-Stieltjes approach validated for the Auger process,
the decay widths of the ArXe dimer are investigated using the relativistic FanoADC-
Stieltjes approach in chapter 12. Finally, in chapter 13, secondary electron spectra of
heteronuclear ArXe and NeAr clusters are studied based on the results of the preceding
chapters. In the ArXe clusters, relativistic effects, basic effects of the cluster environment
and different cluster structures are investigated. For the NeAr clusters, a new procedure
to determine structural information of mixed noble gas clusters with competing ICD
processes is presented.
All this shows that a relativistic treatment for heavy processes involving heavy atoms
and consideration of neighbour arrangements for the explanation of noble gas clusters
are inherently important.



Part I.

Theory
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2. Autoionization Processes of Ionized
Species

Vacancies in the core or inner-valence region of atoms and molecules can decay via photon
emission, via several autoionization processes or, in case of molecules, via coupling to
the nuclear motion. All these processes compete and hence the fastest are observed.
In the autoionization processes the vacancy is filled by an electron from an outer shell
and the excess energy is simultaneously transferred to a second electron, which as a
consequence is emitted. Hence the final state is composed of a doubly ionized system
and an electron in the continuum. Each final state is characterized by its electronic
configuration or more technical by the quantum numbers of the vacancies and is called
a channel. Autoionization processes can occur when two criteria are fulfilled, the energy
and the coupling criterion. The energy criterion requires the conservation of energy and
hence the doubly ionized system in the final state has to be of lower energy than the
singly ionized initial state. In this case the corresponding decay channel is open. If a
final state configuration is energetically inaccessible, the channel is closed. The second
criterion is called the coupling criterion, which requires the process to be efficient enough
to compete with other decay processes.
The different autoionization processes can be classified by the initial vacancy, by where
the vacancy filling electron originates and by where the secondary electron is emitted
from.

2.1. Auger Process

The Auger process, independently discovered by Lise Meitner [1] and Pierre Auger [2], is
the longest known of the presented autoionization processes. Here the initial ionization
mostly resides in the core region of an atom. The vacancy is then filled by another
electron from an orbital of higher energy of the same atom. The energy is simultaneously
transferred to yet another electron of the same atom and emitted as shown in Figure
2.1. The final state is characterized by a doubly charged system.
Special cases of the Auger process are the Coster-Kronig (CK) and the Super-Coster-
Kronig (SCK) decays. In a CK decay, the vacancy filling electron originates from a
higher subshell of the same shell characterized by the principal quantum number n. In
a SCK decay the emitted electron also stems from the same shell [17].

7



8 CHAPTER 2. AUTOIONIZATION PROCESSES OF IONIZED SPECIES

Figure 2.1.: Schematic illustration of the Auger process. The initial vacancy is filled by an
electron of an energetically higher orbital and the excess energy is transferred to another
electron of the same atom, which is emitted.

Since both the vacancy filling electron and the emitted electron originate from the same
atom as the initial vacancy, neither energy nor electrons need to be transferred through
space, this process is ultrafast with lifetimes in the attosecond regime [18].
In order to fulfill the energy criterion, the initial ionization energy has to be high in
order to exceed the final state energy. This is why the process is rarely observed after
ionization from the inner-valence region and therefore, it is possible to observe other
autoionization processes in the latter systems.

2.2. Interatomic Coulombic Decay

The Interatomic/ Intermolecular Coulombic Decay (ICD) was predicted theoretically in
1997 by L. S. Cederbaum [19] and later verified experimentally by Marburger et al. [20].
Here the initial vacancy is filled by an electron of the same atom and simultaneously, the
atom interacts with the surroundings by transferring the excess energy to another atom,
which finally gets ionized. The positive charges on the different atomic sites repell each
other and therefore undergo Coulomb explosion as shown in Figure 2.2.

ICD

Figure 2.2.: Schematic illustration of the ICD. The initial vacancy is filled by an electron of
the valence and the excess energy is transferred to an electron of a neighbouring atom, which
consequently is emitted. The two positively charged units undergo Coulomb explosion.

Due to the energy transfer via a virtual photon between to subsystems the ICD has
a lifetime of femto- to pico-seconds [21, 22, 23, 13, 24, 14]. The initial vacancies of
observed ICD processes are normally in the inner-valence, but are not limited to these
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cases. However, one might rarely observe an ICD after core ionization, because the
Auger process would then be energetically allowed and outrule the slower ICD.
An elaborate review including theoretical and experimental examples is to be found in
reference [9].

2.3. Electron Transfer Mediated Decay Processes

In the Electron Transfer Mediated Decay (ETMD) processes the vacancy is filled by
an electron from another atom or molecule. Depending on where the excess energy is
transferred to and hence how many units are involved in the process, the processes are
either called ETMD2 or ETMD3 as shown in Figure 2.3.

ETMD2

ETMD3

Figure 2.3.: Schematic representation of ETMD processes. In the ETMD2 the initial vacancy
is filled by an electron of a neighbouring atom and the excess energy is transferred to an
electron of this second atom, which consequently gets ionized. The final state is charaterized by
the initially ionized atom to be neutral and the neighbouring atom to be doubly ionized. In the
ETMD3, the initial vacancy is filled by an electron of a neighbouring unit and simultaneously
the excess energy is transferred to an electron of a third unit, which gets ionized. The final
state is characterized by the initially ionized atom being neutralized and the two neighbouring
atoms being singly ionized. Hence, they repell each other.

In the ETMD2 [23] the excess energy is transferred to an electron from the vacancy
filling unit while in the ETMD3 the excess energy is transferred to a third unit [21].
The decay rate of the process is mostly governed by the electron transfer rate, which
depends on the overlap between the electron clouds of the two units and hence decreases
exponentially with the internuclear/ intermolecular distance. Therefore, the decay rate
of the process is normally about two to three orders of magnitude slower than of a
competing ICD process and can hence only be observed in cases where either the ICD
is energetically forbidden or, in case of the ETMD3, at interfaces where the number of
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potential triples of atoms is higher and therefore increases the probability for an ETMD3
process [25].
The exchange ICD process’ decay rate is also governed by the electron transfer even
though it is not evident from its name. As shown in Figure 2.4, the innervalent vacancy
is filled by an electron from the second unit and the excess energy is then transferred
back to the first, initially ionized unit. The two positively charged units then undergo
Coulomb explosion.

exchange ICD

Figure 2.4.: Schematical illustration of the exchange ICD. The initial vacancy is filled by an
electron of the neighbouring unit and the excess energy is transferred to another electron of the
initially ionized unit, which is emitted. The two positively charged units of the final state
undergo Coulomb explosion.

Because the final state of the exchange ICD is the same as in the ICD the energy criterion
is the same as for the ICD and the final products are the same. Only the decay rate is
in the range of an ETMD process and hence the process is much slower than an ICD
process. Therefore it is not possible to experimentally observe and identify this process
independently [23].

2.4. Resonant ICD (RICD)

Starting not from an ionized but from an electronically excited state, further autoioniza-
tion processes can be observed as shown in Figure 2.5. These electronic decay processes
have been known for the Auger process and been called resonant Auger effect (see panel
a)).
Analogously ICD-like processes can be initiated by an excitation, which also have been
observed experimentally [26, 27, 28]. Depending on which role the excited electron plays
in the reaction, the process is either called participator Resonant Interatomic Coulombic
Decay (RICD) or spectator RICD. In a participator RICD the excited electron fills the
created vacancy itself. Simultaneously the excess energy is transferred to a neighbour-
ing unit, which subsequently gets ionized (see Figure 2.5 panel b). The final state is
characterized by the initially excited unit to be in its ground state and the neighbouring
atom being ionized. In a spectator RICD (see Figure 2.5 panel c) the vacancy is filled
by another, non-excited electron of the same unit. The excess energy is simultaneously
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a) resonant Auger b) participator RICD

c) spectator RICD d) RETMD

Figure 2.5.: Schematic illustration of resonant autoionization processes. For details see the
main text.

transferred to a neighbouring unit, which is then ionized. Throughout the process the
excited electron stays in its virtual orbital.
Recently, a special case of a participator RICD, where the excited electron does not
stem from the inner valence but from the outer valence has been described and has been
named Excitation Transfer Ionization (ETI) [29].
As in the case of an ionized initial state also the corresponding ETMD processes called
RETMD (see Figure 2.5 panel d) are possible.





3. Relativistic Quantum Chemistry

3.1. Special Relativity

The theory of relativity describes observations of physical properties depending on the
movement of the inertial system with respect to the observer. First proposed by Albert
Einstein in 1905 [30], it postulates the equality of laws of physics in uniformly moving
inertial systems. One of the motivations for its development was the possibility to unify
classical mechanics with electrodynamics.
The special relativity is based on two postulates:

1. Principle of relativity: All physical laws are the same in all systems uniformly
moving relative to each other.

2. The speed of light in vacuum is constant and independent of the location and
movement of the light source.

Their consistent application led to a new understanding of space and time and awareness
that energy and mass are equivalent [31].

3.2. Lorentz Transformation

In non-relativisitic physics the transformation of coordinates between two inertial sys-
tems moving relative to each other can be calculated from the Galilei transformation.
However, this allows for relative velocities larger than the speed of light, which contra-
dicts the second postulate of relativity. Therefore, for a relativistic description it has
to be replaced by the Lorentz tranformation between the coordinates of the two interial
systems Σ and Σ′. As an example consider an object in the inertial system Σ′ moving
in x direction with respect to the inertial system of an observer Σ. Without loss of gen-
erality Σ can be supposed to be resting. Let the two inertial systems to coincide at time
t = 0. Under these conditions, the spacial coordinates transform as equation (3.1) and
equation (3.2). Without a relative movement in a certain direction, the corresponding
coordinates y = y′ and z = z′ do not change.

x′ = γ (x− βct)
ct′ = γ (ct− βx)

(3.1)

13
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x = γ (x′ + βct′)
ct = γ (ct′ + βx)

(3.2)

In this transformation two new variables are introduced: the ratio between the relative
speed of the inertial systems and the speed of light β = v

c and the Lorentz factor
γ = 1√

1−β2
.

For small relative speeds, or alternatively c→∞, the Lorentz transformation equals the
Galilei transformation.
The Lorentz transformation motivates an equal treatment of time and spacial coordi-
nates. Therefore the contravariant 4-position vector xµ is introduced

xµ =


ct

x

y

z

 (3.3)

Since all fundamental laws of physics need to hold in all inertial systems, they need to
be invariant under Lorentz transformation. Hence, they need to be reformulated with
respect to the new set of coordinates according to the principles of relativity [32].

3.3. Space-Time

From the latter section it is obvious that distances and times are not invariant to a
Lorentz transformation. Therefore they can not be treated separately. But, motivated
by the evolution of a spherical wave, one corresponding invariant property can be found,
which is the square of the space-time s

s2 = xµxµ = (ct)2 − x2 =
(
ct′
)2 − x′2 (3.4)

where xµ is the covariant form of the 4-vector xµ mediated by the metric g = diag(1,−1,−1,−1)
and Einstein’s summation convention is applied. The space-time vectors x together with
the metric g span the so-called Minkowski space.

3.4. Relativistic Mechanics

Starting from the four dimensional space-time the relativistic velocity vector uµ = d
dτ x

µ

and the corresponding momentum p = mu can be derived. Furthermore it can be shown
that the mass of an object also depends on the velocity of the moving particle with
respect to the observer,
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m = γm0 (3.5)

where, m0 is the mass of the particle at rest. Considering the acceleration of the particle
leads to the famous relation between energy and mass E = mc2, which is the sum over
the rest mass energy and the kinetic energy of the particle.
Utilizing the relativistic 4-momentum the following relation for the energy can be ob-
tained as

E =
√
p2c2 −m2

0c
4 (3.6)

Because of the Lorentz invariance of p2 − E2

c2 = −m2
0c

2 the definition of the momentum
vector can be defined as

p =


iE
c

px
py
pz

 (3.7)

In the following, only rest masses are considered and hence the rest masses will be
denoted as m.

3.5. Relativistic Electrodynamics

The Maxwell equations describing the interactions of magnetic and electric fields and
charged particles are Lorentz covariant. Therefore, their shape is conserved under
Lorentz transformation and the modifications to the non-relativistic formulation are
limited to the introduction of a four-component vector potential

A =
(
φ
c

A

)
, (3.8)

where A is a three dimensional vector potential and φ is a scalar potential.

3.6. Relativistic Quantum Mechanics

Motivated by the knowledge of relativistic phenomena in classical mechanics the quan-
tum mechanics were reformulated accordingly. This lead to the Dirac equation, which is
the equation of motion of a particle with a spin 1

2 including relativistic effects. We will
first discuss basic properties of the relativistic effects on a freely moving particle and
afterwards use these basics for the description of the hydrogen atom and later for the
more complex many particle systems.
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3.6.1. Klein-Gordon Equation for a Freely Moving Particle

By utilizing the correspondence principle and substituting the classical variables by their
quantum analoga one obtains for the square of the relativistic energy

E2Ψ =
(
i~
∂

∂t

)2
Ψ =

(
m2c4 − p̂2c2

)
Ψ (3.9)

This expression is known as the Klein-Gordon equation and describes the movement of
a spinless particle [33]. Even though equation (3.9) is Lorentz covariant it needs some
further investigation. First, its solutions enable negative energies, which at that time
had no proper interpretation and second, the corresponding time-dependent probability
density Ψ∗(~r, t)Ψ(~r, t) is not positive definite, which contradicts the probabilistic picture
of quantum mechanics.
Despite these weaknesses the Klein-Gordon equation was the basis for the derivation of
the Dirac equation.

3.6.2. Dirac Equation

The derivation of the Dirac equation aimed at the description of the moving electron
also considering relativistic effects and to include all intrinsic properties such as spin.
It was later found to hold for fermions with a spin of 1

2 in general. Special relativity
requires a treatment of time and spacial coordinates on an equal footing. Since the
non-relativistic Schrödinger equation contains the first derivative with respect to time
and the second derivative with respect to the spacial coordinates, the Schrödinger is
obviously not Lorentz invariant and hence, does not include relativistic effects.

Dirac Equation for a Freely Moving Particle

1928 Dirac established his famous equation which incorporates first order derivatives of
both time and spacial coordinates [34]

i~
∂

∂t
Ψ = c(α · p̂ + βmc)Ψ (3.10)

Here, p̂ denotes the three dimensional momentum operator and the variables α and β
have to determined appropriately considering the relations based on the comparison of
the Dirac equation to the Klein-Gordon equation

[αi, αj ]+ = αiαj + αjαi = 2δij (3.11)

αiβ + βαi = 0 (3.12)
β2 = 1 (3.13)
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Since numbers do not commute, the variables αi are obviously matrices. They have
eigenvalues of either +1 or −1, their traces have to be 0 and their dimension has to be
even. These requirements are fulfilled by the three Pauli matrices. However, in order
to describe four parameters, a set of at least four matrices is required. Therefore a
dimension of at least four is mandatory. In case of 4 × 4 matrices more than one set
fulfilles the requirements. The one conventionally used is constructed from the Pauli
matrices and reads

αx =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 αy =


0 0 0 −i
0 0 i 0
0 −i 0 0
i 0 0 0

 αz =


0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0


(3.14)

β =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 (3.15)

Due to the matrix dimension of the operators, the wave function Ψ has to have the same
dimension and hence is represented by a four dimensional vector

Ψ =


Ψ1
Ψ2
Ψ3
Ψ4

 (3.16)

A convenient way of writing the Dirac equation (3.10) using α and β is the two-
component form (

−E +mc2 c(σ · p̂)
c(σ · p̂) −E −mc2

)(
ΨL

ΨS

)
= 0 (3.17)

Here, E is the energy of the freely moving particle and σ is the row vector containing
the Pauli matrices. In this formulation the wavefunction is partitioned into the so-called
large and small components depicted by the superscripts L and S of the wavefunctions
Ψ, respectively.
The latter eigenvalue equation (3.17) can be written as two coupled differential equations

(−E +mc2)ΨL + c(σ · p̂)ΨS = 0
c(σ · p̂)ΨL + (−E −mc2)ΨS = 0

(3.18)

From equations (3.17) the non-relativistic limit can be calculated as well as a relation
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between the large and the small component of the wavefunction can be obtained.

ΨS = c(σ · p̂)
E +mc2 ΨL (3.19)

Inserting equation (3.19) into the first equation in (3.17) yields

(−E +mc2)ΨL + c2(σ · p̂)2

E +mc2 ΨL = 0 (3.20)

In general, the energies can be shifted to any meaningful value, which then serves as a
new reference energy. For a comparison with the non-relativistic result, it is convenient
to shift the energies such that the kinetic energy of the particle coincides with the positive
energy as in the non-relativistic description. Hence, the energies are shifted by mc2. The
non-relativistic limit is then achieved by taking the limit c→∞

E′ΨL = c2(σ · p̂)2

E′ + 2mc2 ΨL and (3.21)

lim
c→∞

E′ΨL = (σ · p̂)2

2m with (σ · p̂)2 = p̂2 (3.22)

Obviously, equation (3.22) is equivalent to the non-relativistic eigenvalue problem with
the large component of the wavefunction as eigenfunction. The two components can be

identified with the two possible spin states α =
(

1
0

)
and β =

(
0
1

)
.

The solution of the Dirac equation leads to both positive and negative energy eigenvalues
E+ and E−, which are the same as in the Klein-Gordon equation

E± = ±
√
m2c4 + p2c2 (3.23)

This means that two continua of eigenvalues exist with an energy gap of 2mc2 as shown
in Figure 3.1. Particles at rest always have the energy mc2 and hence positive energies.
Such particles should normally deexcite to a state of lower energy and emit the excess
energy as a photon. In order to take care of this unphysical behaviour Dirac postulated
that all states of negative energies are occupied and hence inaccessible. An excitation of
an electron from the negative energy region into the positive energy region would then
correspond to a pair creation process yielding an electron and a hole. This hole needs
to have the same mass and the opposite charge of the electron and was called positron.
It was experimentally found and hence the theory was verified in 1933 [35]. However, it
has to be noted that even though the Dirac equation allows for the description of such a
pair creation process and motivated further theoretical investigation, the more rigorous
description for all kinds of interactions between particles and electromagnetic fields is
described by Quantum Electrodynamics (QED). The latter will also be important for
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E

−mc2
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0

freely moving
electron
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electron

pair creation

Figure 3.1.: Illustration of electronic properties of the Dirac equation solutions.

the description of interaction between electrons in many particle systems.

Solution of the Dirac Equation for the Hydrogen Atom

The hydrogen atom is the most simple system of quantum chemistry. Its solutions are
the foundation for the description of any more complex system. In the hydrogen atom
the electron is no longer moving freely but within the Coulomb field of the proton. The
proton is assumed to be fixed in space and hence the potential in which the electron
moves can be described by the scalar potential φ = eZ

r only. The other components of
the four dimensional potential A are zero. Therefore the electronic part of the time-
independent Dirac equation for one electron in the field of a positive charge reads(

eφ+ c(α · p̂) + βmc2
)

Ψ = EΨ. (3.24)

In non-relativistic quantum chemistry the solutions can be separated into a radial R(r)
and an angular part Y (θ, φ).

ΨNR(r, θ, φ) = 1
r
Rnl(r)Y ml

l (θ, φ) (3.25)

Here the angular part can be described by the spherical harmonics Y ml
l (θ, φ).

Analoguously the relativistic wave functions can be separated, which leads to

Ψ(r, θ, φ, τ) = 1
r

(
Pnκ(r) ξκ,m(θ, φ)
iQnκ(r) ξ−κ,m(θ, φ)

)
(3.26)

Here, Pnκ(r) and Qnκ(r) are the radial solutions of the large and small component of
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the 4-spinor, respectively. ξκ,m(θ, φ) and ξ−κ,m(θ, φ) are two component spinors describ-
ing the angular distribution. As in the non-relativistic approach, the radial solutions
depend on the principal quantum number n. The radial solutions of the large and small
components each have nodes at certain distances. However, these nodes normally do
not coincide and therefore the radial density of the total radial solution does not show
nodes as in the non-relativistic case.
Non-relativistically, the solutions of the angular wave function depend on the angular
and magnetic quantum numbers l and ml. However, the Dirac equation additionally to
relativistic effects incorporates spin and hence also spin-orbit coupling. Therefore l and
ml are not good quantum numbers, but rather the total angular momentum j = l ± s.
For the characterization of the angular solutions it is convenient to introduce another
quantum number κ = ∓(j + 1

2), which is connected to the eigenvalue of the operator
k = σ · l + ~12

k ξ±κ,m = ±~(j + 1
2) ξ±κ,m = ~κ± ξ±κ,m (3.27)

The resulting angular wavefunction of a particle with a spin of 1
2 reads

ξκ,m = 1√
2l+1

(√
l +ml + 1Y ml

l√
l −mlY

ml+1
l

)
for κ < 0

ξκ,m = 1√
2l+1

(
−
√
l −mlY

ml
l√

l +ml + 1Y ml+1
l

)
for κ > 0

(3.28)

In Table 3.1 the non-ambiguous assignment of quantum numbers and atomic spinors is
illustrated.

s 1
2

p 1
2

p 3
2

d 3
2

d 5
2

f 5
2

f 7
2

l 0 1 1 2 2 3 3

j 1
2

1
2

3
2

3
2

5
2

5
2

7
2

κ -1 1 -2 2 -3 3 -4

Table 3.1.: Assignment of the quantum numbers to two-component spinors [36].

The shape of the absolute square angular solutions differs from their non-relativistic
counterparts. It no longer depends on l but on the total angular momentum j and its
projection mj as illustrated in Figure 3.2. The s 1

2
orbital has spherical symmetry as

in the non-relativistic case, but the p 1
2
orbital shows spherical symmetry as well. In

case of the p 3
2
orbital with mj = ±1

2 the shape is similar to a non-relativistic pz-orbital.
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Figure 3.2.: Density plots of the angular solutions of the Dirac equation of the hydrogen atom
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However, it does not have a node at the origin. The p 3
2
orbital with mj = ±3

2 has the
same shape as the non-relativistic p±1 orbitals, from which the px and py orbital can be
constructed. In contrast to the mj = ±1

2 case, the p 3
2 ,

3
2
orbital does have a node at the

origin.
From the above considerations an expression for the energy of bound states can be
determined

E = mc2

1 + 1
c2

 Ze2

~c

n− |κ|+
√
κ2 −

Ze2
~c
c2


2

1
2

(3.29)

The smaller |κ| and n are, the more is the corresponding one-particle state energetically
stabilized. This energetic stabilization is accompanied by a contraction of the radial
density. Hence, the 1s orbital exhibits the largest energy shift and largest contraction.
From equation (3.29) it can also be seen that for a given azimuthal quantum number l
the splitting into states of quantum numbers j is achieved such that the state with the
lower total angular momentum has the lower energy.

3.7. Many-Particle Systems in Relativistic Quantum Chemistry

Until now only the interaction of one electron with a static potential has been discussed.
However, in chemistry most systems contain several electrons, whose interactions also
have to be taken into account. In non-relativistic quantum chemistry it is assumed that
the Born-Oppenheimer approximation, which leads to a separation of electronic and
nuclear solutions is reasonable and the electronic solutions can be obtained with the
nuclear positions as fixed parameters. Here, a Hamiltonian of an N electron system
is applied, which consists of a one-particle and a two-particle part. The one-particle
operator ĥ(i) describes the kinetic energy of a single electron and its interaction with the
static Coulomb field of the nuclei and the two-particle part ĝij describes the interactions
of the electrons amongst each other, which in the non-relativistic case is the Coulomb
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operator 1
rij

.

H =
N∑
i=1

ĥ(i) +
∑
i<j

ĝij (3.30)

From the solutions of the hydrogen atom the behaviour of an electron in a constant
Coulomb field is known. Inserting it into the latter equation yields the relativistic
Hamiltonian

HD =
N∑
i=1

(−eφ(ri) + c(α̂i · p̂i) + βmc2) +
∑
i<j

ĝij (3.31)

The electron-electron interaction term ĝij can only be derived from QED, where the
interaction of two moving particles is investigated. The result is expanded in series of
1
c and truncated after the second order term. This yields the Coulomb-Breit term ĝCBij ,
which contains the unretarded Coulomb interaction ĝCij = 1

rij
describing the interaction

of particles and the Breit term ĝBij describing the current-current interaction.

ĝCBij = ĝCij + ĝBij

= 1
rij
− 1

2rij

(
αi ·αj + (αi·rij)(αj ·rij)

r2
ij

) (3.32)

The latter can be divided into the Gaunt term ĝGij = − 1
rij

αi ·αj describing the interaction
with magnetic fields and a term purely containing retardation effects. Since the Gaunt
term provides the largest contribution in the Breit term and the implementation of the
full Breit term is difficult, very often only the Gaunt term is considered in numerical
calculations. However, the Breit term is damped by a factor of 1

c2 hidden in the α

operators. Therefore, it is normally applied for high precision calculations only and the
Dirac-Coulomb operator HDC is applied instead.

HDC =
N∑
i=1

(−eφ(ri)1 + cα̂i · p̂i + βmc2) +
N∑
i>j

1
rij

(3.33)

Since the Gaunt interaction has been shown to affect the ionization energies of TlH by no
more than 0.06 eV [37] and the errors of decay width calculations are by far larger than
the effect of the Gaunt interaction, the Dirac-Coulomb Hamiltonian is used throughout
this thesis. Even though this Hamiltonian is not Lorentz invariant the description is
good enough to cover all relevant effects.

3.7.1. Dirac-Coulomb Hartree-Fock

Starting from the Dirac-Coulomb operator of equation (3.33) it is assumed that the
wavefunction can be written as a anti-symmetrized product of one particle functions φi
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called a Slater determinant as in the non-relativistic quantum chemistry.

Ψ = A
(
N∏
i=1

φi(ri)
)

(3.34)

= 1√
n!

∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ2(r1) · · · φN (r1)
φ1(r2) φ2(r2) · · · φN (r2)

...
... . . . ...

φ1(rN ) φ2(rN ) · · · φN (rN )

∣∣∣∣∣∣∣∣∣∣
(3.35)

From this ansatz follows the energy as a functional:

E = 〈Ψ|HDC |Ψ〉 (3.36)

=
N∑
i=1
〈φi|ĥD(i)|φi〉+ 1

2

N∑
i,j

(
〈φiφj |

1
rij
|φiφj〉 − 〈φiφj |

1
rij
|φjφi〉

)
(3.37)

From the latter expression the Dirac-Hartree-Fock equation is derived, which describes
the motion of an electron in the averaged field of the other electrons vDHF (i).

fi |φi〉 =
(
hD(i) + vDHF (i)

)
|φi〉 (3.38)

=
(

hD(i) +
N∑
l=1

(Jl −Kl)
)
|φi〉 (3.39)

= εi |φi〉 (3.40)

Here, the operators Jl and Kl both depend on the one-particle functions and denote
the Coulomb and the exchange term, respectively. Starting from an educated guess
of the one-particle functions, the Fock operator F is constructed and applied to yield
another set of one-particle functions. This iterative procedure is carried out until the
system is converged or self-consistent, which is why the method is called a Self-Consistent
Field (SCF) method [38].
In non-relativistic quantum mechanics the variational principle ensures the lowest energy
solution to be closest to the true energy and hence the wavefunction to be optimized.
In relativistic quantum mechanics negative energy solutions are possible but unphysical.
The variational principle would therefore lead to negative energy states. In order to
prevent this so-called variational collapse, the basis is subject to certain restrictions,
which will be discussed later in section 3.7.2.
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For the actual energy calculations the one-particle functions {φi} are constructed as a
linear combination of atomic functions. The latter are expanded in a finite set of basis
functions {ϕµ} for the large and small component. The resulting molecular one-particle
function then reads

φi =
NL∑
µ

ciLµαϕ
L
µα +

NL∑
µ

ciLµβϕ
L
µβ +

NS∑
µ

ciSµαϕ
S
µα +

NS∑
µ

ciSµβϕ
S
µβ. (3.41)

Here, NL and NS are the numbers of basis functions of the large and small component,
respectively. This means that the energy depends on the expansion coefficients ciXµs ,
where X = L, S denotes the component of the spinor and s denotes the spin state. The
resulting relativistic Roothan-Hall equations in matrix notation read as

FC = SCE (3.42)

The Fock matrix F and the overlap matrix S hereby consist of the matrix elements:

FXY,spµν = 〈ϕXµs|fi|ϕYνp〉
SXY,spµν = 〈ϕXµs|ϕYνp〉

(3.43)

3.7.2. Construction of a Basis for the Relativistic Treatment

As already discussed, the four components of a spinor are expanded into a finite set of
one-particle basis functions. Thereby the basis sets of the large and small component
are treated separately.

φLi =


φLiα
φLiβ
0
0

 φSi =


0
0
φSiα
φSiβ

 (3.44)

The two components are expressed as linear combinations of scalar atomic basis functions
ϕXµ , which are weighted by the expansion coefficients ciXµs .

φLis =
NL∑
µ=1

ciLµsϕ
L
µ φSis =

NS∑
µ=1

ciLµsϕ
S
µ (3.45)

They are constructed starting from the solutions of the hydrogen atom centered at the
corresponding atoms, which have the form

sXτ = NX
τ r

n−1eαXτ rY ml
l (θ, ϕ) (3.46)

It is not possible to solve the associated integrals of the slater-type functions analytically



3.8. CORRELATION METHODS 25

and therefore, they are expanded into a set of primitive Gauss functions gXτ yielding
contracted Gauss functions. These contracted Gauss functions do not show the correct
asymptotic behaviour for short and large distances (r → 0, r → ∞), but allow to solve
the integrals analytically and thereby reducing the computational cost. In spherical
coordinates they are given by

gXτ = NX
τ r

le−αXτ r2
Y ml
l (θ, ϕ) (3.47)

and in cartesian coordinates by

gXτ = NX
τ x

nXx yn
X
y zn

X
z e−αXτ r2

. (3.48)

Here, NX
τ denotes the normalization factor and the sum of the spacial coordinate expo-

nents nXi corresponds to the azimuthal quantum number l.

nXx + nXy + nXz = l (3.49)

The final contraction then gives the basis functions

ϕXµ =
∑
τ

dXµτg
X
τ , (3.50)

where the factor dXµτ weights the different primitive Gauss functions.
In order to prevent the variational collapse, the basis sets have to fulfill the kinetic
balance condition, which is based on the non-relativistic limit of equation (3.19). Since
the energy E of the electron is much smaller than 2mc2, the following relation between
the coefficients of the large and small component functions has to be obeyed:

φS = 1
2mc(σ · p̂)φL (3.51)

Because of the appearance of the operator σ · p̂ a given basis function of the large
component with a distinct l value leads to the generation of two functions of the small
component with l − 1 and l + 1. This means that the small component basis contains
almost twice as many basis functions as the basis of the large component. Hence, the
computational cost of a relativistic calculation is higher than its non-relativistic analog.

3.8. Correlation Methods

In quantum chemical calculations the electron correlation is treated by taking into ac-
count excitations of different classes from the ground state. Formally, this is achieved by
pairs of creation and annihilation operators acting on the ground state. By allowing all
possible combinations of such operators pair creation processes would be introduced in
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the configurations. However, in quantum chemistry energies high enough to overcome
the energy gap of 2mc2 are hardly achieved. Therefore, it is reasonable to exclude these
configurations from the calculations. This practice is called no-pair approximation.

3.9. Relativistic Effects and Spin-Orbit Coupling in
Many-Electron Systems

3.9.1. Spin-Orbit Coupling

Since spin is intrinsically included in the Dirac equation, so is the coupling of the angular
and the spin momentum. This leads to only the total quantum number J and the corre-
sponding projectionMJ being good quantum numbers rather than L,ML and S,MS . As
a consequence, the energy levels of a specific L value are split and the symmetry of some
of the wavefunctions are changed (see Figure 3.2). The spin-orbit coupling constant a
is proportional to Z4. This means that the most pronounced spin-orbit splittings are to
be observed in heavy atoms, where also scalar-relativistic effects can not be neglected.
In order to describe relativistic effects without spin-orbit coupling several spin-free formu-
lations of the Dirac equation, where the results depend on the definition [39]. Extensive
discussions about these Hamiltonians and their applications can be found in references
[40, 41].
Observed consequences of the spin-orbit coupling are the spectral splittings, the so-
called inert electron pair, which describes the observation that lower oxidation states
are favoured in elements of higher periods compared to their lower period analogs. This
inert electron pair does not contribute in bondings to other atoms and hence systems
like e.g. TlH exhibit shorter bond lengths than would be expected non-relativistically.

3.9.2. Scalar-Relativistic Effects

The orbital energies of the hydrogen atoms have been shown to decrease due to the
inclusion of relativistic effects. However, in many-electron atoms the interaction of both
nucleus and several electrons have to be taken into account. From equation (3.29)
describing the energy of the one-electron system, it is evident that electronic states are
energetically stabilized. This effect is largest for electrons close to the nucleus inhabiting
s and p1/2-orbitals which have a non-zero electron density at the nucleus. Hence, these
orbitals experience a contraction of the radial densities. Thereby, they shield the nuclear
charge such that electrons further apart feel a reduced effective nuclear charge and are
therefore less attracted to the nucleus which leads to a decontracted radial electron
density. As a rule of thumb, s- and p-orbitals are energetically stabilized compared to the
non-relativistic result and the radial densities are contracted, while the d- and f -orbitals
are energetically destabilized and the corresponding radial densities are decontracted.
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Consequences are shifts of orbital energies compared to each other. An example is the
colour of gold, where the band energy of the 6s valence band is decreased, while the
band energy of the 5d orbitals is increased. Hence, the energy difference is decreased
and an excitation is observed in the visible spectrum of light.





4. Resonances

4.1. General Remarks

A short introduction to scattering theory is essential for the understanding of resonances
in quantum mechanics [42, 43, 44].
In a general scattering experiment a system A approaches another system B. In the
beginning they are freely moving particles and do not interact with each other. The
closer these two particles get, the stronger is their interaction. At some time t they may
form a compound system, which can have a long lifetime. This meta-stable state can
decay via different channels characterized by internal degrees of freedom of the fragments.
If the fragments are the same system as before the scattering A and B have the same
internal energies and no electronic rearrangement has occured, the process is called
an elastic scattering process. Otherwise, the process is called an inelastic scattering
process. Several combinations of characterizing properties of the fragments such as
quantum numbers may be possible. Each process characterized by a different of such
combinations is called a channel.
The total Hamiltonian of the system reads

H = H0 + V (4.1)

where V describes the interaction of the involved systems and H0 is the Hamiltonian of
the complete system without this interaction.
The wavefunctions of both the incoming systems and the outgoing fragments inside the
so-called interaction region are unknown. However, their behaviour and characteristics
at infinite times before and after the scattering process can easily be described. In
the stationary description of the scattering prcess this requires the functions to fulfill
outgoing and incoming boundary conditions denoted by the superscripts "+" and "-" for
the initial and final states, respectively. These wavefunctions |E(+)

i 〉 and |E
(−)
f 〉 with

the correct asymptotic behaviour of the initial and final states at the time t = 0 of
the interaction are constructed from the corresponding states |E(0)

i 〉 and |E
(0)
f 〉 of the

system disregarding the interaction V . They are eigenfunctions of H0 and hence are
characterized by the energies E(0)

n . Their connection to the asymptotic wavefunctions is
formulated in the Lippmann-Schwinger equation

29
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|E(±)
n 〉 = |E(0)

n 〉+G(±)
n V |E(0)

n 〉 (4.2)

where
G(±)
n = 1

E
(0)
n −H ± i0+

(4.3)

is the Green’s function with 0+ being an infinitesimal positive value.
The probability of finding the system with an initial state |E(+)

i 〉 in a distinct final state
|E(−)

f 〉 after the scattering process is given by the absolute square of the corresponding
matrix elements of the scattering matrix

wfi =
∣∣∣〈E(−)

f |E
(+)
i 〉

∣∣∣2 (4.4)

= |Sfi|2 (4.5)

These matrix elements are given by

Smn = δmn − 2πiδ
(
E(0)
m − E(0)

n

)
〈E(0)

m |V |E(+)
n 〉 (4.6)

The Kronecker delta describes the elastic scattering process and the second part describes
those scattering processes, in which electronic rearrangements are involved. This second
part has poles of different kinds. For energies, where the real part is positive and the
imaginary part is negative, the poles correspond to resonances (Eres = ER − iΓ

2 ), which
hence can be understood as the maximum response of the system to the interaction [45].
The real part corresponds to the energy at which the resonance occurs and Γ in the
imaginary part is the so-called decay width, which is connected to the lifetime τ of the
the meta-stable state

Γ = ~
τ

(4.7)

If the process of interest is an inelastic scattering process the above scattering matrix is
reformulated using the so-called transition operator

T (n) ≡ V
(
1 +G(+)

n V
)

(4.8)

Its action on |E(0)
n 〉 equals the action of V on the asymptotic states |E(−)

n 〉

V |E(+)
n 〉 = T (n) |E(0)

n 〉 (4.9)

Hence, the scattering matrix reads

Smn = δmn − 2πiδ
(
E(0)
m − E(0)

n

)
〈E(0)

m |T (n)|E(0)
n 〉 (4.10)
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The corresponding T matrix contains all information about the inelastic scattering pro-
cess and is going to be used in order to find an expression for the calculation of the decay
width. It has poles at the resonance energies and its absolute square has the shape of a
Lorentzian with a Full Width Half Maximum (FWHM) of 2 0+ = Γ.

4.2. Projection Method for the Evaluation of the T Matrix

One of the approaches to address the treatment of multi-state systems is the partitioning
of the Hilbert space into initial and final state subspaces and using the appropriate
eigenfunctions of these subspaces for the calculation of the decay widths. Several theories
had been used for the description of different nuclear reactions before they were first
unified by Feshbach [46, 47, 48]. Somewhat later, Fano extended this ansatz to describe
excitation spectra, which are inverse processes to Feshbach’s nuclear reactions.[49]
In the following, Feshbach’s formulation using projection operators is applied for the
case of a meta-stable decaying state, where the initial state is bound-like and the final
states are continuum states. Starting from the Schroedinger equation of the total system
under investigation

HΨ = EΨ (4.11)

the projection operators P and Q are defined. P projects the final states or the so-
called open channels out of the total wavefunction Ψ and is defined with respect to
eigenstates of the system without interaction. Hence, the initial and final state subspaces
are orthogonal (PQ = 0). Q is analogously defined with respect to the rest of the system
as Q = 1− P . Therefore after insertion into eq. (4.11)

H(P +Q)Ψ = EΨ (4.12)

(E −HPP )PΨ = HPQQΨ (4.13)
(E −HQQ)QΨ = HQPPΨ (4.14)

can easily be derived with

HPP ≡ PHP HPQ ≡ PHQ
HQP ≡ QHP HQQ ≡ QHQ.

From equation (4.14) a straigthforward solution for the system excluding the selected
final states can be found.



32 CHAPTER 4. RESONANCES

QΨ = 1
E −HQQ

HQPPΨ (4.15)

The latter expression holds in case of all open channels being included in the final state
description. In case of selectively chosen open channels, which do not resemble the total
space of open channels, E is to be substituted by E(−) = E − iη.
After insertion of eq. (4.15) into eq. (4.13) one arrives at

H PΨ = E PΨ (4.16)

with H being the effective Hamiltonian of the final states.

H = HPP +HPQ
1

E −HQQ
HQP (4.17)

In order to solve these expressions we define {Φn} to be the solutions of the Hamiltonian
excluding the final state solutions (or the closed channels solutions in case of all open
channels being defined as final states). These initial state functions are assumed to be
bound and to fulfill the Schrödinger equation

(εn −HQQ) |Φn〉 = 0 (4.18)

It has to be noted that these functions and energies are solutions to a stationary problem
and therefore, expressing the meta-stable, but long-lived state in terms of these functions
is an approximation. However, for systems with long lifetimes, this approximation is
reasonable.
Together with a set of continuum wavefunctions {Φ(α,E)}, they are defined to fulfill
the following orthogonality relations

〈Φn|Φn〉 = 1 〈Φn|Φ(α,E)〉 = 0 (4.19)
〈Φ(α,E)|Φ(α′, E′)〉 = δ(α− α′)δ(E − E′) (4.20)

and thereby to form an orthonormal basis. These continuum wavefunctions are char-
acterized by their energy E and their quantum numbers, which at this stage are both
contained in the index α.

1 =
∑
n

|Φn〉 〈Φn|+
∫

dα
∫

dE |Φ(α,E)〉 〈Φ(α,E)| (4.21)

Expanding eq. (4.16) into this complete set yields an effective final state Hamiltonian



4.2. PROJECTION METHOD FOR THE EVALUATION OF THE T MATRIX 33

H = HPP +
∑
n

HPQ
|Φn〉 〈Φn|
E − εn

HQP +
∫

dα
∫

dεHPQ
|Φ(α, ε)〉 〈Φ(α, ε)|

E − ε
HQP (4.22)

which is useful to split into two parts: One describing the interaction V with the initial
state Φs with its energy εs being in resonance with the continuum and the rest H ′

H = H ′ +HPQ
|Φs〉 〈Φs|
E − εs

HQP = H ′ + V (4.23)

with

H ′ = HPP +
∑
n6=s

HPQ
|Φn〉 〈Φn|
E − εn

HQP +
∫

dα
∫

dεHPQ
|Φ(α, ε)〉 〈Φ(α, ε)|

E − ε
HQP (4.24)

This reformulation leads to the following version of eq. (4.16)

(E −H ′)PΨ = HPQ
|Φs〉 〈Φs|
E − εs

HQPPΨ (4.25)

PΨ has to be described in terms of the final states in the asymptotic region, which
means that the wavefunction has to satisfy the approriate boundary conditions of the
escaping particle. Therefore, the eigenfunctions of H ′ have to fulfill incoming boundary
conditions, which is labelled by the superscript (−)

(E −H ′) |ψ(−)
f 〉 = 0 (4.26)

This relation can then be utilized to find a solution for |PΨ〉 using the Lippmann-
Schwinger equation (4.2):

|PΨ〉 = |ψ(−)
f 〉+ 1

E(−) −H ′
HPQ |Φs〉 〈Φs|HQP |PΨ〉

E − εs
(4.27)

In order to solve this expression for |PΨ〉, eq. (4.27) is multiplied from the left with
〈Φs|HQP | to give:

〈Φs|HQP |PΨ〉 = 〈Φs|HQP |Ψ(−)
f 〉 −

1
E(−) −H ′

〈Φs|HQPHPQ|Φs〉 〈Φs|HQP |PΨ〉
E − εs

(4.28)

Defining the quantity

WQQ = HQP
1

E(−) −H ′HPQ (4.29)

and solving eq. (4.28) for
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〈Φs|HQP |PΨ〉 =
〈Φs|HQP |Ψ(−)

f 〉 (E − εs)
E − εs + 〈Φs|WQQ|Φs〉

(4.30)

yields the final state description

|PΨ〉 = |ψ(−)
f 〉 −

1
E(−) −H ′

HPQ |Φs〉 〈Φs|HQP |ψ(−)
f 〉

E − εs + 〈Φs|WQQ|Φs〉
. (4.31)

The complex conjugate of the above mentioned matrix of transition amplitudes T is
therefore given by

T ∗if = 〈ψ(+)
i |V|PΨ〉 (4.32)

= T
(P )∗
if +

〈ψ(+)
i |HPQ|Φs〉 〈Φs|HQP |Ψ(−)

f 〉
E − εs + 〈Φs|WQQ|Φs〉

(4.33)

where |ψ(+)
i 〉 in case of a full-collision process describes the solution of the Schrödinger

with outgoing boundary conditions

(E −H ′) |ψ(+)
i 〉 = 0 (4.34)

Here, T
(P )∗
if describes the non-resonant transitions between the initial and final states.

Therefore, close to the resonance, this part is expected to be small compared to the
second part, which describes the transition from the initial into the final states mediated
by the interaction between them.
From the transition amplitudes information about the resonance energy can be obtained
from its poles. Therefore, 〈Φs|WQQ|Φs〉 needs to be examined further. We split it into its
real and imaginary part by introducing a delta function using lim

ε→0+

1
x±iε = P 1

x ∓ iπδ(x),

where P is the principal part and δ(x) denotes the Dirac delta function. [50]

〈Φs|WQQ|Φs〉 = 〈Φs|HQP
1

E(−) −H ′HPQ|Φs〉 (4.35)

= 〈Φs|HQP
P

E −H ′HPQ|Φs〉 − iπ 〈Φs|HQP δ(E −H ′)HPQ|Φs〉 (4.36)

= ∆s(E)− iΓs(E)
2 (4.37)

It consists of a real part, which can be related to an energetic shift of the resonance
energy caused by the interaction, and an imaginary part, which is related to decay
width Γ. Inserting the latter expression into the transition matrix yields
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T ∗if = T
(P )∗
if +

〈ψ(+)
i |HPQ|Φs〉 〈Φs|HQP |Ψ(−)

f 〉
E − εs + ∆s − iΓ

2
(4.38)

From the imaginary part of 〈Φs|WQQ|Φs〉 the decay width can easily be deduced. In-
serting a complete set of eigenfunctions with incoming boundary conditions as defined
in eq. (4.26) the decay width can be described as a sum over the different open channel
solutions for a given resonant initial state:

Γs = 2π 〈Φs|HQP δ(E −H ′)HPQ|Φs〉 (4.39)

= 2π
∑
r

∣∣∣〈Φs|HQP |ψ(−)
r 〉

∣∣∣2 (4.40)

= 2π
∑
r

Γsr(E) (4.41)

Here it has to be remembered that E is the energy of a final state, which means that
only such functions give a contribution, which have the same energy as those.
This formulation is sufficient for all cases, which are going to be discussed in this the-
sis. However, Åberg et al. have proposed a slightly different ansatz with a different
partitioning, where configurations can contribute both to the description of the initial
and final state subspace. The expression for the decay width Γ is very similar to the
above approach in equation (4.39), with more complex conditions in the delta function
[51]. This approach is not valid for exact eigenfunctions, but may be useful in case of
mappings to L2 functions as e.g., Configuration Interaction (CI) used by Fano [49]. The
resulting expression reads

Γs = 2π
∣∣∣〈Φs|H − E|ψ(−)

r 〉
∣∣∣2 (4.42)

and is called Fano’s Golden Rule. In the following, the latter will be the starting point
but a partitioning into orthogonal initial and final states is always chosen, which means
that equation (4.40) applies.





5. Decay Widths of ICD-like Processes in
the Asymptotic Limit

Excited electronic states decaying in ICD or ETMD processes are an example of res-
onance states. In the Fano-Feshbach theory of resonances they are depicted as bound
states embedded into and interacting with the continuum [49, 46, 47]. Formally, the
eigenstates of the Hamiltonian in the vicinity of a resonance can be represented as a
linear superposition of the square integrable “decaying state” |Φ〉 and the continuum
states |χβ,ε〉 satisfying ingoing boundary conditions where ε is the energy of the out-
going electron and β enumerates open decay channels. These states obey the following
normalization conditions

〈Φ|Φ〉 = 1, 〈χα,ε|χβ,ε′〉 = δαβδ(ε− ε′), (5.1)

and one usually assumes that the continuum states prediagonalize the Hamiltonian Ĥ

〈χα,ε|Ĥ|χβ,ε′〉 = εδαβδ(ε− ε′). (5.2)

We further assume the decaying and continuum states to be orthogonal

〈Φ|χβ,ε〉 = 0. (5.3)

The partial decay width Γβ in the lowest order of perturbation theory is given by [51]

Γβ(EΦ) = 2π
∣∣∣〈χβ,ε|Ĥ − EΦ|Φ〉

∣∣∣2 , (5.4)

where EΦ = 〈Φ|Ĥ|Φ〉 is the resonance energy and the energy of the final state is ε = EΦ.
The total decay width Γ is obtained as the sum over all partial widths Γ =

∑
β

Γβ.

The expression in Eq.(5.4) represents a suitable starting point for the ab initio compu-
tation of radiationless decay widths [51, 52]. However, in the case of interatomic decay

Parts of this chapter have already been published in
E. Fasshauer, M. Pernpointner, and K. Gokhberg
Interatomic decay of inner-valence ionized states in ArXe clusters: Relativistic approach
J. Chem. Phys. 138, 014305 (2013)
Copyright 2013, American Institute of Physics.
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processes such as ICD or ETMD3, simple analytic expressions can be derived for the
case of large interatomic distances between the monomers. For ICD such an expression
was derived previously in the non-relativistic limit and was shown to be accurate for
the interatomic distances where the orbital overlap between the monomers is negligible
[24, 10]. This formula is valid in the non-relativistic regime and becomes inadequate
for systems exhibiting pronounced relativistic effects. Therefore, we derive in the fol-
lowing analogous expressions for the case when Ĥ is the many-electron Dirac-Coulomb
Hamiltonian ĤDC according to

ĤDC =
N∑
i=1

(
c~αi · ~pi + βimec

2 + V̂ext(i)14
)

+
N∑
i<j

1
rij

. (5.5)

Hereby ~αi and βi are the usual 4×4 Dirac matrices for particle i in the standard notation.
In the electron-electron interaction term magnetic (Gaunt) contributions to the Coulomb
term and retardation effects are neglected. As can be seen in Eq.(5.2) already in the
non-relativistic case continuum functions not normalizable in an L2 sense appear in the
positive energy range together with discrete, normalizable bound states. As an additional
difficulty coming along with the use of ĤDC one has to mention that, strictly speaking,
there are no normalizable many-electron eigenfunctions of ĤDC [53, 54, 55, 56] requiring
the extra condition that the negative energy eigenstates be not accessible. We therefore
work with a DC Hamiltonian that is projected onto the space of the positive energy
states allowing for a construction of a normalizable many-electron basis describing bound
states together with continuum states lying in the positive energy range. For actual
implementations, the operators are generally used in their second-quantized form. As
a consequence of the projection of ĤDC , the corresponding creation and annihilation
operators act in the positive energy space exclusively (no pair formalism, see e.g. [57])
and refer to occupied and virtual one-particle states from which the many-particle wave
functions are built.

Now we turn our attention to the system under investigation. Let S1 and S2 denote two
subsystems participating in the interatomic or intermolecular decay which are located at
a distance R from each other. We assume that the initial inner-valence vacancy resides
on S1. In the decay, an outer-valence electron of S1 fills the inner-valence vacany, while
an outer-valence electron of S2 is being ionized in the process. The chosen general par-
titioning is suitable for the description of ICD and ETMD3 processes. In the latter case
the two monomers participating in the charge transfer are combined to one subsystem
and the third monomer which is ionized forms the second subsystem.

The (N − 1)-electron Hamiltonian ĤDC can be written as

ĤDC = ĤS1 + ĤS2 + ĤS1,S2 , (5.6)
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where ĤSk =
NSk∑
i∈Sk

ĥDC(i) +
NSk∑

i>j;i,j∈Sk

1
rij

denotes the Hamilton operator of the electrons

residing on subsystem Sk (k = 1, 2) consisting of the corresponding one-electron part
and the Coulomb interaction between electrons localized within the subsystem Sk and

ĤS1,S2 = V̂S1,S2 =
N∑

i∈S1,j∈S2

1
rij

describes the Coulomb interaction between electrons

located on different subsystems. At large distances between the monomers the decaying
and continuum states can be approximated by the product forms

|Φ〉 = |φ(S1)
iv 〉 |φ

(S2)
0 〉

|χβ,ε〉 = |φ(S1)
ov1 〉 |χ

(S2)
ov2,ε〉 . (5.7)

Here |φ(S1)
iv 〉 and |φ

(S1)
ov1 〉 are othogonal eigenstates of the Hamilton operator ĤS1 of sub-

system S1 describing the inner-valence (iv) and outer-valence (ov1) ionized states of S1.
The states |φ(S2)

0 〉 and |χ(S2)
ov2,ε〉 are the ground state of S2 and a scattering state |χ(S2)

ov2,ε〉
corresponding to the outer-valence vacancy (ov2) of S2 and a free electron of energy ε.
The bound and the continuum state of S2 in Eq. (5.7) are, therefore, orthogonal by
construction.
Inserting the Dirac-Coulomb Hamiltonian Eq. (5.6) and the wavefunctions in Eq. (5.7)
into the expression for the decay rate in Eq. (5.4) and using the orthogonality relations,
we arrive at the following expression for the partial decay width

Γβ = 2π
∣∣∣〈χβ,ε|V̂S1,S2 |Φ〉

∣∣∣2 , (5.8)

where β denotes the combination of electrons involved in the corresponding pathways.
This expression was first obtained by Wentzel [58, 59] for the Auger decay widths. Its
applicability is limited to processes where the coupling of the discrete and continuum
states is weak and which can be treated as two-step processes, which means, that the
electronic decay is independent of the primary ionization process. Both requirements
are fulfilled for the ICD and ETMD processes discussed in this paper.
In order to arrive at working expressions we expand the Coulomb interaction V̂S1,S2 in
powers of 1

R obtaining the asymptotic expansion [11]:

1
|x1 − x2|

= 1
R
− ûR · (r1 − r2)

R2 + 3(ûR · (r1 − r2))2 − (r1 − r2)2

2R3 +O
( 1
R4

)
(5.9)

where R = |R| = |R1 −R2| is the distance between the COMs (see Fig.5.1) and ûR =
R/|R| is the unit vector along R. Each of the subsystems has its own coordinate
system residing in the respective center of mass. Such an expansion converges uniformly
if |ri| < R/2, corresponding to the absence of overlap of electron densities localized on
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Figure 5.1.: The total system is split into subsystems S1 and S2. The Ri (i = 1, 2) point to
the corresponding centers of mass (COMs) with respect to an arbitrary origin O. The xi as
well as the ri describe the electron coordinates once with respect to O and once with respect to
the COMs. Reprint with permission from Ref. [25]. Copyright 2013, AIP Publishing LLC.

different subsystems [60]. We truncate the series in Eq. (5.9) after the third term and
focus on dipole transitions alone. Inserting it into Eq.(5.8) yields

〈
χβ,ε

∣∣∣ V̂S1,S2

∣∣∣Φ〉 =− 3
R3

〈
φ(S1)
ov1

∣∣∣∣∣∑
i

r(i)
1 · ûR

∣∣∣∣∣φ(S1)
iv

〉
·
〈
φ

(S2)
0

∣∣∣∣∣∣
∑
j

r(j)
2 · ûR

∣∣∣∣∣∣χ(S2)
ov2,ε

〉

+ 1
R3

〈
φ(S1)
ov1

∣∣∣∣∣∑
i

r(i)
1

∣∣∣∣∣φ(S1)
iv

〉
·
〈
φ

(S2)
0

∣∣∣∣∣∣
∑
j

r(j)
2

∣∣∣∣∣∣χ(S2)
ov2,ε

〉
(5.10)

where we made use of the fact that the matrix elements over the first two terms in the
expansion (5.9) vanish due to orthogonality of the decaying and final continuum states.
For rewriting Eq.(5.10) in spherical coordinates it is convenient to orient R along the z2
axis leading to

〈χβ,ε|V̂S1,S2 |Φ〉 = 1
R3

∑
m=0,±1

Bm 〈φ(S1)
ov1 |D1m|φ(S1)

iv 〉 〈φ
(S2)
0 |D2m|χ(S2)

ov2,ε〉 , (5.11)

where B0 = −2, B±1 = 1 and Dim =
∑
i
rim (i = 1, 2) are the dipole operators acting on

the electron coordinates of the subsystems S1 and S2, respectively (see [61] for further
details). The general expression for the decay width Γβ referring to the decay process
then reads

Γβ = 2π
R6

∑
m=0,±1

B2
m

∣∣∣〈φ(S1)
ov1 |D1m|φ(S1)

iv 〉
∣∣∣2 ∣∣∣〈φ(S2)

0 |D2m|χ(S2)
ov2,ε〉

∣∣∣2 (5.12)

and serves as the starting equation for the special cases of ICD and ETMD3 as discussed
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in the following subsections.

5.1. Interatomic Coulombic Decay

εhn

ICD
S

1
S

2

Figure 5.2.: ICD process in subsystems S1 and S2. After creating an inner valence vacancy in
S1 the hole is filled by an outer-valance electron of S1. The excess energy is transferred to S2
and is used to remove an outer-valence electron (ICD electron). Reprint with permission from
Ref. [25]. Copyright 2013, AIP Publishing LLC.

In the ICD process the inner valence vacancy is filled with an electron of the same atom
or molecule. The excess energy is transferred to the second subunit and is used to ionize
it (see Fig. 5.2). In rare gas clusters the corresponding subunits are atoms leading to
the partition S1 as atom A and S2 as atom B. In atoms, the total angular momentum
quantum number J and its projection M are good quantum numbers. As an ansatz for
the initial and final state wave functions under the assumption of no interaction, the
product of individual atomic configuration state functions is taken:

|Φ〉 = |EA JAMA〉 |EB JBMB〉 and |χβ,ε〉 = |E′A J ′AM ′A〉 |E′B J ′BM ′B〉 . (5.13)

In this expression the initial and final states are characterized by the energies of the
atoms EA, EB and E′A, E′B, the corresponding total angular momenta of the atoms are
denoted as JA, JB and J ′A, J ′B and their projections on the z-axis as MA, MB and M ′A,
M ′B, respectively. At the beginning of the process atom B is assumed to be in its closed
shell ground state |Φ(B)

0 〉 with JB = MB = 0. Inserting Eqs. (5.13) into (5.12) we obtain

Γβ = 2π
R6

∑
m

B2
m

∣∣∣〈E′A J ′AM ′A|D̂(A)
m |E JAMA〉

∣∣∣2
×
∣∣∣〈Φ(B)

0 |D̂
(B)
m |E′B J ′BM ′B〉

∗∣∣∣2 δ(E − E′) (5.14)

At large distances the energies of the decaying and final state can be assumed to be the
sum of the energies of the two subsystems A and B: E = EA +EB, E′ = E′A +E′B. The
resonance condition E = E′ can therefore be expressed through the energy matching
of virtual photons emitted in the transition on atom A, ωA = EA − E′A, and absorbed
by atom B, ωB = E′B − EB, i.e. ωA = ωB = ωvp. We can use the conservation of the
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projection of the angular momentum on the z-axis MA = M ′A +M ′B to further simplify
the expression in Eq. (5.14). By setting m = −M ′B and using the Wigner-Eckart
theorem [62] we arrive at

Γβ = 2π
R6

∑
M ′
A

B2
M ′
A−MA

∣∣∣∣∣
(

J ′A 1 JA
−M ′A M ′A −MA MA

)
〈E′A J ′A||D̂(A)||E JA〉

∣∣∣∣∣
2

× 1
3

∣∣∣〈Φ(B)
0 ||D̂

(B)||E′B J ′B〉
∣∣∣2 , (5.15)

where each decay channel β is characterized by E′A, J ′A, E′B and J ′B.
To find numerical values of Γβ, the necessary dipole transition moments of the isolated
atoms in Eq. (5.15) can either be computed directly or obtained from experimentally
accessible quantities. At first we use the fact that the square of the reduced matrix
element of atom A, the so-called line strength, is proportional to the state-to-state
transition probability WJA,J

′
A
, which is in turn the inverse of the radiative lifetime τ of

the initial state [63]:

∣∣∣〈E′A J ′A||D̂(A)||E JA〉
∣∣∣2 = (2JA + 1) 3c3

4ω3
vp

WJA,J
′
A
. (5.16)

Second, the square of the reduced matrix element of atom B is related to its partial
photoionization cross section σ(B)(ωvp) which depends on the energy atom B is exposed
to [63]:

∣∣∣〈Φ(B)
0 ||D̂

(B)||E′B J ′B〉
∣∣∣2 = 3c σ(B)(ωvp)

4π2ωvp
. (5.17)

After insertion of Eq.(5.16) and (5.17) into (5.15) we arrive at a working expression for
the partial decay width according to

Γβ = 2π
R6

∑
M ′
A

B2
M ′
A−MA

∣∣∣∣∣
(

J ′A 1 JA
−M ′A M ′A −MA MA

)∣∣∣∣∣
2

(2JA + 1)3c4σ(B)(ωvp)
16π2ω4

vpτA
. (5.18)

As could be expected from the non-relativistic formula, the relativistic expression also
shows an R−6-behaviour for the energy transfer corresponding to the interaction of two
dipoles. Setting atomic parameters to their non-relativistic values and summing over all
partial decay widths Γ =

∑
β

Γβ produces the known non-relativistic result for the total

decay width [24, 10].
One of our major goals is the inclusion of relativistic effects in the computation of the
decay widths which is achieved by using J/MJ adapted initial and final state wave
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functions. As a result, we observe more energetically distinguishable decay pathways
leading to a different energy distribution of the emitted ICD electrons compared to the
non-relativistic description. Moreover, if ICD takes place close to its threshold, the
number of open channels might differ in the two cases resulting in different total ICD
rates.

5.2. Electron Transfer Mediated Decay

εh!

ETMD3
S1

S2

Figure 5.3.: ETMD3 process in subsystems S1 and S2 where the two atoms A and B
participate in the electron transfer and are combined to S1. After inner valence ionization of A,
the vacancy is filled by an electron from B in S1. The energy is transferred to C (S2) which is
ionized and hereby emits the ETMD electron. Reprint with permission from Ref. [25].
Copyright 2013, AIP Publishing LLC.

In the ETMD3 process (see Fig. 5.3) three atoms are involved which we denote by A,
B and C. The two subsystems in this case are AB (S1) and C (S2). The initial inner
valence hole is assumed to be located on atom A. The electron is transferred from atom
B to atom A, while the excess energy is transferred from S1 to atom C and used to
ionize it. For a convenient geometric description of the triatomic system undergoing the
ETMD3 process we use Jacobi coordinates as shown in Fig.5.4. All properties of the AB
comprising subsystem S1 are described in its local (x̃1, ỹ1, z̃1) coordinate system which
is later backtransformed.
Analog to eq. (5.11) we arrive at

〈χβ,ε|V̂S1,S2 |Φ〉 = 1
R3

∑
ov1,ov2,ε

〈φ(S1)
ov1 |


− 1√

2(x̃1 cosα− z̃1 sinα+ iỹ1)
1√
2(x̃1 cosα− z̃1 sinα− iỹ1)
−2(x̃1 sinα+ z̃1 cosα)

 |φ(S1)
iv 〉

· 〈φ(S2)
0 |

r2+
r2−
r0

 |χ(S2)
ov2,ε〉

 . (5.19)

We define the initial state of ETMD as |Φ〉 = |EABMAB〉 |Φ(C)
0 〉 and the final state
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Figure 5.4.: Jacobi coordinates used for the geometric description of the trimer. Q is the
distance between A and B, R the distance from the center of mass of AB to C and α the angle
between the lines represented by Q and R.

as |χβ,ε〉 = |E′ABM ′AB〉 |E′C J ′CM ′C〉, where EAB and E′AB, E′C are the energies of the
corresponding initial and final states of the subsystems. Since the subsystem AB is of
linear symmetry the total angular momentum JAB is no longer a good quantum number
but the projections MAB, M ′AB still are and serve for the characterization of AB. J ′C is
the total angular momentum of C in its final state and |Φ(C)

0 〉 is the closed shell ground
state of atom C in its initial state. Using Eq. (5.12) and expressing the electron dipole
moment ~D1 of S1 in the coordinates (x̃1, ỹ1, z̃1) we arrive at an intermediate equation
for Γβ as

Γβ = 2π
R6

∑
M ′
AB

[
2
(∣∣∣〈M ′AB|D̃x|MAB〉

∣∣∣2 (1 + cos2 α) +
∣∣∣〈M ′AB|D̃z|MAB〉

∣∣∣2 sin2 α

)

+4
(∣∣∣〈M ′AB|D̃x|MAB〉

∣∣∣2 sin2 α+
∣∣∣〈M ′AB|D̃z|MAB〉

∣∣∣2 cos2 α

)]
× 1

3

∣∣∣〈Φ(C)
0 ||D̂

(C)||J ′C〉
∣∣∣2 , (5.20)

where each decay channel β is characterized by its own E′AB, E′C and J ′C . The reduced
matrix elements of atom C can again be expressed in terms of its ionization cross section

∣∣∣〈Φ(C)
0 ||D̂

(C)||E′C J ′C〉
∣∣∣2 = 3c σ(C)(ωvp)

4π2ωvp
(5.21)

and the transition dipole moments of AB can be conveniently computed using quantum
chemical program packages. Finally we arrive at the following working equation for the
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decay width according to

Γβ = 2π
R6

∑
M ′
AB

[
2
(∣∣∣〈M ′AB|D̃x|MAB〉

∣∣∣2 (1 + cos2 α) +
∣∣∣〈M ′AB|D̃z|MAB〉

∣∣∣2 sin2 α

)

+4
(∣∣∣〈M ′AB|D̃x|MAB〉

∣∣∣2 sin2 α+
∣∣∣〈M ′AB|D̃z|MAB〉

∣∣∣2 cos2 α

)]
× cσ(C)(ωvp)

4π2ωvp
δ(ωAB − ωC). (5.22)

The corresponding non-relativistic expression for the ETMD decay width is obtained by
using L and S instead of the total angular momentum J for each electronic state together
with the non-relativistic virtual photon energy and the corresponding photoionization
cross section. Analogously to the ICD we observe the R−6 behaviour of the energy
transfer. Additionally, an e−αQ dependence is hidden in the transition dipole moments
due to the charge transfer occurring in the ETMD process.





6. Clusters

Clusters are aggregations of atoms or molecules connected via non-covalent bonds such
as van der Waals interaction, hydrogen bonds or metallic bonding. They are interesting
because their properties lie in between the properties of atoms and molecules on the one
hand and macroscopic solid state matter on the other hand.
Therefore the investigation of clusters touches the basic question, from what point on a
cluster turns into a macroscopic solid. Very often this question is answered by the number
of involved atoms or molecules defining a cluster to consist of 2–50000 constituents [64].
However, already cluster can exhibit properties of macroscopic solid state matter (see e.g.
[65]). For example they do have an ordered structure, which for the same compound may
differ between small and large clusters. In small clusters a comparatively large number of
constituents is not completely surrounded by other constituents. These so-called surface
atoms or molecules therefore have a large impact on the minimum energy structure.
With increasing cluster size, their relative number decreases and consequently the bulk
atoms and molecules, which are completely surrounded by other constituents, gain more
and more impact on the minimum energy structure. This structure is in most cases not
the same as for the smaller clusters, but is instead space filling and the same structure
as observed for the macroscopic solid state matter [66, 67].
Defining a solid state by the constituting atoms or molecules to have fixed positions
with respect to their neighbours, both macroscopic solid matter and clusters can be
solid. It has to be noted, that also in this definition of the solid state, the constituents
are able to move, but only as coupled vibrations of the total system. Compounds of solid
states are able to melt and sublimate. Microscopically, melting can be defined as atoms
or molecules changing from having a fixed position within the ensemble to a random
position with respect to their neighbours, but still being part of the overall ensemble.
This means that internuclear distance patterns characterizing the structure are no longer
observable and instead a broad distance distribution is to be examined. Analogously,
sublimation can be defined as atoms or molecules moving far enough away from the
rest of the cluster to not being captured again. With these definitions both melting
and sublimation is possible for very small clusters of at least three constituents, even
though one would in this case rather speak of rapid vibrations or bond breaking. The
initiation of a melting or a sublimation process is goverened by external conditions such
as temperature and pressure. These initiation conditions differ between small clusters
and macroscopic matter. Small clusters need less energy for the initiation of a melting
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or sublimation process. With increasing cluster size, those external initiation conditions
approach the characteristic melting and sublimation temperatures and pressures of the
macroscopic solid matter [68, 69].
Furthermore, properties based on an electronic band structure like electric conductivity
and group orientation of spins like magnetism appear with increasing cluster size. In-
terestingly, not only the size, but also the structure of the cluster is essential for their
observance [70].
Research on clusters very often uses noble gas clusters as workhorses for the investigation
of basic properties. In general, atoms are preferred for the investigation of clusters
because they have spherical symmetry and hence different orientations of the constituents
in the cluster are impossible and hence need not be investigated. Noble gas atoms only
interact via van der Waals forces and hence the electronic states are very localized, which
means that an electron can to a good approximation be assigned to the electron cloud of
a specific atom. Therefore, the solutions of the atomic Schrödinger or Dirac equation are
reasonably good starting points for the description of atoms within the clusters. Noble
gases as such are theoretically easy to describe because of their electronic closed shell
structure. It leads to a very well defined ground state which allows to neglect difficulties
arising from multi-reference states during a calculation.
Experimentally, rare gas clusters can be prepared easily by expanding the noble gas
through a cooled nozzle into vacuum. Furthermore, they are thermically stable, and
cleaning of the apparatus after the experiment is not necessary, while cleaning after an
experiment with e.g. metals is tedious and time-consuming.

6.1. Noble Gas Clusters

The noble clusters are held together by the London dispersion force stemming from the
interaction of induced dipole moments in the polarizable noble gas atoms, which is a
special case of the van der Waals forces and inhibits an attractive R−6 behaviour. The
interaction potential between two atoms is therefore reasonably well described by the so
called Lennard-Jones potential

VLJ(R) = 4ε
((

σ

R

)12
−
(
σ

R

)6
)

(6.1)

where R denotes the internuclear distance, and ε is the depth of the potential. Due to
different conventions of the formulation of the Lennard-Jones potential σ = Rmin

6√2
with

Rmin being the distance of the potential minimum.
Its repulsive part takes care of the description of the Pauli repulsion due to overlap-
ping orbitals at short distances. The R−12 dependency is theoretically not justified but
convenient for an analytic description. For some noble gas dimers the Lennard-Jones
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Figure 6.1.: Lennard-Jones potential of the argon dimer illustrating the Lennard-Jones
parameters σ and ε.

parameters are given in Table 6.1 and the potentials are shown in Figure 6.1.

Table 6.1.: Lennard-Jones parameters for noble gas dimers used in this thesis [71, 72].

Atom type σ [Å] ε [meV]

Ar-Ar 3.40 12.4
Ar-Xe 3.72 14.4
Xe-Xe 3.96 23.1

The Lennard-Jones potentials describe the interaction between two atoms. Another
characteristic entity is the van der Waals radius obtained from the interatomic distances
in crystals. The values for the noble gases are displayed in Table 6.2.
To a first approximation homonuclear noble gas clusters are spheres because in order
to minimize the energy of the cluster the interaction between the constituting atoms
needs to be maximized. Atoms at the surface of a cluster have less interaction partners
than atoms in the bulk, which are completely surrounded by neighbours as illustrated
in Figure 6.2 showing a cut through a cuboctahedral cluster. Here it can also be seen
that even in each shell, the atoms inhabit different positions with different numbers of
nearest neighbours. An atom inhabits either a vertex position or an edge position as
shown in Figure 6.2 or a position in a plane. An atom in the plane has more nearest
neighbours than an atom in the edge, which again has more nearest neighbours of the
same shell as a vertex atom. Overall, the three dimensional structure with the smallest
surface to volume ratio or, in terms of atoms, surface to bulk ratio S

B , which therefore
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Table 6.2.: Van der Waals radii of the noble gas atoms [73].

RvdW [Å]

Ne 1.54
Ar 1.88
Kr 2.02
Xe 2.16

allows a maximization of neighbours and hence of the binding energy, is the sphere.

core atom
surface atom – vertex
surface atom – edge

Figure 6.2.: Cut through a cuboctahedral cluster illustrating the different kinds of atoms
within a cluster. The bright blue colored atoms are bulk atoms whereas the dark blue atoms
belong to the surface. Within a shell atoms can either be vertices (striped), belong to an edge
(crosshatched) or lie within a layer (not depicted in this two dimensional sketch).

At a closer look the structure is not a perfect sphere because of the shape of the atoms.
Both theoretical calculations and mass spectrometry of rare gas mixtures show that for
small clusters, the icosahedral structure, where icosahedral shells are nested into each
other, is energetically beneficial [74, 75, 64, 66].
The number of atoms of such an icosahedral structure can be calculated via

natoms = 10
3 c

3 − 5c2 + 11
3 c− 1, (6.2)

where c denotes the number of shells, where the central atom is also counted as a shell
[66]. Using this definition, c is identical to the number of atoms in the edge of the
outermost shell.
In contrast to this, larger clusters and the solid show a cuboctahedral pattern, which
infinitely extended leads to a face-centered-cubic (fcc) structure. In the fcc structure
every atom is symmetrically surrounded by 12 atoms in the same distance, while in
icosahedral structures, the atomic distance between atoms of different shells are smaller
than the interatomic distance within a shell. A large number of surface atoms compared
to the total number of atoms in the cluster will therefore have a higher binding energy in
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an icosahedral structure than in an fcc structure and will therefore induce an icosahedral
structure. The larger the clusters are, the smaller is their surface to bulk ratio S

B as
illustrated in Figure 6.3 for ideal icosahedral clusters. Therefore, the relative contribution
of the surface atoms to the overall binding energy decreases with increasing cluster size
and hence a minimum energy is to be achieved from maximizing the interactions of the
bulk atoms. Closest packing structures such as fcc and hexagonal-closest-packing (hcp)
fulfill this criterion of maximized interactions and are hence minimum energy structures
of larger clusters. From a certain cluster size on the preferred structure therefore changes
from icosahedral to cuboctahedral. This size is not exactly known and a topic of ongoing
research. It is well accepted, that the transition is supposed to lie somewhere between
800–3000 atoms [67, 76], which corresponds to c = 7− 11.
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Figure 6.3.: Surface to bulk ratio for icosahedral structures with c complete shells illustrating
the decreasing impact of the surface atoms.

The structure of heteronuclear clusters is expected to be similar to the homonuclear rare
gas cluster with a core consisting of the more polarizable atom type somehow surrounded
by atoms of the other atom type, which will be discussed in the next section. A new
method for the investigation of the structure is found in this thesis.

6.2. Creation of Noble Gas Clusters

In order to create a stable cluster, its kinetic energy kBT needs to be lower than the
sum over the cohesive energies in the cluster. Experimentally, noble gas clusters can be
prepared by expanding gas through a nozzle into vacuum. If the mean free path of an
atom or molecule λ is large compared to the diameter d of the nozzle, then the flow is
molecular. In case of λ being much smaller than d, the atoms inside the nozzle collide
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often and their individual velocities approach the group velocity of the directed beam.
Consequently, the width of the lateral velocity distribution is decreased and due to energy
and momentum conservation the temperature in expansion direction is decreased, which
allows the formation of clusters. When all atoms have the same velocity, the atoms do
not collide any longer and hence, sound would not be transferred through this medium.
Therefore, such a stream of atoms or molecules is called supersonic [77].
Cluster growth starts with the creation of a dimer. Due to energy conservation a three-
particle collision is required. Two particles form a dimer and the third particle removes
kinetic energy. For all further additions of particles a two particle collision is sufficient.
The kinetic energy of the additional atom is then used to excite vibrations within the
cluster [78].
The likelihood for three-particle collisions is proportional to the pressure in the nozzle
squared. By increasing the pressure, therefore the primary nucleation is supported. On
the other hand the pressure inside the vacuum chamber needs to be low to avoid collisions
between the clusters and residual gas. The maximum applicable pressure is therefore
limited by the pumping power installed at the experimental chamber.
Whenever one speaks of rare gas clusters, one has to keep in mind that with today’s
experimental knowledge and apparatus, single clusters inhibiting a defined number of
atoms or even structure can not be created. In every experiment a whole manifold of
clusters with different sizes are formed. This manifold is characterized by the average
number of atoms per cluster N̄ . This number is not necessarily the most abundant
cluster in the mixture as can easily be seen from Figure 6.4. The width of the cluster
size distribution is normally estimated to be 2N̄ .
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6, is the half opening cone angle of the cluster beam behind 
a simple orifice ( 35.7”).3i,32 

Figure 4 shows mass spectra of Ar;f clusters obtained 
with a flat nozzle of a diameter of 80 pm. The mass reso- 
lution m/Am is approximately 100. For small I’* values a 
more or less exponential decrease of the intensity with clus- 
ter size is observed. With increasing I’* the cluster size 
distribution shifts to larger clusters and a maximum ap- 
pears. For a set of different gases and expansion conditions 
mass spectra have been measured. In general a good agree- 
ment with the scaling laws (po,To,d) is obtained as long as 
we do not compare different gases. For the comparison 
between different gases fragmentation has to be considered. 

It is well established today that clusters undergo frag- 
mentation after electron impact ionization. 19p33,34 Conse- 
quently the size distribution of cluster ions might be dif- 
ferent from that of neutral clusters. The fragmentation 
process is very efficient in van der Waals clusters for two 
reasons. ( 1) The binding energy per atom is very small. 
(2) The ground state of the ionic cluster has a strongly 
bound ionic center33 (dimer or trimer or larger ionic core). 
This center is formed immediately ( lo-l3 s) after the ion- 
ization of the cluster. The relaxation of this ionic core leads 
to a release of kinetic energy in the cluster. 

In order to get information on the mass distribution of 
the neutral cluster beam a simple model has been used to 
calculate the number of desorbed atoms from a cluster. 
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With these numbers the average size of neutral clusters can 
be obtained. 

The number of desorbed atoms is calculated in the 
following way: After the ionization an amount of energy 
a is stored in the cluster. We assume that this energy is 
statistically distributed over the entire cluster leading to 
unimolecular decay of the cluster with a dissociation rate 
k,. Following a modified RRKM theory according to 
Engelking3’ this rate can be calculated by 

k,=?(s-- 1)8rrgS[ (~-&)‘-~/~--I], (6) 

where n goes from the initial number of atoms in the clus- 
ter (N) to the final number of atoms in the cluster ion 
(iV+ ). Y is the Debye frequency, s the degree of freedom of 
internal nuclear motion ( 3n - 6 ) , g is the number of atoms 
that are available for the desorption (n - 2), S is a repre- 
sentative cross section ( 1 nm2),35 J$ the energy which is 
left in the cluster and & the energy,loss for one desorbing 
atom. E, is calculated from the dissociation energy per 
atom .D,$, the average kinetic energy (e/n) correspond- 
ing to the temperature of the cluster and the recoil energy 
(Eyn2): 

E”=D~+(qyn)+~Jq/n2). : (7) 

The dissociation energy D$ was calculated by Kuntz 
et al. 36 for 2 < N < 24. The initial energy a has been taken 
as the difference between the adiabatic and the vertical 
ionization limit. Experimental values come from 
photoionization”, and photoemission3* measurements. 

The number of desorbed atoms is calculated itera- 
tively. The fragmentation process is terminated under two 
different conditions: (I) only a dimer core is left; (2) the 
energy e is insufficient for further desorption. If the sum 
of decay times (r,= l/k,) has reached the flight time AT 
in the TOF-MS further deposition is not considered. 

Figure 5 shows the calculated loss of atoms as a func- 
tion of the initial cluster size N for Ar clusters. The calcu- 
lations show that the fragmentation is very important for 
small clusters (N(50) and can be neglected for clusters 
with more than 100 atoms per cluster. Although our model 
is very simple there is good agreement with molecular dy- 
namics calculations by Saenz et aZ.39 Similar calculations 
have been performed for Xe clusters. 

Figure 6(a) shows the average cluster size taken from 
our TOF-MS spectra and corrected for fragmentation ac- 
cording to the procedure described above. After correction 
the points form a smooth line with only small scattering 
even from different gases. This shows that the principle of 
corresponding jets holds for our conditions. 

Similar measurements have also been performed with a 
trumpet-shaped nozzle [diam= 80 pm and 26=24”; see 
Fig. 6(b)]. In general the same behavior is observed, but 
the slope of the curve is smaller. This has already been 
found in earlier works.2t32 In the opening cone, boundary 
layers are formed leading to a pressure-dependent opening 
angle and hence to a pressure-dependent equivalent nozzle 
diameter. In general the concept of corresponding jets is 
also very useful for conical nozzles because scaling prop- 
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Figure 6.4.: Mass distribution of argon clusters. Reprint with permission from Ref. [79].
Copyright 1993, AIP Publishing LLC.

The mean cluster size N̄ can be estimated with the help of the empirical scaling param-
eter Γ∗ of Hagena et al. [80, 81] for different experimental conditions.

Γ∗ =
p0d

q
eq

T
5/2−q/4
0

Kch (6.3)
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Here, p0 and T0 are the expansion pressure and the temperature of the nozzle and deq is
the equivalent nozzle diameter for conical nozzles. Kch is a constant depending on the
material and can be calculated by the means of Hagena [82]. The values for the rare gases
for the experimental setup, which will be compared to in this work are Kch(Ne) = 185,
Kch(Ar) = 1646, Kch(Kr) = 2980 and Kch(Xe) = 5554 [71].
From the scaling parameter the mean cluster size N̄ of homonuclear clusters can be
estimated as

N̄ = 33
( Γ∗

1000

)2.35
. (6.4)

6.2.1. Creation of Heteronuclear Noble Gas Clusters

Heteronuclear noble gas clusters can be created in different ways: the pick-up method
or co-expansion of two different gases are two examples. For the pick-up method, the
jet of homonuclear clusters is directed through a volume with a high concentration of
the other species. The clusters collide with the second species of which consequently
atoms or molecules are attached to the surface of the parent cluster. Depending on the
species and the experimental conditions, different cluster arrangements can be observed.
Either, few atoms of the second species stay on the surface of the parent cluster, several
atoms form a shell around the parent cluster or the second species diffuses into the bulk
of the parent cluster.
In the co-expansion method two gases are mixed before the expansion and then led into
the nozzle together. The species with the higher cohesive energy is more likely to start
nucleation and form dimers which then grow into larger clusters.

6.3. Experimental Analysis Tools

Noble gas clusters are investigated using mass spectrometry and spectroscopy. From
the mass spectrometry information about the mean number of atoms can be obtained.
Within spectroscopy two ansatzes are used to gain information about clusters. In the first
one, measurements of atomic properties for atoms in clusters are compared to the results
of atoms. From the number of peaks, the energy shift and the relative peak intensity
conclusions about the surroundings about the atoms inside the cluster are drawn. These
methods are Photo-Electron Spectroscopy (PES), especially X-ray Photo-Electron Spec-
troscopy (XPS) and Ultra-Violet Photo-Electron Spectroscopy (UPS), Auger Electron
Spectroscopy (AES), Resonant Auger Electron Spectroscopy (RAS), X-ray Emission
Spectroscopy (XES), Near Edge X-ray Absorption Fine Structure (NEXAFS) and X-ray
Absorption Spectroscopy (XAS). Their different working principles are illustrated in
Figure 6.5.
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Figure 6.5.: Schematic overview over the physical mechanisms of different spectroscopic
methods [64].

XAS, also known as NEXAFS probes the absorption of light from the ground state to a
core excited state. With PES, ionization energies can be determined. More accurately
UPS gives information about the ionization potentials of valence orbitals and XPS of
core orbitals. AES measures the kinetic energy of the emitted Auger electron resulting
in a doubly (mostly valence) ionized final state, while XES measures the photon emitted
during an relaxation from a core ionized to valence ionized state.
Using thoses techniques, atoms in the bulk can be differentiated from atoms in the surface
and even different positions in the outermost shell could be resolved. The obtained
surface-to-bulk ratios can then also be used for an estimation of the mean cluster size
[64, 83, 84].
The second ansatz, which is developed in this thesis, uses electron-electron and ion-
ion coincidence spectroscopy. They exploit the interaction between neighbouring atoms
directly using the ICD. Until now, these techniques have been used for the investigation of
the ICD and ICD-like processes alone. But since the ICD-like processes strongly depend
on the geometry, I am going to show that for systems with two competitive processes of
comparable lifetime, having information about the decay widths, conclusions about the
cluster structure can be drawn with the help of experimental electron-electron spectra.
The principle experimental setup for both coincidence measurements is very similar.
As shown in Figure 6.6, the clusters are created using supersonic expansion into the
expansion chamber. The jet is then directed through a conical skimmer into the reaction
chamber. Here, the jet is crossed with synchrotron radiation. One pulse has of course
many photons. However, only 1 in about 10000 pulses creates a vacancy. This created
vacancy can then decay via ICD. In this case, a second electron is emitted and the two
positively charged subsystems undergo Coulomb explosion within a timescale of fs to
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Figure 3.2: Schematic of the experimental setup used. The synchrotron radiation axis is
perpendicular to the plane of the diagram.

axes described meet at the same point, the chamber must be aligned. The chamber
stands on three air-cushioned feet which can be moved on a glass plate using three
fixed micrometer screws. This way, it is possible to move the approximately 300 kg
chamber with ease, high precision and high reproducibility. The overlap of a small
optical laser beam shot through the cluster source and the skimmer with the zero’th
order synchrotron radiation is used to align the height and position of the chamber
along the cluster path axis. A plumb-line along the electron detectors’ symmetry
axis facilitates alignment along the light path. After this geometrical alignment, it
is sometimes necessary to align the spectrometer again during operation to improve
parameters such as countrate, background signal and resolution.

3.2.2 Vacuum generation

The experiment requires controlling of the pressure in three areas of the experimen-
tal chamber: the interaction region with the electron detector (main chamber), the
differential pumping section and the expansion chamber. A schematic of the vacuum

Figure 6.6.: Schematic view of the experimental setup of a electron-electron coincidence
measurement. The synchrotron radiation axis is perpendicular to the plane of the diagram.
Reprinted with permission from [71].

ps. In this time scale, the ionized cluster is still inside the reaction sphere. Initiated by
the synchrotron photon, four charged particles are created, two electrons and two ions.
Being charged, these particles can easily be withdrawn from the reaction chamber to
detectors using a so-called magnetic bottle for both positively and negatively charged
particles. In experiments normally only either electrons or ions are investigated at a
time.
A coincidence of two particles is experimentally defined by two events measured in a
specific time range after one synchrotron pulse. For the electron-electron coincidence, the
coincidence time range is 1600 ns [85]. Coincidences are very often displayed in a so-called
coincidence map, where the kinetic energy of one electron is plotted against the kinetic
energy of the other electron. Two electrons measured in coincidence can stem from
several physical processes. In the coincidence map these processes are distinguishable
from the form of the signal.
Figure 6.7 illustrates such a coincidence map. There, the signal a) is a spot at defined
energies e1 and e2. It corresponds to a process, where the electrons both stem from
orbitals of a well defined, small energy range and the final state energy is not influenced
by perturbations like vibrations. This could e.g. be an Auger decay. Signal b) is a
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new information about the shown spectra but merely illustrates the conversion. The
coincidence maps shown in this work are conversed in a similar way. A histogram
is made of electron pairs in kinetic energy intervals (Ekin(e1) ⇤ Ekin(e2)). Such a
conversed map is shown in figure 3.13. All coincidence maps in this work are drawn
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Figure 3.13: Schematic of a time-to-energy conversed coincident map. Three different
features are included to illustrate different physical process. Note that the electron en-
ergy axis are drawn differently from those shown in aforementioned maps. Details are
explained in the text.

in this way. I have included three different exemplary features. Feature a) shows a
coincidence of two electrons, where the first one has a kinetic energy of 8.2 eV and the
second a kinetic energy of 3 eV. A signal like this could be caused by recording the NOO
Auger decay of xenon at an excitation energy of approximately 72.5 eV [127]. Here,
e1 then corresponds to one of the Auger lines and e2 to the photoelectron. Case b)
stems from a physical process, where the sum of the kinetic energies of the first and
the second electron is a constant. Such a process is, for example, electron-electron
scattering. Signal c) stems from a process where the energy of the first electron is at a
fixed value while the kinetic energy of the second electrons shows a broad distribution.
ICD of water clusters could be such a process [8]. The first electron is the photoelectron
from an inner valence orbital of a water molecule in a water cluster. Its kinetic energy
depends on the excitation energy. The second electron stems from autoionization of
an outer valence orbital which is broadened in the cluster. These examples show how
different processes can be differentiated using a coincidence map.

The ionization potentials for argon and krypton used for the time-to-energy cali-
bration are given in table 2.3, the ionization potential of helium is 24.59 eV[79]. The
uncertainty of the conversion depends mainly on the uncertainty of the excitation
energy as given in section 3.1.

Figure 6.7.: Schematic illustration of electron-electron coincidence signatures for different
physical processes. Printed with permission from [71]. See the text for details.

straight line with a constant sum of the kinetic electron energies. For example electron-
electron scattering shows such a behaviour. Signal c) is a smeared out line, where one
electron energy is constant and the kinetic energy of the second electron underlies a
distribution. An ICD process would exhibit such a signal. Here the ionization energy for
the creation of the initial state is quite well defined, whereas the energy of the final states
shows a broad distribution due to vibrations and, as is to be shown in this thesis, due
to several decay channels with different final state energies as well as a decay involving
atoms at different distances inside larger clusters.
To visualize the coincident data and especially the ICD feature one can extract and plot
only those electrons which are detected in coincidence with electrons from the initially
excited, autoionizing state. The histogrammized counts of these electrons over their
kinetic energy is then the coincidence spectrum. An example of a coinicident electron
spectrum is shown in Figure 6.8. Two distinct features can be seen which are detected
in coincidence with a Ne2s electron. They correspond to the two competing processes
of NeNe-ICD and NeAr-ICD, which will be discussed in detail in chapter 13.2.
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Figure 6.8.: Electron-electron coincidence spectra for NeAr clusters showing both NeNe-ICD
and NeAr-ICD signals [86].
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7. Obtaining Continuum Properties from
L2-Functions

7.1. Bound and Continuum States

Before the decay of a metastable state is described one has to remember that both bound
and continuum states are involved in such a process. Bound states are localized and in
quantum mechanics represented by square integrable functions of the L2 Hilbert space.
Their boundary conditions lead to a quantized energy spectrum and the functions of
the bound states are normalized to represent the N -particle wavefunction. Unperturbed
bound states are eigenstates of H0 only and can therefore conveniently be described
using the time-independent Schrödinger equation. In contrast to the bound states the
continuum states are very delocalized, are not square-integrable integrable and are hence
not accessible for a probabilistic interpretation. Their energy spectrum is continuous and
the functions are normalized to their respective energy.

In decay processes where bound and continuum states interact, it is necessary to find a
way to properly represent bound states in an energy normalization or continuum states
in an L2 normalization. Since most quantum chemical program packages are based
on L2 functions, it is most convenient to go for the latter approach. Especially for
properties like decay widths or ionization cross sections, one possibility is to interprete
the evaluation of an expectation value including the continuuum in either the initial or
the final state as Gaussian quadrature and compare them to analogous expressions for
the expectation value in a discrete set of eigenstates. The given equivalence allows to
use the machinery of Gaussian quadrature combined with an imaging procedure, both
known in the literature, for the determination of the required entity [87].

After an explanation of Gaussian quadrature it is going to be shown that the discrete
spectrum of a Hamiltonian in L2 representation contains information of the continuum
using Gaussian quadrature based on the discussion of [87]. Then, it is going to be shown
how the decay width can be obtained from a discrete pseudo-spectrum by using Stieltjes
imaging [88, 89]. Finally we are going to introduce the FanoADC approach for the
representation of states in the L2 Intermediate State Representation (ISR) basis.
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7.2. Gaussian Quadrature

The gaussian quadrature is a numerical method for integration. The function to be
integrated g(x) = ρ(x)f(x) is approximated to be a product of a positive definite weight
function ρ(x) and a continuous and bounded function f(x) [90]. The evaluation of the
integral is then obtained as

b∫
a

ρ(x)f(x)dx ≈
n∑
i=1

ωif(xi). (7.1)

Here the weigths ωi and the abscissae xi are to be determined analytically, if possible,
or otherwise in an optimal way. This leads the abscissae to be unequally spaced unlike
in the basic integration schemes such as the trapezoidal rule.
The function f(x) can be expressed as a polynomial. For certain weight functions and
boundaries of integration, these polynomials can be determined analytically. It can
furthermore be shown that the roots (zeros) of the highest order polynomial describing
the function f(x) give the optimal abscissae xi. These polynomials Qn are normalized
with respect to the weight function as

b∫
a

ρ(x)Qn(x)Qm(x) = Nnδnm, (7.2)

where Nn denotes the normalization factor.
In the special case of the weight function ω(x) = 1√

1−x2 and the interval [−1,+1] the
solution to the polynomials are the so-called Chebyshev polynomials, with the analytical
abscissae and weights

xi,n = cos
(2i− 1

2n π

)
ωi,n = π

n
(7.3)

This means that the integration of an arbitrary function h(x) within the interval [−1, 1]
can be integrated as

1∫
−1

h(x)dx =
1∫
−1

ω(x)
√

1− x2h(x)dx ≈ π

n

n∑
i1

h(xi)
√

1− x2
i (7.4)

By appropriately transforming the variables, the limits of integration can be chosen
differently.
An example for such an integration is shown in Figure 7.1 for h(x) = x3 + 1. The
dark blue curve shows h(x), the points are the calculated hi at the abscissae xi and the
light blue hatched areas are the approximations to the integral for the certain areas.
Obviously, the finer the grid for the integration, the more precise is the approximation
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Figure 7.1.: Integration by Gauss-Chebyshev quadrature of the function h(x) = x3 + 1 (dark
blue) with n = 6. The integral (light blue) is obtained by summation over all product of
optimal abscissae and weights xih(xi) (circles).

to the analytical integral.
The above discussion holds for a known weight function. For an unknown weight func-
tion, the integral can be obtained by solving the so-called moment problem [87].

7.3. Expressing the Continuum Properties in Terms of
Gaussian Quadrature

Now the question arises how Gaussian quadrature can help to calculate decay widths.
The Hamiltonian can be expressed in terms of a complete set of eigenfunctions

H =
∑
i

|φi〉Ei 〈φi|+
∞∫
0

dE |φ(E)〉E 〈φ(E)| , (7.5)

where the manifold of φi denote the bound state eigenfunctions being orthonormal in the
sense of the probabilistic picture 〈φj |φi〉 = δij . The continuum functions φ(E) also form
an orthonormal set of basis functions but are normalized with respect to their energy.

〈φ(E)|φ(E′)〉 = δ(E − E′) (7.6)

In a calculation using a finite L2 basis, the diagonalization of the Hamiltonian yields an
approximative set of eigenfunctions χi with corresponding eigenvalues Ẽi such that

H̃ |χi〉 = Ẽi |χi〉 〈χj |χi〉 = δij . (7.7)
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The approximative Hamiltonian can be rewritten in terms of these L2 functions

H̃ =
∑
Ei<0

|χi〉 Ẽi 〈χi|+
∑
Ej>0

|χj〉 Ẽj 〈χj | , (7.8)

where the first part with eigenvalues smaller than 0 corresponds to the bound states and
the second part with energies higher than 0 corresponds to the continuum. In this repre-
sentation the continuum is not described explicitly, but in a discretized representation.
The eigenfunctions and eigenvalues of the positive energy solutions have no physical
meaning. Still, they inhibit a useful mathematical meaning if the continuum part is
interpreted in terms of a numerical quadrature. For this purpose the continuum part of
the energy expectation value 〈Ψ|H|Ψ〉 of the full Hamiltonian in (7.5) is evaluated using
Gaussian quadrature

∞∫
0

dE 〈Ψ|φ(E)〉E 〈φ(E)|Ψ〉 '
∑
j

ωj 〈Ψ|φ(Ej)〉Ej 〈φ(Ej)|Ψ〉 , (7.9)

where ωj are the quadrature weights. Compared to this the continuum part of the energy
expectation value of the discretized Hamiltonian 〈Ψ|H̃|Ψ〉 reads

∞∫
0

dE 〈Ψ|φ(E)〉E 〈φ(E)|Ψ〉 '
∑
Ej

〈Ψ|χ〉 Ẽj 〈χ|Ψ〉 . (7.10)

In both cases, the integral is approximated by a sum and in some special cases, where
the analytic continuum functions are known, it can be shown from the results that a one-
to-one corespondence between each L2 eigenfunction of the positive energy part and the
continuum function evaluated at the energy Ẽj exists. The so-called equivalent quadra-
ture weight ωEqj connects the discrete and the continuum function over a limited region
of coordinate space for the given energy and can be interpreted as a renormalization
[87].

|χj〉 =
√
ωEqj |φ(Ẽj)〉 (7.11)

In the following, it is assumed that this equivalence between L2 and continuum func-
tions with the integral interpreted as Gaussian quadrature is valid for all systems under
investigation.
Assumed for a moment the appropriate equivalent quadrature weigths to be known,
the decay width could ba calculated from a discretized representation substituting the
continuous basis

∑
r
|ψ(−)
r 〉 〈ψ(−)

r | of equation (4.39) by the discrete basis
∑
r
|χr〉 〈χr|.



7.3. EXPRESSING THE CONTINUUM PROPERTIES IN TERMS OF GAUSSIAN
QUADRATURE 65

Γ = 1
ωEqj
|〈Φs|H − E|χj〉|2 δ(E − Ej) (7.12)

Since in most cases, the weigth function is unknown, the weight function is going to be
calculated by solving the moment problem. The following gedankenexperiment will show
this possibility. Consider the matrix element 〈Φs|HHkH|Φs〉 is well defined. Evaluat-
ing this matrix element for the Hamiltonian in the representation including continuous
functions as given in equation (7.5) yields

〈Φs|HHkH|Φs〉 =
∑
i

〈Φs|H|φi〉Eki 〈φi|H|Φs〉+
∞∫
0

dE 〈Φs|H|φ(E)〉Ek 〈φ(E)|H|Φs〉

(7.13)
Substituting Hk by H̃k of equation (7.8) gives

〈Φs|H H̃kH|Φs〉 =
∑
i

〈Φs|H|φi〉 Ẽki 〈φi|H|Φs〉+
∑
j

〈Φs|H|χj〉 Ẽkj 〈χj |H|Φs〉 (7.14)

The two second terms approximately equal each other and additionally they are the
moments of the decay width, exact in equation (7.13) and approximately in equation
(7.14).
From the latter the moments are accessible as

Γk = 2π
∑
i

Eki |〈Φs|H − E|χi〉|2 δ(E − Ei) (7.15)

where orthogonality of Φs and χi is assumed. Otherwise the operators in the equations
would just need to be adjusted to (H −E) in the formulation of Fano or HPQ and HQP

for Feshbach’s formulation.

7.3.1. Moment Problem

The moments S(k) of a real and continuous function f(ω) are defined as [91]

S(k) =
b∫
a

ωkf(ω)dω k = 0, 1, . . . . (7.16)

In the case of f(ω) being a probability density function or a weight function in the
nomenclature of Gaussian quadrature, it is connected to the probability distribution
function F (ω) via

F (ω) = f(ω)dω. (7.17)
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Note that the standard assignment of variables in Gaussian quadrature and the formula-
tion of the moment problem is confusing. The equivalent weight function and probability
density is in Gaussian quadrature denoted by ω(x), while in moment theory it is written
as f(ω). We are going to stick to the conventions of both fields.
The probability density function f(ω) is completely determined by the manifold of mo-
ments. Therefore, when all moments are known, the probability density function (weight
function) can be calculated from the moments. In the present case f(ω) is the decay
width Γ(E), but the theory is also applicable and previously used for the description of
cross sections. Its pseudo-spectrum has the same mathematical properties as the pseuso-
spectrum of the decay width. Therefore, the knowledge obtained in the description of
cross sections can be adopted to the description for the decay widths.
In practice, all moments are never available unless they can be calculated analytically.
Therefore, one has to approximately solve the reduced moment problem since the density
function is not completely defined. In this case the 2r moments are

S(k) =
b∫
a

ωkf(ω)dω k = 0, 1, ..., 2r − 1 (7.18)

In principle the moment problem can be solved by requiring the abscissae and weights
to reproduce a minimum number of moments. Unfortunately, this determination is
ill-conditioned and, therfore one expresses the moments by orthogonal polynomials of
some known weight function. Then the transformation to the polynomials is still ill-
conditioned, but the abscissae and weights can be obtained by a well-conditioned problem
[92]. The latter approach of so-called modified moments has proved to be useful in the
case of properties such as the ionization cross section and decay width.

7.3.2. Finding the Gaussian Quadrature Abscissae and Weights from
Modified Moments

The procedure for the calculation of cross sections combining moment theory and Gaus-
sian quadrature has been investigated thoroughly. In this section the argumentation of
Müller-Plathe [91] is followed, from which the stieltjes routine has been written by
Averbukh and which is used in combination with the FanoADC implemented in Dirac.
The routine covers the construction of the polynomials, the calculation of abscissae and
weights as well as the Stieltjes Imaging. These topics are normally discussed together in
the literature [93, 89, 88].
For the ionization cross sections it has been shown that the moments with k > 2 di-
verge and hence are useless for the evaluation of the probability density function f(ω).
Therefore the inverse moments S(−k) are investigated instead:
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S(−k) =
b∫
a

( 1
ω

)k
f(ω)dω (7.19)

For each order of Stieltjes r, a set of Chebyshev polynomials Qn(1/ω) =
n∑
i=0

Qin

(
1
ω

)i
,

of order 0 − r can be assigned, using 2r − 1 moments for their construction. They are
orthogonal with respect to the weight function to be determined f(ω):

b∫
a

Qn(1/ω)Qm(1/ω)f(ω)dω = Nnδnm (7.20)

Chebyshev polynomials in general can be constructed from the recurrence formula

Qn(1/ω) = 1
ω − an

Qn−1(1/ω)− bn−1Qn−2(1/ω), (7.21)

so that all polynomials can be constructed if Q0 and Q1 are known. From these recursion
relations, expressions for the recurrence coefficients an and bn can be obtained:

an = 1
b0b1 · · · bn−1

∫
(1/ω)nQn−1(1/ω)f(ω)dω −

n−1∑
l=1

al (7.22)

bn−1 = 1
b0b1 · · · bn−2

∫
(1/ω)n−1Qn−1(1/ω)f(ω)dω (7.23)

By expansion of the integral in equations 7.22 and 7.23 into a sum over moments obtained
from the pseudo-spectra, approximate expressions can be obtained for the recurrence
coefficients depending on the energies ω̄i (the inverse abscissae), and couplings or the
weights f̄i of the pseudo-spectrum.

an = 1
b0b1 · · · bn−1

N∑
i=1

(1/ω̄i)nQn−1(1/ω̄i)f̄i −
n−1∑
l=1

al (7.24)

bn−1 = 1
b0b1 · · · bn−2

N∑
i=1

(1/ω̄i)n−1Qn−1(1/ω̄i)f̄i (7.25)

Hence, the recurrence relation now reads

Qn(1/ω̄i) = 1
ω̄i − an

Qn−1(1/ω̄i)− bn−1Qn−2(1/ω̄i) (7.26)
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with
Q0(1/ω̄i) = 1 Q1(1/ω̄i) = (1/ω̄i)− a1 (7.27)

as starting points of the determination of the polynomials.

In order to determine the distribution function F (ω) from the modified moments, the
abscissae and weights have to be calculated. Again, the abscissae (ωi) are the roots of
the highest order polynomial for each order of Stieltjes r

Qr(1/ωi) = 0 i = 1, 2, . . . , r. (7.28)

The connection between the weights and the polynomials is given by

afi =
[
n−1∑
m=0

Q2
m(1/ωi)
Nm

]−1

. (7.29)

In order to obtain the roots of the highest order polynomial, in principle any program
for root detection can be used. However, the problem can be reformulated in terms of
general polynomials Rn(1/ω) connected to the obtained Chebyshev polynomials as

Qn(1/ω) = (−1)n
√
NnRn(1/ω) (7.30)

with the respective recurrence formulas

(1/ω)Rn−1(1/ω) = −
√
bnRn(1/ω) + anRn−1(1/ω)−

√
bn−1Rn−2(1/ω) (7.31)

and
(1/ω)R0(1/ω) = −

√
b1R1(1/ω) + a1R0(1/ω). (7.32)

Now, the roots can be determined from the following equation disregarding the last
vector as solution of the eigenvalue problem.
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

a1 −
√
b1

−
√
b1 a2 −

√
b2

−
√
b2 a3 −

√
b3

. . . . . . . . .
−
√
bn−2 an−1 −

√
bn−1

−
√
bn−1 an





R0(1/ω)
R1(1/ω)
R2(1/ω)

...
Rn−2(1/ω)
Rn−1(1/ω)



= (1/ω)



R0(1/ω)
R1(1/ω)
R2(1/ω)

...
Rn−2(1/ω)
Rn−1(1/ω)


−



0
0
0
...
0

−
√
bnRn(1/ω)



(7.33)

Therefore the solution is simplified to diagonalization of the coefficients matrix. Its
eigenvalues are the roots of the polynomial and hence the desired abscissae. The eigen-
functions ui are normalized to 1. For the determination of the weights fi from the
eigenvectors the following relation

1 = fi

n−1∑
m=0

R2
m(1/ωi) = ui · ui (7.34)

of equation (7.29) has to be employed to give

fi = N0u
2
0i (7.35)

Hence, the negative moments are approximated by the abscissae (1/ωi) and weights fi
as

S(−k) ≈
n∑
i=1

(1/ωi)kfi k = 0, 1, . . . , 2r − 1 (7.36)

7.3.3. Stieltjes Imaging

Having obtained the abscissae and weights, the probability distribution function F (ω)
can be approximated. For this purpose, the so-called Stieltjes imaging is employed,
where
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F (n)(ω) =



0 ω < ω1
i∑

j=1
fj ωi < ω < ωi+1

n∑
j=1

fj = S(0) ωn < ω

(7.37)

The procedure is illustrated in Figure 7.2 for a sixth order Stieltjes imaging using a
pseudo-spectrum for the NeAr ICD in a Stieltjes histogram.
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Figure 7.2.: Stieltjes histogram of a sixth order integration from a NeAr ICD
pseudo-spectrum (light blue). At the abscissae ωi, the histogram provides lower and upper
bounds for the actual values. The mean of these two bounds (dark blue) is normally a good
approximation of the distribution function F (E) at this point.

This procedure is based on the so-called Chebyshev inequalities

F (n)(ωi − 0) ≤ F (n+1)(ωi − 0) ≤ F (ωi) ≤ F (n+1)(ωi + 0) ≤ F (n)(ωi + 0). (7.38)

This means that the distribution functions obtained from the Chebyshev polynomials
approaching the abscissae ωi from below and from above give lower and upper bounds
to the actual value of the distribution function at this particular point F (ωi). In fact,
the mean of these two values usually is a very good approximation to the exact value:

F (n)(ωi) = 1
2
[
F (n)(ωi − 0) + F (n)(ωi + 0)

]
(7.39)

Since the integral was evaluated, which was the equaling quantity for both the Gaussian
quadrature ansatz in equation (7.5) and the discrete spectrum in equation (7.8), the
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distribution function obtained from the discrete pseudo-spectrum is normalized correctly.
This distribution function is then numerically differentiated via

f (n)(ω) =


1
2
f1
ω1

ω < ω1
1
2
fi+1+fi
ωi+1−ωi ωi < ω < ωi+1

0 ωn < ω

(7.40)

to give r−1 non-zero points of the desired density function f(ω), which are subsequently
interpolated. In the routine of Averbukh, a monotonicity-preserving piecewise cubic Her-
mite spline interpolation is used for this purpose. Afterwards, the interpolated density
function is evaluated for the energy of interest, which is the resonance energy Er in case
of the autoionization processes.

7.3.4. Quality and Stability of the Results

The abscissae of the polynomials constructed from different orders of moments alternate
as is schematically shown in Figure 7.3, where each colour of points corresponds to one
order. Therefore, in an ideal world, where all these points exactly lie on the desired
density function, the combination of all abscissae and weights for the interpolation is
beneficial.

E

Γ(E)

Er

density function

E

Γ(E)

Er

density function

real life

Figure 7.3.: Schematic illustration of the interpolation after the stieltjes calculations to yield
the density function Γ(E), which is to be evaluated at the resonance energy Er. Suppose the
black curve to be the exact result. Then (left panel), for each order of Stieltjes calculation the
points lie on this curve, where points from different orders (different colours of the points)
intersect each other. The interpolation gives the exact result. In reality (right panel) the
interpolations (even of one order of Stieltjes) are likely to show oscillations due to
non-orthogonalities of Chebyshev polynomials in the higher orders and inaccurate descriptions
due to a large gap between the lower and upper bounds for low orders.

As can be seen from the Chebyshev inequalities in equation 7.38, the higher the highest
power of the polynomials and hence the larger the degrees of freedom, the closer the
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lower and upper bounds get to the exact result.
Unfortunately, the moment problem is ill-conditioned and by introducing the polynomi-
als, the moment problem as such get well-conditioned but instead the construction of
the polynomials from the pseudo-spectrum is ill-conditioned. As can be seen from the
Chebyshev inequalities, one would like to go to as high orders as possible in order to get
more accurate results. But in the construction of the recurrence coefficients 7.24, two
very large numbers are subtracted from each other. This is known to be numerically un-
stable. And the higher the order of the moment, the bigger are these numbers and hence
the introduced error. Therefore the number of moments to be successfully employed for
the approximation of the density function is limited by the quality of the orthogonal-
ity of the corresponding set of constructed polynomials. In the final density function
non-orthogonalities as well as errors from inaccurate descriptions of lower orders can be
detected by the presence of oscillations as shown in Figure 7.3 in the right panel. In the
case of the density function being well behaved in the area of the resonance energy Er,
the description might still be feasible. In case of strong oscillations, the validity of the
results is highly questionable. The interpolation can be smoothed by taking only stable
orders of stieltjes into account or, in other words, by reducing the threshold of allowed
non-orthogonality.
Another error is introduced by treating effects such as channel openings, which are
charaterized by discontinuities, with Gaussian quadrature which is valid for smooth
density functions only.



8. Algebraic Diagrammatic Construction
(ADC)

The Algebraic Diagrammatic Construction is a Green’s function approach, which is a
method for the calculation of ionization energies and electron affinities. Its advantage
is the ability to determine the desired ionization energies without explicit calculation
of the initial and final states, but instead obtaining their energy differences directly.
Moreover, this approach is size-consistent and is hence suitable for the description of
larger systems. [94]
Originally, the Green’s function was formulated in the Dyson ansatz and determined
using perturbation theory. This way both the ionization and the electron affinity part
had to be included in the description. In the non-Dyson scheme those two are separable
and hence, the dimension of the problem is reduced when one is interested in either the
N + 1 (electron affinity) or the N − 1 (ionization energy) part [95].

Gpq(ω) = G+
pq(ω) +G−pq(ω) (8.1)

The ionization part G−(ω) is a function of the energy ω and is transposed to give
G̃−pq(ω) = G−qp(ω). From this, the compact and orthogonal matrix form can be deduced

G̃−(ω) = x†(ω1−Ω)−1x (8.2)

where x are the spectroscopic amplitudes and Ω is the diagonal matrix of energy eigen-
values. This diagonal representation was reformulated using Goldstone diagrams into
the non-diagonal expression

G̃(ω) = f †(ω1−M)−1f (8.3)

where M denotes the ADC matrix and f denotes the effective transition moments. Later
it was found that this transformation could alternatively be derived by inserting a set
of so-called intermediate states [96]. These are formally constructed from Correlated
Excited State (CES), which are constructed using the same kind of excitation operators
as in an CI expansion. In contrast to the CI approach, the CES are constructed from
these operators acting on the exact and therefore correlated groundstate rather than
the Hartree Fock ground state. These CES are then grouped into excitation classes and
these classes are orthogonalized with respect to each other. Afterwards, the states within

73
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each class are orthogonalized [94].

Equation (8.3) can be solved by considering the eigenvalue problem

MY = YΩ with Y†Y = 1 (8.4)

The spectroscopic amplitudes x can then be obtained from the effective transition mo-
ments f as

x = Y†f (8.5)

To this point, the approach is exact. For the actual construction of the ADC matrix M
and the effective transitions moments f , M and f are expanded into different orders of
perturbations based on the Møller-Plesset partitioned Hamiltonian.

M = M(0) + M(1) + M(2) + · · · (8.6)
f = f (0) + f (1) + f (2) + · · · (8.7)

From this, different orders of perturbation theory of the Hamiltonian can be constructed
successively. Hereby, the truncation after the n-th order leads to ADC(n). The con-
tributions to the different classes for different orders of ADC are shown in Figure 8.1
[97].

0,1,2,2,3

–,–,0,1,1–,–,1,1,2

–,–,1,1,2

1h

1h

2h1p

2h1p

Figure 8.1.: Schematic illustration of an ADC(n) matrix for different orders of perturbation
for n = 0, 1, 2, 2x, 3. In the illustration, the respective highest order contribution is shown for
the different blocks. Hence, ADC(2x) is an extended ADC(2) including first order contributions
to the satellite block.

The matrix elements of ADC(2x) are explicitly given by
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• 1h/1h (1h block):

M
(0)
kk′ = εkδkk′ (8.8)

M
(1)
kk′ = 0 (8.9)

M
(2)
kk′ = −1

2
∑
abl

Vab[kl]Vk′l[ab]
εa + εb − εl − 1

2εk −
1
2εk′

(εa + εb − εk − εl)(εa + εb − εk′ − εl)
(8.10)

• 1h/2h1p (coupling block):
M

(1)
j,akl = Vkl[aj] (8.11)

• 2h1p/2h1p (satellite block):

M
(0)
akl,a′k′l′ = (−εa + εk + εl) δaa′δkk′δll′ (8.12)

M
(1)
akl,a′k′l′ = −δaa′Vk′l′[kl] + δkk′Val′[a′l] + δll′Vak′[a′k] − (k ↔ l) (8.13)

Here, εr denotes the r-th Hartree Fock orbital energy. The occupied states are labelled
by i, j, k, . . . and the unoccupied states are labelled by a, b, c, . . . . The two-electron
integrals for any combination of occupied and unoccupied orbitals labelled by p, q, r, s
read as

Vpqrs = 〈ϕp(1)ϕq(2)|V (1, 2)|ϕr(1)ϕs(2)〉 (8.14)

and Vpq[rs] = Vpqrs − Vpqsr.

8.1. FanoADC

In the FanoADC, the discrete ADC Hamiltonian is used for the construction of the
pseudo-spectrum of the decay width Γ. Due to multiple possible final states, the proce-
dure of Feshbach using projection operators for the partitioning of the Hamiltonian into
an initial and a final state subspace is employed. The processes of interest have a singly
ionized initial state and a doubly ionized final state with an additional electron in the
continuum. Therefore, the final state configurations are chosen from the class of 2h1p
states, where the 2h part is assumed to describe the doubly ionized final state and the
particle resembles the continuum electron. The initial state can be described as a 1h
state.
For the partitioning, two different methods are known in the literature: the selection by
2h contributions, which correspond to final states of the process, or by energy [14]. The
first is easy to implement while the second automatically enables the correct calculation
of decay widths in systems with lower than spherical symmetry, when the final state
vacancies are distributed over two symmetry equivalent atoms.
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8.1.1. Partitioning by Population

In the partitioning, all 2h1p configurations characterized by a 2h part corresponding to
one of the final state configurations are chosen to be part of the final state subspace.
All 1h configurations and those 2h1p configurations not corresponding to a possible
final state configuration are used for the description of the initial state. This leads to
a resorted ADC matrix as shown in Figure 8.2, where the subspace of the initial state
is denoted by M, the final state subspace by N, and the interaction coupling those two
subsets is named W.

1h

1h

2h1p

2h1p

sorting

1h

1h

2h1p

2h1p

M

NWT

W

Figure 8.2.: Schematic illustration of the partitioning of the ADC matrix according to the
projection operators of the initial and final states.

The separate diagonalization of the initial and final state subspaces M and N yields the
corresponding eigenvectors and eigenvalues on the diagonal of the matrices Λ and Ω

Λ = ITMI (8.15)
Ω = FTNF (8.16)

and the Hamiltonian is represented in the basis of their eigenstates as illustrated in
Figure 8.3 with V = ITWF being the interaction part in this new basis.

IT

FT0

0

1h

1h

2h1p

2h1p

M

NWT

W I

F0

0 Λ

ΩVT

V
Vi,q = 〈φi|Ĥ|ψ2h1p

q 〉

ω̄q = E2h1p
q

Figure 8.3.: Schematic illustration of the basis transformation of the full ADC matrix into the
basis of initial and final states. The pseudo-spectrum is given by the manifold of ω̄q and
Vi,q = 〈φi|Ĥ|ψ2h1p

q 〉.

The desired pseudo-spectrum which enters the Stieltjes calculation is then for a specific
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initial state choice i given by the manifold of final state energies ω̄q and the corresponding
interaction part in the basis of the initial and final eigenstates Vi,q = 〈φi|Ĥ|ψ2h1p

q 〉.

8.1.2. Partitioning by Energy

A partitioning by energy requires first a calculation of the double ionization spectrum
with the same conditions as regarded for the later decay width calculation. From the
results, the number of open channel contributions for each symmetry are determined
manually. Then, the satellite block of the ADC matrix is constructed such, that for
each particle the corresponding small 2h1p block is to be found on the diagonal. These
blocks are diagonalized separately. It is assumed that the resulting order of the 2h
configurations is the same for all particles and equals the one from the former double
ionization potential calculation. These precorrelated final states are then partitioned
with respect to energy into the initial or the final state subspace. In practice, rather the
coefficients which allow for the construction of the precorrelated final states from the
uncorrelated matrix elements are stored. Finally the ADC matrix is constructed using
the precorrelated final states.
From this point on, the calculation is the same as in the case of the partitioning based
on population.

8.1.3. Partial Decay Widths

Approximating the complete set of continuum functions by another set of complete basis
functions is verified for the determination of the total decay width only. However, an
ad hoc procedure for the determination of partial decay widths has been postulated
[98], in which a subset of the determined coupling elements Vi,q = 〈φi|Ĥ|ψ2h1p

q 〉 and the
corresponding ω̄q is related to a specific channel β.

γβi,q = 2π
∣∣∣〈φ|Ĥ|P̂βψ2h1p

q 〉
∣∣∣2 (8.17)

Here, P̂β denotes the projection operator chosing the channel contributions. The pseudo-
spectra of the channels are independently treated by the Stieltjes routine and primal
partial decay widths Γ̃β are obtained. Afterwards, the primal partial decay widths are
renormalized with respect to the total decay width Γ

Γβ = Γ̃β∑
β Γ̃β

Γ (8.18)

The quality of the partial decay widths depends on the mixing between the different
channels. For partitioning by population such mixing is completely neglected, whereas
it is treated in the partitioning by energy in an approximative way. Therefore, the
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calculated partial decay widths require a critical analysis, especially when orbitals from
lower than the outer valence are included in the final state subspace.

8.2. How to Obtain Reliable Results

8.2.1. Choice of Basis Set and Active Space

A good basis set for a decay width calculation has to both, describe the initial state
of the process reasonably well and to mimic the outgoing secondary electron. The first
requires a correlated basis set, since the initial state is ionized in the inner- or subvalence
region. The latter requires the basis set to be:

1. of high density

2. including diffuse functions

3. uncontracted

Since in the Stieltjes approach the Chebyshev polynomials are constructed from the
pseudo-spectrum, the denser this pseudo-spectrum is, the better can the description
of the decay width be expected to be. A Stieltjes calculation starting from a pseudo-
spectrum with less than four couplings with a significant contribution in the energy
range of interest can not be expected to give reasonable results.
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Figure 8.4.: Shifted pseudo-spectra with Er = 0 for the Auger process following an ionization
of the neon 1s. Comparison of contracted and uncontracted cc-pVQZ.
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A contraction of the basis set reduces its flexibility and optimizes the description of
the electron cloud close to the nuclei. Since in the decay width calculation one aims
to mimic the delocalized outgoing electron by L2 functions, a contraction leads to a
very narrow pseudo-spectrum in energy regions which are of no interest and is therefore
counterproductive.
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Figure 8.5.: Shifted pseudo-spectra for different basis sets with Er = 0 for the Auger process
following an ionization of the neon 1s. Different basis set classes.

An example is given in Figure 8.5 for a cc-pVQZ basis set for the Auger following an
ionization of the Ne1s. It can easily be seen that the pseudo-spectrum of the uncontracted
basis set spans a wider energy range than the corresponding pseudo-spectrum of the
calculation with the contracted basis set. The pseudo-spectrum obtained using the
contracted basis set would not even include the resonance energy. However, the basis
set is small and the density close to the resonance energy ER = 0 is sparse and hence
will not give a good description of the outgoing electron.
In order to mimic the outgoing electron with L2 functions, the exponents of the basis set
have to include the energy range of the expected kinetic energy of the electron. Prefer-
ably, the basis set is very dense in this energy region. An example of the pseudo-spectra
obtained from calculations with three different basis sets in shown in Figure 8.5. The
pseudo-spectrum of the smallest basis set cc-pV6Z is reasonably dense and the one for
the aug-cc-pV6Z is comparably dense but shows points at shifted energies. However,
compared to the pseudo-spectrum obtained with the cc-pCV6Z basis set including the
correlations between the neon core and the neon valence orbitals the couplings are rather
small. However, close to the resonance energy the pseudo-spectrum is not very dense.
Additionally, and especially for processes close to threshold with slow secondary elec-
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Figure 8.6.: Pseudo-spectra for the Auger process following the ionization out of the Ne1s for
the aug-cc-pV6Z basis set with additional Kaufmann-Baumeister-Jungen (KBJ) basis functions
of the s, p and d type.

trons, the basis set should contain many diffuse and hence delocalized functions. They
allow to cover the spatial range of the interaction region and hence states with the elec-
tron being disrupted from the nuclei. For this purpose additional basis functions of the
KBJ[99] type are used at the atomic positions or in case of molecules on ghost atoms
positioned between the atoms. Their effect on the density of the pseudo-spectrum is
illustrated in Figure 8.6. There, the contributions of the different angular momentum
functions are shown. Each class adds some significant couplings to the pseudo-spectrum
and hence, in combination, a reasonably dense pseudo-spectrum is created.
Additionally, the active space needs to include the orbitals of the initial state shell as
well as a reasonably large number of positive energy solutions. These positive energy
solutions describe the outgoing electron an hence the kinetic energy of the electron has
to be included. Furthermore, since the Stieltjes procedure is based on an interpolation,
energies higher than the kinetic energy of the outgoing electron are as well needed. From
experience, the positive energy of the active space should at least cover the kinetic energy
of the outgoing electron plus 10 a.u..

8.2.2. Quality Check Using the Decay Width Profile

Errors and instabilities of the FanoADC-Stieltjes calculation can be observed in the
energy dependence of the calculated decay width Γ(E). As already shown in Figure 7.3,
the optimum interpolation result is a smooth, monotonically decreasing function. The
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decay width for the given resonance energy Γ(Er) can in this case easily be evaluated.
The error of the calculated decay width is estimated by the decay widths close to the
resonance energy. There is no rigorous definition of how exactly to choose this energy
range in the literature. In general, it is estimated by the quality of the initial state
description in the initial state subspace compared to the one of the full Hamiltonian
and the manual inspection of the density of points obtained from the FanoADC-Stieltjes
calculation. If the obtained density function has a low curvature at the resonance energy,
the error of the decay width is usually very small, while for resonance energies, where
the decay width has a high curvature, the error can be of the same order as the obtained
decay width.
In addition to numerical instabilities introduced by the Stieltjes procedure discussed in
section 7.3.4, two further characteristic patterns might be observed in a calculated decay
width: channel openings and interactions of the initial state with Rydberg states.

Er,1 Er,2

channel opening

E

Γ(
E

)

Figure 8.7.: Schematic illustration of a decay width profile with three channels. At the
resonant energy Er,1, the first two channels are open and at the resonance energy Er,2 all three
channels are open.

In case of channel openings, the decay width is decreasing at low energies, but at a certain
energy another channel opens and the decay width of both are added as shown in Figure
8.7. In case of the resonance energy being higher than all the channel opening energies
as for Er,2, the selection of the final state subspace can be expected to be correct and
the initial and final state description of the partitioned Hamiltonian to be reasonable.
In case of the resonance energy being lower than the highest channel opening energy,
like for Er,1, a closed channel is treated as a final state. If such a result is obtained, one
should carefully check the selection of the final state configurations. However, it is still
possible that the partitioning of the Hamiltonian yields such descriptions of the initial



82 CHAPTER 8. ALGEBRAIC DIAGRAMMATIC CONSTRUCTION (ADC)

and final states that the channel opening and closing is not reproduced in the decay
width. In these cases the obtained results need to be analyzed carefully and might not
be meaningful at all.
Rydberg states are bound states of the systems and hence do not contribute to the
decay. However, an interaction of the initial state with those Rydberg states is possible
and leads to a density function as shown in Figure 8.8.

Rydberg states

E

Γ(
E

)

Figure 8.8.: Schematic illustration of a decay width profile with couplings of the initial state
to Rydberg states.

Here, the density function is in principle a monotonically decreasing function but has
additional peaks at certain energies. They can be distinguished from channel openings
by observing the behaviour after the peak. In case of interactions with Rydberg states,
the decay width is the same as if the interaction would not take place, while in case of
a channel opening, the decay widths of the two channels are added to give a total decay
width. If the resonance energy coincides with the position of a Rydberg interaction, the
Rydberg interaction is not to be taken into account in the determination of the decay
width.
In a real calculation, these two features are more diffuse than in the illustrations above in
figures 8.7 and 8.8, because the Stieltjes procedure smoothes discontinuities as observed
in the case of channel openings and sharp peaks as for the Rydberg states. In the Stieltjes
procedure such density functions are more accurately described with higher orders of
Stieltjes being based on higher order polynomials with more degrees of freedom. An
observed phenomenon related to this is a splitting of the decay width described by either
low or high orders of Stieltjes. In these cases, one has to decide based on the knowledge
of all other parameters, which of these two curves might be more trustworthy.
Close to channel openings, the determination of the decay width is difficult, since the res-
onance energies are approximations and not exact. Therefore, the energy range spans a
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wide distribution of different decay widths. Furthermore the broadened decay width be-
ing based on points obtained from the Stieltjes procedure might not cover the maximum
of the peak and hence the theoretical maximum of the decay width.
Additionally, when this channel opening is the first opening channel, i.e. the resonance
is close to threshold, the pseudo-spectrum might not cover the resonance energy. In
this case a Stieltjes calculation would make no sense. However, it is possible to obtain
points with the Stieltjes routine, which do not cover the resonance energy. This is mostly
observed for low orders of Stieltjes. In these cases, the points can be interpolated to give
an estimation of the decay width at higher energies, but it would have to be evaluated
at lower energies from an extrapolated function.
Having obtained a reasonable pseudo-spectrum and employed the Stieltjes routine, the
above discussions indicate that the decay width calculation using the FanoADC-Stieltjes
method is not a black box method. Summarizing, they lead to the following procedure
for the decay width evaluation:

1. Inspect the decay width profile and look for oscillations in the points of each order.
All orders above the lowest order showing oscillations as illustrated in Figure 7.3
have to be neglected in the further procedure.

2. Are features connected to channel openings or couplings to Rydberg states observ-
able in the resonance energy region? In this case, the higher order polynomials
are normally better to describe the curve and hence they should be favoured for
the interpolation. Otherwise the lower orders normally give reasonable approxi-
mations.

3. When two or more lines from different orders are observed without channel open-
ings or coupling to Rydberg states in the decay width profile, the decay width
can be expected to be either represented by one or the other. In this case, the
lower order result should be preferred, because numerical instabilities should be
less pronounced.

4. Interpolate the points obtained from the Stieltjes calculation including those orders
which seem to be reasonable.
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9. Auger Decay of Noble Gas Atoms

The decay widths of noble gas atoms have been thoroughly studied in the literature.
Therefore, the main aim of this chapter is to prove the implementation of the FanoADC-
Stieltjes in the Dirac program [15] to work reliably and reproduce some of these results.
Both, the neon atom and the xenon atom are investigated. The neon atom is chosen
because reference data is available obtained from a non-relativistic implementation of
the same method. Then, the xenon atom is studied, due to the importance of relativistic
effects in its description, which is the focus of this thesis. Finally, the results will be used
to verify that the program is able to predict the decay widths of autoionization processes.
In contrast to other comparable relativistic programs [100, 101], the FanoADC-Stieltjes
approach does not rely on spherical symmetry and is therefore capable of describing the
decay widths of ICD processes.

9.1. Neon

The Ne1s−1 vacancy with a Single Ionization Potential (SIP) of 870 eV [102] is the initial
state of the Auger decay. The Double Ionization Potential (DIP) of the final states are
shown in Table 9.1. Hence, the kinetic energy of the emitted electron lies between 748 eV
and 808 eV.

Table 9.1.: Experimental ionization energies of the doubly ionized final states [103].

Final states SIP [eV]

2p−2

3P0 62.52
3P1 62.60
3P2 62.64
1D 65.73
1S 69.44

2s−12p−1

3P0 87.85
3P1 87.92
3P2 87.96
1P 98.41

2s−2 1S 121.89

87
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9.1.1. Computational Details

The decay width calculations were performed using the FanoADC-Stieltjes approach
implemented in the program package Dirac [15]. A cc-pCV6Z basis set was employed
with additional s, p and d functions (5,5,6) of the KBJ type [99]. The active space covered
an energy range of -33.0 – 56.0 a.u., and included 376 spinors in both, the relativistic
and the non-relativistic calculation.

9.1.2. Decay Widths

The calculated decay widths are outlined and compared to experimental results in Table
9.2. Hereby, the contributions to the total decay widths are given for the three groups
2p−2, 2s−12p−1 and 2s−2 as well as for the different terms explicitely, as far as numbers
are available.

Table 9.2.: Auger decay widths and contributions of the different channels to the total decay
width in % for an initial vacancy in the Ne1s. The decay widths are given in meV.

This work Kolorenč Kelly Yarzhemsky exp.
Final states rel. nrel. Ref.[104] Ref.[105] Ref.[106] Refs. [107], [108]

2p−2
3P

53.9
(0.0)

81.6
0.0

60.0
0.0

70.8
0.0

68.4
–

70.41D (81.6) 50.5 61.2 58.2 60.9
1S 9.5 9.6 10.2 9.5

2s−12p−1
3P 38.0 (1.1) 7.8 10.6 30.1 6.1 23.1 9.3 26.1 6.3 23.51P (6.8) 19.5 17.0 16.8 17.2

2s−2 1S 8.1 10.4 10.4 9.9 9.9 6.1 6.1 5.5 5.5 6.1 6.1

Γ 344 268 251 219 242 220 ± 30

The results of this work were obtained using the FanoADC-Stieltjes method and the
same basis set as in the work of Kolorenč et al. [104]. However, the latter non-relativistic
description uses an energy based partitioning. Focussing on the total decay width, the
non-relativistic decay width obtained in this thesis is of the same order of magnitude as
both the experimental result and the other theoretical predictions, while the relativistic
result overestimates the experimental decay width by 56%. However, this discrepancy
is still inside the error margins of the FanoADC-Stieltjes method.
The branching ratios obtained from the partial decay widths of the present results have
the correct order of magnitude in the relativistic calculation, but deviate from the values
found in the literature. In the non-relativistic case the 2s−12p−1 channel’s contribution
is substantially underestimated. It is known from the literature [51] that taking into
account the coupling of the 2s and the 2p orbitals is crucial in order to obtain reliable
values for the decay width. Since this coupling is neglected in the current projection
scheme, these branching ratios cannot be reproduced. The partial decay width of the
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2p−2 3P channel is forbidden by symmetry. In an Auger decay the angular momentum
and the spin need to be conserved in the Russel-Saunders coupling scheme, i.e. ∆L =
∆S = 0. The initial state is characterized by Li = 0, Si = 1

2 and has g symmetry.
The 2p−2 3P final state without the electron is characterized by Lf = 1 and Sf =
1 and is a g state. In order to conserve the momenta, the outgoing electron would
have to be characterized by Le = 1 and Se = 1

2 . However, this outgoing electron
would have ungerade symmetry. Since the coupling operator is the gerade Coulomb
operator, the corresponding matrix elements are zero. In order to investigate the correct
prediction of this feature, the αα and the ββ final states of the 2p−2 and 2s−12p−1 final
state channel groups were treated separately as distinct channels. However, the third
triplett wavefunction would have to be constructed from a linear combination, which is
not possible in the current implementation of the FanoADC based on partitioning by
population of 2h configurations. The numbers affected by this choice of channels are
shown in brackets in Table 9.2. The chosen triplett final states of the 2p−2 3P yield a
decay width of zero and therefore predicts this property correctly up to the accuracy,
which is accessible.

9.2. Xenon

From single and double ionization spectra and Auger spectroscopy it is known that
vacancies from the Xe4d and lower are energetically allowed to decay via Auger processes
[109]. In the following, I will focus on two energetic initial state regions, namely the 4p
and the 4d region.

9.2.1. Computational Details

All calculations in this chapter, including the decay width calculations, were performed
using the Dyall cv4z basis set [110] with additional five s, p and d and three diffuse basis
functions of the KBJ type [99]. The active space was chosen to include the fourth shell
completely and the positive energies to be limited by 40.0 a.u..

9.2.2. Open Channels

The different open channels are to be determined by comparison of the single and double
ionization spectra shown in Figure 9.1. These spectra have been calculated using the
DC-ADC(2x) method implemented in Dirac [111, 112, 15].
From the calculated single and double ionization spectra the open channels for different
singly ionized initial states can be determined for doubly ionized final states as shown
in Table 9.3. These results are the basis for the choice of the final state subspace in the
decay width calculations.
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Figure 9.1.: Comparison of calculated single and double ionization spectra for the
determination of open channels in of the later decay width calculation. Upper panel:
relativistic description, lower panel: non-relativistic description.
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Table 9.3.: Channels of the Auger processes for different singly ionized initial states and
doubly ionized final states of the xenon atom. Open channels are marked by "x", while closed
channels are marked by "–".

4d−2 4d−15s−1 4d−15p−1 5s−2 5s−15p−1 5p−2

4d−1
5/2 – – – x x x

4d−1
3/2 – – – x x x

4p−1
3/2 – x x x x x

4p−1
1/2 x x x x x x

4d−1
nrel – – – x x x

9.2.3. Auger Decay from the Xe4d Region

The Auger process from the Xe4d subshell has been experimentally measured to high
accuracy [113] and is used as a calibration standard. The corresponding decay widths
have among others been measured by Ausmees et al. [114, 115]. Theoretically they have
been investigated by Mäntykenttä [116] using Multi-Configurational Dirac-Fock (MCDF)
[117]. The experimental and theoretical findings are compared to the results of the
present calculations using the relativistic FanoADC-Stieltjes method presented in Table
9.4.
From the single ionization spectrum of the full Hamiltonian, initial state energies of
67.03 eV and 69.04 eV were obtained. They deviate from the experimental values shown
in Table 9.4 by about 0.5 eV and are very close to the values calculated with MCDF
[117]. The spin-orbit splitting of ∆SO,calc = 2.01 eV is very close to the experimental
value of ∆SO,exp = 1.99 eV. Even though the initial state energies obtained from the
initial state subspace deviate from the experimental numbers, the spin-orbit splitting is
well predicted to be ∆SO,part = 2.04 eV.
According to Table 9.3 the open channels are characterized by the two hole configurations
5s−2, 5s−15p−1 and 5p−15p−1, which in the following are utilized for the construction of
the final state subspace.
In order to obtain the decay widths at the resonance energies, higher orders of Stieltjes
were predominantely used for the interpolation to yield the approximate decay width
function. This choice became necessary because in the partitioned Hamiltonian the
5s−2 channel opens very close to threshold and hence the resonance energy at which the
decay width function is evaluated is very steep. Therefore, for a reasonable description
the higher orders polynomials were needed. In such cases the error ∆(Γ) = 0.1 eV of the
evaluated decay width is rather large compared to the decay widths themselves.
The total relativistic decay widths obtained with the FanoADC-Stieltjes method agree
with both the experimental results and the MCDF results within the error margins. Even
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Table 9.4.: Auger decay widths of the Xe4d5/2 and Xe4d3/2 and the non-relativistic 4d initial
states with the doubly ionized final states compared to experimental values [114]. All widths
are given in eV. The partial widths are renormalized to the total width.

energy [eV] pole str. 5s−2 5s−15p−1 5p−15p−1 total

4d5/2,±5/2 66.87 0.879 2.34·10−2 5.40·10−2 8.45·10−2 0.1619 ± 0.1
4d5/2,±3/2 66.87 0.879 2.30·10−2 5.34·10−2 8.57·10−2 0.1621 ± 0.1
4d3/2,±3/2 68.91 0.879 1.73·10−2 3.35·10−2 8.15·10−2 0.1323 ± 0.1
4d3/2,±1/2 68.91 0.879 1.62·10−2 3.21·10−2 8.21·10−2 0.1304 ± 0.1
4dspinfree 67.67 0.879 2.29·10−2 5.17·10−2 9.31·10−2 0.1678 ± 0.1
4dnrel 70.68 0.878 1.15·10−2 1.78·10−2 5.72·10−2 0.0898 ± 0.1

exp. 4d5/2 67.55 [118] 0.110 – 0.130 [114]
exp. 4d3/2 69.54 [118] 0.105 – 0.116 [114]
calc. 4d5/2 67.55[116] 0.160 [116]
calc. 4d3/2 69.54[116] 0.143 [116]

though the error margins are large, the deviation of the results from the experimental
findings are less than 52meV and hence much smaller than the error margin. Comparing
the results of this thesis to the results of the MCDF calculations the deviations are much
smaller. For the 4d5/2 the results are very close with a difference of 2meV and for the
4d3/2 with a difference of 10meV.
The results of the non-realtivistic calculations are smaller than the results of the rela-
tivistic calculations by a factor of two, while the spinfree calculation yields a decay width
of the same order as the relativistic calculation. This means that the higher decay width
is not a consequence of spin-orbit coupling but rather of scalar-relativistic effects. Non-
relativistically, the radial distance expectation value of the electron cloud distribution
from the nucleus of the 5s and 5p is larger than the one for the 4d orbital. Due to the
scalar-relativistic effects, the 5s and 5p orbitals are contracted while the 4d orbital is
decontracted. Therefore, the overlap between those orbitals is larger as is their possible
interaction. Hence, the decay width including both kinds of vacancies is increased.
As shown in Figure 9.1, some of the final state groups in reality consist of different
terms which have been thoroughly analyzed by Pernpointner et al. [119]. From this
analysis it can be seen that the terms are combinations of different 2h configurations.
Therefore a definition of the final state by 2h configurations is unfortunately insufficient
for a more detailed study of partial decay widths. However, the Auger process from the
Xe4d region with an improved method would be worth investigating, since decay widths
and branching ratios have been measured in experiment [115].

9.2.4. Auger Decay from the Xe4p Region

The Xe4p is expected to be split into 4p1/2 and 4p3/2 states with a spin-orbit splitting
of few eV. However, in experimental single ionization spectra only one peak in the ex-
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Figure 9.2.: Left panel: Single ionization spectrum of the xenon atom in the 4p region
calculated with DC-ADC(2x). Right panel: Eigenvalues of the initial state subspace of the
xenon atom in the 4p region calculated with DC-FanoADC(2x).

pected 4p3/2 region is observed. Where one would expect a second peak from the 4p1/2,
the spectrum shows a broad structure of lower intensity. This observation has been in-
terpreted to originate from a very fast decay process, the Super-Coster-Kronig process,
where both the vacancy filling and the Auger electron stem from the same shell as the
initial vacancy. In this case, this process would have a 4d−2 final state. It is assumed to
be much faster than the Auger process of the 4p3/2.
The decay widths of the Auger process with a 4p3/2 initial state have been thoroughly
studied [120], leading to decay widths of 0.1 eV to 0.6 eV for different satellite states
using MCDF. In the same publication it is stated, that the SCK decay is expected to
have decay widths of about 10–100 eV. The latter is used as explanation for the non-
observation in the Auger electron spectra.
The single ionization spectrum of the energetic region of interest between 140 eV and
170 eV is shown in the left panel of Figure 9.2 for the full Hamiltonian without any
partitioning into initial and final state subspaces.
Below 150 eV fewer and higher peaks stem from the ionization of the 4p3/2. The main
peaks are at 146.98 eV and 148.58 eV. At energies between 150 eV and 165 eV the broader
distribution mainly originating from the 4p1/2 can be seen with the largest peaks at
154.89 eV, 157.00 eV and 160.69 eV. Both clearly show a breakdown of the one-particle
picture.
However, due to the underlying method of partitioning the Hamiltonian into initial
and final state subspaces, the configurations shown in the left panel of Figure 9.2 are
not the intial states used in the FanoADC approach. All configurations characterized
by 4d−15s−1, 4d−15p−1, 5s−2, 5s−15p−1 or 5p−15p−1 form the final state subspace.
Therefore, the spectrum of the initial state subspace is the source for the description of
the initial state vector instead. Its spectrum is shown in the right panel of Figure 9.2.
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The partitioning causes a reduction of complexity of the initial state spectrum to a main
state of the 4p3/2 at 147.57 eV and a reduced distribution for the 4p1/2 with highest
peaks at 156.42 eV, 158.16 eV and 160.22 eV. This causes an error of the initial state
description, which is normally neglected.
From the FanoADC and a following Stieltjes calculation points along Γ(E) are deter-
mined for each calculated order of Stieltjes. Such decay width profiles are shown in
Figures 9.3, and 9.4 for the 4p3/2 and 4p1/2, respectively. Their analysis is mandatory
for the evaluation of the results’ quality.
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Figure 9.3.: Shifted Stieltjes profile of Γ(E) obtained from the relativistic FanoADC
calculation from a 4p3/2 initial state with both Γ and E given in atomic units. The resonance
energy is Eres = 0 and the resulting points of the different orders of Stieltjes are plotted
separately. The smooth curve shows two additional peaks related to interactions with Rydberg
states as discussed in section 8.2.2.

In case of a 4p3/2 initial state, the decay width profile for Stieltjes orders between 5
and 37 shows a decay with a threshold at energies below Eref = 0, which leads to a
fairly smooth curve at the energy of interest. At higher energies of about 1.5 a.u. and
4.5 a.u. additional peaks are observed, which can be explained by interactions of the
initial state description with Rydberg states. These do not contribute to the decay and
hence a smoothing of the total curve neglecting them is necessary.
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Table 9.5.: Auger decay widths of the Xe4p3/2 initial states with different MJ values and
different doubly ionized final states. All widths are given in eV.

4p3/2,±3/2 4p3/2,±1/2

energy [eV] 147.57 147.57
pole strength 0.694 0.694

4d−2 – –
4d−15s−1 1.31·10−1 1.44·10−1

4d−15p−1 6.36·10−1 6.29·10−1

5s−2 6.27·10−4 6.29·10−4

5s−15p−1 1.50·10−2 1.49·10−2

5p−15p−1 3.21·10−2 2.90·10−2

total 0.814 0.818

Table 9.6.: Total Auger decay widths of the Xe4p3/2 obtained from experiment, MCDF and
this work. All widths are given in eV.

exp calc 1 calc2 calc3

energy [eV] 145.6 145.0 145.0 147.57
Γ [eV] 0.54 1.80 0.3116 0.814
1 MCDF calculation excluding final ionic state con-
figuration interaction [120].

2 MCDF calculation including final ionic state config-
uration interaction [120].

3 This work.

The total and partial decay widths for the 4p3/2 initial state are shown in Table 9.5. The
projection of the angular total angular momentum of the initial state does not influence
the results, which can be deduced from the almost equal results for the 4p3/2,±3/2 and
4p3/2,±1/2 initial state. It can easily be seen that the Coster-Kronig processes character-
ized by the 4d−15s−1 and 4d−15p−1 final states dominate the decay.
The total decay widths are compared to experimental values and the results obtained us-
ing MCDF in Table 9.6. All decay widths are in the order of 1 eV. While the calculation
including the final ionic state configuration interaction underestimates the experimen-
tal decay width by 0.23 eV, the calculation excluding the final ionic state configuration
interaction overestimates the experimental value by 1.26 eV. The decay width obtained
in this work overestimates the experimental decay width by 0.27 eV. The FanoADC-
Stieltjes approach intrinsically contains configuration interaction inside the final state
subspace. However, only those states characterized by certain 2h configurations imaging
the final state configuration are taken into account. In contrast to this, in the MCDF
calculation further hand-picked satellite contributions are added to the final state de-
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Table 9.7.: Contributions of the different channels to the total decay width for the Auger
decay of Xe4p3/2 in %.

4d−15s−1 4d−15p−1 5s−2 5s−15p−1 5p−2

Ref. 1 77.7 20.7 0.5 – 1.1
Ref. 2 33.6 59.4 2.2 – 4.8
This work 16.1 78.1 0.1 1.8 3.9
1 MCDF calculation excluding final ionic state configuration interaction
[120].

2 MCDF calculation including final ionic state configuration interaction
[120].

3 This work.

scription. Hence, the final state description of the MCDF can be more precise than the
one of the FanoADC method.
Considering the large errors of both decay width calculations and their experimental
determination, the total decay widths obtained in this work are in agreement with both
the experimental findings and the other calculations.
As discussed in section 8.1.3, the obtained partial decay widths might suffer from inter-
channel mixing, which is mainly observed in the sub-valence region. According to this,
the intensity distribution of this work differs from the ones of reference [120] as shown
in Table 9.7. However, the dominance of the CK process is qualitatively observed in
accordance with the other calculations.
The Xe4p1/2 initial state can, as already mentioned, not be described by a single 1h
configuration and therefore, all states with a pole strength larger than 0.05 and a major
contribution of the Xe4p1/2 spinor are investigated. Hereby, also the 4d−2 configurations
are sorted into the final state subspace in order to take into account a possible SCK
process.
Figure 9.4 shows the decay width profile of the lowest energy state investigated, which
also inhabits the largest pole strength. It is a well-behaved and smooth curve at energies
above E = 0. As can easily be seen, the SCK decay channel opens directly in the energy
region of interest at Eres = 0. Since the Stieltjes procedure is not able to produce a
clear energy cut at the threshold and the initial state energies can be expected not to
be completely exact due to errors introduced by the partitioning and additional errors
from the ADC(2x) itself, an unambiguous conclusion, whether the SCK channel is open
or not, cannot be drawn. This decision also determines the choice of which curve of the
decay width profile to choose for the evaluation of the decay width. The results shown in
Table 9.8 are the numbers obtained from the lower curve excluding the opening channel
from the interpolation. In weighing the higher order moments more than the lower order
moments, the decay width would be about twice as large as the numbers presented and
hence in the order of Γmax ≈ 2 eV.
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Figure 9.4.: Γ(E) of the relativistic FanoADC calculation from a 4p1/2 initial state with both
Γ and E given in atomic units.

Table 9.8.: Auger decay widths of non-negligible satellites with a major contribution of the Xe
4p1/2. All widths are given in eV.

energy [eV] 156.42 158.16 160.22 177.77 186.31
pole strength 0.332 0.093 0.123 0.058 0.068

4d−2 6.78·10−1 4.45·10−1 1.07·10−1 1.68·10−1 1.56·10−1

4d−15s−1 1.34·10−1 6.93·10−2 8.61·10−2 1.12·10−1 3.39·10−1

4d−15p−1 2.51·10−1 9.08·10−2 1.09·10−1 1.45·10−1 3.72·10−1

5s−2 3.10·10−4 2.21·10−4 1.91·10−4 2.12·10−4 1.81·10−4

5s−15p−1 3.84·10−3 1.32·10−3 2.16·10−3 1.45·10−3 8.13·10−3

5p−15p−1 1.02·10−2 3.40·10−3 5.12·10−3 2.18·10−3 1.55·10−2

total 1.077 0.610 0.310 0.429 0.891
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Even though the FanoADC calculations imply the SCK process to have a large decay
width, the calculated value is smaller than the estimated value of 10 – 100 eV [120].
The FanoADC-Stieltjes results therefore indicate that the broad feature of the single
ionization spectrum in the 4p1/2 region is caused by both the breakdown of the single
particle picture with additional fast decay of all corresponding satellite configurations.

9.3. Summary

From these examples I have shown that the FanoADC-Stieltjes method implemented
in Dirac is able to both reproduce results of the comparable non-relativistic code of
Kolorenč and results from MCDF calculations including relativistic effects in Auger
processes as well as the corresponding experimental results. It is to be expected that
the relativistic FanoADC-Stieltjes Code is also able to predict unknown decay widths
for larger systems such as dimers and small clusters, since it is able to treat lower than
spherical symmetries.



10. Geometric Influence on ICD and
ETMD3 Illustrated Using Pairs and
Triples of Atoms

Decomposing every system into pairs and triples of atoms is a very useful first order
approximation to both the investigation of energies and decay widths of a larger system.
Pairs and triples are combinations of two and three atoms, respectively. These atoms
do not necessarily need to form bonds between each other or even be close, but they
are characterized according to fixed internal coordinates. Each pair and triple can be
described by its properties which are in first order of approximation independent of
further, eventually present, atoms. In the following, this approach is going to be called
model of pairs and triples.
In case of the electronic decay processes one is interested in the energies of the initial Ein
and the final states Efin of the corresponding processes in order to determine, whether a
channel β is open, i.e., in accordance with energy conservation, or not. When the channel
is open, the excess energy is carried away by the emitted electron Esec in form of its
kinetic energy. These energies can in the model of pairs and triples be approximated to
be

Eβin = SIP (Xβ
in) (10.1)

Eβfin = SIP (Xβ
fin1) + SIP (Xβ

fin2) + 1
d

(10.2)

Eβsec = Eβin − E
β
fin (10.3)

where Xin denotes the initially ionized atom and Xfin1 and Xfin2 describe the two ion-
ized atoms in the final state. β denotes the decay channel characterized by the quantum
numbers of the ionized atoms in the pairs and triples and d denotes the interatomic dis-
tance between the atoms Xfin1 and Xfin2. The initially ionized atom Xin can coincide
with one or both of the final state atoms Xfin1 and Xfin2. As explained in chapter 2, the
distribution of the vacancies over the different atoms determines the kind of electronic
decay process at hand. Hence, in an Auger process all three atoms would coincide, for
an ICD Xin would coincide with one of Xfin1 and Xfin2 and for an ETMD3 all ionized
states are located on different atoms.
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In all autoionization processes considered, a second electron is emitted with the kinetic
energy Esec. If Esec < 0, then the final state energy is higher than the initial state
energy and the process is energetically not accessible. Hence, the corresponding channel
is closed.
This ad hoc approach easily allows to correct for energetic shifts of ionization potentials
as observed in larger clusters.
The decay widths of the pairs and triples can be estimated with different accuracy, but
in general, the total decay width Γ of a system is the sum over the decay widths of all
channels β for all possible pairs or triples i.

Γ =
∑
i,β

Γi,β (10.4)

10.1. Influence of the Geometry on ICD processes

10.1.1. Geometry Dependence of the ICD Channel Openings and Closings

In case of the ICD process, the atoms Xin and one of the finally ionized atoms Xfin1
and Xfin2 coincide. For the sake of simplicity it is now assumed that this atom is Xfin1.
d is then the interatomic distance R of Xfin1 and Xfin2.
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Figure 10.1.: Initial and final state energies of the ICD channels of ArXe in the model of
pairs. Both the four relativistic channels and the non-relativistic estimate are shown. From the
distance on, where the final state energy is lower than the initial state energy, the decay
channel is open.

The ArXe dimer is chosen as an illustrative example in order to show the distance
dependency of the final state energies compared to the initial state in the model of pairs
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using ionization properties of the corresponding atoms given in Table A.2. In Figure
10.1 the energy of the Ar3s−1 initial state is assumed to be constant, independent of any
stabilization by the neighbour and drawn as a black line. Additionally both the curves
of the four final states of the relativistic description and a hypothetical non-relativistic
curve calculated by the means of equation (10.2) are shown.
For small distances up to 10Å, all channels are closed. As soon as the final state
curves cross the energy of the initial state the respective channels open. For the four
relativistic channels these channel opening distances are 10.67Å, 12.29Å and 334.1Å for
the Ar3p−1

3/2Xe5p
−1
3/2, Ar3p

−1
1/2Xe5p

−1
3/2 and Ar3p−1

3/2Xe5p
−1
1/2 channels, respectively. The

sum of the two ionization potentials of the Ar3p−1
1/2Xe5p

−1
1/2 channel are already higher

than the initial state energy. Therefore this channel never opens. In the non-relativistic
treatment, the atomic ionization energies of the Ar3p and the Xe5p are estimated by
the statistically weighted average of the p3/2 and the p1/2 ionization energies. The
non-relativistic opening distance would then be 16.84Å.
Considering a distinct distance in an experiment as many secondary electron peaks would
be observed as energetically distinguishable channels are open. The non-relativistic
treatment predicts one single peak, whereas the relativistic approach takes care of the
different channels due to spin-orbit coupling and therefore is able to predict the correct
number of peaks for a reasonable choice of initial and final state energies.
Hence, for an ArXe dimer with an equilibrium distance of 4.04Å all ICD channels are
closed. As can be seen in the discussion of mixed ArXe clusters, that in case of shifted
curves, ICD channels might open at atomic distances, where the decay widths are non-
negligible.

10.1.2. Geometry Dependence of the ICD Decay Widths

The decay widths Γ in the asymptotic description of equation (5.18) shows a pure R−6

behaviour. However, this does not contain any information about whether the channel is
open and hence, whether such a process would be observable. Therefore, in Figure 10.2
the decay width is plotted over R with the additional condition, that the corresponding
channel needs to be open at the distance of interest for both the relativistic treatment
and the non-relativistic analogon.
In this double logarithmic plot, the decay width determined non-relativistically is a
straight line starting from the opening distance of 16.84Å. In contrast to this, the rela-
tivistic treatment shows a decay at much smaller distances, as was to be expected from
the smaller opening distance of the Ar3p−1

3/2Xe5p
−1
3/2 channel. Already from this point

it can be seen, that the non-relativistic treatment is not sufficient for systems with a
large spin-orbit coupling. Between 12Å and 13Å the relativistic decay width s approx-
imately constant rather than decreasing with R−6. In this region, the second channel,
Ar3p−1

1/2Xe5p
−1
3/2, opens and its contribution to the decay is added to the decay width
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Figure 10.2.: Decay widths of the ArXe dimer in relativistic and non-relativistic treatment
plotted over the interatomic distance R. The initial and final state energies were determined
from unshifted experimental atomic ionization potentials. Only such channels are considered,
which are open at the corresponding distances.

of the first decay channel. However, at distances where the non-relativistic channel is
open, for the distances shown in this illustration, the non-relativistic decay width is
higher than the total relativistic one. This observation stems from the fact, that in a
first order approximation, when all channels are open in the relativistic treatment, the
sum over their decay widths has to equal the non-relativistic one. In the case of the ArXe
dimer and the distances shown in Figure 10.2, not all relativistic channels are open, and
hence the non-relativistic treatment overestimates the decay width.
The sum over the relativistic decay widths will for these calculations never exactly give
the non-relativistic result, because even though a thorough partitioning of the lifetime
τ and the ionization cross section σ(ωvp) are taken care of, the cross section as well as
the decay width depend on the energy of the virtual photon ωvp non-linearly and this
energy differs for different ionization energies of the final state of the initially ionized
atom.

10.2. Influence of the Geometry on ETMD3 processes

10.2.1. Geometry Dependence of the ETMD3 Channel Openings and
Closings

Atomic triples are characterized by three coordinates which for this discussion are chosen
to be the Jacobi coordinates R, Q and θ as illustrated in Figure 5.4. However, the choice
of appropriate coordinates is not unambiguous, since it is unknown, which way the energy
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travels during its transfer between the subsystems. A more detailed discussion is to be
found in section 10.3.
Energetically the geometry is crucial for the determination of open channels. Already
in the first approximation of the final state energy iEfin of equation (10.2) it strongly
depends on the distance between the two atoms Xfin1 and Xfin2 ionized in the final
state. This dependence is explicitely formulated as

Efin = SIP (X1) + SIP (X2) + 1√
Q2 − 2QR cos θ +R2 . (10.5)

When this final state energy is higher than the initial state, the particular channel is
closed. For the case of the ArXe2 this relation is illustrated in Figure 10.3 for the
ArXe5p−1

1/2Xe5p
−1
1/2 channel and Q = Req = 4.04 Å using the atomic values as given in

Table A.2.
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Figure 10.3.: Energy hyper surface of the doubly ionized ArXe5p−1
1/2Xe5p−1

1/2 (light blue
surface) and the ionization potential of the Ar3s−1 initial state with 29.2 eV (dark blue grid). Q
is constant, whereas R and the angle θ (see Figure 10.9) are varied. This ETMD3 channel is
open for structures where the final state energy is lower than the initial state energy.

At a hypothetical very small angle θ and R ≈ Q, the channel closes. In this example
those geometries are mostly unrealistic, because the two xenon atoms would be closer
than in a neutral Xe dimer, but in other systems channel closings due to the geometry
are to be expected.

10.2.2. Geometry Dependence of the ETMD3 Decay Rates

The decay rate also crucially depends on the geometry of the triple. From eq. (5.22)
the R dependency is easily interpreted as being Γ ∝ R−6 corresponding to the energy
transfer mainly being caused by a dipole-dipole interaction. The dependency of Q is
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implicitely included in the transition dipole moments. These depend on the overlap
between the two atoms of the electron transfer, which decreases exponentially with Q.
The angular part of equation (5.22) can be reformulated using the equivalence of tran-
sitions in x̃ and ỹ direction to yield

Γi ∝ 2
(
| < D̃z > |2(1 + cos2 α) + | < D̃x > |2(2 + sin2 α)

)
(10.6)

The decay widths corresponding to electron transfers from orbitals oriented along (z̃)
and perpendicular to the internuclear axis (x̃) are illustrated separately in Figure 10.4,
supposing | < D̃z > |2 = | < D̃x > |2 = 1. Obviously, the two different transition types
add up to give the full angular dependence of a given trimer. It has to be kept in mind
that in reality | < D̃z > |2 is about an order of magnitude larger than | < D̃x > |2.

−π −π
2 0 π

2
π

2
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4

5

6 z̃ direction
x̃ direction

Figure 10.4.: Angle dependence of the ETMD3 decay widths for electron transfers along the
internuclear axis z̃ of subsystem S1 and perpendicular to the internuclear axis x̃.

For a more realistic picture consider the distances R and Q as defined in Figure 5.4 to
be constant and the ratio between the transition dipole moments in the z̃ and the x̃
direction q = |<D̃x>|2

|<D̃z>|2
to be fixed to some number. In this case the decay width for each

M ′AB has the angular dependence

Γi ∝
(
2q| < D̃z > |2 + (4 + 2q)| < D̃z > |2 cos2 α+ (2 + 4q)| < D̃z > |2 sin2 α

)
(10.7)

∝ 4q + 2 + 2 cos2 α+ 2q sin2 α. (10.8)

It is an oscillating function with maxima at even multiples of π
2 and minima at uneven

multiples at π
2 as shown in Figure 10.5.

In a real system, an energy transfer between two dipoles is most efficient, if they are
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Figure 10.5.: Angular dependence of the ETMD3 decay width for electron transfers both
along and perpendicular to the internuclear axis of subsystem S1. Different values of
q = |<D̃x>|2

|<D̃z>|2
.

aligned in one direction. Within a dimer the most efficient electron transfer results in a
dipole aligned along the bonding axis and hence q < 1. A typical value of q would be 1

10 .
In the case of q approaching 0, the angular part of the decay width approaches a shifted
2 cos2 α with maxima at even multiples of π2 and minima at uneven multiples of π2 with
values between 4 and 2. Therefore, for typical numbers of q the energy transfer to an
atom on the same axis (α = 0, π), corresponding to a linear arrangement, is preferred.
The previous discussions are based on the decay of one specific atom being the electron
donor and another atom being the electron emitter. In reality both atoms can be donor
als well as emitter while the energy of the resulting final state stays the same. For both
bond lengths between the two atoms ionized in the final state and initially ionized atom
being the same, both contribute the same amount to the total decay rate. With one of
the atoms ionized in the final state being further apart, its probability in donating the
vacancy filling electron decreases exponentially and can hence be neglected.
Combining both the view on the energetic accessibility of the decay channels and the
decay widths results in the pictures in Figure 10.6. Here the geometry dependence of
the decay width for the case of the four ArXe2 channels is shown summing the decay
widths of the two possible geometric combinations of the triple. The numbers were
obtained by HARDRoC using the asymptotic formula (5.22) with redefined R and θ.
Here Q = 4.04 Å is chosen constant to the internuclear distance of the neutral ArXe
dimer while R and θ are varied. The plots display the channel closing for very small Xe-
Xe distances and the R−6 behaviour as well as the expected angle dependence explicitely
shown in Figure 10.5. Implicitly the exponential decrease of the decay width is shown
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Figure 10.6.: ETMD3 decay widths Γ hyper surfaces for an ArXe2 trimer. The four electronic
decay channels are shown separately.

by one of the two triple combinations in the trimer showing a contribution only at small
internuclear distances.
The decay widths of the four different decay channels shown in Figure 10.6 can be
summed up to yield the total decay width of the ArXe2 trimer as illustrated in Figure
10.7.
Also here the R−6 dependence is observed but the dependency of the angle θ shows
spikes. These changes are due to the channel closing. For a large angle θ all channels
are open. Imagine a linear trimer, which now starts bending. The closer the two xenon
atoms get, the more the two positive charges in the final state repell each other. At one
point the atoms are so close, that the ArXe5p−1

1/2Xe5p
−1
1/2 channel being highest in energy



10.3. INFLUENCE OF THE COORDINATE SYSTEM CHOICE 107

306090120150180 51015

0

1

2

·10−4

θ [◦] R [Å]

Γ
[eV

]

Total decay width of the ArXe5p−1Xe5p−1

Figure 10.7.: Sum over the decay widths of all four channels, illustrated separately in Figure
10.6. The opening of channels at different angles θ and internuclear distances R are to be seen
at the spikes.

is no longer energetically accessible. Bending further, first the ArXe5p−1
3/2Xe5p

−1
1/2 and

the ArXe5p−1
1/2Xe5p

−1
1/2 channels, being equal in energy, close. In the illustrated angle

range the ArXe5p−1
3/2Xe5p

−1
3/2 channel does not close.

10.3. Influence of the Coordinate System Choice

In Figure 5.4 a coordinate system was chosen to describe the triatomic system ABC.
The distance Q between the two atoms involved in the electron transfer is reasonably
defined. However, where the center of the oscillating dipole moment of subsystem S1
is located, can not unambigously be defined. Most probable it is somewhere between
the atoms A and B. The coordinates were chosen as illustrated in the left panel of
Figure 10.8 with the distance R of the energy transfer anchoraged at the initially ionized
atom A. This choice is convenient for the calculation of the decay widths of large system,
since for triples consisting of atoms at larger distances the possibility of the anchorage to
coincide with atom C is avoided. Another possible choice would be some point between
the atoms A and B as illustrated in the right panel of Figure 10.8.
For the following discussion we will therefore refer to two sets of coordinates of maximum
deviation with origins residing in atoms A and B with subscripts A and B.
We assume that we have two constant distances RA and RB where either of these dis-
tances is larger than or equal to Q. In this case the maximum and minimum of the ratio
between the two corresponding decay rates ΓA

ΓB will occur in the case of α = 0, π and
RB = 1

2RA = Q and RB = 2RA = 2Q, respectively.
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Figure 10.8.: Two different set of Jacobi coordinates for the description of a triple ABC
(compare Figure 5.4). In the left Figure the distance of the energy transfer originates at the
initially ionized atom A, while in the right panel the energy transfer distance is defined with
respect to some point between atoms A and B. The right choice might be physically more
precise, even though it it unknown, how to choose the anchorage point. The left set of
coordinates is preferable in the modelling of cluster structures. The graphic in the right panel
was reprinted with permission from Ref. [25]. Copyright 2013, AIP Publishing LLC.
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Figure 10.9.: Illustration of two geometry parameter sets, which lead to the largest possible
deviation of the ETMD decay width.

minimum: ΓA
ΓB

= 1
64 = 1

26 , maximum: ΓA
ΓB

= 64
1 (10.9)

From this we conclude, that the absolute numbers of calculated ETMD decay widths
are obviously error-prone. In the worst case the uncertainty is given by factors 1

64 or
64
1 . In reality these worst cases will rarely be observed, since it on the one hand is very
unlikely to find two atoms at exactly the same place and on the other hand ETMD
preferably occurs at interfaces, which leads to preferred angles higher than 0 and below
π. Additionally the larger the difference between Q and R is, the smaller this effect is
going to be.



11. Dependence of ICD Decay Widths on
the Quantum Numbers

In the working equation of the asymptotic ICD decay widths in the jj-coupling picture
(5.18)

Γβ = 2π
R6

∑
M ′
A

B2
M ′
A−MA

∣∣∣∣∣
(

J ′A 1 JA
−M ′A M ′A −MA MA

)∣∣∣∣∣
2

(2JA + 1)3c4σ(B)(ωvp)
16π2ω4

vpτA
. (11.1)

the total angular momenta of the initial and final states enter explicitely. Therefore,
the question arises, how the ratio between the decay widths behaves both for the total
angular momenta as well as their projections within the same total angular momentum.
In the LS-coupling scheme only one L-state is possible, which is why an investigation
of the behaviour of ratios is senseless in this case. However, the ratios of the different
projections of this angular momentum can be obtained and have been shown to be [10]

Γ0
Γ±1

= 4. (11.2)

The orbital with L = 1 and ML = 0 corresponds to a p-orbital aligned along the inter-
nuclear axis, whereas for M±1 the orbitals are aligned perpendicular to the internuclear
axis. In the picture of a classical oscillating dipole it is to be expected to have a much
more efficient induction of another dipole in direction of the oscillation. The ratio of the
decay widths therefore corresponds to the expectations.
In a relativistic treatment including the jj-coupling scheme, where the wavefunction is
a four component spinor with the elements being linear combinations of LS-coupling
functions, and different density functions the behaviour is not evident a priori.

11.1. Total Angular Momentum

First we are going to assume a process from a non-degenerate initial state with J = 1
2

into different p-type final state configurations in the initially ionized atom for an ICD
process. Afterwards we are going to assume different initial states of p-type orbitals
with an s-type character in the final state of the initially ionized atom. However the
classification is more accurate in terms of the order of ionization energies of the split
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states. In the discussion we assume SIP3/2 < SIP1/2, which is not necessarily true for
all atoms. E.g., the order of the ionization potentials of the calcium 3p orbitals are
switched.
In equation (5.18) most of the entities are independent of the total angular momenta
and therefore the ratio between the decay widths reduces to

Γ1/2
Γ3/2

=
P1/2
P3/2

σB(ωvp1/2)
ω4
vp1/2τ1/2

ω4
vp3/2τ3/2

σB(ωvp3/2)
2JA1/2 + 1
2JA3/2 + 1 (11.3)

≈
P1/2
P3/2

ω5
vp3/2
ω5
vp1/2

τ3/2
τ1/2

2JA1/2 + 1
2JA3/2 + 1 (11.4)

=
P1/2
P3/2

ω5
vp3/2
ω5
vp1/2

2JA1/2 + 1
2JA3/2 + 1 χ (11.5)

where the sum of the products of the absolute square of Wigner’s 3j-symbol and BM ′
A−MA

are grouped to the variable P . The ionization cross section is proportional to the inverse
of the energy of the virtual photon σω ∝ 1

ω and the ratio between the lifetimes of the two
different total angular momenta χ = τ3/2

τ1/2
is experimentally accessible for atoms. Hence,

the ratio of the decay widths does not depend on properties of the atom B explicitly.

PPPPPPPPPMA

M ′A 3
2

1
2 −1

2 −3
2

1
2

1
2

(1) −
√

1
6

(0)
√

1
12

(−1) –
−1

2 – −
√

1
12

(1)
√

1
6

(0) −1
2

(−1)

Table 11.1.: Evaluation of Wigner’s 3j-symbols for J = 3
2 in the argon-xenon dimer. The

numbers in brackets denote the difference of the projections of the angular momenta M ′A −MA.

PPPPPPPPPMA

M ′A 1
2 −1

2

1
2

√
1
6

(0) −
√

1
3

(−1)

−1
2 −

√
1
3

(1)
√

1
6

(0)

Table 11.2.: Evaluation of Wigner 3j-symbols for J = 1
2 in the argon-xenon dimer. The

numbers in brackets denote the difference of the projections of the total angular momenta
M ′A −MA.
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11.1.1. One Initial State and Several Final States

For one given initial state the total angular momentum is defined and hence JA3/2 =
JA1/2. The energies of the virtual photon transferred between the units of the ICD differ
for the two final state configurations of the initially ionized atom as

ωvp1/2 = SIPin − SIPfin1/2 (11.6)
ωvp3/2 = SIPin − SIPfin3/2 (11.7)

In case of the SIP of the J = 3
2 state being lower than the SIP of the J = 1

2 state,
the difference in energy of the two virtual photons is given by the positive spin-orbit
coupling constant a.

ωvp3/2 = ωvp1/2 + SIPfin1/2 − SIPfin3/2 (11.8)
ωvp3/2 = ωvp1/2 + a (11.9)

P1/2 and P3/2 are evaluated using the expressions for the 3j-symbols given in Tables 11.1
and 11.2 and B0 = −2, B±1 = 1 to give 1 in both cases. From these considerations it
follows that the ratio between the decay widths of J ′A = 3

2 and J ′A = 1
2 is given by

Γ1/2
Γ3/2

=
ω5
vp3/2
ω5
vp1/2

2JA1/2 + 1
2JA3/2 + 1

1
χ

(11.10)

=
(ωvp1/2 + a)5

ω5
vp1/2

1
χ

(11.11)

In the non-relativistic limit the spin-orbit coupling constant a is zero and hence the
ratio is given by the ratio of the two different lifetimes. Without relativistic effects this
ratio χ is determined purely by the degeneracy of the states and therefore χnrel = 2. In
the relativistic case a > 0 and a splitting additional to the degeneray of the final states
configurations is to be observed. Furthermore χ varies with the strength of the spin-orbit
coupling. For increasing spin-orbit coupling constant χ increases. In the neighbourhood
of other atoms, neither the asymptotics expression is valid nor is the spin-orbit coupling
constant a a real constant [121]. Therefore, the following results are only valid for large
distances.
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11.1.2. Several Initial States and One Final State

Normally, the starting point for such gedankenexperiments is a given initial state. How-
ever, decay widths from different initial states with the same final state can also be
compared. It has to be kept in mind, that the sum of the resulting decay widths would
not resemble a total decay width.
Consider the initially ionized atom to be an alkaline earth metal atom being ionized
from the p-level. In this case the initial state can both be JA = 3

2 and JA = 1
2 . The

final state configuration being a vacancy in the 4s shell is defined by J ′A = 1
2 . Hence, in

this section the decay widths of two different initial states with the same final state are
compared. The virtual photon energies would then be defined as

ωvp1/2 = SIPin1/2 − SIPfin (11.12)
ωvp3/2 = SIPin3/2 − SIPfin (11.13)
ωvp3/2 = ωvp1/2 + SIPfin3/2 − SIPfin1/2 (11.14)
ωvp3/2 = ωvp1/2 − a (11.15)

Notice, that in this case the sign in front of the spin-orbit coupling constant a is different
from the one for one specific initial state. The last of the above equations only hold in
the case of SIPfin1/2 > SIPfin3/2.
Considering the degeneracies of the states 2JA1/2+1

2JA3/2+1 = 1
2 . The evaluation of P1/2

P3/2
is

possible for all kinds of initial states with a specific value for the projection MA, but
the focus of this section lies on the influence of the total angular momentum without
the consideration of their projections, here the channels are defined with respect to M ′A
instead of MA. In this case P1/2

P3/2
= 1. Hence the ratio of the decay widths can be

evaluated to be

Γ1/2
Γ3/2

=
P1/2
P3/2

ω5
vp3/2
ω5
vp1/2

2JA1/2 + 1
2JA3/2 + 1

1
χ

(11.16)

= 1
2

(ωvp1/2 − a)5

ω5
vp1/2

1
χ

(11.17)

11.2. Projection of the Total Angular Momentum

Again consider the ICD from a defined initial state with JA = 1
2 and MA = 1

2 . Within
the final state specification of J ′A = 3

2 , several projectionsM
′
A = +3

2 ,+
1
2 ,−

1
2 are possible.

In the asymptotic picture, these three states are obviously degenerate and are described
by the same total angular momentum. In the following, they are assumed to have the
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same radiative lifetime.
Hence, in equation (11.4) the only difference relies on P , which has to be remembered
to be a sum over the different possible projections and orientation factors B. Evaluating
the ratios for the different final state projections yields

Γ+1/2
Γ+3/2

=
P+1/2
P+3/2

= 8
3 (11.18)

Γ+1/2
Γ−1/2

=
P+1/2
P−1/2

= 8. (11.19)

In the non-relativistic investigation, the higher efficiency of the ICD process from a z-
orbital (ML = 0) was explained by the spacial orientation of the oscillating dipol along
the internuclear axis. However, in the relativistic investigation above, the spacial orien-
tation can not alone be responsible for the efficiency, because the relativistic probability
density of both M ′A = +1

2 and M ′A = −1
2 are aligned along the internuclear axis. Still,

the decay width into a final state characterized by M ′A = 1
2 is eight times as fast as

the decay into the final state with M ′A = −1
2 . The above considerations therefore imply

that in addition to the spacial orientation of the dipole, the phase of the final state
wavefunction is important as well.
An analogous treatment for the final state J ′A = 1

2 with M ′A = +1
2 ,−

1
2 leads to

Γ+1/2
Γ−1/2

=
P+1/2
P−1/2

= 2. (11.20)

Also in this case a difference is to be observed, even though both the initial and final
states’ probability densities are spherical symmetric.





12. ICD Decay Widths of ArXe Obtained
by the Relativistic FanoADC

12.1. Computational Details

Both, the relativistic and the non-relativistic decay width calculations were performed
using the FanoADC(2x) and Stieltjes routines implemented in Dirac [15]. The relativis-
tic results were obtained using the Dirac-Coulomb Hamiltonian with an approximate
treatment of the two-electron integrals over the small components (LVCORR) in four-
component calculations.
Both the relativistic and the non-relativistic calculations were performed with the cv4z
basis set of Dyall [110] and additional KBJ [99] basis functions centered on the geometric
mean between the argon and the xenon atom. For this purpose five s, p and d basis
functions each were used. The active space included the valence shell of the argon and
the xenon atom and the virtual orbitals were included up to 15.0 a.u.. This lead to 420
and 330 active spinors in the relativistic and non-relativistic case, respectively.
In all cases the channels are either closed or very close to threshold. Therefore, the
pseudo-spectrum contains only very few points for energies lower than the resonance
energy. Therefore, the moments of the lower orders of Stieltjes might not cover the
resonance energy. The calculated decay width is then obtained from extrapolation of
the interpolated curves for higher energies. In the subsets of the pseudo-spectrum for the
calculation of the partial decay widths even less or no points are given at all, therefore
the partial decay widths might be less reliable.

12.2. Results

In Figure 12.1, the total decay widths obtained from the FanoADC calculations and the
asymptotic approximations are shown.
The ab initio results of the relativistic and the non-relativistic calculations are very
close and differ by no more than a factor of 2. However, which decay width is higher
is not to be determined, because the curves cross each other. Since the factor of 2 is
the approximate error of the calculations, these findings are within the errors bars and
no statement about whether relativistic effects influence the total decay width can be
concluded in this case. They both approximately show an R−6 behaviour at distances
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Figure 12.1.: Distance dependence of the decay widths of the heteronuclear ArXe dimer
obtained from both relativistic and non-relativistic calculations using the asymptotic
approximation and the FanoADC approach.

larger than ≈ 2Req. Also for smaller distances the decay widths only differ significantly
at distances below 5Å.
In comparison to the decay widths obtained from the asymptotic approximation the
ab initio decay widths are higher by a factor of about 6. This behaviour is to be
expected, since the asymptotic approximation does not take any overlap effects into
account. Additionally, it relies on the truncation of a series over R and hence higher
order terms are neglected as well. However, the asymptotic approximation does serve as
a lower bound to the decay width.
Another feature is the channel opening and closing. The FanoADC-Stieltjes approach
relies on an incomplete pseudo-spectrum from which points of the decay width are con-
structed and later interpolated and thereby the curves are smoothed. This smooth-
ing prohibits the possibility to determine whether a channel is open or closed close to
threshold. Additionally, even though the resonance energy calculated from the initial
state subspace should not differ too strongly from the initial state’s single ionization
potential, small errors might be introduced by the partitioning of the Hamiltonian. Ad-
ditionally, the ADC(2x) method as such is not exact and might contribute to the error.
All these factors necessitate an interpretation of the scientist. Possibilities to treat the
channel opening and closing are to calculate the channel opening distances with the ad
hoc approach of equations (10.1 – 10.3) or to determine the channel opening distance
by a set of single and double ionization calculations.
The total decay width of the relativistic FanoADC calculation can be devided into partial
decay widths of the following channels already presented in section 10.1: Ar3p−1

3/2Xe5p
−1
3/2,
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Figure 12.2.: Renormalized partial decay widths calculated with the relativistic FanoADC of
the ArXe dimer compared to each other and the total decay width.

Ar3p−1
1/2Xe5p

−1
3/2, Ar3p−1

3/2Xe5p
−1
1/2 and Ar3p−1

1/2Xe5p
−1
1/2. The sum of the partial decay

widths should equal the total decay width and from the calculations only small devia-
tions of up to 10% were observed. If this is not the case, the partial decay widths are
meaningsless. The calculated decay widths are renormalized to the total decay width
and illustrated in Figure 12.2.
The actual decay width in ascending order are given by the channels above. These
findings can be explained by two factors already discussed in the preceeding section
about the dependence of the decay with on the quantum numbers of the initial and final
states. The ratios of the channels between different decay widths mainly depend on the
ratio of the two different ionization cross sections σ3/2 and σ1/2 and the ratio between
the radiative lifetimes χ = τ1/2

τ3/2
.

The ratio σ3/2
σ1/2

= 1.6 can be measured experimentally [122] and for large distances
the ratio of the partial decay widths should behave accordingly. The ratios of the
decay widths obtained from the FanoADC-Stieltjes calculations are compared to the
this experimental ratio in Figure 12.3.
The agreement of the decay width ratios to the ratios of the ionization cross sections
are reasonable for distances between 5 and 10Å. At shorter distances the ratio is much
higher than expected. But especially at small distances overlap effects and higher order
terms of the expansion over R might play a non-negligible role. At larger distances the
decay width ratios should converge to the asymptotic limit. However, they obviously do
not and hence I conclude that these partial decay widths and perhaps also the total decay
width calculations with the chosen technical parameters and the current implementation
are not reliable. This behaviour is observed for FanoADC-Stieltjes calculations [123, 124]
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Figure 12.3.: Partial decay width ratios for decay channels of the same final state on the
initially ionized atom compared to the experimentally oberserved ratio between the ionization
cross sections of the xenon atom. The latter value provides the asymptotic limit.

in most systems.
Equation (11.11) provides the asymptotic limit for the ratios of the decay widths with
different quantum numbers at the initially ionized atom. Approximated from the atomic
ionization energies of argon and the experimentally determined value of χ = 2.05 [125]
the asymptotic ratio of these partial decay widths is given by Γ1/2

Γ3/2
= 0.52. This number

is compared to the results from the FanoADC calculation in Figure 12.4.
As for the ratio between the ionization cross sections the ratios of the partial decay
widths for medium interatomic distances between 5Å and 15Å seem to be reasonably
well described. At shorter distances the ratio is higher than expected from the asymptotic
limit. At larger distances the description should be expected to be better, but it is worse
for the Xe5p−1

3/2 case.
Therefore, the partial decay width calculations in the range between distances up to 10Å
can be assumed to be trustworthy, while the partial decay widths for larger distances
would need a more elaborate treatment.

12.3. Possible Improvements

The currently implemented projectors for the partial decay widths have already pre-
viously been shown not to be trustworthy in all cases. Therefore, a more elaborate
definition of the channel projection operators might improve the results. Additionally,
a larger basis set might improve the results. A further augmentation would increase
the basis set size in the energy regions of the emitted electron and further ghost atoms
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Figure 12.4.: Partial decay width ratios compared to the asymptotic limit provided by
equation (11.11).

located between the argon and the xenon atom might prevent the unexpected behaviour
at distances larger than 10Å, if the drawback of the current setup is the loss of over-
lap between the basis functions. However, at the current state of implementation the
computational limit is reached and larger basis sets can not be investigated with the
computer clusters of the group.





13. Competing Processes in Heteroatomic
Noble Gas Clusters

The modelling of secondary electron spectra originating from ICD and ETMD3 processes
are carried out using the program HARDRoC [16]. It is based on the model of pairs
and triples explained in chapter 10 and is applied to a given cluster structure. The
decay widths obtained are proportional to the probability of the underlying decay. The
experimental spectra are obtained from a multitude of distinct measurements. Hence,
for a reasonable large number of measurements, a distribution with the same statistical
behaviour as for the decay width calculation in the model of pairs and triples is achieved.
Therefore, the experimental spectra can be directly compared with the theoretically
obtained spectra.
The energies of the secondary electrons are calculated using equation 10.3. The single
ionization energies can be obtained in two different ways. They can be estimated by the
atomic ionization energies in Table A.2 corrected by energetic shifts given in Table A.3
in order to take the effect of the cluster environment into account. Alternatively, their
source can be the single ionization spectra measured at the same time and the same
conditions as the electron-electron coincidence experiment. The latter apporach is to be
preferred, since the energy shifts of Table A.3 are obtained from analysis of homonuclear
cluster’s ionization spectra and hence the values only give a first approximation to the
real energetic shift in heteronuclear cluster. Since both, the ICD and primarily the
ETMD3 occur at interfaces, it is crucial for a good modelling to describe the ionization
energies of these atoms as accurate as possible.
The decay widths Γ can either be obtained from the asymptotic expressions in equations
(5.18) and (5.22) using the atomic properties given in Table A.2 or from a fit to decay
widths obtained from FanoADC-Stieltjes calculations.
In the following sections, two different heteronuclear clusters are investigated illustrating
different effects on the secondary electron spectra. In the case of ArXe clusters, the
focus is set on the investigation of how spin-orbit coupling affects the secondary electron
spectra. Furthermore, I will investigate the influence of the cluster size and number
of argon shells around the xenon core and the effects of of the basic structure of the
cluster and discuss the difference between the spectra obtained from clusters having an
icosahedral and fcc structure. In the case of NeAr clusters I will focus on the bidirectional
dependence of the ICD spectra of the competing NeNe-ICD and NeAr-ICD processes
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and different arrangements of neon atoms around the argon core.
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13.1. ArXe-Clusters

In heteronuclear ArXe clusters, ICD and ETMD3 are energetically accessible after
creation of an Ar3s vacancy. The final states of these processes are characterized by
Ar3p−1Xe5p−1 and Xe5p−1Xe5p−1, respectively. As discussed in section 10.1, all ICD
channels are closed for distances shorther than 10Å. From this perspective, the slower
ETMD3, which is energetically accessible at equilibrium geometries of the ArXe2 trimer,
should be observable in experiment [126].
In the following, first the basic cluster and spin-orbit coupling effects are investigated
using easiest model structures. Afterwards, cluster structures are studied in comparison
to experimental data.

13.1.1. One Argon Atom on a Xenon Surface

In order to model the decay processes in clusters, a cutout of a cluster is modelled by
layers of xenon atoms in an fcc structure. On these layers, one argon atom is placed
in either a fcc or an hcp position, as shown in Figure 13.1. The atomic distances are
assumed to equal the sum of the corresponding van der Waals radii given in Table 6.2.
The results of this section were published in [25].

Figure 13.1.: Model structures of ArXe clusters.
Left panel: Argon atom placed in an fcc position on xenon atom layers in fcc structure.
Right panel: Argon atom placed in an hcp position on xenon atom layers in hcp structure.

Since ionized atoms in clusters are stabilized by the cluster environment, the atomic
ionization energies in Table A.1 as such are no good approximation to the ionization

Parts of this section have already been published in
E. Fasshauer, M. Pernpointner, and K. Gokhberg
Interatomic decay of inner-valence ionized states in ArXe clusters: Relativistic approach
J. Chem. Phys. 138, 014305 (2013)
Copyright 2013, American Institute of Physics.
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energies of atoms in clusters. In order to take care of this stabilization effect, the
ionization energies are corrected by experimentally observed shifts between atomic and
cluster ionization energies of homonuclear clusters given in Table A.3 in the Appendix.
These shifts do not account for higher or lower charge stabilization by neighbouring
atoms of other elements. The potential curves of initial and final states estimated from
these shifted ionization energies are shown in Figure 13.2.
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Figure 13.2.: Initial and final state energies of the ICD channels of ArXe in the model of pairs
calculated from shifted atomic ionization energies. Both, the four relativistic channels and the
non-relativistic estimate are shown. From the distance on, where the final state energy is lower
than the initial state energy, the decay channel is open.

Compared to the results obtained using unshifted ionization energies of section 10.1 the
channel opening distances are shorter. In detail, they are 4.78Å, 6.44Å, 11.02Å and
27.19Å for the Ar3p−1

3/2Xe5p
−1
3/2, Ar3p

−1
1/2Xe5p

−1
3/2, Ar3p

−1
3/2Xe5p

−1
1/2 and Ar3p−1

1/2Xe5p
−1
1/2

channel, respectively. The channel opening distance of the non-relativistic estimate is
6.58Å. This means that all ICD channels are still closed at the equilibrium distance of
the ArXe dimer being 4.04Å. But inside a cluster, also larger distances are realized.
Already for the next-nearest neighbours the Ar3p−1

3/2Xe5p
−1
3/2 channel is open. Hence,

the ICD process can not be neglected in the further discussion.
The potential curves of the initial and final states of the ETMD3 process are shown in
Figure 13.3, where d denotes the distance between the two xenon atoms.
In the applied model, the final state energies of the Xe5p−1

1/2Xe5p
−1
3/2 and the Xe5p−1

3/2Xe5p
−1
1/2

are degenerate, but the channels differ by the quantum numbers of the electron donating
and electron emitting atom. Hence, the decay widths are not necessarily equal and need
to be treated separately. For all distances larger than the equilibrium distance of 4.32Å
all ETMD3 channels are open. Therefore, the decay can occur with nearest neighbours,
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Figure 13.3.: Initial and final state energies of the ETMD3 channels in the model of triples
calculated from shifted atomic ionization energies.

which enables the highest possible decay width.
Considering only the channel opening distances, it is not clear, whether one of the two
competing processes is much faster and would hence dominate an experimental spectrum.
Another aspect of clusters is the multitude of possible decay partners. For the ICD, the
number of decay partners, considering nearest neighbours only, equals the number of
xenon atoms NXe, while for the ETMD3 process the number of triples for each argon
atoms is given by NXe(NXe − 1). This means that the ETMD3 is statistically favoured
above the ICD in clusters with xenon cores consisting of more than one xenon atom.
The decay widths of the ICD and ETMD3 processes for the model structures were cal-
culated using the model of pairs and triples introduced in chapter 10. Here, the model
structures were decomposed into all possible pairs and triples. For each pair and triple
with an energy transfer distance R smaller than 11Å, the decay width was evaluated us-
ing the asymptotic approximations of equations (5.18) and (5.22) and the experimentally
obtained atomic properties shown in Tables A.1, A.2 and A.3, and absolute ionization
cross sections from reference [127]. For the energy transfer distance R of the ETMD3
process the reference point was chosen to be the center of mass of subsystem S1. Then,
the decay widths of both model structures were combined and normalized to one initially
ionized argon atom.
The resulting secondary electron spectra of the ICD and ETMD3 processes are shown
in Figure 13.4 for the relativistic and the non-relativistic estimates. It has to be kept in
mind that the non-relativistic results intrinsically incorporates scalar-relativistic effects
in the values obtained experimentally.
In the relativistic treatment (upper panel), the ETMD causes three main peaks at
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Figure 13.4.: ICD and ETMD3 secondary electron spectra for the model structures of Figure
13.1. To guide the eye of the reader, the spectra were folded with Gaussians of 300meV and
600meV for the ICD and ETMD, respectively.
Upper panel: Relativistic spectrum. Lower panel: Non-relativistic spectrum.
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Table 13.1.: Decay widths of the ICD and ETMD processes of the model structures.

Γ [eV] τ [ps]
rel. nrel. rel. nrel.

ICD 8.3 · 10−4 9.2 · 10−4 0.79 0.71
ETMD 7.2 · 10−4 5.6 · 10−4 0.92 1.18
total 15.5 · 10−4 14.8 · 10−4 0.43 0.44

0.243 eV, 1.950 eV and 3.656 eV corresponding to decay processes involving nearest neigh-
bours. The peak at 3.343 eV originates from the Xe5p−1

3/2Xe5p
−1
3/2 channel, whereas the

peak at 1.637 eV originates from the sum of the energetically degenerate Xe5p−1
1/2Xe5p

−1
3/2

and Xe5p−1
3/2Xe5p

−1
1/2 channels. The Xe5p−1

1/2Xe5p
−1
1/2 channel evokes the peak at 0.243 eV.

The ICD process causes a multitude of smaller peaks at kinetic energies of the emitted
electron below 1.8 eV. These originate from the Ar3p−1

3/2Xe5p
−1
3/2 and the Ar3p−1

1/2Xe5p
−1
3/2

channels of pairs characterized by different distances. The folded spectrum shows a large
peak close to zero with two shoulders caused by the ETMD3 process.

In the non-relativistic treatment (lower panel), the secondary electron spectrum shows
only one main ETMD peak at 2.525 eV corresponding to the Xe5p−1Xe5p−1 channel.
At energies <1.0 eV the ICD peaks are shown. These correspond to the Ar3p−1Xe5p−1

channel only and hence stem from pairs of different distances. The combined, folded
spectrum shows two distinct peaks for the ICD and ETMD3 process.

In order to guide the eye of the reader, the spectra were folded with Gaussians of 300meV
and 600meV for the ICD and ETMD3, respectively. The broadening of the ICD peak
due to dynamics was estimated from the potential curve of the ArXe dimer. For the
ETMD3, the dynamics are by far more complex and since no reasonable calculation was
at hand, the broadening was estimated to be twice the width of the ICD process.

The total calculated decay widths are shown in Table 13.1. From these numbers, the
spin-orbit coupled reults are not equal to the results obtained in the non-relativistic
estimate, but similar to them. This can be explained by the multitude of channels,
which open at different distances and therefore, the basis of pairs and triples included
in the open channel calculations, differ from each other. In both cases, the relativistic
and the non-relativistic treatment, the decay width of the ICD is slightly larger than
the one of the ETMD3 process. Since all lifetimes are three orders of magnitude smaller
than the radiative lifetime of the Ar3s vacancy of 4.684 ns, these processes outrule the
radiative decay. Because of the comparable decay widths of ICD and ETMD3, both
processes should be experimentally observable.
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Conclusions

The above discussion embarked on the investigation and calculation of electron emis-
sion spectra of mixed ArXe clusters produced in electronic decay reactions following
ionization of inner-valence electrons of Ar. Together with a suitable cluster model and
including energy shifts due to the environment as well as statistical effects, individual
and total electron emission spectra were generated. Due to the presence of xenon, spin-
orbit coupling was shown to play a major role for an adequate description of energies,
ICD and ETMD thresholds and total lifetimes of the individual processes and can not
be neglected. The relativistic calculations of the ICD spectrum show that the ICD elec-
trons are expected to have kinetic energies below 2 eV. The corresponding ETMD peak
is centered at 2 eV and shows a pronounced overlap with the ICD feature. These results
are in stark contrast to the non-relativistic total spectrum exhibiting two well separated
structures. In the relativistic formulation, the ratio of the ETMD to ICD intensity is de-
termined to be 0.87 underlying the importance of both decay processes in ArXe clusters.
If several Ar layers surround the core of xenon atoms, this ratio is expected to decrease.
This is due to the fact that ICD, an energy-transfer process, can happen anywhere in
the bulk, while ETMD involves electron transfer and, therefore, proceeds exclusively
at the argon-xenon interface. It should be noted that experimental peak positions and
intensities can be slightly different due to a number of approximations inherent in the
model such as the choice of initial and final state energies, a fixed geometry and the
exclusion of dynamic processes.

13.1.2. Cluster Structures

In the following section, decay widths for complete shell cluster structures of fcc and
icosahedral structure are investigated. The structures were obtained using the scripts
icoclus and fccclus described in the Appendix C.3 and C.4.

Dependence on Cluster Size and Number of Argon Layers

Consider a xenon cluster described by a complete icosahedral or dodecahedral structure
with one additional layer of argon. With increasing cluster size, the surface-to-bulk ratio
decreases. Both the ICD and ETMD are interface effects and hence the decay widths per
ionized argon atom can be expected to increase and finally to converge to some value.
However, for an ETMD the electron donor atom needs to be in proximal vicinity in order
to have a significant decay width. Therefore, the decay widths of the ICD and ETMD
are expected to increase differently with increasing cluster size.
Additionally, for a fixed xenon core size, different numbers of surrounding complete shells
of argon atoms are possible. Since the ETMD is a pure interface effect, its decay width
per initially ionized atom can be expected to decrease with an increasing number of
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Table 13.2.: ICD and ETMD decay widths in eV for ArXe icosahedral clusters with increasing
core cluster size and 1 – 4 layers of argon. In the last part the percentage of ETMD compared
to the total decay is given.

ccore 1 layer 2 layers 3 layers 4 layers
IC

D

2 1.880·10−4 1.336·10−4 7.211·10−5 4.220·10−5

3 3.207·10−4 2.219·10−4 1.299·10−4 8.117·10−5

4 4.004·10−4 2.812·10−4 1.733·10−4 1.132·10−4

5 4.522·10−4 3.230·10−4 2.060·10−4 1.388·10−4

6 4.879·10−4 3.536·10−4 2.311·10−4 1.592·10−4

ET
M
D
3

2 1.187·10−4 3.722·10−5 1.685·10−5 9.101·10−6

3 1.969·10−4 7.133·10−5 3.581·10−5 2.087·10−5

4 2.429·10−4 9.507·10−5 5.072·10−5 3.104·10−5

5 2.726·10−4 1.119·10−4 6.210·10−5 3.929·10−5

6 2.931·10−4 1.242·10−4 7.092·10−5 4.597·10−5

%
ET

M
D
3 2 38.71 21.79 18.94 17.74

3 38.05 24.32 21.60 20.45
4 37.76 25.27 22.64 21.52
5 37.61 25.72 23.16 22.07
6 37.53 26.00 23.48 22.41

argon shells. The same behaviour is expected for the ICD process. However, since the
process can also occur with next-nearest neighbours as decay partners, the decrease of
the decay width is expected to be less pronounced.
These two hypotheses are tested in this chapter for xenon core sizes with c = 2−6 and 1
– 4/3 additional layers of argon atoms around it, for both icosahedral and dodecahedral
clusters. The calculations were performed using the program HARDRoC [16] and the
same atomic data as used in the preceding section given in Tables A.1, A.2 and A.3.
Here, in contrast to the previous model structures, the argon atom is chosen as the
reference point for the energy transfer distance R of the ETMD3.
The results are shown in Tables 13.2 and 13.3 for the icosahedral and dodecahedral
clusters, respectively. From this data the expected trend of increasing decay width
with increasing cluster size for both ICD and ETMD processes and icosahedral and
dodecahedral structures are proven. The same holds for the decrease of the decay width
per argon atom and the contribution of the ETMD process to the total decay with
increasing number of surrounding argon layers. However, the contribution of the ETMD
to the total decay with increasing xenon core size is on first sight unexpected. For one
layer of argon atoms the ETMD contribution decreases with increasing cluster size, while
it increases for more argon layers. Here, two contrarian effects play a role. On the one
hand, the number of xenon atoms in the interface shell increases compared to the number
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Table 13.3.: ICD and ETMD decay widths in eV for ArXe dodecahedral clusters with
increasing core cluster size and 1 – 3 layers of argon. In the last part the percentage of ETMD
compared to the total decay is given.

ccore 1 layer 2 layers 3 layers

IC
D

2 1.856·10−4 1.437·10−4 7.877·10−5

3 3.327·10−4 2.418·10−4 1.434·10−4

4 4.227·10−4 3.099·10−4 1.933·10−4

5 4.815·10−4 3.579·10−4 2.309·10−4

6 5.226·10−4 3.931·10−4 2.597·10−4
ET

M
D

2 1.727·10−4 5.416·10−5 2.452·10−5

3 2.738·10−4 9.920·10−5 4.979·10−5

4 3.318·10−4 1.299·10−4 6.928·10−5

5 3.687·10−4 1.514·10−4 8.403·10−5

6 3.941·10−4 1.671·10−4 9.539·10−5

%
ET

M
D

2 48.20 27.37 23.74
3 45.14 29.09 25.77
4 43.98 29.53 26.39
5 43.37 29.72 26.68
6 42.99 29.83 26.86

of argon atoms in the interface layer. This statistically prefers the ETMD over the ICD.
On the other hand, for small xenon cores not all ICD channels are open for most of
the pairs. With increasing cluster size for some atom pairs additional channels will be
open compared to the smaller clusters. This favours the ICD over the ETMD, where all
channels are open for each possible triple. The latter effect is most pronounced for small
clusters as well as for argon atoms in the interface region and therefore, it dominates the
trend for one layer of argon atoms, whereas for more argon layers the statistical effects
benefit the ETMD over the ICD.
Analyzing the absolute decay width values for the icosahedral and dodecahedral cluster
structures it can be seen that the ICD decay widths are comparable for both skeletal
structures. Further, the ETMD decay widths of the dodecahedral structures are larger
than of the icosahedral structures. Hence, also the ETMD contribution to the total
decay width is higher for the dodecahedral structures. This feature can be explained
by the different surfaces of the icosahedral and dodecahedral (fcc) clusters. Both clus-
ters have triangular surfaces. However, the dodecahedral cluster has less triangular
surfaces than the icosahedral cluster and some square surfaces instead. In the latter,
the interatomic distances of argon and xenon atoms differ slightly from the interatomic
distances for argon atoms positioned on triangular surfaces. Additionally, the number
of nearest neighbours and hence of triples significantly contributing to the decay width
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Figure 13.5.: Experimental secondary electron spectra of different ArXe cluster ensembles.

Table 13.4.: Experimental ionization energies inside the ArXe clusters [85]. These ionization
energies are the average values of broad distributions.

SIP [eV] FWHM [eV]

Xe5p3/2 11.5 1.20
Xe5p1/2 13.0 0.40
Ar3p 15.3 0.60
Ar3s 28.7 0.35

is higher than on the triangular surfaces. Therefore, the ETMD decay widths are larger
in dodecahedral clusters than in icosahedral clusters.

Modelling Experimental Spectra

The secondary electron spectra of three ArXe cluster ensembles were measured by Förstel
and Hergenhahn in 2012 (see Figure 13.5). They studied mean xenon core sizes were
≤ 100, ≤ 300 and ≤ 2057 atoms. The number of additional argon layers is unknown. At
the same experimental conditions the single ionization spectra were measured. Therefore,
the results given in Table 13.4 are going to be used for the modelling of the secondary
electron spectra. It has to be noted, that these numbers are average values of very broad
distributions.
In the following the two larger cluster ensembles are going to be modelled by cluster
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Figure 13.6.: Calculated secondary electron spectrum of the icosahedral 309 xenon core cluster
with one additional layer of argon atoms. Due to usage of experimental ionization energies of
mixed clusters the peaks are shifted to lower energies compared to the spectra in Figure 13.4.

structures characterized by a 309 and 923 xenon core atoms surrounded by one additional
layer of argon atoms. The latter was chosen, because the calculations evaluating the
ETMD decay width were computationally too expensive for a xenon core of 2057 atoms
in the current implementation. The cluster with a 309 xenon atoms core can be expected
to have an icosahedral structure, while the larger cluster might be of dodecahedral shape.
Therefore, in the latter case, both the fcc and the icosahedral structure are investigated.
The calculated spectrum of the 309 atom icosahedral model cluster is shown in Figure
13.6. The spectra of the different channels are plotted independently and the peak
heights are not added.
Compared to the spectra of the principle models in Figure 13.4, the peak positions are
shifted to lower kinetic energies of the emitted electron by ≈1 eV. This at the same time
leads to channel closings, especially for the ICD. Therefore, the spectrum is dominated
by the ETMD process.
The secondary electron spectra for the large cluster with a xenon core consisting of 923
atoms are shown in Figure 13.7. In the upper panel, the spectrum of the icosahedral
cluster is illustrated. As shown in the previous section, the increased number of bulk
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atoms leads to ICD channel openings. Therefore, the ICD peak is here more pronounced
than compared to the smaller cluster.
The spectrum of the dodecahedral cluster shape of fcc structure is shown in the lower
panel of Figure 13.7. As already qualitatively discussed in the preceding section, also
next-nearest neighbours can significantly contribute to the total ETMD decay width.
This property is not observed in the easiest model structures, because those model
structures are only capable of modelling the behaviour of an argon atom on a triangular
and not a square surface.
Overall, the ICD dominates the secondary electron spectrum. However, this is caused
by the ICD peaks being centered at around 0.5 eV, while the ETMD peaks are spread
over a large energy range. Additionally, with three involved atoms in the ETMD3 and
hence more degrees of freedom, dynamic effects are expected to have a larger impact on
the ETMD spectra than in the ICD spectra, which leads to an additional broadening
estimated in the folding of the spetra.
Since the ionization energies used for the modelling are mean values, they might not
represent the involved atoms correctly. The argon atoms with the largest contributions
to the ICD and ETMD decays are the atoms at the interface region. However, it is
not evident that the core is surrounded by one argon layer only. Vacancies in the
interface argon atoms might due to their interaction with the neighbouring xenon atoms
be better stabilized than the average argon atom in the cluster in case of several layers.
Additionally, vacancies in the interface xenon atoms might be less stabilized than in the
average xenon atom. Lower ionization energies of the Ar3s initial state would shift the
spectrum to lower kinetic energies, while lower ionization energies of the Ar3p would
shift the ICD spectrum to higher kinetic energies. Higher ionization energies of the
Xe5p region would shift both the ICD and the ETMD spectra to lower kinetic energies.
Hereby, the ETMD spectrum would have a larger shift. These contrary trends make it
impossible to determine the accurate peak positions for the clusters without extensive
ionization energy studies for different atomic positions inside the clusters. Comparison to
the experimental spectrum in Figure 13.5 suggests a shift to lower kinetic energies. This
might also reflect the presence of shorter interatomic distances in the cluster, which might
be caused by dynamical rearrangements of the atoms due to the introduced vacancy.
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Figure 13.7.: Secondary electron spectra of ArXe clusters with a xenon core consisting of 923
atoms and one additional layer of argon atoms.
Upper panel: Icosahedral structure. Lower panel: Dodecahedral cluster with fcc structure.
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13.2. Structure Determination of NeAr Clusters

In general, the structure determination of heteronuclear noble gas clusters is an unsolved
problem. However, the maximization of the cohesive energy suggests a core of argon
atoms surrounded by neon atoms. Electron-electron coincidence experiments proved
their existence by the presence ICD electron from NeAr-ICD processes [128].
The clusters consist of neon and argon atoms. Since an inner-valence vacancy in the Ne2s
can decay both via NeNe-ICD and NeAr-ICD, both competing processes are expected
to be observed in an experiment. In the literature most investigations focussed on the
NeAr-ICD because it, until recently, was not possible to measure the NeNe-ICD as well
[86]. From these studies, large NeAr clusters established by coexpansion and consisting
of an argon core with approximately 1000 atoms were determined to have a core-shell
structure [128, 129] and to have a temperature of 40 – 50K [129]. In his PhD thesis,
Barth suggested the possibility to gain information about the cluster structure from the
efficiency of the NeAr-ICD compared to the total decay of the Ne2s ionization. This was
proposed to be possible, since the sum over the NeNe-ICD and NeAr-ICD previously
had been shown to cause almost the total decay of the Ne2s vacancy [130]. The results
indicated an increasing NeAr-ICD efficiency with increasing cluster size and hence a
smaller surface-to-bulk ratio.
This structure determination, as is going to be shown, is indeed possible because the
decay widths of the competing NeNe-ICD and NeAr-ICD processes are of the same
order of magnitude and therefore both signals are observable. Additionally, as shown in
the preceeding section about ArXe clusters, the secondary electron spectrum crucially
depends on the underlying structure.
Recently, the NeNe-ICD in NeAr clusters could be measured. Therefore, I will present
the structure determination of NeAr clusters from ICD electron spectra by comparison
of experimental spectra to theoretical calculations.
The chapter is structured as follows: First, the experimental results are presented and the
computational details for the simulation of the ICD electron spectra are demonstrated.
Afterwards, the manifold of different hypothetical cluster structures are introduced.
Finally, the comparison between the experimental findings and theoretical predictions
will be used for the determination of mean cluster structures.

13.2.1. Experimental Results

Recently, it was possible to measure the full secondary electron spectrum of NeAr clusters
under different experimental conditions as shown in Figure 13.8 and Table 13.5.
The spectra have been normalized to the peak height of the NeAr-ICD signal. It can
clearly be seen that for different experimental conditions the size of the NeNe-ICD peak
varies compared to the NeAr-ICD peak as explicitely listed in Table 13.6. This can be
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Figure 13.8.: Electron-electron coincidence spectra for NeAr clusters showing both NeNe-ICD
and NeAr-ICD signals [86].

Table 13.5.: Assignment and expansion parameters of the five different cluster ensembles.
Included are also the resulting mean cluster sizes calculated for the homogeneous species
according to the formalism intruduced by Hagena et al. [80]

designation Ar content in expansion nozzle 〈N〉Ne 〈N〉Ar
initial mixture pressure temperature

Set 1 1.7% 0.26 bar 63K 5 520
Set 2 7.4% 0.40 bar 60K 17 1850
Set 3 1.7% 0.25 bar 57K 7 810
Set 4 7.4% 0.24 bar 58K 6 670
Set 5 1.0% 0.16 bar 54K 3 380

explained both by different cluster sizes and by different cluster structures as I am going
to show in this thesis. Both the main NeNe-ICD and the NeAr-ICD peak have a shoulder
at higher energies. For NeAr dimers such a structure has been proposed to potentially
stem from vibrations. However, such bound vibrational states above the ground state
do not exist in neon dimers. I am going to show that this peak structure can be related
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to ICD processes with next-nearest neighbours. Still, excitations to higher vibrational
states might contribute to the peak structure as well.

Table 13.6.: Experimental results. Percentaged values are contributions to the respective total
values. The cluster band onsets are given at half the peak height of the respective feature.

designation Ar content in onset Ar3p onset Ne2p Ne-Ar ICD
final cluster cluster band cluster band contribution

Set 1 47 ± 10% 14.7± 0.1 eV 20.93± 0.08 eV 63 ± 7%
Set 2 35 ± 5% 14.6± 0.1 eV 20.86± 0.08 eV 61 ± 10%
Set 3 21 ± 4% 14.8± 0.1 eV 20.86± 0.08 eV 38 ± 5%
Set 4 20 ± 4% 14.8± 0.1 eV 20.86± 0.08 eV 53 ± 6%
Set 5 8 ± 2% 15.0± 0.1 eV 20.89± 0.08 eV 28 ± 3%

13.2.2. Computational Details

The energies of the secondary electron were calculated using the experimentally obtained
ionization energies given in Table 13.7.

Table 13.7.: Experimental values used for the estimation of the decay widths [86].

indicator value

SIP(Ne2s) 47.75 eV
SIP(Ne2p) 21.10 eV
SIP(Ar3p)c<3 15.40 eV
SIP(Ar3p)c≥3 15.20 eV

The distance dependence of the NeAr dimer was non-relativistically calculated with the
Fano-Stieltjes procedure implemented in Dirac [15, 131] with an aug-cc-pV6Z basis set
on both atoms. Additional basis functions of five s, p and d functions each of the KBJ
type [99] were introduced on a ghost atom in the geometric center of the dimer.
Since inversion symmetry is until now not treated correctly, decay width data from the
literature is used for the neon dimer [132], which was obtained with the same method
and a comparable basis set as for the NeAr calculation. The resulting decay widths
are shown in Figure 13.9 and the corresponding lifetimes are in Table 13.8 compared to
other values from the literature.
The NeAr-ICD has a higher decay width than the NeNe-ICD, but since the actual value
of the decay width strongly depends on the method and basis set used for its description,
larger discrepancies are normal. For the decay width estimation of the NeAr clusters
the values of the first column were chosen, because they were both calculated using the
FanoADC-Stieltjes approach with comparable basis set size.
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Table 13.8.: Decay widths of the NeNe-ICD and NeAr-ICD obtained using different
theoretical methods and from experiment.

Theory used Theory Comp. Experiment

NeNe 60.4 fs [132] 92 fs [133] 150± 50 fs [134]
NeAr 44.2 fs This work 36 fs [135] –
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Figure 13.9.: Decay widths of the NeNe-ICD and NeAr-ICD processes fitted to curves for the
decay width estimation of the NeAr clusters.

For each structure defined in the following section the NeNe-ICD and NeAr-ICD spectra
were calculated using the program HARDRoC [16].

13.2.3. Hypothetical, idealized structures of the NeAr clusters

It is known that small noble gas clusters preferably form icosahedral structures, while
with increasing cluster size a fcc structure becomes more favorable. This transition
occurs at cluster sizes in the range from 750 to 3500 atoms [66, 136, 67]. For the
simulations it is assumed that the clusters of all five experimental cluster sets have
icosahedral structure. For all sets but set 2 the expansion conditions should result in
clusters with mean sizes below 750 (see Table 13.5). Still, the mean size of the clusters
of set 2 is well below 3500.
The actual cluster formation process is understood as follows. First, a three particle
collision has to take place to form argon dimers. Subsequently, single atoms are added
to the dimer due to collisions. At a later stage these clusters can also collide to form
larger clusters. This process, called coagulation, becomes the dominant process for the
formation of very large clusters. The experiment of Lundwall et al. [128] was interpreted
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Figure 13.10.: An icosahedral argon cluster with an edge consisting of c = 4 atoms, containing
147 atoms, distributed over four shells. 55 atoms belong to the core, 12 are at the vertices, 60 in
the edges and 20 inside the surfaces.

to show clusters consisting of an argon core with distinct, complete neon shells around
it, which is plausible, since according to the sum of van der Waals energies, this should
be the most stable kind of clusters. Therefore this structure is chosen as a starting point
for the considerations about the average structure of the clusters.
In all structures considered throughout this thesis, the core is build as an icosahedral
structure of argon atoms as shown in Figure 13.10. In this example, it has an edge length
of c = 4 atoms and consists of nAr = 147 atoms, which can be calculated as [66]

natoms = 10
3 c

3 − 5c2 + 11
3 c− 1. (13.1)

For the construction of the structure the minimum distance between two argon atoms
is assumed to be twice the van der Waals radius of argon rAr = 1.88Å [73]. In order
to abide by this minimum distance in the case of two atoms in a surface position in
different shells, the distance of two atoms in the edges is slightly increased.
As is going to be seen in the discussion, the outcome of the experiment cannot com-
pletely be explained by an argon core surrounded by complete neon shells. This leads
to considerations of other structures with an argon core somehow surrounded by neon
atoms. These are divided into three types, so that, in total, four different classes of
cluster structures are studied as shown in Figure 13.11:

1. complete shells

2. incomplete shells around complete shells
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3. caps

4. randomly arranged neon atoms around complete shells

a) b)

c) d)

Figure 13.11.: Structure classes considered in our calculations.
a) complete shells, in this example c = 5 atoms with one layer neon atoms,
b) incomplete shells, in this example c = 6 atoms with two covered trinangular surfaces of neon,
c) caps, in this example c = 4 atoms with two caps,
d) randomly arranged neon atoms around a full shell cluster, here c = 3 atoms directly covered
by neon atoms with an argon content of 47%.

In the case of an argon cluster with one or more complete shells of neon atoms around it,
first the core structure is created and afterwards the outer shells are constructed around
it, such that the minimum distance between a neon atom in the surface and an argon
atom in the shell beneath is the sum over the van der Waals radii, where rNe =1.54Å
[73] (see Figure 13.11 panel a).
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Not all experimentally determined argon contents in the mixed clusters fit to complete
neon shells. Maintaining the idea of shells, the possibility of incomplete shells is consid-
ered. The cluster structures are created analogously to the complete shells except that
not all triangular surfaces areas of the argon core are covered by neon atoms (for an
example see Figure 13.11 panel b).
Another possibility is caps covering surface areas as shown in Figure 13.11 panel c.
These structural elements do not lead to minimum energies for clusters, but they might
explain a large number of neon-neon interactions compared to the number of neon-argon
interactions in the experiments. The neon-neon distances within the caps are calculated
in the same manner as described before for the (in-)complete shells. A whole manifold of
different positionings of several caps are in principle possible, but calculations showed,
that these different placements of caps did not change the ratios of NeAr- to NeNe-ICD
for a constant number of caps. Since these structures cannot be distinguished by ICD
spectra, the discussion is limited to structures containing different numbers of caps.
One could also think about neon atoms randomly arranged around a homonuclear or
heteronuclear cluster with complete shells and randomly attached neon atoms around it
as shown in Figure 13.11 panel d. It is constructed as a cluster with complete shells and
afterwards adding neon atoms in random positions of the next layer until the requested
nAr/nNe ratio is reached.
All these structures are idealized and highly symmetric, which reduces the computational
cost. They were constructed using the set of icoclus scripts written for this purpose
and explained in the Appendix C.3. Vibrations inside the clusters will change the in-
teratomic distances and hence both the kinetic energies of the ICD electrons as well as
the decay widths. As has been shown for NeAr [135], the ICD processes are faster than
dynamical rearrangements, caused by Coulombic attraction after the initiating ioniza-
tion, or vibrations. In case of the neon dimer, the ICD lifetime is of comparable size to
the rearrangement time and hence influences the ICD electron spectra [137]. However,
in clusters, the initially ionized atom interacts with more than one other atom, which
leads to more decay partners. Hence, the decay width increases to first approximation
linearly with the number of nearest neighbours. At the same time, the larger number of
neighbours stabilizes the position of the initially ionized atom in space compared to the
dimer. Therefore, it is assumed that the structures given above are good approximations
to the decaying clusters.

13.2.4. Interpretation of the graphs

In order to have comparable numbers, for the theoretical estimations and experimental
results the entities chosen for the characterization of each cluster structure and mea-
surement are the argon content in the cluster and the amount of NeAr-ICD compared
to the total ICD ΓNeAr

ΓNeAr+ΓNeNe . Throughout the thesis, the same colour coding as for the
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experimental spectra shown in Figure 13.8 is used, for which the numbers are listed in
Table 13.6. The results are going to be plotted as in Figure 13.12 which is chosen as an
example. The results for clusters of the class of an incompletely filled neon shell around
an argon core with a an edge size of c = 2 surrounded by one complete shell of neon
atoms are shown. Here, the ratio of NeAr-ICD to total ICD is plotted against the argon
content of the cluster. The results of the five different experimental conditions and their
errors are shown by the coloured areas, where the colour corresponds to the set with
the same colour as in Figure 13.8. Additionally plotted are the theoretical results for
the different structures parted into first the classes of the structures and secondly by
the size of the argon core. The higher the argon content is, the less of the 20 surfaces
of the underlying complete shell is covered by either layer(s) or caps. The easiest way
to interpret the graphs is to start from a complete shell and then covering one surface.
This corresponds to the rightmost theoretical value within a group. Each step further
to the left refers then to one more covered triangular surface with either caps or layers.
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Figure 13.12.: NeAr-ICD to total ICD ratio plotted against the argon content in the cluster
for both experimental results for all five sets of conditions as well as theoretical calculations for
cluster structures with an incomplete outermost shell surrounding an argon core of c = 2 and
one additional complete neon shell. For illustrative purposes, pictures of two structures are
included at their respective theoretical values.

By looking for agreements of theoretical and experimental values possible structures are
deduced. The agreements between experimental and theoretical results are evaluated
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using the graphical distance from the experimental results

d =
√

∆2
Ar + ∆2

Γ, (13.2)

where ∆Ar and ∆Γ denote the deviation of the argon content and the ratio of NeAr-
ICD decay width and the total decay width, respectively. Only such structures are
considered, where the argon content of the model structure lies within the error range
of the experimental findings.

13.2.5. Assignment of the different measurements to cluster structures

For the assignments the following criteria are used:

• onsets of single ionization potentials for the determination of the size of the argon
core

• positions of NeAr-ICD peak

• relative expected mean cluster sizes (see Table 13.5)

• agreement of predicted and measured ICD (see Table 13.9)

From the onsets of the single ionization potentials and the position of the NeAr-ICD
peak at a lower energy it is deduced that the mean argon core of set 5 is the smallest of
all measured ensembles. Since the nearest neighbours have the largest influence of such
a shift these clusters can be interpreted to have an edge length of either c = 1 or c = 2.
Since the estimations of mean cluster sizes based on Hagena refer to expansions of
only one atom type, only the results with the same argon content should be compared.
From this the core of set 2 can be expected to be bigger than the core of set 4 and
the core of set 3 can be expected to be slightly larger than the core of set 1. These
estimations do not have to resemble the final conclusions, since the approach is only
valid for homogeneous clusters, but can give hints in the following procedure. The
assignment due to geometrical distance of the predicted results from the experimental
counterparts is to be found in Table 13.9. There, the best results for all sets are shown in
the following way: c depicts the number of atoms in the longest edge of the argon core,
which is then covered by a number of additional complete neon shells with additional
covered triangular surfaces or randomly arranged atoms and d denotes the geometrical
distance.
The structure assignment is going to be discussed in descending order of the set number,
which more or less corresponds to a discussion with increasing size of the clusters.
The assignment is started with set 5 (red). As already mentioned, these clusters can be
expected to be small and, additionally, the smallest ones measured. These expectations
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Table 13.9.: The smallest geometric distances for each set of clusters and the corresponding
cluster structures. Note that for set 4 only the random arrangement is listed, for which the
argon content exactly equals the experimental one.

Set c complete Ne shells covered surfaces random d

1 4 1 1 - 2.000
1 5 1 2 - 4.472
1 2 0 5 - 4.472

2 3 1 - x 1.000
2 3 1 1 - 3.162
2 2 0 8 - 4.123

3 2 1 3 - 4.000
3 3 1 7 - 4.123
3 3 1 8 - 4.472

4 2 1 - x 2.000
4 2 1 1 - 4.000

5 2 1 13 - 8.246
5 2 1 14 - 9.220
5 2 1 15 - 9.220

are in agreement with the results of Figure 13.12 (also to be found in the Appendix in
Figure B.5), where the red square can be matched with a cluster to an argon core with
c = 2, one complete shell of neon atoms and one almost complete shell with 13 – 20 out
of 20 surfaces covered by neon atoms. None of the theoretical estimates coincide with
the experimental findings. This might be explained by even smaller clusters not showing
an icosahedral argon core, but a coagulation of 2–11 atoms plus some neon atoms.
Set 4 (turquoise) shows a very good agreement for a structure with c = 2 with one
complete shell of neon atoms and some additional atoms (see Figures B.9 and B.5 or in
the example above). Whether these atoms are randomly arranged around the complete
shells or are to be found together cannot finally be decided. From the geometric distance,
the random arrangement should be preferred.
The results of set 3 (blue) shows a good agreement with structures of c = 2 or c = 3
surrounded by one complete shell of neon atoms and additional neon atoms covering 3
or 7 – 8 triangular surfaces, respectively as shown in Figures B.5 and B.6.
With the two latter assignments it is possible to distinguish the structures of two cluster
manifolds with the same argon content by utilizing the ICD spectra.
Set 2 (green) can be assigned to core sizes of c = 2 − 3 plus further neon atoms (see
Figures B.4 and B.6). In the case of c = 3, one additional complete shell of neon atoms
fits best to the experimental results, but as for set 4 the arrangement as such for some
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few additional atoms can either be random or coagulated. In case of c = 2 the best
fit holds for no additional complete shell of neon atoms but with 8 triangular surfaces
covered, the shell is almost halfway filled. Further structures with larger core sizes as
c = 4 are also quite probable. Considering, that both from Hagena’s approach and the
single ionization potential onsets of the Ar3p band, set 2 is supposed to have the largest
mean structure core, the latter structures might be closer to reality than the ones of the
small clusters with c = 2, 3.
Due to the large error bars, set 1 (black) can be assigned to a whole manifold of different
structures with c = 2 − 6 within the error bars either with caps or, more probably,
with about one complete shell of neon atoms, plus maybe additional covered surfaces or
randomly surrounded by neon atoms. Since caps should be energetically less favourable
than the other structures, I will suspend those structures and concentrate on the rest.
From Hagena’s approach I concluded that the core of the clusters of set 1 should be
slightly smaller or of comparable size as the clusters from set 3. Therefore I assume
the average cluster structure to consist of an argon core of c = 2 − 4 shells with one
complete neon shell and possibly one further incomplete shell, of which I cannot give
more detailed information.
One might have to consider completely different structures not investigated in this thesis.
Formed, mixed clusters might collide and coagulate, yielding structures impossible to be
estimated by a core-shell structure of the kinds presented in this work.
From the best agreement of the calculated NeAr-ICD to total ICD ratios listed in Ta-
ble 13.9, the corresponding estimated spectra are folded with gaussians with a width
of 250meV and are plotted in Figure 13.13. From these spectra and the underlying
calculations I conclude, that the shoulders of both the NeNe-ICD and the NeAr-ICD
peak at 2.5–4 eV and 8–10 eV correspond to next-nearest neighbours inside the clusters,
while the differences in the main peak stem from almost equal interatomic distances but
different positions in the cluster such as corner, edge or surface.
The main peaks of the NeNe-ICD correspond well with the experimental observations
of Figure 13.8.
The onset of the NeAr-ICD peak depends on the shielding of the argon atom and hence
the cluster size. For set 5 the assignment seems to be correct, while for set 4, the ex-
periment shows a higher energy of the ICD electron. This deviation implies that either
the core of the mean cluster structure is larger than evaluated from the theoretical cal-
culations or that the choice of c = 3 as the minimum core size for the for the lower
ionization potential of the Ar3p was wrong. The truth, however, is not a spontaneous
jump from one shell to the other, but rather a decrease with more and more atoms.
If one is interested in clusters of c ≤ 2 only, one should take care of a more detailed
description of the different ionization potentials for different cluster sites.
An analysis of the peaks creating the shoulders reveals them to originate from ICD
processes involving next-nearest neighbours as decay partners.
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Figure 13.13.: Calculated ICD electron spectra for those structures given in Table 13.9 with
the best agreement to the experimental argon content and NeAr-ICD to total ICD ratio. The
intensities are given in arbitrary units and are normalized to the peak height of the NeAr-ICD
peak and the spectra are folded by Gaussians with widths of 250meV. The theoretically
calculated specrta nicely match the experimental ones in Figure 13.8. Both, the NeNe-ICD
peak at low energies and the NeAr-ICD peak at higher kinetic energies, show a peak structure
which can be related to different distances of the atoms involved in the process within the
clusters. For more details, see the text.

13.2.6. Conclusions

I have developed a method for the analysis of a mean cluster structure of noble gases
utilizing the relative ICD decay widths of two competitive decay processes. This I have
exploited onto five different cluster ensembles. I am able to explain the five experimental
spectra by different underlying mean structures. Furthermore, the peak structure was
shown to originate from ICD processes involving next-nearest neighbours. From the re-
sults I conclude, that clusters formed in a supersonic beam most likely can be described
by a core-shell structure with additional layers. In some limited cases, when only few
additional neon atoms around complete shells are needed to fulfill the argon content, the
random arrangement seems to be possible.



14. Summary and Outlook

In this thesis, the importance of relativistic effects in autoionization processes, especially
ICD-like processes, and cluster environments have been discussed. For this purpose,
asymptotic expressions for the relativistic decay width of the ICD and both, relativistic
and non-relativistic asymptotic expressions for the ETMD3 have been derived. Ad-
ditionally, the non-relativistically well-established FanoADC-Stieltjes approach using a
partitioning by population has been implemented in the relativistic program package
Dirac, which allows for the description of decay width including relativistic effects. In
order to simulate the experimental secondary electron spectra of noble gas clusters, the
model of pairs and triples was introduced and automatized in the program HARDRoC.
It enables the estimation of decay widths of large systems like clusters from data of the
compounds.
In the studies of the atomic Auger process, scalar-relativistic effects were found to in-
crease the decay width compared to the non-relativistic results due to larger orbital
overlaps of the initial and final states. Especially in ETMD processes, whose decay
widths are governed by the orbital overlap of the two units involved in the electron
transfer, similar significant decay width influences might be observed.
Throughout all systems containing heavy elements, the spin-orbit coupling shows a pro-
nounced effect on the secondary electron spectrum by increasing the number of possible
channels and hence, the number of peaks. This feature cannot be explained using a
non-relativistic methodology. If the decay channels are close to threshold, this energetic
splitting can for a non-relativistically closed decay channel cause some of the correspond-
ing decay channels in the relativistic description to be open. On the other hand, not all
relativistic channels corresponding to one specific open non-relativistic channel need to
be energetically accessible.
Additionally, geometry has a great impact on the opening and closing of channels in ICD-
like processes. The closer the ionized atoms of the final state are, the lower is the kinetic
energy of the secondary electron and at some internuclear distance the decay channel
closes. For the ICD, it is a channel closing internuclear distance and for the ETMD3
considering a fixed electron transfer distance, it is a curve along the intersection of the
initial and final state hypersurfaces.
In larger clusters, the additional effect of charge stabilization shifts the kinetic energy
of the secondary electron. These shifts were treated by using experimentally obtained
ionization energies for exactly the same experimental conditions as for the secondary
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electron spectra and by shifting the atomic ionization potentials by experimentally ob-
tained shifts in homonuclear clusters. A more predictive way would be to simulate the
influence of the surrounding atoms in order to obtain ionization energies for different
positions in the cluster. Furthermore, statistical effects were found to increase the decay
width for both the ICD and the ETMD. Since the ICD decay width in the model of
pairs, considering nearest neighbours only, scales linearly with the number of nearest
neighbours N and the ETMD3 decay width in the model of triples scales like N(N − 1),
the ETMD3 is statistically preferred and can therefore compete with the usually faster
ICD.
Based on the strong structure dependence of the secondary electron spectrum observed
during the PhD, a new structure analysis method for noble gas clusters was developed.
If two competing ICD-like processes are energetically accessible and can be measured
independently, the comparison of the experimentally obtained cluster composition and
relative peak intensities can be compared to theoretically modelled spectra for a large
variety of structures. From the best agreement, the mean cluster structure can be
deduced as was carried out for a set of experimentally created NeAr cluster manifolds.
They were shown to have a shell structure with an argon core of different sizes surrounded
by complete and incomplete shells of neon atoms.
In the future, it would be worth investigating ICD processes with electron transitions
forbidden in the non-relativistic description. Additionally, for the ETMD3 the deter-
mination of a physically reasonable choice of the energy transfer distance R would
be beneficial. Furthermore, the ETMD3 should be investigated using the relativistic
FanoADC-Stieltjes approach studying the scalar-relativistic effects observed for the case
of the Auger effect following an ionization of the Xe4d. An analytic investigation of the
angular distribution of the emitted ICD electron would give further insights and could
be compared to the experimental data available.
It might be worth implementing the FanoADC based on a partitioning by energy in
order to obtain partial decay widths for the different terms stemming from the same 2h
configuration of the final states and to improve their accuracy by including interchannel
couplings. This approach would also automatically allow for the treatment of systems,
where the atoms ionized in the final state can be generated by a symmetry operation of
the system’s point group. Furthermore, a more rigorous investigation of the couplings
between the initial state and Rydberg states would be beneficial for the development of a
method to exclude these couplings from the decay width calculation automatically. For
decay width calculations for different interatomic distances, a rapid change is observed at
distances of about 10 – 15Å. This behaviour is known for the non-relativistic treatment
for all investigated systems as well, but the reason is so far unknown. It might be
caused by insufficient basis sets and additional ghost centers between the atoms of the
decay partners might shift this effect to larger distances. However, the reason for this
behaviour should be investigated and the results should be taken into account in later
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studies.
In the Stieltjes Imaging, the pseudo-spectra are currently shifted such, that the lowest
energy has some predefined, small number. This number needs to be small in order to
allow for numerical stability for as high order moments as possible. However, whether
there is an optimal choice of this number and if it exists, what it depends on, is currently
unknown. It would be worth investigating, because an improvement of the Stieltjes
imaging procedure might lead in more reliable results or decay width profiles, which are
easier to interprete, which might allow for a more automatized evaluation of the results.
So far, no automatic error estimation is available in the FanoADC-Stieltjes approach.
However, it would be very helpful for the validation of the calculated decay widths.
Further, the Stieltjes-Imaging applied to a combination of two or more pseudo-spectra
of the same system calculated using different basis sets as shown in Ref. [87] would
be worth investigating. In this way, the density of the pseudo-spectrum would ideally
increase in the energy region of interest. Therefore, a more accurate description of the
decay widths might be possible. At the same time, this approach might enable decay
width calculations of larger systems, where a huge basis set cannot be applied due to
lacking computational resources required in the integral transformation step, which is
the bottleneck of the calculations.
For the estimation of secondary electron spectra of clusters, the investigation of cluster
dynamics and their influence on the secondary electron spectra should be developed and
included in HARDRoC. This knowledge about the oscillations and their displacements
would at the same time allow for an error estimation of the calculated decay widths.
The investigated structures have so far been chosen by educated guesses. For a more
detailed study, optimized cluster structures would be beneficial. Furthermore, it would
be a challenging task to develop the possibility to treat clusters with constituents of
lower than spherical symmetry, e.g., water molecules.





A. Properties of Noble Gas Atoms

Table A.1.: Atomic, experimental ionization energies. The non-relativistic ionization energies
of the np were estimated by the weighted average of the experimental ionization energies of the
np3/2 and np1/2.

SIP (np3/2) SIP (np1/2) SIP (ns1/2)

Ne 21.5645 eV [103] 21.6613 eV [103] 48.475 eV [103]
Ar 15.7596 eV [103] 15.9371 eV [103] 29.239 eV [103]
Xe 12.1298 eV [103] 13.4363 eV [103] 23.397 eV [138]

Nenrel 21.5968 eV 48.475 eV
Arnrel 15.8188 eV 29.239 eV
Xenrel 12.5652 eV 23.397 eV

Table A.2.: Lifetimes and relative ionization cross sections of noble gas atoms. The ratio of
ionization cross sections for the neon atom was estimated from the degeneracies of the p3/2 and
p1/2 states.

τ(ns1/2) χ = τ1/2
τ3/2

σ3/2
σ1/2

Ne 1.429 ns [138] 2.04 [125] 2.0
Ar 4.684 ns [138] 2.05 [125] 1.875 [139]
Xe 35.93 ns [138] 8.40 [140] 1.6 [122]

Table A.3.: Shift of atomic ionization energies due to a cluster environment [141]. All values
are given in eV.

∆(np3/2) ∆(np1/2) ∆(ns1/2)
bulk surface

Ar -1.0 -0.4 -0.636 -0.313
Xe -1.3 -0.9 -0.756 -0.346
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B. NeAr Cluster Structure Agreement Plots
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Figure B.1.: Complete neon shells with c = 2.
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Figure B.2.: Complete neon shells with c = 3.
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Figure B.3.: Complete neon shells with c = 4.
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Figure B.4.: Incomplete shells with c = 2 and no complete neon shell.
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Figure B.5.: Incomplete shells with c = 2 and one complete neon shell.
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Figure B.6.: Incomplete shells with c = 3 and one complete neon shell.
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Figure B.7.: Incomplete shells with c = 4 and one complete neon shell.



156 APPENDIX B. NEAR CLUSTER STRUCTURE AGREEMENT PLOTS

0 20 40 60 80 1000

20

40

60

80

100

[%]
[%

]

calculations
experimental data

Figure B.8.: Incomplete shells with c = 5 and one complete neon shell.
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Figure B.9.: Random arrangements with c = 2.
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Figure B.10.: Random arrangements with c = 3.
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Figure B.11.: Random arrangements with c = 4.





C. Programs and Scripts

This chapter gives an introduction to the programs and special scripts written during
the PhD, which are used in this thesis. The aim is to give insight into the structure of
the programs rather than repeating the manual, if it is given elsewhere. This is the case
for HARDRoC [16] and the relativistic FanoADC-Stieltjes implemented in Dirac [15].

C.1. HARDRoC — Hunting Asymptotic Relativistic Decay
Rates of Clusters

The program calculates the ICD and ETMD3 decay widths of given cluster structures.
Thereby, it is possible to choose between the evaluation of the asymptotic expressions of
equations (5.18) and (5.22) using atomic data and the evaluation of a function obtained
from fitting ab initio results to Γ(R) = cpree

−cexp + c6
R6 for the ICD.

The required input information is:

• xyz-file

• desired decay process(es)

• evaluation type

• ICD based in atomic properties:

– SIPs of the initial and final state atoms for each channel and eventual energetic
shifts caused by the cluster environment

– radiative lifetime τ of the initially ionized state

– optionally, the ratio χ = τ1/2
τ3/2

– ratio of ionization cross sections

• ICD based on ab initio results:

– SIPs of the initial and final state atoms for each channel and eventual energetic
shifts caused by the cluster environment

– parameters of the function fitted to the decay width cpre, cexp and c6

• ETMD:
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– SIPs of the initial and final state atoms for each channel and eventual energetic
shifts caused by the cluster environment

– ratio of ionization cross sections

Additionally, the total ionization cross section is required. Since it is energy dependent,
parameters of the function σ(ω) = aω2 + bω + c + d

ω were fitted to the experimental
data of references [142, 127] for the noble gases and incorporated in the program. This
function is evaluated when needed.
The transition dipole moments required for the ArXe ETMD3 calculation were calculated
by means of the Kramers-restricted configuration interaction method [143, 144, 145]
available in Dirac using dual basis sets of (26s21p16d4f) and (17s12p4d) for argon and
xenon, respectively. The analogous non-relativistic transition dipole moments could
conveniently be obtained by setting the value for the speed of light to c = 3000 a.u. which
renders SO-coupling negligible (see e.g.. [41] for more details on relativistic calculations).
Since, they depend on the internuclear distance, they were fitted to a function and the
corresponding parameters were incoprporated in the program and are evaluated for the
different distances.
The algorithm proceeds in the following way:

1. decompose the cluster structure into pairs or triples depending on the required
decay process

2. create statistics of equivalent pair or triple geometries

3. for each decay channel and for each non-equivalent geometry determine energetic
accessibility of the decay channel

4. evaluate the corresponding decay width in case of energetic accessibility

5. normalize the decay width to one initially ionized atom and multiply it by the
occurence of the pair or triple geometry of the cluster

6. for each channel write the geometry parameters, secondary electron energies and
the decay widths to an output file

7. for each channel sum over the obtained decay widths

8. sum the decay widths of the different channels to give the total decay width of all
channels

The computationally most expensive step in the above procedure is the sorting proce-
dure in order to obtain a shorter array consisting of the non-equivalent geometries and
the corresponding weights. It scales like N(Nneq−1)

2 with N being the total number of
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pairs or triples and Nneq being the number of non-equivalent pairs or triples of the clus-
ter. In the worst case N = Nneq. For the ICD, N = Nin · Nfin, where Nin denotes
the number of atoms of the atomtype, which is initially ionized and Nfin denotes the
number of potential decay partners. For the ETMD3, N = Nin · Nfin1 · Nfin2, where
Nfin1,2 denote the number of atoms of the atom type of electron donor and electron
emitter. For clusters consisting of several hundrets or thousands of atoms, these num-
bers are huge, especially for the ETMD. Since the transition dipole moments in equation
(5.22) decrease exponentially with the internuclear distance, triples with large Q have
a negligible contribution to the total decay width. Therefore, an additional parameter
for the maximum allowed electron transfer distance Q can be introduced, which reduces
the number of triples before the sorting dramatically for large clusters.
Despite its computational cost, this sorting step is highly regarded for all following steps.
Since mostly, highly symmetric structures are investigated, the length of the array and
hence the number of operations can be decreased up to a factor of about 50. Also the
written output is shortened by the same factor and has an improved readability.
The manual is to be found in reference [16].

C.2. Relativistic FanoADC

The FanoADC code used in this thesis is implemented in Dirac [15] and based on the
symmetry handling and calculation of matrix elements of the relativistic ADC and Lanc-
zos code of Pernpointner [111, 146].
In this FanoADC code the partitioning by population is applied. Hence, the three
subspace matrices of the initial states, the interaction and the final states can be obtained
from resorting the available matrix elements. The selection of the final state subspace is
based on manually chosen 2h configurations. Since the ADC matrix can have dimensions
of 105×105, they are not kept in memory but stored to disk. A resorting from reading in
these matrix elements would be inefficient and therefore, the matrices are build correctly
sorted. The heart of the sorting is an array, in which the positions within a 2h1p vector
are stored, which correspond to final state configurations of different channels called
finalpos.
Due to the hermiticity of the ADC matrix, it is sufficient to store the lower triangle and
the diagonal, which are build separately. First, the 1h/1h block is constructed as in the
reladc code, since all configurations contribute to the initial state subspace.
As in the reladc code, the matrix is build columnwise. In the coupling block, this leads
to an easy sorting by leaving out all those matrix elements, for which the row index
corresponds to a final state position within a column. At the end of the column, the
skipped matrix elements are added to the interaction part.
In the satellite block, both row and column indices can correspond to a final state
position. Still, the FanoADC matrices are constructed using the column indices of
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the reladc code. For those columns corresponding to the intial state subspace, the
sorting is obtained as in the coupling block explained above. However, those matrix
elements, which stem from a column, which corresponds to a final state configuration,
those matrix elements, which mediate the interaction with the initial state subspace
need to be correctly sorted into the interaction matrix. Thereby, the final state subspace
matrix elements are left out. For the interaction matrix elements, the indices are first
shifted correctly and then switched and the matrix elements are complex conjugated,
due to the hermiticity of the ADC matrix.
The final state subspace of the satellite block is constructed calling those matrix elements,
corresponding to the final state positions stored in finalpos.
After the contruction of the three matrices, the final state matrix is diagonalized by full
diagonalization. Then, the initial state matrix is diagonalized using the Lanczos routine.
After the first Lanczos run, a set of short eigenvectors with an overlap higher than a
given threshold with the initial state spinor and those with the same energies is chosen
for the calculation of long eigenvectors. After calculation of these long eigenvectors, they
are merged into linearly independent vectors. From each of these long eigenvectors the
interaction is calculated using the interaction matrix and the final state vectors.
The pseudo-spectrum which afterwards enters the Stieltjes claculation is obtained from
the final state eigenenergies and the corresponding interaction matrix elements.
The manual can be found as part of the Dirac manual from the release of 2014 on [15].

C.3. icoclus

icoclus is a selection of python scripts creating xyz-coordinate files for idealized het-
eronuclear clusters with a basic icosahedral structure. All structures contain an icosa-
hedral core of one atom type surrounded by atoms of the second atom type in different
ways. Hereby, it has to be mentioned that these cluster structures are not energetically
optimized but build using the scientific guess that the interatomic distances of each pair
of atoms in the clusters can be described as the sum of the van der Waals radii.
The newest version is currently available in a git repository in the local network of the
Theoretical Chemistry group at the University of Heidelberg and can be cloned via

git clone /home/elke/pub/icoclus

In each script, the first line might need to be adjusted to hold the path to the favourite
installation of python on the current machine.

C.3.1. Construction of the Core Icosahedral Cluster

The vertex coordinates of a regular icosahedron are given by [147]
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where a describes both the distance from the center to each vertex and the length of an
edge and ϕ = 1

2(1 +
√

5).
Icosahedral clusters are build of different shells, each of them characterized by the number
of atoms per edge c. Starting from a central atom, a shell with c = 2 is added, afterwards
one with c = 3 and so on, until the desired cluster size is achieved. a is determined by
the approriate sum over v. d. Waals radii.
Here, one needs to consider that in these packed icosahedral shells the distance between
the closest atoms within one shell is larger than the closest distance of two atoms of
neighbouring shells. In order to achieve the overall minimum distance between two
atoms to be the sum of their van der Waals radii, the vertex distance a is scaled such,
that the distance between two atoms in neighbouring surfaces is given by the sum of the
v. d. Waals radii.

a′ = a
2√

1 + ϕ2 (C.2)

In each shell first the vertex atoms are created and then, corresponding to the size of
the shell, atoms in the edges and in the end the atoms lying in the triangular surfaces.

C.3.2. Complete Shells

Around the icosahedral core cluster more complete shells consisting of the second atom
type are constructed. Hereby the distance between the central atom and the vertices is
calculated as the sum over the contributing v. d. Waals radii. and scaled as in the case
of the core vertices.

Manual of icoclus .py

In the header of the script icoclus.py the following controlling variables are defined.
1 ##################Input Var iab l e s ##################################
2 atco r e = ’Ar ’ # atomtype o f the core atoms
3 atoute r = ’Ne ’ # atomtype o f the outer s h e l l s
4

5 r c o r e = 1.88 # rad iu s o f core atoms
6 route r = 1 .54 # rad iu s o f outer s h e l l atoms
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7

8 n_core = 1 # number o f atoms in the l ong e s t edge
9 #n_outer = raw_input ( ’How many l a y e r s o f atoms do you want to have? ’ )

10 #n_outer = in t ( n_outer )
11 n_outer = 1 # number o f add i t i o na l s h e l l s

These are to be adjusted according to the desired structure. Afterwards the script is run
from the terminal. The two commented lines are convenient if several cluster structures
of the same type but with different numbers of second atom type shells. In this case the
two commented lines need to be uncommented and the last line to be commented out.

C.3.3. Incomplete Shells

It is also possible to generate incomplete shells around a core and eventually complete
shells of the second atom type.

Manual of incompl_shells .py

In the header of incompl_shells.py the following section with the input variables is to
be found.

1 ##################Input Var iab l e s ##################################
2 atco r e = ’Ar ’ # atomtype o f the core atoms
3 atoute r = ’Ne ’ # atomtype o f the outer s h e l l s
4

5 r c o r e = 1.88 # rad iu s o f core atoms
6 route r = 1 .54 # rad iu s o f outer s h e l l atoms
7

8 n_core = 1 # number o f atoms f o r the l ong e s t edge
9 n_sec = 2 # number o f complete l a y e r s o f the second atom type

10 n_outer = 1 # do not change
11

12 #no_surfaces = 3 + 1
13 no_surfaces = raw_input ( ’How many su r f a c e s do you want to be covered ? ’ )
14 no_surfaces = in t ( no_surfaces )

Here, n_outer declares the number of shells being partially filled. Changing it results
in a different cluster class. A nicer way to accomplish structures of this other class is to
use the script area_ico.py.
It is important to notice, that the script is going to fail, if the number of covered
triangular surfaces is 0. In the case of no additional incomplete shells covered being the
desired structure, one should consider using icoclus.py.

C.3.4. Triangular Surfaces Covered by Layers of Atoms

One might consider triangular surfaces covered by several layers of atoms of the second
atom type, hereby creating subsets of complete shells as shown in Figure 13.11.
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Manual of area_ico.py

In the header of area_ico.py the following control section is found with the variables
to be adjusted.

1 ##################Input Var iab l e s ##################################
2 atco r e = ’Ar ’ # atomtype o f the core atoms
3 atoute r = ’Ne ’ # atomtype o f the outer s h e l l s
4

5 r c o r e = 1.88 # rad iu s o f core atoms
6 route r = 1 .54 # rad iu s o f outer s h e l l atoms
7

8 n_core = 3 #number o f atoms f o r the l ong e s t edge
9 n_outer = raw_input ( ’How many l a y e r s o f atoms do you want to have? ’ )

10 n_outer = in t ( n_outer )
11 #n_outer = 1 # number o f l a y e r s on top o f the s e l e c t e d s u r f a c e s
12

13 no_surfaces = 5 + 1 # number o f t r i a n gu l a r s u r f a c e s covered

C.3.5. Caps

One might think of a structure as shown in Figure 13.11, where the surfaces of the core
cluster are covered with caps.
In contrast to the incomplete shells, here, one might consider both different numbers
of caps as well as multiple arrangements of the caps on the surfaces. Within the script
the 20 surfaces are numbered and hence a manifold of combination of structures for a
given number of caps is possible. Since the calculation of all different combinations is
tedious it is beneficial to be able to know which of these combinations are symmetry
equivalent. This information can be obtained with the help of the script stat_caps.py.
For a given number of caps it prints one surface number combination for each group of
symmetry equivalent structures and the number of possible realizations of it. Afterwards
the structures can be constructed with scatter_cap_ico.py.

Manual of stat_caps.py

1 ##################Input Var iab l e s ##################################
2 atco r e = ’Ar ’ # atomtype o f the core atoms
3 atoute r = ’Ne ’ # atomtype o f the outer s h e l l s
4

5 r c o r e = 1.88 # rad iu s o f core atoms
6 route r = 1 .54 # rad iu s o f outer s h e l l atoms
7

8 n_core = 2 #number o f atoms f o r the l ong e s t edge
9 n_outer = n_core − 1 # do not change

10

11 n_caps = 2 # number o f caps
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The only number to be adjusted is n_caps, all other variables do not influence the result.
Manual of scatter_cap_ico.py

1 ##################Input Var iab l e s ##################################
2 atco r e = ’Ar ’ # atomtype o f the core atoms
3 atoute r = ’Ne ’ # atomtype o f the outer s h e l l s
4

5 r c o r e = 1.88 # rad iu s o f core atoms
6 route r = 1 .54 # rad iu s o f outer s h e l l atoms
7

8 n_core = 4 #number o f atoms f o r the l ong e s t edge
9 #n_core = raw_input ( ’How many core l a y e r s do you want to have? ’ )

10 #n_core = in t ( n_core )
11 n_outer = n_core − 1 # do not change
12

13 caps = [ 1 , 5 ]
14 n_caps = len ( caps )

caps is a python list and here, the combination of surface numbers obtained from
stat_caps.py is to be entered.
C.3.6. Randomly Arranged Atoms Around Complete Shells

For a given ratio between the number of core and the number of surrounding atoms one
can create structures with a fixed icosahedral cluster of closed shells and atoms of the
second type randomly arranged in the next shell until the desired ratio is obtained. In
the script random_ico.py the structures are not created by adding atoms randomly to
the outermost shell but by constructing the shell, shuffling the order of atoms in this shell
using python’s random functionality based on the Mersenne Twister method [148, 149]
and then deleting as many atoms as necessary to achieve the desired ratio.

Manual of random_ico.py

1 ##################Input Var iab l e s ##################################
2 atco r e = ’Ar ’ # atomtype o f the core atoms
3 atoute r = ’O’ # atomtype o f the outer s h e l l s
4

5 r c o r e = 1.88 # rad iu s o f core atoms
6 route r = 1 .54 # rad iu s o f outer s h e l l atoms
7

8 n_core = 5 # number o f atoms f o r the l ong e s t edge
9 n_sec = 0 # number o f complete s h e l l s o f second atom type

10 r a t i o = 3.8868 # nc_atoms/no_atoms
11

12 n_outer = 1 # do not change
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C.4. fccclus

Clusters with an fcc structure have a dodecahedral shape. It consists of a central atom
surrounded by shells of other atoms. All distances between atoms and their nearest
neighbours both within one shell and atoms of different shells are equal.
They can be constructed starting from a central atom, which is surrounded by 12 atoms.
Of these 12 atoms, six are positioned in a regular hexagon around the central atom.
Additional three are positioned in a triangle above the plane defined by the hexagon and
three below. Thereby, the triangles are rotated by 30 ◦ with respect to the hexagon and
60 ◦ with respect to each other.
Hence, the positions of the corners of every shell are with i = 0, 1, . . . 6 and j = 0, 1, 2
given by
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for the hexagon, the three atoms above and the three atoms below the plane. Here, a
denotes the length of an edge, and at the same time from the central atom to the vertex,
defined by the sum of van der Waals radii.
From the positions of these vertices, the atomic positions of atoms in the edges and
together with the latter, the coordinates of atoms in the triangular and square planes
are constructed.
For heteronuclear clusters a ist determined by the sum over the van der Waals radii in
seen from the central atom to the vertex to be contructed.
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