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Abstract In this thesis, the ionization of atoms and small molecules in strong laser
fields is experimentally studied by utilization of a reaction microscope.
The fundamental process of tunnel ionization in strong laser fields is subject of
investigation in a pump-probe experiment with ultrashort laser pulses. A coherent
superposition of electronic states in singly charged argon ions is created within the
first, and subsequently tunnel-ionized with the second pulse. This gives access to
state-selective information about the tunneling process and allows to test common
models.
Moreover, the ionization of krypton and argon at different wavelengths is studied,
from the multiphoton to the tunneling regime. The population of autoionizing dou-
bly excited states in the laser fields is proven and a possible connection to the well-
known dielectronic recombination processes is discussed. The wavelength-dependent
investigations are furthermore extended to molecular hydrogen. In addition to ion-
ization, this system might undergo different dissociative processes. Channel-selective
electron momentum distributions are presented and compared to each other.

Zusammenfassung In dieser Arbeit wird die Ionisation von Atomen und kleinen
Molekülen in starken Laserfeldern unter Verwendung eines Reaktionsmikroskops ex-
perimentell untersucht.
Der grundlegende Prozess der Tunnelionisation in starken Laserfeldern ist Gegen-
stand der Untersuchungen in einem Pump-Probe-Experiment mit ultrakurzen Laser-
pulsen. Mit dem ersten Puls wird eine kohärente Überlagerung von elektronischen
Zuständen in einfach geladenen Argon-Ionen erzeugt und später mit dem zweiten
Puls tunnelionisiert. Dies erlaubt Zugriff auf zustandsabhängige Informationen über
den Tunnelprozess und erlaubt die Überprüfung verbreiteter Modelle.
Des Weiteren wird die Ionisation von Krypton und Argon bei unterschiedlichen
Wellenlängen untersucht, vom Multiphoton- bis hin zum Tunnelregime. Die Beset-
zung von autoionisierenden, doppelt angeregten Zuständen in den Laserfeldern wird
nachgewiesen und ein möglicher Zusammenhang zu den weithin bekannten dielek-
tronischen Rekombinationsprozessen diskutiert. Die wellenlängenabhängigen Unter-
suchungen werden außerdem auf molekularen Wasserstoff ausgeweitet. Zusätzlich
zur Ionisation kann dieses System unterschiedliche dissoziative Prozesse erfahren.
Kanal-selektierte Elektronen-Impulsverteilungen werden präsentiert und miteinan-
der verglichen.
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1. Introduction

The wave-character of light and the particle-character of matter seemed disparate
until the last century, when physics proved the opposite: Light and matter may
likewise be described as particles and waves, a fact commonly known as wave-particle
duality and also valid for larger, massive objects [Nairz et al. 2003]. Despite this
common ground, in everyday life as well as in most experiments, light and matter
act completely different and can be distinguished well by their diverse properties.
This was also emphasized in the 2012 Nobel Prize in Physics press release: “David
Wineland traps electrically charged atoms, or ions, controlling and measuring them
with light, or photons. Serge Haroche takes the opposite approach: he controls
and measures trapped photons, or particles of light, by sending atoms through a
trap. Both Laureates work in the field of quantum optics studying the fundamental
interaction between light and matter, a field which has seen considerable progress
since the mid-1980s.” [RSAS 2012].
Indeed, nowadays, the interaction of light and matter is the subject of investigation
in a large variety of experiments. Decisive for the development of the field was the
invention of the laser(1) [Maiman 1960]. The unique properties of laser light, for
example its spectral narrowness, are in fact mandatory for many experiments and
exploited in a manifold of different techniques from laser cooling of atoms [Phillips
1998] to high resolution spectroscopy [Parthey et al. 2011].
Despite the scientific potential comprised in the interaction processes, their math-
ematical treatment is – at first glance – fairly simple and often relies on quantum
mechanical perturbation theory. In fact, the interaction of monochromatic light
with an atom is one of the basic examples of such approach in undergraduate text-
books. The approach uses the fact that the electric field associated with the light is
small compared to the electric field that keeps the electrons bound.

(1)light amplification by stimulated emission of radiation



1. Introduction

In laboratories, this condition is often, but not always fulfilled. Remarkably soon
after the invention of the laser itself, techniques were invented allowing the tempo-
ral confinement of the emitted laser radiation and thus the creation of “giant” light
pulses [McClung et al. 1962]. Additional spatial confinement by focussing these
pulses onto a target soon provided intensities with corresponding electric fields that
were equal to or even exceeded the atomic fields. It is no surprise that a perturba-
tive treatment of the interaction between the laser field and an atom breaks down
in this situation, and the seemingly simple task to describe the problem becomes
tremendously complicated.
Although quantum mechanics provides the appropriate equation to describe the
problem, the time-dependent Schrödinger equation, finding its full numerical solu-
tion is – even with today’s fastest computers – only possible for very specific, fairly
simple problems. In addition, if such a solution is found, the calculation usually only
returns a final result rather than an intuitive picture of the underlying processes.
However, those simple pictures are desirable since they often help to predict and
understand important aspects of the light-matter interactions.
In 1965, Keldysh investigated the ionization process in strong electromagnetic fields
using an alternative approach of treating the laser field classically [Keldysh 1965].
In this work, the area of strong-field physics was divided into two regimes, a sepa-
ration which still persists. One side, commonly known as the multiphoton regime, is
associated with rather low intensities and/or short wavelengths. Here, the binding
energy of the electron is large compared to the ponderomotive energy, the cycle-
averaged kinetic energy of a free electron in the laser field. The opposite is the case
for high intensities and/or long wavelengths in the tunneling regime. As suggested
by the names, the characteristics of the ionization process can be described most
appropriately either by the absorption of several photons or a tunneling process of
the electron, respectively.
Since then, much effort has been spent to refine and extend the classical treatment
of the interaction. In the tunneling regime, the interaction between the laser and the
electron after the tunneling process turned out to be extremely important for un-
derstanding the strongly enhanced rates for double and multiple ionization obtained
in moderately intense laser fields [L’Huillier et al. 1982]. Usually, the full treatment
still involves quantum mechanical tunneling as a first step and a subsequent classical
treatment of the freed electron which resembles a fairly good approximation. Due
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to this combination of quantum mechanics and classical physics, the approaches are
commonly referred to as “semi-classical models”. Important milestones are the ADK
theory, e.g. [Nikishov et al. 1966; Perelomov et al. 1966; Ammosov et al. 1986], and
the extension to three steps in the three-step model [Corkum 1993] that also consid-
ers the possible recollision of the electron with its parent ion. It is this recollision
which gives rise to the enhanced rates for double and multiple ionization as well as
to other interesting phenomena, such as the generation of highly energetic radiation
and the formation of extremely short light pulses with durations of down to 100 as(2)

and below [Sansone et al. 2011].
Despite the progress, many questions remain. One of them is related to the region
“in between” the two regimes, in which neither the tunneling nor the multiphoton
picture seems to be valid and where, in fact, most of the experiments are carried
out. When coming from the tunneling regime and approaching shorter wavelengths
and thus faster and faster oscillation of the field, one may ask, up to which point
tunneling can be treated adiabatically, hence neglecting the temporal variation of the
field during the process. This question is still controversially discussed [Boge et al.
2013; Ivanov et al. 2014]. Another question is related to the momentum distribution
of the electrons right after the tunneling process, before being accelerated by the
laser field. Although different models predict certain momentum distributions, their
explicit experimental validation is pending.
However, promising new experimental techniques such as the attoclock technique
[Eckle et al. 2008b], provide an astonishing level of detail on information about the
process of tunnel ionization. For example, few tens of attoseconds were experimen-
tally found as an upper limit for the tunneling time – the time the electron needs
to tunnel out – in helium [Eckle et al. 2008a]. Similar to conventional streaking
techniques, the temporal information is mapped onto spatial coordinates. For each
time of ionization, associated coordinates can be calculated and the experimental
data are interpreted with the reversed relation. These calculations require detailed
knowledge about the initial momenta of the electrons which is – as described above –
currently only available in terms of theoretical predictions from models. One of the
aims of this work is to experimentally test these models.

(2)One attosecond (as) equals 10−18 seconds.
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1. Introduction

In this thesis, the ionization of atoms and small molecules in strong laser fields is
experimentally investigated by utilization of a highly advanced momentum spec-
trometer: the reaction microscope. Chapter 2 gives a brief overview about the
mathematical description of ultrashort, strong laser pulses and their technical cre-
ation. Furthermore, the specific laser system and the pulse manipulation techniques
utilized throughout this work are described. Following this, chapter 3 focusses on
the interaction of intense laser pulses with matter, in particular on the description
of ionization processes in atoms and molecules. The reaction microscope and its
working principle is treated in chapter 4.
Afterwards, the experimental results are presented, divided into three parts. In the
first, chapter 5, common theoretical models about the electron momentum distribu-
tion directly after the tunneling process are explicitly tested. This is done by using
ultrashort pulses in a pump-probe scheme and a coherent superposition of electronic
states in singly ionized argon as initial state for further tunnel ionization.
The subject of the second experimental part, presented in chapter 6, is the inter-
action of strong laser pulses of different wavelengths with noble gas atoms, namely
krypton and argon. Tuning the wavelength by utilizing an optical parametric am-
plifier and nonlinear crystals for frequency mixing enables the observation of charac-
teristic changes in the electron momentum distributions and the ionization process
while approaching the tunneling regime. Furthermore, the excitation of doubly-
excited states of the atoms is proven and investigated.
In the last part, presented in chapter 7, a similar investigation is performed for
the most simple molecule existing, H2. In addition to pure ionization, this system
features different dissociation channels. The reaction microscope enables their sepa-
ration and thus offers channel-selected electron momentum distributions at different
wavelengths. The results of all experiments presented in this thesis are summarized
in chapter 8, where future perspectives are also discussed.

4



2. Strong laser fields and ultrashort
laser pulses

The creation of strong laser fields is closely related to the formation of short laser
pulses giving access to very high intensities while keeping the average power of the
laser system on a moderate and thus experimentally feasible level. Usually, in ad-
dition to this strong temporal confinement of the energy, the laser beam is also
focussed spatially. This chapter gives an overview about ultrashort laser pulses
and the strong fields they are associated with. It is organized as follows: First, in
section 2.1 the mathematical framework as commonly used for the description of
short laser pulses is summarized. It also covers the properties and the description
of electromagnetic fields in laser resonators and in particular the concepts underly-
ing mode-locking as a key technique in modern ultrashort pulse generation. Here,
the focus lies on Kerr-lens mode-locked Ti:sapphire(1) laser systems since these rep-
resent the standard table-top system used in many laboratories as well as in the
experimental setup used in this work. Then, in section 2.2, the specific laser system
and subsequent pulse manipulation techniques as used in this work are discussed
involving also the treatment of important nonlinear effects in matter.

2.1. Mathematical description of laser pulses

This section gives a short summary about the mathematical description of short
laser pulses. It follows the descriptions which can be found in standard laser physics
textbooks, e.g. [Boyd 2003; Demtröder 2003; Eichler et al. 2010; Kneubühl et al.
2008; Svelto 1998]. Particular information about ultrashort laser pulses and the

(1)titanium-ion doped sapphire (Ti:Al2O3)
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associated phenomena are reviewed e.g. in [Brabec et al. 2000; Diels et al. 2006;
Keller 2010; Krausz et al. 2004].
If the polarization and transverse properties of a laser beam are neglected, monochro-
matic light emitted from a laser system can be characterized at any (fixed) point
in space by its oscillating electric field E(t) = Re{E exp[iωt]} [Demtröder 2004,
section 7.3] where E is the field amplitude and ωL the angular laser frequency. The
continuous wave oscillates with constant amplitude and the laser thus represents the
extreme antonym of a suitable system for the generation of ultrashort pulses. In
fact, lasers with an emission characteristic close to this hypothetical system, as e.g.
the Helium-neon laser (HeNe laser) are commonly referred to as continuous-wave
(cw) laser systems.
To extend the description to non-monochromatic laser sources, an arbitrary spectral
amplitude Ẽ(ω) of finite width is introduced and the resulting field may be described
as, see e.g. [Svelto 1998, appendix G],

E(t) = Re
{

1√
2π

∫ ∞
−∞

dωẼ(ω) exp[iωt]
}

(2.1)

= Re
{

1√
2π

∫ ∞
−∞

dωÃ(ω) exp[i(ωt+ ϕ(ω))]
}

, (2.2)

where the factor 1/
√

2π preceding the integral is arbitrarily chosen. The complex field
amplitude Ẽ(ω) = Ã(ω) exp[iϕ(ω)] is not accessible in the experiment, however, the
spectral intensity I(ω) = E∗(ω)E(ω) may be measured with a spectrometer. In
contrast, Ã(ω) is real, representing the modulus of a complex number. In partic-
ular eq. (2.2) allows a fairly intuitive interpretation: The total electric field E(t)
is formed by a continuous superposition of harmonically oscillating fields with in-
dividual contributions to the total field characterized by an amplitude Ã(ω). In
addition, each of the contributing fields may have an individual phase shift ϕ(ω).
Equation (2.1) can be directly identified with the Fourier transform [Bronstein et al.
2005, section 15.3.1.2], relating E(t) in the time domain with Ẽ(ω) in the frequency
domain:

E(t) = F
{
Ẽ(ω)

}
. (2.3)

6
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The inverse transformation is then given by

Ẽ(ω) = F−1
{
E(t)

}
= 1√

2π

∫ ∞
−∞

dtE(t) exp[−iωt]. (2.4)

The special case of monochromatic radiation can easily be obtained from eq. (2.4)
with Ẽ(ω) = δ(ω − ωL)/

√
2π. Further details about the mathematical treatment can be

found in literature, e.g. in [Diels et al. 2006; Svelto 1998], and will not be discussed
here in detail.
The Fourier transform, connecting the spectral and the temporal representation of
the laser field, causes an intrinsic and fundamental connection between the spectral
width(2) ∆ω and the minimum pulse duration ∆τF achievable. If Gaussian profiles
are presumed, E(t) ∝ exp[− 4 ln(2)t2/∆τ ′2F ] and Ẽ(ω) ∝ exp[− 4 ln(2)ω2/∆ω′2], eq. (2.1)
yields

∆τ ′F = 8 ln(2)
∆ω′ . (2.5)

However, due to the important role of the intensity I = E2 in the interaction with
atoms and molecules, see section 3.1, often the temporal and spectral distributions
I(t) and I(ω) are of more interest than the electric fields. If the width of these
distributions is denoted with ∆τF and ∆ω, respectively, it follows directly from the
properties of the Gaussian distribution ∆τ ′F =

√
2∆τF and ∆ω′ =

√
2∆ω and thus

with eq. (2.5):

∆τF = 4 ln(2)
∆ω . (2.6)

Although discussed here for the special case of Gaussian profiles, similar relations
of the form ∆τF = const/∆ω can be established for other distributions, see e.g. [Svelto
1998, section 8.6.1]. It can be concluded that the duration of the pulses is generally
limited by the spectral width of the laser system. It should be noted that Ẽ(ω) was
chosen as a real value, thus ϕ(ω) ≡ 0. As will be shown in the following section, any
other choice of the phase will either not influence or lengthen the pulse duration. In
the example above, however, the pulse duration is limited only by the bandwidth
of the laser and the mathematical property of the Fourier transform, therefore such
ideal laser pulses are commonly called Fourier-limited pulses. The discussion of

(2)The term “width” is used here and in the following as a synonym for “full width at half maximum”
(FWHM).
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2. Strong laser fields and ultrashort laser pulses

the monochromatic laser at the beginning of this section can now be put in simple
equations: From ∆ω = 0 follows with eq. (2.6) ∆τF =∞.

2.1.1. Laser pulses as superpositions of resonator modes

For the generation of short laser pulses, the additional constraints arise due to the
resonator introducing boundary conditions for the electric field. In a resonator of
optical length d with infinitely large planar end-mirrors the condition is simply
given by ω/2π = qc/2d where q > 0 is an integer number and c the speed of light in
vacuum [Demtröder 2003, section 2.1]. The stationary field configurations in the
resonator, commonly known as resonator eigenmodes or simply resonator modes,
are given by standing plane waves fulfilling the condition for an arbitrary choice
of q. In addition, the resonator modes are fully characterized by this number.
However, for resonators with finite mirror diameters, the situation is substantially
different. Caused by continuous diffraction losses which depend on the distance to
the resonator axis, planar waves are no longer eigenmodes, see e.g. [Demtröder 2003,
section 5.2.2].
For symmetric confocal resonators with spherical mirrors, where d is twice the focal
length of the mirrors, new solutions have been found analytically, first for the a
special case of identical square resonator mirrors [Boyd et al. 1961], later for more
general configurations including circular shaped mirrors [Boyd et al. 1962]. These so-
lutions are commonly referred to as transverse electromagnetic modes (TEM modes),
characterized by three integer numbers q,m, n > 0 and denoted as TEMm,n,q, see
e.g. [Demtröder 2003, section 5.2.3]. The transverse field amplitude in the modes is
characterized by m and n and is of Gaussian shape for all TEM0,0,q modes which
are usually called fundamental modes. The frequency depends on all three numbers
and is, in the case of identical circular resonator mirrors in confocal configuration,
given by [Boyd et al. 1961; Boyd et al. 1962]

ω

2π = c

2d ·

q + 1
2(2m+ n+ 1) circular mirrors

q + 1
2(m+ n+ 1) square mirrors.

(2.7)

Obviously, in both cases, different TEMm,n,q modes comprise the same frequency and
thus are energetically degenerated. Compared to the hypothetical case of infinitely

8
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large mirrors mentioned before, new frequencies are accessible for appropriate com-
binations of m and n with 2m+n+1 and m+n+1 being odd for circular and square
mirrors, respectively. These frequencies are centered right in the middle between
those of the fundamental modes. Thus, the frequency difference between two adja-
cent modes of the resonator, the free spectral range (FSR) is given by [Demtröder
2003, section 5.2.8]

δωFSR

2π = c

4d . (2.8)

Since non-fundamental modes exhibit intensity profiles less confined on the resonator
axis, an appropriate aperture or choice of the ratio between the mirror diameters
and d can be used to increase their relative diffraction losses and thus to force the
laser into the fundamental modes, see e.g. [Kneubühl et al. 2008, section 8.1.]. For
convenience, the absence of non-fundamental modes is assumed in the following,
m = n ≡ 0. The frequency difference between two adjacent fundamental modes
oscillating in the resonator is given by [Demtröder 2003, section 5.2.8]

δω

2π = 2δωFSR

2π = c

2d . (2.9)

Provided, the amplification by the active laser medium is sufficiently high, all res-
onator modes in a certain spectral range may contribute to the formation of the
overall electric field emitted by the system. If the emission spectrum of the active
medium is assumed to be of Gaussian shape centered around ω0 with a width ∆ω
fulfilling δω � ∆ω � ω0 and the phase relation between adjacent modes is further
assumed to be constant, δϕ = const, the total field eq. (2.2) can be written as [Svelto
1998, section 8.6.1.]

E(t) = Re
 1√

2π

∞∑
l=−∞

Ã(ω0 + lδω) exp[i((ω0 + lδω)t+ lδϕ)]


= Re
 1√

2π

 ∞∑
l=−∞

Ã(ω0 + lδω) exp[ilδϕ] exp[ilδωt]
 exp[iω0t]


= Re

{
1√
2π
A(t) exp[iω0t]

}
. (2.10)

In the last step, the expression in brackets was identified as a discrete version of the
Fourier transform and the existence of an appropriate function A(t) was deduced.
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2. Strong laser fields and ultrashort laser pulses

As derived e.g. in [Svelto 1998, section 8.6.1.], the electric field is oscillating with a
carrier frequency ω0 and is modulated in amplitude by a time-dependent function
A(t) commonly referred to as pulse envelope. Further, for the separation of the
pulses in time τ and their duration ∆τ it can be derived [Svelto 1998, section 8.6.1.]

τ = 2π/δω, (2.11)
∆τ = 4 ln(2)/∆ω. (2.12)

From eq. (2.11) and eq. (2.9) follows τ = 2d/c meaning that the repetition rate of
the laser system is simply determined by the round-trip time of the laser pulses
in the resonator [Svelto 1998, section 8.6.2]. Equation (2.12) is identical to the
previously found general expression, eq. (2.6). From this it can be concluded that the
superposition of resonator modes with constant phase differences of adjacent modes
produces Fourier limited pulses. This situation is commonly referred to as mode-
locked operation of the laser. In suitable materials, as e.g. Ti:sapphire crystals, ∆ω
can be large enough to cause simultaneously significant amplification for a certain
wavelength λ1 and even its second harmonic λ2 = 2λ1 [Ell et al. 2001] which is
commonly called an octave-spanning spectrum. In this situation, ∆τF can become
very short, even of the same order of the oscillation period of the electromagnetic
wave itself. Such pulses are commonly referred to as few-cycle pulses [Brabec et al.
2000]. It is noteworthy that the peak intensity in such laser pulses is proportional to
the square of the number of modes contributing, see e.g. [Svelto 1998, section 8.6.1.].
The most general form for the phase ϕ(ω) guaranteeing the generation of Fourier
limited pulses is given by

ϕ(ω) = ϕ(ω0) + a · (ω − ω0), (2.13)

where a is a constant and the function ϕ(ω) is only evaluated for the discrete res-
onator frequencies. This equation may be interpreted as a Taylor series [Bronstein
et al. 2005, section 6.1.4.5] of an arbitrary function ϕ(ω) around ω0 up to the first
order. It is self-evident and often also convenient to extend this to

ϕ(ω) = ϕ(ω0) + ∂ϕ(ω)
∂ω

∣∣∣∣∣
ω=ω0

(ω − ω0) + 1
2
∂2ϕ(ω)
∂ω2

∣∣∣∣∣
ω=ω0

(ω − ω0)2 +O
(
ω3
)
, (2.14)
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Figure 2.1.: Examples for electric fields created by superpositions of resonator
modes. Each figure contains of two plots: In the left, the spectral am-
plitude Ã(ω) and the spectral phase ϕ(ω) are shown in blue and green,
respectively. The functions are evaluated at the discrete frequencies of
the resonator modes. In the right picture, the resulting electric field is
shown in blue, the envelope function in red, see text for details.

see e.g. [Siegmann 1986, section 9.1]. The influence of the different terms on the
shape of the generated pulses are displayed in fig. 2.1 calculated for a model resonator
and active medium. Although the number of modes contributing is much less than
in a typical laser setup for ultrashort laser pulses, general qualitative features can
be studied. The figure depicts eight spectral field distributions Ã(ω) of Gaussian
shape evaluated at the positions of the resonator modes (blue line and dots in left
pictures). The spectral phase ϕ(ω) is shown in green. E(t) is then calculated with
eq. (2.10), where the summation can be restricted to a finite number of modes with
significant amplitudes without noticeable change of the result. E(t) is shown on the
right as a blue line, while the red line shows the envelope function calculated by
replacing Re{} by Abs{} in eq. (2.10).
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2. Strong laser fields and ultrashort laser pulses

In fig. 2.1 (a), the width of the emission spectrum is fairly narrow such that only
three modes significantly contribute to the total electric field, resulting in a beat
frequency. The phase in this example is globally set to zero, ϕ(ω) ≡ 0. If the
spectrum is chosen broader and broader along (b) and (c), well separated pulses
arise which become shorter and shorter. The electric field shown in (c) represents
a few-cycle Fourier limited pulse. If a constant global phase is added as done in
(d), where ϕ(ω) = −π, the envelope and thus the pulse duration is not affected.
However, the phase offset between the carrier wave and the envelope, commonly
referred to as carrier-envelope phase (CEP), see e.g. [Brabec et al. 2000; Paulus et
al. 2001; Rathje et al. 2012], is altered. Since CEP effects are not explicitly studied
in this work and their presence only used as an indicator for the pulse duration, see
section 2.2.2, the influence of the constant phase on the electric field is ignored in
the following.
As discussed earlier, even a linear trend in ϕ(ω) guarantees the generation of Fourier
limited pulses, see eq. (2.13). This situation is depicted in fig. 2.1 (e), where
the pulses from (c) are exactly reproduced despite being shifted on the absolute
timescale. Apart from this, the spacing between the modes was decreased, modeling
a lengthening of the resonator, see eq. (2.9). Consequently the round-trip time in-
creases such that the preceding and the following pulses are not visible in the picture
any further. For a quadratic trend in ϕ(ω), however, the situation changes substan-
tially. Even though the spectral amplitudes are identical to the previous case, this
phase relation leads to much longer pulses as depicted in fig. 2.1 (f) and (g). In
addition, the frequency of the carrier wave changes along the pulse which is com-
monly known as chirp, see e.g. [Siegmann 1986, section 9.1]. Finally the case of
a random phase relation is shown in (h). The electric field produced seems to be
chaotic, nevertheless it is still periodic and each of the occurring peak-like struc-
tures has a duration comparable to the well separated, Fourier limited pulses in (c),
see e.g. [Svelto 1998, section 8.6]. In order to make the effects more visible, the
frequency spacing of the modes is chosen larger again, as in (a)-(d) .
In conclusion, the generation of ultrashort laser pulses requires not only the con-
tribution of many modes with different frequencies but also a fixed phase relation
between the different modes as close as possible to eq. (2.13), the ideal mode-locking
condition. In reality, the situation becomes more difficult since optical elements in
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2.1. Mathematical description of laser pulses

the beam path and even the air traversed on the way to the actual experiment will
certainly change the phase relations due to dispersion, see section 2.1.2.

Kerr lens mode-locking

Different techniques have been developed to obtain mode-locked laser operation for
the generation of ultrashort pulses. For an historical review see e.g. [Keller 2010].
One example mentioned there is the Kerr lens mode-locking (KLM), an approach
based on the nonlinear optical Kerr-effect in suitable transparent materials. It is
widely exploited in Ti:sapphire laser systems and will be discussed in the following.
Although mode-locking is defined and described in the frequency domain, namely
with the condition from eq. (2.13) for adjacent resonator modes, it is feasible and
convenient to switch to the time-domain picture: As shown in the previous section,
perfect mode-locking occurs if, and only if, the associated laser pulses are Fourier
limited. Therefore, if a process inside the resonator is capable of shortening the
pulses such that their duration approaches the Fourier limit, the phase relation
between the modes will adapt and converge to the associated phase relation.
The basic idea for efficient mode-locking is therefore to artificially lower the qual-
ity of the resonator and thus increase the losses for any continuous components
of the wave, currently present in the resonator [Svelto 1998, section 8.6.3.2 & ap-
pendix F.2]. Any spiked structure generated in the initially random spontaneous
emission of the active medium will gain energy quickly and – after some round-trips
in the resonator – may form a short stable pulse. The largely differing peak intensity
in the pulsed field configuration can be utilized in this respect in different passive
mode-locking techniques. For example, a suitable absorbing material, a fast saturable
absorber, may be inserted into the resonator, absorbing the laser radiation but be-
ing saturated and thus transparent for high intensities [Svelto 1998, section 8.6.3.2
& appendix F.2]. The saturable absorbance may also be included in the resonator
end-mirrors using semiconductor saturable absorber mirrors (SESAM) [Keller et al.
1996].
KLM is likewise a passive mode-locking technique but relies on the non-linear optical
Kerr-effect, see e.g. [Svelto 1998, section 8.6.3.2] and thus on refraction rather than
absorption. For low field intensities the definition of the refractive index n0 = c/vph(λ)

as a function of the phase velocity of the light vph(λ) and therefore the wavelength λ
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2. Strong laser fields and ultrashort laser pulses

is a very good approximation. In contrast, in very strong fields, the refractive index
shows an additional dependence on the laser intensity I(t) and is given by [Svelto
1998, section 8.6.3.2]

n(t) = n0 + n2I(t). (2.15)

The second order index of refraction n2 in this expression is a (very small) positive
constant. Typical values are around 10−13 cm2/W to 10−17 cm2/W, see e.g. [Boyd
2003, table 4.1.2], such that the second order term is negligible for low intensities.
With increasing intensity, however, the influence of the second terms grows and for
ultrashort strong field can become significant. If a TEM0,0,q pulse with a Gaus-
sian transverse intensity distribution travels through a non-linear medium inside
the resonator, eq. (2.15) causes a refractive index that changes over the transverse
coordinate. Effectively, for n2 > 0 a spherical lens is formed, focusing the beam
towards the resonator axis [Svelto 1998, section 8.6.3.2]. This is commonly referred
to as self-focusing. An aperture or an appropriate geometry of the resonator itself
can be used in order to suppress any continuous field components.
If an aperture is present or the geometry of the resonator itself is appropriately
chosen, the focusing is required for a sufficient reduction of losses and therefore
pulsed field components are favored in the resonator. In each round trip of the pulse,
the leading and trailing edge are suppressed due to their lower intensity and the
pulse gets shortened [Kneubühl et al. 2008, section 10.2.2]. One advantage of KLM
is the almost instantaneous response of the medium [Svelto 1998, section 8.6.3.2].
Moreover, in particular for Ti:sapphire laser systems, it is beneficial that the laser
crystal itself may serve as a non-linear medium for the optical Kerr-effect [Keller
et al. 1991].

2.1.2. Dispersion in matter

In particular for short laser pulses, dispersion in matter is an important issue due
to their large bandwidth according to eq. (2.12). While traveling along êz through a
transparent material, a short laser pulse accumulates a spectral phase of [Siegmann
1986, section 7.2]

Φ(ω) = n(ω)ω
c

z, (2.16)
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2.1. Mathematical description of laser pulses

quantity relation
phase velocity vph ω0/A
group velocity vg 1/B
group velocity dispersion GVD C

Table 2.1.: Definition of phase velocity, group velocity and group velocity dispersion
and the relation of this values to eq. (2.17) as found e.g. in [Siegmann
1986, section 9.1].

where n(ω) is the refractive index of the material and c the speed of light in vacuum.
Since the carrier frequency ω0 even of few-cycle pulses is large compared to their
spectral width δω and the refractive index usually sufficiently smooth, this expression
can be approximated by a Taylor expansion, cf. [Siegmann 1986, section 9.1]

Φ(ω) = Φ(ω0)︸ ︷︷ ︸
A

+ ∂Φ(ω)
∂ω

∣∣∣∣∣
ω=ω0︸ ︷︷ ︸

B

(ω − ω0) + 1
2
∂2Φ(ω)
∂ω2

∣∣∣∣∣
ω=ω0︸ ︷︷ ︸

C

(ω − ω0)2 +O
(
ω3
)
. (2.17)

The three factors A, B and C depend on the characteristics of n(ω) and are – for
fixed ω0 – material constants. Usually, the related quantities listed in table 2.1 are
used for characterization.
The influence of such phase functions on the pulses and their duration was already
depicted in section 2.1.1. In particular in the design of femtosecond laser systems
also higher orders as the third order dispersion (TOD) have to be considered and
compensated as accurately as possible, see e.g. [Brabec et al. 2000]. Furthermore, if
the phase function is not sufficiently smooth on the scale given by ∆ω, a (low-order)
Taylor expansion might be a less good approximation. Instead, Φ(ω) can be derived
from n(ω) which is often well characterized. The pulse shape and duration can then
numerically be calculated according to eq. (2.2). After all, dispersion in media may
lead to temporal broadening of short pulses and therefore has to be compensated
(or precompensated) in order to obtain short pulses in the experiment.
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2. Strong laser fields and ultrashort laser pulses

2.1.3. General properties of focussed laser beams

Laser beams can be focussed onto a well defined spot using lenses or curved mirrors.
Not only the maximum intensity achievable but also a detailed knowledge about the
intensity distribution near the focus, the “shape” of the focal volume, is desirable
for two reasons: First, the interaction processes between light and matter strongly
depends on the intensity, see e.g. section 3.1. Thus, in the case of a gas jet of
finite diameter where the laser is focussed on (see chapter 4), not all atoms will
experience the same laser intensity. In fact, an intrinsic averaging over different
intensities is present which has to be considered in the interpretation of the data,
see e.g. [Posthumus 2004]. Second, the geometry of the laser focus is important for
the experiment since it defines the interaction region as the spatial overlap with the
usually much more extended gas jet, see section 4.1.2 and section 4.3.
The intensity of a laser beam can, if exclusively fundamental modes are considered,
be described by a Gaussian transverse profile as seen in section 2.1.1. In case of a
focussed beam this still holds at any position z0 along the laser propagation direction
êz. However the beam diameter then depends on z0. A focussed beam can therefore
be described with [Eichler et al. 2010, section 12.2 & 12.3]

Iz0(r) = Imax
z0 · exp

[
− 2r2

w2(z0)

]
(2.18)

with

w(z) = w0

√
1 + z2/z2

R, (2.19)
w0 = λf/πRL, (2.20)
zR = w2

0π/λ. (2.21)

Here, r is the transverse spatial coordinate perpendicular to êz, λ the wavelength
in the beam, f the focal length of the lens or mirror, RL the radius of the laser
before focusing and zR the Rayleigh length, the distance along êz between the waist
of the focus and the point, where its diameter has increased by a factor of

√
2. At

this position the intensity has decreased to 1/2 of the peak intensity as present in
the center of the focus. In contrast to this, w0 = w(z = 0) describes the transverse
distance from the center of the focus to the radius, where the intensity has decreased
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Figure 2.2.: Intensity distribution in a Gaussian laser focus according to eq. (2.22)
with lines of equal intensity (black solid lines) calculated with eq. (2.23)
for (from origin) α = 0.8, 0.6, 0.4 and 0.2, respectively. The positions
where the intensity has dropped to 1/e2 is shown as red dashed line.
The parameters used in the calculations are λ = 790 nm, f = 7 cm,
RL = 0.5 cm. The red solid lines denote w(z) calculated with eq. (2.19).
A similar calculation and illustration of the contour lines can be found
in [Posthumus et al. 2001, section 2.2]

to 1/e2 ≈ 1/7.4. Although both parameters describe the dimensions of the laser focus
it is important to keep in mind that they can not simply be related to each other.
Imax
z0 denotes the intensity on the beam axis in the plane defined by z = z0. An

integration of eq. (2.18) over ϕ and r in each of this planes has to yield the same
value since the total power of the radiation is preserved. Therefore it is Imax

z0 =
(w0/w(z0))2Imax where Imax = Imax

z0=0 is the global maximum of the laser intensity. The
intensity distribution in the laser focus is thus given by [Posthumus et al. 2001,
section 2.2]

I(z, r) = Imax
(
w0

w(z)

)2

exp
[
− 2r2

w2(z)

]
. (2.22)

This expression is plotted in fig. 2.2 for typical parameters of the experiment,
namely λ = 790 nm, f = 7 cm, RL = 0.5 cm. Solid red lines represent w(z). The
intensity distribution is much more elongated in the propagation direction of the
laser than perpendicular to it. Note that the distance shown along z in fig. 2.2 is 20
times larger than the one shown along r. To emphasize this characteristic feature of
laser foci, curves of equal intensity can be calculated. Demanding I(z, r) = αImax
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2. Strong laser fields and ultrashort laser pulses

with α ∈ [0, 1] in eq. (2.22) yields [Posthumus et al. 2001, section 2.2](3)

rα(z) = ±Re


√√√√√1

2w
2(z) ln

 1
α

(
w0

w(z)

)2

. (2.23)

The contour lines defined by this relation are shown in fig. 2.2 – starting from the
origin outwards – for α = 0.8, 0.6, 0.4 and 0.2, respectively. The typical extent of
the focus with respect to z and r can be calculated with α0 = 1/e2, shown as dashed
red line. The condition rα0(z) = 0 and the calculation of rα0(0) thus yields

∆r = 2w0 ≈ 7.0 µm,

∆z = 2zR
√

(e2 − 1) ≈ 250 µm. (2.24)

Note that ∆r also denotes the diameter of the laser focus in radial direction rather
than the radius. After all, the circumference of the focus along the direction of prop-
agation is much larger than its transverse diameter. As can be seen from eq. (2.20)
and eq. (2.21), both quantities are proportional to λ. Therefore, light with shorter
wavelengths can be focussed “harder”, in the case of λ = 395 nm for example, onto
a spot of half the extension in each direction. The relations in this section are only
valid for laser beams with perfect Gaussian beam profile. However, real laser beams
often show deviations from this ideal situation which is usually described by a value
M2 ≥ 1 (= 1 for a Gaussian profile), see e.g. [Eichler et al. 2010, section 12.5]. As
a consequence, the focus dimensions are usually larger than described by eq. (2.24).
Since the aim of this section is more the qualitative description than the derivation
of exact numbers, this more complex situation is not treated here.

2.2. Laser pulse generation and manipulation

For the different experiments presented in this thesis, laser pulses of different dura-
tion and central wavelength are required. However, in each case, the first step is the
generation of strong ultrashort pulses with a commercial femtosecond laser system.

(3)The original equation contains a typing error which is corrected here.
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2.2. Laser pulse generation and manipulation

These pulses are then modified in different subsequent processes in order to achieve
e.g. shorter pulse durations or a different central wavelength.

2.2.1. The femtosecond laser system

In all experiments presented in this thesis a commercial FEMTOLASERS “FEM-
TOPOWER compact PRO HP/HR” Ti:sapphire(4) laser system is used as a source
for strong and ultrashort laser pulses. General information about Ti:sapphire laser
systems can be found e.g. in [Diels et al. 2006, section 6.7.2] and [Svelto 1998,
section 9.2.8]. The specific information about the system used in the experiments
are compiled from [FemtolasersCP; Femtolasers 2006]. The system consists of a
mirror-dispersion controlled Ti:sapphire oscillator [Stingl et al. 1995] producing ul-
trashort (. 10 fs), close to Fourier limited, but weak pulses at a high repetition
rate. These pulses are stretched in time and subsequently amplified in a second
Ti:sapphire crystal in a chirped pulse amplification (CPA) scheme [Strickland et al.
1985]. With this technique, damage of the Ti:sapphire crystal in the amplification
stage is prevented as it would occur otherwise due to the extreme intensities and
thereby caused non-linear effects.
In a multi-pass setup, the laser beam is guided through the amplifier crystal. After
the fourth pass, the repetition rate is reduced to around 3 kHz by a Pockels cell.
Thus, most of the pulses are suppressed and only one pulse is further amplified in
every shot of the pump laser. A description of a very similar amplifier system can
be found in [Lenzner et al. 1995]. The strong but temporally stretched pulses are
compressed in a subsequent prism compressor where a complex interplay of optical
prisms and chirped mirrors provide a negative refraction index and at the same time
correct for higher order dispersion [Spielmann et al. 1995]. The pulse duration is
specified to less than 30 fs, the pulse energy to larger than 800 mJ. Gain narrowing,
the reduction of the spectral width in the amplification process, see e.g. [Diels et
al. 2006, section 7.2.2], mainly causes the increase of the pulse duration compared
with the output of the oscillator. In fig. 2.4 (a) and (b), the two spectra can be
compared. The overall dispersion of the laser pulses is controlled by third-order
dispersion (TOD) precompensation after the oscillator and careful adjustment of

(4)titanium-doped sapphire (Ti:Al2O3)

19



2. Strong laser fields and ultrashort laser pulses

the compressor stage. Thus, close to Fourier limited pulses are emitted by the laser
system.

2.2.2. Generation of few-cycle pulses

In the pulses emitted by the laser system, the electric field fulfills more than ten os-
cillations with a periodicity of approximately 2.6 fs. Even shorter, few-cycle pulses,
where the pulse duration is in the same order of the field periodicity, see e.g. [Brabec
et al. 2000], can be generated in a subsequent process [Sartania et al. 1997]: Since
the minimum pulse duration of the pulses delivered by the laser system is limited
mainly by the width of the spectral profile, the first step towards shorter pulses
is the generation of additional wavelength components. For this, a nonlinear op-
tical effect namely self-phase modulation (SPM), see e.g. [Boyd 2003, section 7.5],
in a gaseous medium is utilized. Afterwards the pulses can be compressed with
specifically designed chirped mirrors.

Spectral broadening by self-phase modulation

In section 2.1, the optical Kerr effect was discussed causing an intensity-dependent
refractive index, eq. (2.15):

n(t) = n0 + n2I(t).

If the dispersion experienced by an initially Fourier limited TEM0,0,q pulse, while
traveling through a medium of length L with n2 > 0 ∈ <, is neglected, the accumu-
lation of a phase is the only remaining effect [Boyd 2003, section 7.5]:

Φ(t) = −n2
ω0L

c0
I(t) (2.25)

This time-dependent phase shifts the frequencies in the pulse resulting in [Boyd
2003, section 7.5]

ω(t) = ω0 + dΦ(t)
dt

= ω0

(
1− n2

L

c0

dI(t)
dt

)
, (2.26)

20



2.2. Laser pulse generation and manipulation

neon-filled hollow-core fiber λ/4

controlled mirrors

segmented photodiode

chirped mirror compression

glass wedges

Figure 2.3.: Schematic overview about the setup used for the generation of few-cycle
laser pulses. The pulses delivered by the femtosecond laser system are
focussed onto a neon-filled hollow-core fiber filled with neon. The beam
is spatially stabilized using two controlled mirrors and two segmented
photodiodes, see text for details. After spectral broadening by SPM in
the neon gas, the laser pulses pass a λ/4-plate ensuring linear polariza-
tion. Chirped mirrors temporally compress the pulses and also precom-
pensate for the dispersion on the path to the REMI. Fine-adjustment
of the overall dispersion and pulse-duration is performed by movable
glass-wedges.

where ω(t) is referred to as the instantaneous frequency in the pulse. In the leading
edge of the pulse, where dI(t)/dt > 0, the frequency is shifted towards lower values
while higher frequencies are generated in the trailing edge. Thus, the spectrum of the
pulse is broadened and the pulse itself is positively chirped although the temporal
pulse shape is not changed in the first instance [Diels et al. 2006, section 8.1.1].
However, it is of course affected by the usual dispersion in the material. In reality,
the situation is much more complex due to effects as self-steepening [Boyd 2003,
section 13.3] or finite nonlinear response times [Boyd 2003, table 4.1.1] neglected
here. A consequence is e.g. the non-symmetric broadening of the spectrum visible in
fig. 2.4 not covered by eq. (2.26) for Fourier limited pulses with symmetric envelope.
The enhanced spectral width of the laser light forms the basis of the generation of
even shorter pulses.
In the experimental setup schematically shown in fig. 2.3, the pulses delivered by
the laser system are focussed onto a hollow-core glass fiber with an inner diameter
of 250 µm. By using a lens with a large focal length of about 1.5 m, the laser
focus created is very elongated (see section 2.1.3) and – since additionally confined
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2. Strong laser fields and ultrashort laser pulses

in the hollow center of the fiber – extends to the full fiber length of about 1 m. Over
this distance, the light can interact with neon atoms inside the hollow core, which
represent the nonlinear medium for the SPM process. Since the optimal and stable
incoupling into the fiber is crucial, small spatial drifts of the laser beam over time
have to be efficiently compensated. For this purpose, a focus stabilization system
was built [Krupp 2011]. It contains two four-fold segmented photodiodes where
small parts of the beam are focussed on and thus small drifts can be detected. A
computer can react by small adjustments with two motorized mirrors. A λ/4-plate
after the fiber is used to ensure linear polarization of the light.

Chirped mirror compression

Due to the extremely broad spectrum, the laser pulses are very sensitive to dis-
persion. While traveling through optical elements and the air on the way to the
spectrometer, see chapter 4, the different frequencies in the pulses gather an indi-
vidual phase, see section 2.1.2. In order to compensate for this, chirped mirrors
with an effective negative dispersion are used [Szipöcs et al. 1994]. These mirrors
are specially designed and coated such that the red components of the beam can
penetrate deeper into the material and thus travel a longer distance compared to
the blue. Three matched pairs of chirped mirrors are used in the experiment while
each mirror is hit twice by the laser beam resulting in twelve reflexions in total.
Fine tuning of the overall dispersion is performed with an additional small amount
of glass, a pair of movable wedges.
Figure 2.4 (b) and (cI−V III) show spectra obtained after the chirped mirrors for
different pressures of neon in the fiber. Apart from (small) losses on the optical
elements, (b) resembles the output spectrum of the femtosecond laser system de-
scribed in section 2.2.1. However, short wavelengths around 500 nm and below are
suppressed due to insufficient reflectivity of the chirped mirrors in this range. An
approximation for the Fourier limit of the pulses is given for each of the spectra in
fig. 2.4, as it can be obtained by a calculation of the temporal shape of the electric
field according to eq. (2.4)(5) and a subsequent Gaussian fit to the temporal intensity
distribution associated.

(5)The integral in the expression is replaced by a sum over the binned spectrum.
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(cI) 0.5 bar τFL ≈ 12 fs
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(cV) 2.5 bar τFL ≈ 3.6 fs

(cVI) 3.1 bar τFL ≈ 3.7 fs

Figure 2.4.: Typical laser spectra obtained at different steps of the ultrashort pulse
generation and their Fourier limits. (a) In the oscillator. (b) After the
chirped mirrors and the Mach-Zehnder interferometer with an empty
fiber. Apart from (small) losses on the optical elements this spectrum
resembles the output spectrum of the femtosecond laser system. (cI) to
(cV III) Same as (b) but with nonzero, different absolute neon pressures
in the fiber. SPM broadens the spectrum and thus reduces the Fourier
limit of the pulses. In the region of short wavelengths the spectrum is
suppressed by the low reflectivity of the chirped mirrors used.
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∆s

∆t = 2∆s/c

beam splitter

Figure 2.5.: Schematic picture of the Mach-Zehnder interferometer. The incoming
pulses are split into two identical copies. The time delay of one pulse
with respect to the other can be controlled by adjusting the length of
one arm of the spectrometer.

The duration of the pulses delivered by the system was measured to be around 6 fs
before, see [Kremer 2009; Fischer 2010], using autocorrelation and ZAP-SPIDER(6)

techniques [Baum et al. 2004]. However, in order to obtain information about the
pulse duration during the alignment of the setup for few-cycle pulses, in this work
a single-shot Stereo-ATI(7) phasemeter [Wittmann et al. 2009] was utilized. De-
tailed information about the setup can be found in [Hofrichter 2009]. Since the
quality of the CEP-signal delivered by this device depends crucially on the pulse
duration [Sayler et al. 2011], it can be used as a qualitative indicator for the pulse
duration at least for alignment purposes, where no accurate value has to be ex-
tracted.

2.2.3. Setup for pump-probe measurements

For the time-resolved pump-probe measurements presented in chapter 5, two pulses
are required with an adjustable time delay with respect to each other. In such
experiments, the first “pump” pulse is used to start dynamics in the target system
(6)zero-additional-phase spectral phase interferometry for direct electric field reconstruction
(7)above-threshold ionization
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2.2. Laser pulse generation and manipulation

while the second pulse “probes” the state of the system after a defined and adjustable
time period, during which the system is allowed to evolve freely, see e.g. [Mokhtari et
al. 1990; Stolow et al. 2004]. For the creation of the pulse-pair and the adjustment of
the time-delay, a Mach-Zehnder interferometer is used. Detailed information about
the setup can be found in [Ergler 2006]. Starting from a single laser pulse, a thin
beam splitter is used to create two identical pulses. Each pulse travels along one of
the two arms of the interferometer, see fig. 2.5. One of the arms is equipped with a
piezo-driven stage to move two mirrors and to adjust the distance s the specific pulse
has to travel before the two beams are recombined by a second beam splitter. The
time delay between the pulses can be controlled with high precision and a spatial
shift of the stage by ∆s leads to a shift in time of

∆t = 2∆s
c

, (2.27)

where c is the speed of light in air. The setup works for both ultrashort pulses from
the fiber and the pulses delivered directly from the femtosecond laser system.

2.2.4. Frequency doubling and mixing

Nonlinear effects in suitable materials can be used to generate coherent and in-
tense pulses at wavelengths not accessible directly for the laser system. Exposed
to the strong fields of a (linearly polarized) intense laser, the electron clouds of the
atoms in a nonlinear medium – e.g. a crystal made from β-barium borate (BBO) –
are collectively driven back and forth. If the strength of the laser field is in the
same order as the intrinsic atomic electric fields, large amplitudes are achieved in
the driven oscillation. In contrast to very small amplitudes, where the oscillation
has approximately harmonic character, higher orders of the effective potentials be-
come significant. For a lossless and dispersionless medium, the polarization is given
by [Boyd 2003, section 1.1]

P (t) = χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + . . .

= P (1)(t) + P (2)(t) + P (3)(t) + . . . , (2.28)

25



2. Strong laser fields and ultrashort laser pulses

where χ(1) is the linear and χ(2) and χ(3) the second- and third-order nonlinear
susceptibilities(8). This relation can be utilized in different experimental schemes
to generate new frequency components, initially not present in the laser spectrum.
For simplicity the following discussion is restricted to monochromatic fields but
can in principle be extended to the broader spectrum of short laser pulses: The
phase matching conditions mentioned are then only fulfilled perfectly for the carrier
frequency ω0. However, for frequencies sufficiently close to ω0, the processes may
take place, although with reduced efficiency [Boyd 2003, section 2.2 & 2.7]. Thus,
few-cycle pulses with their very broad spectra are not suitable and in the experiments
exclusively the direct output of the femtosecond laser system is utilized.

Second harmonic generation (SHG)

In the simplest scheme possible, the laser pulses delivered by the laser are directly
focussed into the nonlinear crystal. If the electric field is described as E(t) =
E exp(−iω0t) + c.c.(9), eq. (2.28) yields [Boyd 2003, section 1.2]

P (2)(t) = 2χ(2)EE∗ +
[
χ(2)E2e−2iω0t + c.c.

]
. (2.29)

The spectrum of the time-dependent polarization comprises components with a fre-
quency of 2ω0 and so does the light emitted. For this reason the process is known
as second harmonic generation (SHG). As depicted in fig. 2.6, this can be under-
stood as a transformation of two photons of the incident beam into one photon of
the doubled frequency. In addition to the conservation of energy, a special form of
momentum conservation has to be considered: For an efficient generation of second
harmonic radiation it is necessary that the wavevector mismatch vanishes [Boyd
2003, section 2.2 & 2.6]:

∆k = 2k0 + k1 = 2n0ω0

c
+ n1ω1

c
= 0, (2.30)

(8)Since E and P are treated as scalar quantities, the tensor-nature of the susceptibilities χ(i) is
omitted [Boyd 2003, section 1.1].

(9)This description of the total electric field as a sum of a complex field and its complex conjugated
expression, E(t) = ε(t) + c.c., is mathematically equivalent to the description E(t) = Re{ε(t)}
used in section 2.1.
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ω0
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χ(2)

2k0 = k1

2ω0 = ω1

ω1

ω0
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ω0

Figure 2.6.: Scheme for SHG in a nonlinear crystal. Two photons of the incident
laser beam are converted into one photon of twice the frequency and
energy ω1. In the energy diagram on the right the solid line represents
the ground state while virtual states, only existent in the presence of
the laser field, are displayed as dashed lines. In addition, the phase
matching condition, eq. (2.30), is displayed. Scheme according to [Boyd
2003, figure 1.2.1].

where ω1 = 2ω0 and ni is the refractive index of the nonlinear material for the
respective frequency. This situation is commonly referred to as phase matching and
eq. (2.30) is the associated phase matching condition.
In particular for nonlinear crystals, birefringent properties of the material may be
utilized for this purpose: By aligning the optical axis of the crystal with respect to
the propagation direction of the light, ni can be adjusted [Boyd 2003, section 2.7].
In the experiment, a BBO crystal is used to generate second harmonic radiation
from the fundamental 790 nm pulses delivered by the femtosecond laser system.
Thus, pulses with a carrier wavelength of 395 nm close at the high-frequency edge
of the visible and the beginning of the ultraviolet spectrum are generated. On one
hand, the SHG process can only be efficient for a relatively narrow spectral region
around the central carrier frequency, which suggests a longer duration for the pulses
compared with those in the incoming beam. On the other hand, SHG is a nonlinear
process and hence depends strongly on the laser intensity. Therefore the leading and
trailing edges of the pulse can be expected to be suppressed and the pulse shortened.

Frequency mixing: generation of sum and difference (SFG & DFG)

In a modified scheme, laser pulses of two different frequencies, ω1 and ω2 (ω1 > ω2)
can be focussed simultaneously into the nonlinear crystal. For the moment, the
availability of pulses with two different carrier frequencies is simply postulated and
will be elucidated later in section 2.2.5. In analogy to the treatment of SHG, the
incident beam can be described by E(t) = E1 exp(−iω1t) +E2 exp(−iω2t) + c.c. and
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2. Strong laser fields and ultrashort laser pulses

eq. (2.28) yields [Boyd 2003, section 1.2]

P (2)(t) = 2χ(2)(E1E
∗
1 + E2E

∗
2) +

[
χ(2)

(
E2

1e−2ω1t + E2
2e−2ω2t

)
+ c.c.

]
+
[
2χ(2)

(
E1E2e−2(ω1+ω2)t + E1E

∗
2e−2(ω1−ω2)t

)
+ c.c.

]
. (2.31)

The first two terms reflect SHG processes simultaneously but independently taking
place for the two different frequencies, while the last term is arising from an interplay
between them. It introduces components in the oscillations of the time-dependent
polarization with both the sum ω3 = ω1 + ω2 and the difference ω3 = ω1− ω2 of the
two frequencies initially present. Thus, radiation with theses frequencies may be
emitted, provided that the respective phase matching condition is met [Boyd 2003,
section 2.4 & 2.5]

k1 ± k2 = k3 for ω3 = ω1 ± ω2 (2.32)

The processes are referred to as sum frequency generation (SFG) and difference
frequency generation (DFG), respectively, and depicted in fig. 2.7. The latter is
remarkable in one important aspect: DFG contains a stimulated process where the
radiation of the incident lower frequency ω2 is coherently amplified. This unique
feature of DFG offers an efficient way for the creation of arbitrary frequencies, tech-
nically utilized as described in the following section.

2.2.5. Wavelength tuning using an OPA system

For creation of pulses with arbitrary carrier frequencies directly from the pulses de-
livered by the femtosecond laser system, several nonlinear effects may be combined,
namely SPM followed by DFG and optional subsequent SHG, SFG or DFG. The
experimental scheme presented in the following is refereed to as optical parametric
amplifier (OPA). Here, only a brief description of the working principle is given,
composed from [Cerullo et al. 2003] and [Boyd 2003, section 2.8].
As discussed in section 2.2.2, SPM in non-linear materials can be used for the
generation of frequency components initially not present in the laser beam. Thus, a
continuum of white light can be produced by focusing a part of the laser beam into
e.g. a sapphire plate. A desired wavelength of this continuum may be used together
with radiation of the initial wavelength of 790 nm for a DFG process in a nonlinear
crystal. Since energy conservation has to be fulfilled, the chosen wavelength has to
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Figure 2.7.: Frequency mixing with (a) SFG and (b) DFG in a nonlinear crystal
with according phase matching conditions, eq. (2.32). DFG contains a
stimulated process where the irradiated radiation of lower frequency ω2
is coherently amplified. Schemes according to [Boyd 2003, figure 1.2.2]
for (a) and [Boyd 2003, figure 1.2.3] for (b), respectively.

be larger than 790 nm. In this context it is convenient to refer to the different beams
coupled into the crystal as seed and pump beam, respectively, see fig. 2.8. A part of
the energy of one photon from the pump beam is used for amplification of the seed
beam by stimulated emission. In addition, a second photon of a different wavelength
is formed using the remaining energy. The process may also be carried out in a two-
step amplification scheme involving two nonlinear crystals, representing a pre- and
a power amplifier. Hence, a signal and idler beam are generated where one is the
amplified seed. In the following – as commonly defined – the signal represents the
beam with the higher photon energy.
By rotation of the nonlinear crystal and thereby achieving phase matching for a
particular combination of signal and idler wavelengths, the carrier frequency of the
generated pulses can be controlled over a large range. After the OPA, pulses with
three different carrier frequencies are usually available: The remaining part of the
pump beam delivered by the laser as well as the signal and the idler beam. Subse-
quent frequency doubling or mixing by SHG, SFG or DFG may be used and extends
the region of accessible wavelengths.
In the experiment a commercial Light Conversion “TOPAS-C” OPA system is used
containing two OPA amplification stages and subsequent optional frequency dou-
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whitelight generation
optical parametric amplification

optional frequency mixing

seed signal

idler

filter

pump-beam

Figure 2.8.: Working principle of the OPA system: The pump beam is delivered by
the femtosecond laser system. A small part of the beam creates a con-
tinuum of white light due to SPM in a sapphire plate. Any frequency
generated can serve as seed for an DFG process in a nonlinear crystal.
Here, the energy of one pump photon is used for the amplification of
the seed beam and additional generation of an idler photon. The signal
beam is further amplified in a second OPA stage, again producing an
additional strong idler beam. Subsequent frequency doubling (SHG) or
mixing (SFG, DFG) of residual pump, signal and idler beam is option-
ally possible. A filter finally removes the undesired frequencies before
the pulses are guided to the experiment.

wavelength λ [nm]

ωx + ω0 (SFG)
2ωx (SHG)

ωx (fundamental)
ω0 − ωx (DFG)ω02ω0

idler ωi

signal ωs

400 600 800 1000 1200 1400 1600 1800 2000 2200 2400 2600 13000

Figure 2.9.: Wavelengths accessible with the OPA system for pump wavelength of
ω0 = 790 nm. Different production schemes deliver wavelengths over
the full visible to infrared spectrum (ranges according to “WinTOPAS
3.0.12” control software delivered with the system). In addition, the
harmonic frequency 2ω0 is shown accessible by SHG of ω0.
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bling (SHG) or mixing (SFG, DFG) [LightConversion 2006]. Downstream filters
containing highly reflective mirrors for the desired wavelength ensure sufficient sup-
pression of other radiation. The polarization of the emitted radiation depends on the
generation mechanism and is either horizontal or vertical after the OPA. Two differ-
ent periscopes are used to guide the beam to the REMI such that the polarization
is finally aligned along the spectrometer axis in either case as shown in fig. 4.1.
Figure 2.9 gives an overview about the different production mechanisms made avail-
able by the OPA and the accessible wavelengths. It is noteworthy that – in principle –
the full range from around 470 nm to around 13 000 nm can be accessed. However,
due to strongly deviating efficiencies of the different processes, strong-field experi-
ments are restricted to a region below approximately 1600 nm. Before entering the
OPA, the spectrum of the femtosecond laser system is slightly narrowed to a width
of about 30 nm around the central wavelength in order to facilitate the overall phase
matching. The signal and idler pulses are expected to have a duration of 0.7 − 1
times the duration of the pump pulses [LightConversion 2014]. Thus, the pulse
duration can be roughly estimated to be at least about 20 fs or longer.
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3. Ionization in strong, ultrashort
laser pulses

With the invention of the laser in 1960 [Maiman 1960] and the rapid development
of the new techniques in the following decades, extremely strong alternating electric
fields became available. For the first time, electrons in atoms and molecules could
be exposed to fields in the same order of magnitude as the ones binding them to the
nuclei. In this section, the basic theories developed in the last decades describing
atoms and molecules in strong laser fields are briefly summarized. Section 3.1 treats
the common classification of strong-field ionization processes by the definition of
two regimes characterized by the Keldysh parameter : Multiphoton ionization and
tunnel ionization. Section 3.2 gives a short overview about the standard theory
used to describe the latter in terms of ADK (1)-theory. Then, in section 3.4, the
role of excited states in ionization and excitation processes is discussed followed by
a compilation of different mechanisms leading to atomic stabilization – or ionization
suppression – of atoms and molecules in strong laser fields. Finally, the interaction
of molecular hydrogen with a strong laser field is treated in section 3.5.

3.1. Multiphoton and tunnel ionization: The Keldysh
parameter

The treatment of the interaction of electromagnetic fields with atoms or molecules
is often possible in terms of lowest order (time-dependent) perturbation theory, see
e.g. [Paldus 2006], [Landau et al. 1965, chapter VI]. Such a description requires the
external fields acting on the particle to be sufficiently small compared to the atomic
fields. In case of the hydrogen atom, the latter is simply calculated from the defini-
(1)Ammosov-Delone-Krainov
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Figure 3.1.: Keldysh parameter for argon as a function of wavelength and intensity.
For typical wavelengths and intensities commonly accessible in exper-
iments γ is around 1. Ionization thus often takes place neither in the
“deep tunneling” nor in the pure multiphoton regime.

tion of the system of atomic units to be in the order of 1011 V/m, see appendix A.1.
A typical value for atoms is in general 109 V/m [Keldysh 1965]. These values exceed
the typical field strengths conventionally available in laboratories by orders of mag-
nitude thus perturbation theory is widely applicable to a manifold of experiments
and effects. The ionization of atoms by weak electromagnetic radiation is another
example, where perturbation theory is well applicable in terms of Fermi’s golden
rule, see e.g. [Cohen-Tannoudji et al. 1998, section I.B.2]. However, ultrashort laser
pulses provide electric fields which typically are in the same order of magnitude or
even exceed the atomic fields. At an intensity of 1015 W/cm2 for example, commonly
available from modern table-top laser systems, the associated electric field strength
is about 107 V/m. A description within the framework of perturbation theory is not
possible any more and different methods have to be applied.
Typically, in strong-field laser-ionization of atoms and molecules, the ionization po-
tential Ei is large compared to the photon energy delivered by the laser system,
Ei � ω0

(2). Single-photon ionization of the system thus is simply forbidden ener-
getically(3). The ionization processes taking place in this situation fundamentally
depend on both the intensity and the wavelength: As it was shown in [Keldysh 1965]

(2)Atomic units a.u. with ~ = e = me = 1 are used if not stated otherwise, see appendix A.1.
(3)Such processes are possible and investigated at synchrotron and free-electron laser (FEL) facili-

ties or with table-top high harmonic generation (HHG) techniques, where sufficiently high pho-
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3.1. Multiphoton and tunnel ionization: The Keldysh parameter

mainly two ionization mechanisms are possible, commonly known as tunnel ioniza-
tion and multiphoton ionization (MPI), see e.g. [Morisson Faria et al. 2011], each
dominating in its “regime” separated from each other by the Keldysh (adiabaticity)
parameter given by

γ = ω0

√
2Ei

I
. (3.1)

In this expression, I denotes the laser intensity. The processes underlying the ion-
ization are fundamentally different in the multiphoton regime (γ � 1) compared
to the tunneling regime (γ � 1). For example, expressions for the ionization prob-
ability derived in [Keldysh 1965] for γ � 1 and γ � 1 are significantly diverse.
In addition the question arises, how systems behave in the “intermediate” regime
with γ ≈ 1. Due to the typical parameters of real laser systems widely used in
experiments, this question is far from being a theoretical problem: Figure 3.1 shows
the Keldysh parameters which can be computed using eq. (3.1) and atomic data
from table A.2 for an argon atom exposed to typical laser radiation, cf. section 2.2.
In fact, typical strong-field experiments are carried out around γ ≈ 1 where both
mechanisms can be expected to perform comparably well (or badly). For example,
the adiabatic treatment of the usually slowly varying laser field in the tunneling
regime breaks down and non-adiabatic effects have to be considered, see e.g. [Barth
et al. 2011; Herath et al. 2012]. However, the question, up to which Keldysh pa-
rameter adiabatic models perform well, is still heavily debated, compare e.g. [Boge
et al. 2013] with [Ivanov et al. 2014]. It also has to be noted that the description of
the phenomena by only one dimensionless parameter might not be sufficient: While
γ → 0 can according to eq. (3.1) be realized either with I → ∞ or with ω0 → 0,
the physical processes caused by respective radiation clearly differ, hence at least
two dimensionless parameters are required for a characterization [Reiss 1980; Reiss
2008].
Considering the cycle averaged kinetic energy of a free electron in a laser field, the
classical ponderomotive energy Up = I/4ω0, the expression eq. (3.1) can be rewritten
as

γ =
√
Ei

2Up
, (3.2)

ton energies can be provided, see e.g. [Spielberger et al. 1996], [Rudenko et al. 2010] and [Agos-
tini et al. 2004], respectively.
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(a)

γ � 1

(b)

γ � 1

Figure 3.2.: Schematic representation of the different ionization mechanisms as
found in many references, e.g. [Brabec et al. 2000; Protopapas et al.
1997]. (a) Multiphoton ionization along the “vertical” channel by si-
multaneous absorption of several photons. (b) Tunneling ionization of
an electron through the “horizontal” channel by laser-induced modifi-
cation of the attractive Coulomb potential.

see e.g. [Becker et al. 2012], showing an exclusive dependence of γ on the ratio be-
tween the binding energy and the energy of the freed electron in the laser field. Fig-
ure 3.2 depicts schematically the two different ionization mechanisms often referred
to as “vertical” (multiphoton) and “horizontal” (tunneling) channels, see e.g. [Ivanov
et al. 2005]: In the first, the electron is excited by a subsequent absorption of sev-
eral photons and thus experiences an excitation along the (vertical) energy axis,
see fig. 3.2 (a). In contrast, tunnel ionization frees the electron by an extensive,
varying modification of the binding potential, see fig. 3.2 (b): Due to the compa-
rable strength of the laser and the atomic field, the combined potential is lowered
to a large extend such that the bound electron can tunnel through the barrier and
therefore moves along a “horizontal” trajectory. The energy of the electron is then
changed within the subsequent motion in the laser field, see e.g. [Corkum et al. 1989].
This motion and in particular the possibility for the electron to recollide with its
parent ion gives rise to interesting phenomena, see section 3.3.1. For completeness
it should be mentioned that for too strong fields the tunnel ionization turns into
a third possible mechanism, the over-the-barrier ionization, see e.g. [Brabec et al.
2000]: The barrier is lowered to a very large extent which allows the electron to
simply leave the atom horizontally “above” the barrier.
As mentioned in [Posthumus 2004], the accessible values for γ are limited towards
both sides if in an experiment the laser frequency is fixed and only the intensity is
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varied: According to eq. (3.1), a large γ requires very low intensities which causes low
count rates and thus poor statistics or simply does not allow the process of interest
to take place. In the opposite direction, towards small values for γ, where very high
intensities are needed, saturation effects become distracting: A significant or even
dominating part of the atoms may be ionized with an intensity considerably lower
than the desired intensity either in the outer spatial regions of the laser focus, see
section 2.1.3, or already in the (temporal) leading edge of the pulses. For this reason,
as will be shown in chapter 6 and chapter 7, a transition from the multiphoton to the
tunneling regime can be performed more conveniently in an experiment by variation
of the wavelength.
The treatment of ionization in the multiphoton regime is closely related to lowest
order perturbation theory of the interaction between atoms and light, see e.g. [Free-
man et al. 1991]. One prediction of such calculations is the characteristic dependence
of the cross-section – or ion yield – on the intensity, see e.g. [Freeman et al. 1991],

Γ ∼ In, (3.3)

were n is the number of photons absorbed. As mentioned in [Freeman et al. 1991],
most experimental results indicate the perturbative approach to be inappropriate
and in particular a dependence as predicted by eq. (3.3) could only be observed for
fairly low laser intensities [Fabre et al. 1982; Kruit et al. 1981; Lompré et al. 1985].

3.2. Standard tunneling theory: The ADK theory

Based on the work of Keldysh, a lot of theoretical work was performed in order to
understand the tunnel ionization of atoms and molecules in strong laser fields, see
e.g. [Delone et al. 1998; Delone et al. 2000; Popov 2004] for a review and a historical
overview. In the following, the most fundamental and relevant conclusions will be
briefly summarized. The standard equations used to describe tunnel ionization are
most often referred to as ADK theory, named after the authors Ammosov, Delone
and Krainov of [Ammosov et al. 1986]. However, it has to be noted that very similar
results had been published decades before, in [Nikishov et al. 1966; Nikishov et al.
1967; Perelomov et al. 1966; Perelomov et al. 1967a; Perelomov et al. 1967b], see
also [Popov 2004, appendix 13.3] for further details on the relation between the
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3. Ionization in strong, ultrashort laser pulses

equations in these publications and those known as “ADK theory”. Nevertheless,
due to its prevalence in literature, the expression “ADK theory” is used along with
the associated equations in the following.
The ionization rate in the tunneling regime depends fundamentally different on the
intensity as it is the case in the multiphoton regime given by eq. (3.3). For linearly
polarized light and not too strong fields the rate of ionization from an atomic state
characterized by the main quantum number n, the angular quantum number l and
the magnetic quantum number m can (provided l � n and n � 1) be expressed
as [Ammosov et al. 1986]

Γ =
√

3Fn∗3
πZ3

Z2

4πn∗3
(2e
n∗

)2n∗ (2l + 1)(l + |m|)!
2|m|(|m|)!(l − |m|)!

×
(

2Z3

Fn∗3

)2n∗−|m|−1

exp
[
− 2Z3

3n∗3F

]
, (3.4)

where F =
√
I is the strength of the laser field and n∗ = Z/

√
2Ei the effective main

quantum number, considering the situation in complex atoms (n∗ = n for atomic
hydrogen). In particular, for l = 1 follows [Ammosov et al. 1986]

Γm=0

Γ|m|=1
= 2Z3

Fn∗3
= 2
F

(2Ei)
3/2 � 1. (3.5)

The tunneling process thus heavily favors ionization of electrons from the m = 0
orbital which will become important for the experiment and model presented in
chapter 5.
The photoelectron momentum distribution can be written as [Delone et al. 1998;
Delone et al. 2000]

Γ
(
p‖, p⊥

)
∝ exp

−ω2
0(2Ei)

3/2

3F 3 p2
‖

 exp
−(2Ei)

1/2

F
p2
⊥

, (3.6)

where p‖ denotes the momentum component in the direction of the laser polarization
and p⊥ the component perpendicular to this direction. The three-dimensional dis-
tribution which can be obtained is therefore of Gaussian shape with different widths
parallel and perpendicular to the polarization of the laser. Particularly interesting
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is the component p⊥ since, in this direction, the electrons are not accelerated by the
laser.

3.3. Quasi-free electrons in strong laser fields

As already seen in section 3.1, electrons gain no energy “during” the tunneling
process and therefore undergo a “horizontal” ionization scheme. In fact, the electron
velocity in the direction of the laser polarization is often assumed to be exactly zero
in the moment right after the tunneling process, see e.g. [Becker et al. 2008; Brabec et
al. 1996; Corkum 1993; Eckle et al. 2008a; Liu et al. 2010; Paulus et al. 1994]. The
electrons’ energy then matches the potential energy curve, see fig. 3.2. However,
alternative assumptions also exist as e.g. the presence of a certain momentum
distribution of finite width [Hofmann et al. 2013; Pfeiffer et al. 2012] and even a
dependence of the respective distribution on the bound state [Ivanov et al. 2005].
However, after the tunneling, the electron is able to gain energy from the laser field
and finally escapes with a finite velocity. Of course, this process needs to fulfill both
momentum and energy conservation. The first is the reason why the presence of
the parent ion is mandatory and the process is not possible for an electron far away.
The sum of the final momenta of electron and ion in the rest frame vanishes and
the two observables are anticorrelated.
Despite the importance of the parent ion, its influence on the electron trajectory is
often neglected in order to simplify the mathematical treatment. This assumption
is based on the argument that the laser field dominates over the attractive Coulomb
field in the relevant spatial regions which is known as strong-field approximation
(SFA), see e.g. [Becker et al. 2012]. It is obvious that this assumption is in particular
good far away from the ion and for very strong fields while it breaks down for weaker
fields and electron trajectories sufficiently close to the nucleus. However, these
trajectories are of special importance as will be briefly discussed in the following
and – despite the preceding remarks – often are treated within the SFA. Detailed
information about the topics may be found e.g. in [Becker et al. 2008; Becker et al.
2012; Brabec et al. 2000; Morisson Faria et al. 2011].
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3. Ionization in strong, ultrashort laser pulses

3.3.1. The three-step model

After tunneling induced by a linearly polarized laser, the electron undergoes a sinu-
soidal quiver motion in the field with a mean kinetic energy of Up and may either
drift away from its parent ion or recollide with it. The phase of the laser in the
moment of ionization is determining the subsequent trajectory of the electron which
is utilized in “conventional” streaking experiments, e.g. [Kienberger et al. 2004], as
well as the recently invented attoclock-technique [Eckle et al. 2008b; Eckle et al.
2008a]. Assuming a vanishing initial momentum along the direction of the laser
polarization, the electron momentum in this direction at a time t1 can be written in
the SFA as, see e.g. [Becker et al. 2008],

p(t1) =
∫ t1

t0
dtE(t)

= A(t0)− A(t1), (3.7)

where A(t) is the vector potential associated with the laser field by E(t) = −∂A(t)/∂t

and usually chosen such that A(t→∞) → 0. In the moment of recollision tc, the
kinetic energy of the electron is therefore simply given by, see e.g. [Becker et al.
2008],

Ec(tc) = p2(tc)
2 = 1

2[A(t0)− A(tc)]2. (3.8)

This expression is maximized to a value of about 3.17Up for an ionization time of tc ≈
0.05T after a field maximum [Corkum 1993], where T = 2π/ω0 is the periodicity of
the laser field. If the electrons are back-scattered from the ion in the first recollision
and accelerated further during the next period of the field, energies of up to 10Up

can be obtained [Paulus et al. 1994].
The whole process of ionization and recollision can consequently be described as a
sequence of three steps as proposed in [Corkum 1993] and schematically shown in
fig. 3.3 (c):

1st step: Tunnel ionization The electron is tunneling out of the atomic potential
and appears outside with vanishing kinetic energy.

2nd step: Laser-driven classical motion The electron is accelerated in the field and
gains kinetic energy.
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3.3. Quasi-free electrons in strong laser fields

3rd step: Recollision The electron recollides with its parent ion.

Since the first step of the sequence is obviously of quantum-nature while the others
are treated purely classically, calculations within the three-step model are often
called semi-classical, see e.g. [Becker et al. 2008]. The energy released in the last step
depends in general on the trajectory of the individual electron and Up, and is often
large enough to initiate further ionization of the system in a non-sequential double
ionization (NSDI) process, see e.g. [Becker et al. 2008; Becker et al. 2012; Morisson
Faria et al. 2011]. If the energy is not sufficient for a direct second ionization, the
atom may still be excited and subsequently ionized in the presence of the field, a
process which is commonly called recollision excitation with subsequent ionization
(RESI) [Feuerstein et al. 2001], see section 3.4.2. Also, high energetic radiation may
be emitted which is utilized in high harmonic generation (HHG) techniques and the
closely connected creation of attosecond pulses, see e.g. [Agostini et al. 2004].
Figure 3.3 depicts possible scenarios for quasi-free electrons driven by the laser field
after ionization. The electric field and the associated vector potential are shown
in (a). The trajectories of three electrons, ionized at different phases of the laser
field (−π/8, 0 and +π/8 with respect to an electric field maximum) are exemplarily
shown in (b). While the electron ionized before the maximum (red curve) is drifting
away from the parent ion, the others recollide later. For the electron ionized exactly
at the field maximum (green curve), the recollision energy calculates to zero with
eq. (3.8) since the vector potentials in the moment of tunneling and recollision are
identical. The electron ionized after the field maximum (blue curve) is recolliding
earlier and with a finite energy. The situation at four selected points in time, t1 to
t4 marked in (b), is schematically depicted in (c). The lengths of the arrows are
proportional to the electrons’ instantaneous velocity and the temporal gradient of
the field respectively. The electrons’ positions are marked with dots in the same
color code as in (b). Electrons not shown in the last two pictures already recollided
with the parent ion. Note that t4 resembles the situation exactly one laser period
after t1. The electron subsequently undergoes the same acceleration again but starts
already at a larger distance to the ion. Thus, while oscillating it drifts away from
the parent ion.
In the first instance, the sum of the ionization potential and the ponderomotive
potential Ei + Up has to be invested to free the electron, see e.g. [Bucksbaum et al.
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Figure 3.3.: Possible scenarios for quasi-free electrons driven by the laser field after
ionization. (a) Electric field E(t) and associated vector potential A(t).
(b) Trajectories for electrons ionized at three different phases of the
laser electric field. (c) Schematic representation of the situations at four
selected times t1 to t4 marked in (b). See text for detailed description.
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3.3. Quasi-free electrons in strong laser fields

1987]. However, the final electron energy is according to eq. (3.7) independent of Up

and simply given by the value of the vector potential in the moment of ionization
A(t0). Indeed, this behavior could be experimentally confirmed and explained as
follows [Bucksbaum et al. 1987; Freeman et al. 1986; Freeman et al. 1987]:
After being freed, the electron leaves the laser focus and enters a field-free environ-
ment. In the gradient of the intensity and the associated decrease of Up experienced
in this process, the quiver motion of the electron is transformed into a directed
drift motion. This compensates for the initial loss of available kinetic energy due to
the enhancement of the ionization potential. For pulse durations of about 1 ps and
below, the situation is substantially different. Since there is not enough time for
the electron to escape from the focus before the laser pulse is over, the final kinetic
energy does depend on Up [Fiordilino et al. 1985; Freeman et al. 1987]. However,
also for long pulses, the ponderomotive potential has an influence on the ionization
process, as can be seen e.g. in a clear dependence of the photoelectron angular
distributions on Up [Freeman et al. 1986].

3.3.2. Interference structures in electron spectra

If experimental photoelectron momentum spectra are investigated, a simple Gaus-
sian distribution as predicted by eq. (3.6) is in fact barely observed. Instead, a
manifold of different structures appear, some independent of wavelength or inten-
sity, some changing position and shape with variation of these parameters. While
the first class can usually be related to resonances in the atoms or molecules (see sec-
tion 3.4), the latter arises from quantum interference, a very general and important
consequence of the quantum nature of the particles.
Interference effects may arise in general if a system can follow different paths trans-
forming its initial state into a certain final state without revealing to any observer
which path was taken. The most simple and prominent example is Young’s double-
slit experiment, see e.g. [Cohen-Tannoudji et al. 1977, section I.A.2], where the paths
are in fact given by spatial trajectories. Emitted particles might go through any of
the two slits and afterwards hit a screen where they are detected. Originally, the
experiment was performed with photons but works in the same manner also for mas-
sive particles as electrons due to the wave-particle duality, see e.g. [Cohen-Tannoudji
et al. 1977, section I.A.2]. It is important to note that – although the interference is
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3. Ionization in strong, ultrashort laser pulses

spatially visible – it in fact appears in the momentum domain: Before the particles
reach the slit, their momentum is much better known than their location. The slits
confine the wave functions associated with the particles on a small spatial volume
and at the same time blur the information about the particles’ momentum due to
the uncertainty principle, see e.g. [Cohen-Tannoudji et al. 1977, section I.C.3]. Con-
sequently the information about the direction of the momentum vector is lost, which
results in waves emerging radially from each of the slits. These waves interfere and
an interference pattern appears on the screen. As a summary, the spatial double-slit
causes interference effects in the associated Fourier domain.
In case of strong-field ionization of atoms something similar may arise: In the SFA,
as treated in the previous section, the final state, characterized by the electron
momentum, is identical for electrons ionized at different times within the laser cycle:
As can be derived from eq. (3.7), all electrons ionized in the presence of the same
vector potential A(t0) have the same final momentum. In fig. 3.3 (a) it can be
easily seen that identical values for A(t0) are periodically found in subsequent cycles
of the laser, and also within any of the cycles. In this sense, a temporal double-
slit or – in the case of several laser periods contributing – a “grating” is created, see
e.g. [Arbó et al. 2012]. Thus, interference structures in the momentum domain can
be observed, see e.g. [Gopal et al. 2009; Lindner et al. 2005], which can be attributed
to interference of electrons ionized in the same cycle (intracycle interference) or of
electrons ionized in different cycles, separated in time by exactly one laser period
(intercycle interference) [Arbó et al. 2012]. In the case of infinitely long pulses the
final electron momentum distribution can be written as [Arbó et al. 2012]

W (~p) = 4Γ(~p) cos2
(

∆S
2

)
︸ ︷︷ ︸

F (~p)

[
sin(NS̃/2)
sin(S̃/2)

]2

︸ ︷︷ ︸
B(p)

, (3.9)

where

S̃ = (2π/ω0)(E + Up + Ei),
∆S = −(2Up/ω0)

[(
1 + 2|κ̃|2

)
sgn(κz) arccos(sgn(κz)κ̃)− (4κz − κ̃)

√
1− κ̃2

]
,

κ̃ = κz + i
√
γ2 + κ2

ρ and ~κ = (κρ, κz) = ω0~p/
√
I.
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3.3. Quasi-free electrons in strong laser fields

In these expressions, γ denotes the Keldysh parameter as defined in eq. (3.2) and
Γ(~p) the momentum-resolved ionization rate given by eq. (3.6) within the ADK
model. The first interference factor in eq. (3.9), F (~p), is caused by intracycle inter-
ference and the second, B(p), arises from intercycle interference of electron trajec-
tories. The form of the latter resembles the commonly known equation describing
interference effects caused by an ideal spatial grating with infinitely narrow slits, see
e.g. [Demtröder 2004, section 10.5.3].
In fig. 3.4 (a), eq. (3.9) is plotted for a laser wavelength of 790 nm, an intensity
of 3× 1014 W/cm2 and five optical cycles (of constant intensity), contributing to
the intercycle interference. Figure 3.4 (b) shows the distribution with neglected
intercycle interference effects (F (~p) ≡ 1 in (3.9)). The intercycle interferences give
rise to above-threshold ionization (ATI) structures, see e.g. [Freeman et al. 1991],
visible as rings separated by the ω0, the photon energy of the laser radiation. The
electron absorbs more photons than needed for an ionization, modifying eq. (3.10)
to [Freeman et al. 1987]

E = (n+ s)ω − Ei, (3.10)

with s ≥ 0 the integer number of additionally absorbed photons. A review about
this topic can be found in [Freeman et al. 1991].
However, in an experiment the situation is quite different. In contrast to the sim-
ulation, due to the characteristic intensity distribution in the laser focus (see sec-
tion 2.1.3), shot-to-shot fluctuations or long-term drifts of the laser system, a certain
intensity distribution has to be assumed. The influence on the distributions is visu-
alized in fig. 3.4 (c), where a Gaussian intensity distribution with a relative width of
only 5 % is assumed around the intensity of 3× 1014 W/cm2 used in (a). 105 random
intensities are considered and the calculated full momentum distributions, including
again intercycle interference effects, are superimposed. Clearly the structure changes
dramatically. The situation becomes even more complicated if – beyond SFA – the
influence of the Coulomb field is considered as done in [Arbó et al. 2012] by using
both a more sophisticated model (CVA(4)) and solving the TDSE: Although the
distributions change dramatically, the authors can show the robustness of the ATI
rings’ positions.

(4)Coulomb-Volkov approximation
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Figure 3.4.: Electron momentum distributions with interference structures. (a) Dis-
tribution calculated with (3.9) for ionization of argon with 790 nm radi-
ation and an intensity of 3× 1014 W/cm2. Intracycle interference of five
periods in the laser field is considered. (b) Same as for (a) but neglected
intercycle interference effects. (c) Same as (a) but with a simple inten-
sity averaging, see text for more details. The linear color scale used is
displayed in fig. A.1 (a).
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3.4. The role of excited states

Although the equations presented in the last sections are commonly used and often
yield satisfactory results, they in fact mostly disregard the inner structure of the
atoms in terms of excited states. However, even the simplest atoms contain a large
manifold of excited states which can be expected to play an important role in the
interaction and to contribute to the ionization processes. Some aspects and their
usual treatment will be discussed in the following sections.

3.4.1. Freeman resonances

In the end of the last section, the appearance of ATI structures in the photoelectron
spectra was discussed. As can be seen in fig. 3.4, the distinct rings comprise no
further structure. In the energy spectrum associated, each ring translates simply to
a broad peak which is in agreement with early experimental findings [Agostini et al.
1979], where laser pulses with a duration longer than 10 ns were used. However, if
ultrashort pulses of about 1 ps or shorter are utilized for ionization, the appearance
of a sub-structure in each of the peaks can be observed and be identified as arising
from enhanced ionization caused by excited states [Freeman et al. 1987]: Due to
the strong AC-Stark shift associated with the extreme electric fields present in the
pulse, excited states of the atom are shifted into resonance with an integer number
of photons n′ < n. Since the field strength smoothly in- and decreases before and
after the pulse maximum, this holds usually for many states of different energies.
It is the compensation of the ponderomotive momentum shift by the subsequent
motion in the laser field (cf. section 3.3.1) which suppresses the substructure in the
final electron energy spectrum in the case of the longer pulses [Freeman et al. 1987].
In general, the Stark shift of a certain atomic state is larger, the closer the unshifted
state is situated below the continuum such that the energetic difference between the
ground state and highly excites states is enlarged in the presence of the laser field,
see e.g. [Bucksbaum et al. 1987]. For a deeply bound state with a binding energy
Ei fulfilling Ei � ω0, the magnitude of this shift is given by [Freeman et al. 1991]

U ′p = Up

(
ω0

Ei

)2
≈ 0. (3.11)

47



3. Ionization in strong, ultrashort laser pulses

While the atomic ground state is therefore hardly affected, excited states close to the
threshold shift almost identical to the continuum such that the ionization potential
for these stats essentially stays constant over the full laser pulse. As shown in [Boer et
al. 1992], such a state may – after being efficiently populated in the specific moment
of resonance – be ionized immediately or at any later time in the pulse resulting in
practically the same final electron energy. As discussed in section 3.4.3 the atom
also may resist the ionization completely and “survive” the laser pulse.

3.4.2. RESI

As discussed in section 3.3, electrons freed at certain phases of the oscillating laser
field will gain energy and return to their parent ion where they recollide. As discussed
in section 3.3.1 energies of up to 3.17Up can be released. In contrast, electrons freed
very close to a field maximum recollide with relatively low kinetic energies such
that NSDI is energetically forbidden. Nevertheless, excitation of the parent ion may
still be possible resulting in a (doubly) excited atom. Due to the lowered ionization
potential of the system, the laser pulse still present may easily cause ionization which
is called recollision excitation with subsequent ionization (RESI) [Feuerstein et al.
2001]. The dynamics of a doubly excited (Coulomb) complex (DEC) formed as a
transition state in a RESI process was recently investigated using the laser system
and the REMI also used in this work [Camus et al. 2012].

3.4.3. Population and stabilization of excited states

The appearance of Freeman resonance as described above already shows the possi-
bility of Rydberg states being populated within short laser pulses. In case of the
ionization and formation of the characteristic structures in the photoelectron en-
ergy spectrum, the population of these states provides a first step in the ionization
scheme, effectively lowering the ionization potential of the atom and enhancing the
ionization probability. Apart from the possibility of direct ionization of the excited
atoms in the same laser pulse, e.g. a different laser can be utilized to trigger this
ionization [Boer et al. 1992], or the excited atoms may resist any further ionization
with strong fields [Boer et al. 1992; Jones et al. 1993]. In this case, the atom “sur-
vives” as neutral, excited species. In case of [Jones et al. 1993], the same laser pulse
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was used to first excite the atom and to afterwards ionize it. The loosely bound
electron resists the ionization by a laser field which is strong enough to overcome
the large excitation energy in the first place.

Frustrated tunnel ionization

The population of Rydberg states within a strong laser pulse has recently been
embedded into the three three-step model [Nubbemeyer et al. 2008]: Recolliding
electrons with very low recollision energy may be recaptured by their parent ion,
forming a Rydberg atom in the frustrated tunneling ionization (FTI). Consequently,
a sharp dependence on the laser ellipticity, namely a strong decrease of the efficiency
towards elliptical polarization, could be observed due to a lower probability for the
electrons to revisit their parent ion [Landsman et al. 2013]. As noted in [Nubbemeyer
et al. 2008], FTI might happen for a “substantial fraction” of the electrons and thus
could be one of the dominant processes described by the three-step-model, although
widely unexplored in experiments due to the neutral species produced. The concept
of FTI was also expanded to dissociation processes in molecules H2 [Manschwetus
et al. 2009], and lately to the single ionization of noble gas dimers [Veltheim et al.
2013].

Strong-field stabilization

The investigation of stabilization effects in strong laser fields was mainly carried out
theoretically in the first place and different stabilization mechanisms were proposed
both for the interaction of atoms with intense laser fields in the range of 1015 W/cm2,
and the interaction with “super-intense” laser pulses of 1017 W/cm2 and above [Bur-
nett et al. 1993]. The latter is omitted in the following since it has no relevance
for the experiments carried out in this work, a more recent review can be found
in [Gavrila 2002].
For the experimentally accessible intensities, two different classes of stabilization
processes were found, namely interference stabilization of Rydberg states involving
different types of Raman-transitions via the continuum and adiabatic stabilization
mechanisms, see [Popov et al. 2003] for a review. Recently, the survival of Rydberg
states in strong laser fields has been investigated with a new experimental technique,
allowing to directly measure the actual ionization intensity of the individual atoms
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and thus to rule out spatial and temporal variations [Eichmann et al. 2013]. In
this work, the stability of the atoms was proven up to an intensity of more than
1015 W/cm2 and the results interpreted using both solution of the full TDSE and a
SAE(5) approximation.

3.5. Molecular hydrogen in strong laser fields
The complexity of mechanisms taking place in the interaction of atoms with strong
laser fields is evident from the discussions in the last section although within this
thesis, only the main aspects can briefly be summarized. The situation gets even
more complicated if – instead of atomic targets – molecules are exposed to the radi-
ation. For example in H2, the most simple neutral molecule, the presence of two
nuclei causes an additional degree of freedom, the internuclear separation. Within
the Born-Oppenheimer approximation, see e.g. [Zavriyev et al. 1994, section 2.2],
this distance can be regarded as a parameter, “tuning” the energy-levels of the sys-
tem: For each (fixed) internuclear distance R the associated Schrödinger equation
can be solved numerically and the total energy of the system E(R), depending also
on the electronic state of the system characterized by appropriate quantum num-
bers, can be calculated [Ko los et al. 1965; Ko los et al. 1968; Ko los et al. 1975].
Single ionization of the hydrogen molecule leads – in the first instance – to H+

2 , for
which the same calculations have been performed [Sharp 1970]. The potential curves
for the lowest electronic states are shown in fig. 3.5. Double ionization of the H2

produces two protons, which could – as long as their distance from each other is
comparable to the internuclear distance of H+

2 – be called H++
2 “system”. However,

the repulsive Coulomb force between the protons leads to rapid Coulomb explosion,
see e.g. [Posthumus et al. 2001, section 2.5].

3.5.1. Ionization and dissociation channels

The dissociation of molecular hydrogen in strong laser fields was subject of a man-
ifold of theoretical and experimental studies, see e.g. [Giusti-Suzor et al. 1995;
Posthumus 2004] for reviews. Before a detailed picture about the strong-field in-
duced processes in H2 is given in section 3.5.2, the basic different ionization and
(5)single-active-electron
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Figure 3.5.: Potential energy curves for the neutral and ionized hydrogen molecule.
Data points for the H2 and the H+

2 potential curves can be found
in [Ko los et al. 1965] and [Sharp 1970], respectively. For the picture, a
cubic interpolation between the points given in the reference was per-
formed. The repulsive Coulomb force between the two protons deter-
mines the potential curve after double ionization of the H2 molecule,
see e.g. [Posthumus et al. 2001, section 2.5].

dissociation scenarios will be discussed considering only the few potential curves
shown in fig. 3.5. Neglecting pure excitation, the hydrogen molecule may be singly
ionized in a H2 −→ H+

2 + e− process, leaving the molecular ion either in the ger-
ade 1sσg or the ungerade 1pσu state. While the gerade state offers a molecular
binding in several vibrational states [Cohen et al. 1960], which are typically pop-
ulated simultaneously in tunnel ionization [Urbain et al. 2004], the ungerade state
is purely repulsive and its population thus leads to the dissociation of the molecule
(H2 −→ H+

2 + e− −→ H+ + H + e−), see e.g. [Fischer 2010; Giusti-Suzor et al. 1990;
Sändig 2000]. Laser-induced transitions between the gerade and the ungerade states
are also possible as will be described in section 3.5.2.
Another possible channel is the double ionization of H2, although much more energy
is needed. Such a process resulting in H++

2 subsequently dissociating, H2 −→ H++
2 +

2e− −→ 2H+ +2e−, is commonly known as Coulomb explosion (CE) of the molecule,
see e.g. [Pavičić 2004]. These processes can in principle be distinguished from the
dissociation of H+

2 e.g. by the number of particles produced and the higher final
kinetic energy of the protons, the kinetic energy release (KER) [Laskin et al. 2001].
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process neutrals created ions created KER electrons freed
single ionization – H+

2 – 1
single ionization & H H+ small 1dissociation
double ionization & – 2H+ large 2Coulomb explosion

Table 3.1.: Possible ionization and dissociation scenarios starting from neutral H2,
see e.g. [Thompson et al. 1997].

Moreover, the protons produced in the Coulomb explosion process are correlated in
momentum which is visible e.g. in ion-ion covariance or coincidence mapping, see
e.g. [Frasinski et al. 1992; Thompson et al. 1997],[Cornaggia 2001, section 3.2]. In
addition, the processes turn out to be very selective on the molecular orientation,
usually favoring their parallel orientation with respect to the laser polarization,
see e.g. [Codling et al. 1988; Giusti-Suzor et al. 1995]. Therefore, the ions are
dissociating along the spectrometer axis, see section 4.1, and the different processes
discussed and summarized in table 3.1 can be identified already in the simple time-of-
flight spectra recording the ionic products of H2 after ionization, see e.g. [Thompson
et al. 1997]. Figure 3.6 exemplarily shows the respective part of a spectrum obtained
with a wavelength of about 570 nm.

3.5.2. The Floquet picture

Although a description of the processes taking place in the interaction of strong
laser fields with H2 in the framework of the unperturbed molecular potential curves
and vertical transitions in the Born-Oppenheimer approximation is possible to some
extent, it is certainly not sufficient. Phenomena such as molecular stabilization,
see section 3.5.3, can not be explained. In fact, a more successful description is
procurable in a picture, which treats the molecule and the laser field as one system,
the Floquet picture, named after the Floquet theorem [Floquet 1883] exploited in the
mathematical treatment [Chu 1981]: New potential curves are calculated, resembling
dressed states which only exist for the combined system of molecule and laser field. In
the following, the concept is briefly summarized following the description in [Pavičić
2004]. More detailed information also about other theoretical approaches can be
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Figure 3.6.: Typical ion time-of-flight distribution in an experiment with H2 at a
central wavelength of about 570 nm. The individual peaks can be as-
signed to the processes listed in table 3.1, see e.g. [Thompson et al. 1997]
for a similar picture and assignment: The dashed vertical line close to
5750 ns marks the flight time for a H+ ion with vanishing initial mo-
mentum. Two pairs of peaks are visible distributed around this value,
consisting of H+ ions which gained momentum in a dissociative process
and thus were accelerated either towards (smaller flight time) or away
from the detector (larger flight time). The larger the time difference to
the vertical line, the higher the KER of the underlying process. This
allows the assignment of the peaks to the dissociation and the Coulomb
explosion.

found e.g. in [Bandrauk et al. 1994; Giusti-Suzor et al. 1995; Posthumus et al. 2001;
Posthumus 2004; Zavriyev et al. 1994].
If the Hamiltonian of an unperturbed, field-free molecule is denoted with Ĥ0

(
~r, ~R, t

)
,

the respective operator in presence of the laser field may be written in dipole ap-
proximation as [Chu 1981]

Ĥ
(
~r, ~R, t

)
= Ĥ0

(
~r, ~R

)
+ µ̂

(
~r, ~R

)
· ~E0 cos(ω0t). (3.12)

Here, ~r and ~R represent the coordinates of the electrons and nuclei, respectively, and
µ̂ is the electric dipole operator. In case of H+

2 , ~R reduces to a scalar, namely the
internuclear distance and ~r describes the three coordinates of the remaining electron
with respect to the center of mass of the two nuclei. The evolution of the molecule
in the laser field can in principle be obtained by solving the respective TDSE, given
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3. Ionization in strong, ultrashort laser pulses

by [Chu 1981]

i
∂Ψ

(
~r, ~R, t

)
∂t

= Ĥ
(
~r, ~R, t

)
Ψ
(
~r, ~R, t

)
. (3.13)

It can be shown that this problem is – due to the Hamiltonians’ periodicity in
time – equivalent to the solution of a different Schrödinger equation with a time-
independent Floquet Hamiltonian ĤF(R) represented by an infinite matrix [Shirley
1965]. In the case of eq. (3.12) and for a unperturbed system containing two elec-
tronic states of energy V1(R) and V2(R), the Floquet Hamiltonian is given by [Chu
1981]

ĤF(R) =



... ... ... ... ... ...
. . . V1(R) + 2ω0 Λ12(R) 0 0 0 0 . . .

. . . Λ21(R) V2(R) + ω0 Λ12(R) 0 0 0 . . .

. . . 0 Λ21(R) V1(R) Λ12(R) 0 0 . . .

. . . 0 0 Λ21(R) V2(R)− ω0 Λ12(R) 0 . . .

. . . 0 0 0 Λ21(R) V1(R)− 2ω0 Λ12(R) . . .

. . . 0 0 0 0 Λ21(R) V2(R)− 3ω0 . . .
... ... ... ... ... ...



, (3.14)

where Λij(R) = ~µij(R) · ~E0 cosω0t/2. The eigenvalues obtained by (numerical) diago-
nalization of ĤF(R) form the new potential curves Ṽ (R) for the combined system of
molecule and laser field commonly referred to as dressed states, see e.g. [Chu 1981].
In such calculations, only a finite number of matrix elements can be considered.
Although it is in principle possible to calculate the results using only one diagonal
Floquet block (shown in red in eq. (3.14)), convergence is usually achieved only with
larger matrices. However, modern desktop computers can perform this in seconds
even for 100 × 100 matrices and larger. The Floquet method can be utilized if the
field period is much shorter than the dissociation [Posthumus 2004] and ideal for
not too short pulses [Madsen et al. 1998]. If these conditions are not fulfilled, other
approaches like wave-packet calculations are more applicable, see e.g. [Giusti-Suzor
et al. 1995; Madsen et al. 1998].
Within the simplified picture of the H+

2 molecule discussed in the previous section,
V1(R) and V2(R) can be identified with the attractive and repulsive 1sσg and 1pσu

states, respectively, shown in fig. 3.5. If only one Floquet block is considered, the
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dressed states can be derived analytically, see e.g. [Pavičić 2004]:

Ṽ±(R) = Vg(R) + Vu(R)− ω0

2 ± 1
2

√
[Vg(R)− Vu(R) + ω0]2 + ω2

R(R). (3.15)

Here, Λij(R) = Λji(R) = ωR(R) with ωR being the Rabi frequency, was used. The
latter is linked to the electric field by the dipole moment ~d(R) according to ωR(R) =
~E0~d(R) [Bandrauk et al. 1994, section 3.1]. Although this expression is a very crude
approximation due to the small Floquet Hamiltonian used, it shows the influence
of the orientation of the molecule with respect to the laser polarization: A non-
parallel alignment results simply in a smaller effective electric field E ′0 = E0 cos(θ)
respectively in a lower intensity I ′ = I cos2(θ), hence a lower chance for the molecule
to dissociate, see e.g. [Zavriyev et al. 1994, section 2.4].
Figure 3.7 (b) shows the dressed states calculated within the Floquet picture and
compares the situation to the model treating the molecule as unaffected by the field
and the interaction with the laser as transitions between the potential curves as
discussed in section 3.5.1, fig. 3.7 (a). For ωR(R) ≡ 0, the dressed curves cross each
other at the internuclear separation where the energetic difference of the former
unperturbed curves is resonant with the photon energy, see blue dashed line in (b).
However, for high laser intensities, the curves couple and they do not intersect
any more. Instead, at the internuclear distance of the former crossing R0, where
Vg(R0) = Vu(R0)−ω0, eq. (3.15) yields a separation of the dressed curves by ωR(R0),
an avoided crossing. This is proportional to the square root of the laser intensity,
see e.g. [Pavičić 2004]. The transition between the states can be described in the
Floquet picture by the evolution of the system along paths on the dressed potential
curves where the probability for each path can be derived from Landau-Zener theory,
see e.g. [Zavriyev et al. 1990].

3.5.3. Bond softening and molecular stabilization

With increasing laser intensity and likewise increasing separation between the Ṽ±
curves, molecules initially bound in vibrational states of the 1sσg state my dissociate.
Although this is also evident in the picture of the unperturbed potential curves by
considering the absorption of a photon, see fig. 3.7 (a), a new aspect arises in the
Floquet picture, namely a possible tunneling character of the process, see e.g. [Giusti-
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Figure 3.7.: Comparison of unperturbed and dressed potential curves, adapted
from [Pavičić 2004]. The data points of the unperturbed curves are
generated from the points given in [Sharp 1970] by cubic interpolation,
the vibrational energy levels for the 1sσg state taken from [Cohen et al.
1960]. (a) Unperturbed potential curves with laser-induced transition.
The wavelength of the laser is 790 nm thus the resonance appears at an
internuclear distance of R = R0 ≈ 4.74 a.u. (b) Dressed potential curves
calculated for a laser intensity of 5× 1014 W/cm2 and the same wave-
length as in (a) considering 201 Floquet blocks (a 402 × 402 Floquet
matrix). The Rabi-frequencies ωR(R) needed for the calculation are
generated from data points given in [Bates 1951] by cubic interpolation.
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Suzor et al. 1990],[Zavriyev et al. 1994, section 2.4]. Ionization from a vibrational
state is possible even if the remaining potential would classically forbid the process.
This is commonly referred to as bond softening, see e.g. [Bucksbaum et al. 1990;
Posthumus 2004; Zavriyev et al. 1990],[Posthumus et al. 2001, section 2.4],[Zavriyev
et al. 1994, section 2.4]. In some respects, the Floquet picture in fig. 3.7 (b) bears
analogy to the common picture of tunnel ionization, see fig. 3.2 (b). The counterpart,
namely the treatment of unchanged potentials and photon-induced transitions is
associated with the multiphoton picture, fig. 3.7 (a) and fig. 3.2 (a).
Since some field-induced potential curves, e.g. Ṽ+ in fig. 3.7, exhibit a minimum,
new bound states can be created by the presence of the laser, see e.g. [Zavriyev
et al. 1994, section 2.4]. Population may occur due to resonance between field-free
vibrational levels with this laser-induced states. The molecule is then “actively”
stabilized by the laser and will not dissociate before the intensity drops. This is
known as molecular stabilization or – in analogy to the effect described above – bond
hardening, see e.g. [Giusti-Suzor et al. 1992; Yao et al. 1992],[Bandrauk et al. 1994,
section 3.8].
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4. The reaction microscope

As discussed in chapter 3, the interaction of strong laser fields with atoms or
molecules often leads to ionization (and sometimes dissociation) and thus to the
creation of charged particles. One suitable approach to investigate the underlying
processes is the measurement of the momenta that these particles obtained dur-
ing the ionization. Reaction microscopes (REMIs) are highly advanced momentum
spectrometer which are perfectly suited for this task: They provide highly resolved,
three-dimensional momentum distributions and can – despite the enormous mass
difference – perform measurements for ions and electrons simultaneously. Thus, the
particles can be observed in coincidence which is a key feature of the detector and
which is necessary for detailed studies of multi-particle processes like e.g. double
ionization. Extensive information about REMIs – or the COLTRIMS(1) technique,
as also often referred to – can be found e.g. in [Dörner et al. 2000; Dörner et al. 2002;
Moshammer et al. 1994; Moshammer et al. 1996; Moshammer et al. 2003; Ullrich
et al. 1997; Ullrich et al. 2003]. The following chapter briefly outlines the basic
working principle of REMIs starting with a description of the typical setup as used
in this work. The second part, section 4.2, treats the data processing procedures
used to calibrate the system and reconstruct the particles’ momenta.

4.1. Setup

REMIs are utilized in very different research areas, e.g. in the investigation of elec-
tron and ion collisions [Dorn et al. 1999; Moshammer et al. 1994] or the interaction
of light from femtosecond laser sources [Weber et al. 2000], high harmonic radia-
tion [Fischer et al. 2013] or free-electron lasers [Rudenko et al. 2010] with single
particles. The REMI used in this work was employed in several experiments over

(1)cold target recoil ion momentum spectroscopy
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êx
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êz
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laser system
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dump
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Figure 4.1.: Schematic overview of the setup. A neutral supersonic gas jet is crossed
with a focussed laser beam inside the REMI. The latter first traverses
the chamber and is afterwards reflected by a spherical mirror and thus
focussed onto the atoms in the jet. Charged particles (red: ion, blue:
electron) originating from the interaction volume are guided onto two
time- and position-sensitive detectors by electric and magnetic fields,
see text for details.
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4.1. Setup

the last years, see e.g. [Camus et al. 2012; Fischer 2010; Kremer 2009]. In a typical
strong-field experiment utilizing a REMI, a dilute supersonic gas jet – originating
from a nozzle, passing skimmers and attenuation slits, see section 4.1.2 – is crossed
with the focussed laser beam. Figure 4.1 gives a schematic overview. The volume of
intersection, the reaction volume, is the origin for all particles created in the interac-
tion process. Important properties of the focus as the shape of the focal volume are
derived in section 2.1.3. The charged particles, ions and electrons, are accelerated
and guided onto two time- and position-sensitive detectors by homogenous electric
and magnetic fields aligned along the spectrometer axis. The fields are created by
the spectrometer electrodes and large Helmholtz coils outside the vacuum, respec-
tively. The spectrometer comprises cylindrical symmetry which is often also the case
for the ionization process, e.g. for photoionization by light with linear polarization
aligned along the spectrometer axis.

4.1.1. The spectrometer and detectors

Figure 4.2 schematically shows the spectrometer used in this work in more detail.
Atoms or molecules in the supersonic gas jet, entering from the bottom in this
picture, are exposed to the laser in the center of the arrangement. Ions produced
are accelerated onto the ion detector (left) by the electric extraction field. Due to
the large directed initial momentum in the gas jet along êy, the resulting trajectories
are given by mass-specific parabolas. At the two ends of the spectrometer, and as
separation between the acceleration and drift region, three grids are placed and – in
normal operation of the REMI – set to the voltage given by the electrode at the
specific position. However, in the case of the two grids at the spectrometer ends, a
free adjustment is possible. The grids suppress the formation of electrostatic lenses
and field penetrations from outside and hence ensure the homogeneity of the field
inside the spectrometer.
Depending on the geometry, the extraction field has to be chosen strong enough
to project all ions of interest onto the detector, see table 4.1 for dimensions and
parameters used in the setup for this work. An increase of the electric field strength
may seem beneficial in this context but the resulting shorter absolute flight times
and smaller spatial distributions reduce the momentum resolution since experimen-
tal uncertainties typically stay constant, see section 4.3 for details. The detection
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Figure 4.2.: Schematic illustration of the REMI spectrometer used in this work and
particle trajectories arising from a single ionization event A→ A+ +e−.
Ion and electron are created in the reaction volume and guided onto
the ion detector (left) and electron detector (right), respectively, by the
electric and magnetic fields applied. The lower part of the image shows
the characteristic dependence of the electric potential U on the êz co-
ordinate along the spectrometer axis: A linear trend in the acceleration
regions and a constant value over the drift region.

requires a strong post-acceleration of the particles onto the detector plates, hence a
large electric field is pointing towards their surface. An additional grid directly in
front of the detector, not shown in fig. 4.2, may be used to encase this field. In the
setup used, this is done in the case of the ion detector.
The flight time and impact position on the detectors of a particle of known mass and
charge is well defined, provided it does not gain any additional momentum from the
interaction with the laser. In the setup used in this work, the ions are accelerated
over the full spectrometer until they pass the grid in front of the detector. In contrast
to this, the electrons traverse a field-free drift region after their acceleration. The
general case, namely the presence of a drift region also for the ions, will be discussed
in the mathematical treatment in section 4.2.1.
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4.1. Setup

property ions electrons
acceleration length a [cm] 30 10
drift length d [cm] – 10
Øactive MCP [mm] 120 75
Øinner electrodes [mm] 120
electric field E (typical) [V/cm] 2
magnetic field B (typical) [µT] 600
flight time t (typical) [ns] O(104) O(102)
cyclotron period tC (typical) [ns] O(106) 70

Table 4.1.: Approximate basic geometry, typical field strengths and resulting char-
acteristic times, see section 4.2.1, for the REMI used in this work.

The electrons created in the ionization process are accelerated by the same elec-
tric field towards the electron detector. However, momentum conservation and the
enormous mass difference between ions and electrons, see table A.2, typically result
in very different energies and velocities of the electrons compared to the ions. The
projection of the fast electrons onto the electron detector by pure electric fields is
possible only if much stronger fields are used like e.g. done in velocity-map imaging
(VMI) experiments [Bordas et al. 1996]. In order to retain a weak extraction field
and benefit from the associated higher resolution, REMIs instead utilize a magnetic
field to force the electrons on spiral trajectories and confine them close to the spec-
trometer axis [Moshammer et al. 1994]. Despite the more complex trajectories, a
reconstruction of the momentum obtained in the interaction with the laser is still
possible, see section 4.2. The simultaneous measurement of the momentum vectors
of all particles originating from the interaction of the laser with a target is commonly
referred to as a kinematically complete measurement or experiment.
After their flight through the spectrometer, the particles impact on the detectors.
The task of these devices is to precisely measure both the impact time and the
position of each particle. The detection scheme essentially contains two steps: In
the first, a micro-channel plate (MCP) amplifies the signal by creation of an electron
cloud in an avalanche process, triggered by the single particle to detect. The current
caused thereby can be detected and reveals the time of impact. A photo-diode inside
the laser system provides a reference time such that the flight time t can be derived
as the difference. In the second step of the detection scheme, the impact position of
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the particle is determined by a measurement of the center of gravity of the electron
cloud that is produced by the MCP detector with a delay line anode. A scheme of
the full detector system is shown in fig. 4.3. In the following, the two detection steps
are explained in more detail.

Signal amplification and determination of the impact time After passing the
grid at the end of the spectrometer, the particles hit a micro-channel plate, a thin
disc homogeneously pervaded by fine channels coated with suitable semiconducting
material. These are slightly tilted with respect to the normal vector of the disc,
have a typical inner diameter of 25 µm and are separated from each other by roughly
30 µm, see fig. 4.3 (b). These and the typical values following in this paragraph were
derived from [RoentDek 2014]. Typically, the resulting ratio of length to diameter for
the channels is in the order of 40 to 80. Between the front and the back surface of the
MCP a high voltage of typically 1200 V is applied. A particle impinging the detector
may enter one of the channels and – in this case – will hit the inner surface. As a
consequence, secondary electrons are produced, accelerated by the strong electric
field and thus gain enough energy to create more secondary electrons on their next
impact on the channel surface. This secondary impacts are forced by the slight angle
between the channel direction and the electric field, see fig. 4.3 (b). The process
is repeated many times resulting in an avalanche-like amplification of the signal.
Finally, a cloud of electrons leaves the MCP at its back side and consequently a
(small) current can be detected by capacitive coupling of the MCPs’ voltage supply
to an acquisition system. A fraction of typically 50 % of the incident particles do not
create secondary electrons or simply hit the MCP directly on the front surface and
thus are not detected. Two or three MCPs may be used subsequently forming a stack
and enhance the amplification factor up to about 107 and higher, commonly known
as Chevron MCP and Z-stack MCP, respectively. In the experiments performed in
this work, a stack of two MCPs is used for the detection of ions while three plates
form the electron detector. Subsequent MCPs a turned by 180° with respect to
each other, see fig. 4.3 (b). As already mentioned, in the case of the ion detector,
an additional grid is placed in between the end of the spectrometer and the MCP
stack. This ensures a more homogenous field despite a high voltage difference in the
order of 2000 V between the last electrode and the front side of the first MCP.
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Figure 4.3.: Time and position sensitive single particle detection using a stack of
MCPs and a delay-line anode. (a) A particle impacting in one of the
channels of the MCP creates an electron cloud which is projected onto
the delay line anode. (b) Creation of the electron cloud within sin-
gle channels of the MCPs. The impacting particle creates secondary
electrons and starts an avalanche amplification process. An electron
shower leaves the second MCP at its back side. (c) Principle of position
determination with the delay line anode, reduced to one coordinate for
simplification. The centroid of the electron cloud has an offset of x in êx
direction with respect to the center of the detector. Signals travel along
the wire in both directions and are detected at its ends. The measured
time difference ∆t is proportional to the initial spatial offset x.
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Position detection The electron cloud emerging from the back side of the MCP
stack can be used to determine the impact position of the particle. For this pur-
pose the cloud is accelerated onto a delay-line anode [Sobottka et al. 1988] while
expanding due to the repulsive Coulomb force between the electrons. For each of
the two coordinates to determine, a long copper wire(2) is wrapped around the base
plate such that for the side facing the MCP stack an equal spacing of the parallel
wires is achieved. The electron cloud hits simultaneously several windings resulting
in enhanced electron densities in the respective sections of the wire. Subsequently,
the charges propagate along the wire in both directions until they are detected at
the two ends. The measured time difference ∆t depends on the initial spatial offset
of the electron cloud with respect to the center of the windings and thus on the
impact position of the particle, see fig. 4.3 (c). The coordinate in the direction
perpendicular to the wires is given by cw∆t where cw = const is the effective signal
velocity in this direction. It has to be mentioned that ∆t also slightly depends on
the second coordinate of the impact position (along the wires). However, this leads
only to a small effective rotation of the detector which are anyway aligned arbitrarily
with respect to each other and the laboratory frame. An appropriate rotation of the
detectors is performed after the data acquisition, during the calibration procedure,
see section 4.2.3. The delay-line anode is capable of detecting the position of several
particles originating from the same ionization event and thus arriving in a very short
time window. However, with shrinking difference between impact time and position,
the discrimination between the particles becomes more and more difficult until the
position detection simply fails. For typical measurements performed with the REMI
used in this work this is usually no restriction. However it should be mentioned for
completeness that special hexanode detectors with three layers of wires have been
developed to overcome this limitation [Jagutzki et al. 2002].

4.1.2. Preparation of the gas jet

As already mentioned in the last section, both the flight time t and the impact
position of a certain particle on the detector depend not only on the momentum
gained in the interaction with the laser but also on the initial momentum, before

(2)In fact, two wires are utilized, one delivering the signal and one a reference. For simplicity of
the discussion, this technical detail is omitted.
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species ∆p300 K [a.u.] vjet [m/s] p‖ [a.u.] ∆p‖ [a.u.] T‖ [K] p⊥,max [a.u.]
Ne 13.9 1320 21.9 1.14 2.0

. 5× 10−3
Ar 19.6 930 31.0 1.06 0.9
Kr 28.4 642 44.9 1.34 0.7
H2 4.40 4900 8.23 1.04 17
N2 16.4 1310 30.7 2.99 10

Table 4.2.: Characteristic properties of supersonic jets produced from different gases,
calculated with [Miller 1988, eq. (2.18), table 2.3 & 2.5]. All widths
denoted with a leading ∆ refer to the FWHM. The value for p⊥,max is
estimated from basic geometric properties of the experiment, see text for
details.

the interaction takes place. Therefore, although this initial momentum is usually
not of primary interest, it has to be considered. Any ensemble of atoms delivered to
the interaction volume has a certain intrinsic momentum distribution or – in other
words – a finite temperature. If the momentum gained from the interaction with
the laser is small compared to this intrinsic spread, no meaningful information can
be extracted from the measurements. A typical momentum for the ion or electron
expected in strong-field ionization is in the order of 1 a.u.(3). Close to threshold
ionization may produce charged particles with even much smaller momenta.
The particle velocities which can be found in an ensemble of atoms with mass m
and temperature T (in thermal equilibrium) are given by the Maxwell-Boltzmann
distribution, see e.g. [Demtröder 2006, section 7.3.5]. However, if only the velocity
component along a certain coordinate is considered instead of the absolute value of
the velocity vector the particle velocities are described by a Gaussian distribution
with a FWHM of 2

√
2 ln(2)

√
kBT/m, [Demtröder 2006, section 7.3.5], where m is the

particle mass and kB is the Boltzmann constant. Under room temperature conditions
(T = 300 K) the spread in the particles’ momenta ∆p300 K is much larger than the
momentum change expected to be caused by the interaction.
Supersonic expansion of a gas into the vacuum-chamber and the formation of a gas
jet exhibits a very efficient way to convert the intrinsic thermal momentum distribu-
tion of the atoms into a directed, collective motion with a much smaller momentum
(3)Consider e.g. a single ionization event Ar → Ar+ + e− and a total kinetic energy (excess

energy) of 1 eV. Using particle masses from table A.2, energy and momentum conservation
yield momenta of less then 0.3 a.u.
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≈ 2.2 m

skimmer laser focus
beam dumpnozzle

Figure 4.4.: Creation of the supersonic gas jet. The gas expands through the nozzle
inside the vacuum chamber. Two skimmers with openings of 200 µm and
400 µm in diameter, respectively, form a stable jet which is hit by the
laser approximately after a flight distance of about 2.2 m. Gas atoms
not ionized by the laser are captured by a beam dump.

spread. Even without additional cooling, very low temperatures can be reached in
the reaction volume with moderate technical effort, see table 4.2. The supersonic
expansion starts at a nozzle through which the gas enters the vacuum chamber. In
the experiments presented in this thesis, the gas is supplied with room temperature
(≈300 K) and a pressure of around 3 bar to a nozzle with a diameter of 30 µm. The
mechanism of the expansion is complex, see e.g. [Miller 1988], and not discussed
in detail here. Briefly, the central part of the expanding atom cloud, the “zone of
silence” is extracted using skimmers, specifically designed conical apertures, forming
a jet and preventing its destruction by shock waves. In the machine used in this
work, two skimmers are used with diameters of 200 µm and 400 µm, respectively,
see fig. 4.4. The extracted atoms have – in jet-direction – a very sharp momentum
distribution centered around a relatively large mean value representing their collec-
tive motion, see table 4.2. The transverse momentum spread, perpendicular to the
jet direction, is even smaller and limited by geometrical restrictions: Only atoms
with a very low transverse momentum are interacting with the laser in the interac-
tion volume. As estimated in section 2.1.3, the latter has a size of of ≈ 500 µm or
less, depending on the direction and the wavelength and is reached by the gas jet
after about 2.2 m flight distance. Gas atoms in the jet which are not ionized by the
laser are captured by a beam dump to preserve the good vacuum conditions in the
chamber.
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4.2. Data processing

The electronic signals delivered by the detectors are processed in a commercial
RoentDek “fADC8/10-2” unit containing several fast 10 bit analog-to-digital con-
verters [RoentDek fADC8 ] (ADCs), sampling the trace before and after each peak.
The raw data is further processed by RoentDek’s software package “CoboldPC”
which also may be used to reconstruct the particles’ momenta. However, within this
work, the software is only used to record the data and to export flight times of par-
ticles and corresponding time differences measured with the delay-line detectors, see
section 4.1.1. The export can be restricted to particles fulfilling simple conditions,
e.g. having a flight time in a certain range etc. Further data selection, calibra-
tion, momentum reconstruction and compilation of the final data is performed with
scripts written and developed for MathWorks “Matlab”. In contrast to CoboldPC,
the scripts are able to perform operations on all events within a data file simulta-
neously rather than requiring the complete re-reading of the (large) raw data, the
ADC-sampled electronic signals. For the reconstruction of the particles’ momenta,
the equations presented in the following section were implemented.

4.2.1. Momentum reconstruction

The measurement of the flight time and the impact position of a particle allows
the reconstruction of its momentum after the interaction with the laser. With re-
gard to the reconstruction procedure it is appropriate to distinguish between two
different classes of momentum components: The component in direction of êz, along
the spectrometer axis, see fig. 4.1, is usually named longitudinal momentum com-
ponent pl and – as will be shown in this section – can be reconstructed from the
measured flight time alone without any information about the impact position. In
contrast, the reconstruction of the remaining transverse momentum components px
and py perpendicular to the spectrometer axis relies on this additional information.
Photoionization experiments often feature cylindrical symmetry with respect to the
spectrometer axis, namely if linearly polarized light is used and its polarization ε̂ is
aligned with êz. In this case it is reasonable to combine the two transverse compo-
nents and to define ~ptr =

√
p2
x + p2

y · êtr where êtr is the direction in the transverse
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Figure 4.5.: Convention of momentum components and angles as used throughout
this work. The direction êz is aligned along the spectrometer axis, cf.
fig. 4.1.

plane. This direction can alternatively be defined by an angle ϕ:

~p =


pl

px

py

 =
 pl

~ptr

 = p ·


cos(θ)

sin(θ) cos(ϕ)
sin(θ) sin(ϕ)

. (4.1)

Figure 4.5 summarizes the conventions of vectors and angles used throughout this
work. It is important to note that the magnetic field – also aligned along the spec-
trometer axis – does only influence the transverse components of the momentum
vector. As a consequence, the flight times of the particles and thus the momentum
reconstruction of pl are independent of the magnetic field.

Longitudinal momentum component

The charged particles created in the interaction volume are first accelerated by the
extraction field over a certain distance a and – in the general case – afterwards travel
with constant velocity through a field-free drift region d. The latter is optional and
may be omitted (d = 0) as it is done in the case of the ions in the setup used for this
work, see section 4.1.1. Solving the classical one-dimensional equation of motion for
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the êz component yields a flight time of

tm,q(pl) = a

− pl

q∆U +

√√√√( pl

q∆U

)2

+ 2m
q∆U


︸ ︷︷ ︸

flight time in acceleration region

+ d

(
pl

2

m2 + 2q∆U
m

)−1/2

︸ ︷︷ ︸
flight time in drift region

. (4.2)

Apart from spectrometer-geometry and the voltage difference across the accelera-
tion region ∆U the flight time is a function of the particle’s initial longitudinal
momentum pl and its mass m and charge q. In general, the dependence on three
particle-related quantities may be an issue for the momentum reconstruction, since
different combinations result in identical flight times. Fortunately, the initial mo-
mentum gained in typical photoionization experiments leads to a shift in the flight
time, which is much smaller than shifts caused due to different mass or charge.
Thus, the different ion species usually form distinct peaks in the time-of-flight spec-
tra, making it possible to distinguish them, see fig. 4.9. The shape and width of the
peaks reflect the initial momentum distribution: Ions initially moving towards the
detector will arrive earlier, particles initially moving in the opposite direction later.
In case of symmetric momentum distributions as typically produced e.g. with a lin-
early polarized laser, the maximum of each peak represents the flight time for van-
ishing longitudinal momentum. However, one restriction remains: Since this value,
tm,q(pl = 0), exclusively depends on the ratio m/q, certain different species e.g. N++

2

and N+ have identical flight times and the respective peak resembles a superposition
of both. This is a problem the REMI shares with other mass-spectrometers. Often,
one of the species clearly dominates the peak and the contribution of the other can
be neglected. To prevent confusion it should be mentioned that in many references,
e.g. [Pflüger 2012], instead of eq. (4.2) a mathematically identical equation can be
found:

tm,q(pl) = m

(
2a√

pl2 + 2mq∆U ± pl
+ d√

pl2 + 2mq∆U

)
. (4.3)

The meaning of the ± in the denominator is explained later.
In the following, m and q are assumed to be known. In order to reconstruct the
initial momentum, the inverse function of eq. (4.2), pl(t), has to be evaluated. If no
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drift region is present (d = 0), the analytical solution is given by

pl(t) d=0= m

t
− q∆U

2 t. (4.4)

However, for the general case, d 6= 0, no such analytical solution can be found.
Different methods may be applied in order to extract the longitudinal momentum,
some are discussed in the following.

Approximation for small momenta This method has the advantage that it does
provide an analytic equation which is an approximation to the exact solution, valid
for initial momenta small compared to the momentum gained in the extraction field,
pl �

√
2mq∆U . Expanding eq. (4.2) in a Taylor-series around pl = 0 and isolating

pl in the result yields [Ullrich et al. 2003, eq. (10) without the prefactor for unit
conversion]

pl(t) ≈
q∆U
a

(t0 − t) +O
[
(t0 − t)2

]
t0 =

√
m

q∆U

(√
2a+ d√

2

)
. (4.5)

Here, t0 is the flight time of a particle with vanishing initial momentum. Figure 4.6
shows – for selected ion species (a) and electrons (b) – the relative difference |∆pl/pl|
between an exact numerical solution of eq. (4.2) and eq. (4.5) for a geometry as
used in the experiment, see table 4.1. The approximation is in particular good for
heavy ions with small momenta, typically produced in photoionization processes.
However, for light and fast particles like atomic hydrogen-ions as they appear e.g.
from dissociation of an H2-molecule (about 20 a.u. and larger, see section 7.1), the
approximation is poor and even worse for electrons. Here the deviation is striking
already for small momenta.

Numerical solution For every particle and its measured flight time, eq. (4.2) can
be solved numerically. This requires some computational effort but can nowadays be
performed in real-time already during the data acquisition on a standard computer
or workstation if an efficient algorithm is used. One example for such an algorithm is
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Figure 4.6.: Comparison of different reconstruction methods. Relative difference
|∆pl/pl| between approximation for small momenta, eq. (4.5), and nu-
merical solution of eq. (4.2) for the spectrometer properties given in
table 4.1. (a) Singly charged ions of different mass. (b) Electrons.

the Newton’s Method which usually converges after few iterations [Senftleben 2009,
appendix B].

Lookup table Also very fast and very convenient is the utilization of a Lookup
table: The first column of the table is filled with equidistant momentum values in a
suitable (large) range. The resulting flight time t for each of the entries can simply
be calculated with eq. (4.2) and stored in the second column. The difference of
adjacent flight times obtained should be small compared to the time resolution of
the ADC, which can be achieved by an appropriate choice of the momentum steps
for creation of the first column. After having calculated the table at the beginning of
the analysis, a sufficiently close value can be found for every measured flight time in
the second column of the table together with the associated momentum in the first.
The results of this method can easily be refined by linear interpolation between the
rows.
In this work, look-up tables with a momentum step size of 10−4 a.u., resulting in
typical flight time steps of about 10−2 ns for both ions and electrons, and additional
linear interpolation are used for the reconstruction of both – the ions’ and the elec-
trons’ longitudinal momenta. This keeps the code fast and flexible and allows e.g.
an easy future implementation of a drift-region for the ions or – in combination with
particle trajectory simulations – a reconstruction if the fields are switched or ramped
while the particles are still flying.
If the longitudinal momenta of the particles are calculated essentially based on
eq. (4.2), larger flight times always result in larger values for the momentum. In other
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words, the coordinate system is chosen such that a positive (negative) momentum is
assigned for a particle initially moving away (towards) the respective detector. In the
simultaneous detection of ions and electrons on two opposing detectors consequently
two coordinate systems are defined. In order to obtain a momentum conservation-
induced anticorrelation between the particles, one of the coordinate systems has
to be inverted. The coordinate system in this work is chosen such that positive
momenta are assigned to ions with larger flight times according to eq. (4.2). For
electrons, a + has to be replaced by − in the denominator of eq. (4.2) as already
considered in eq. (4.3).

Transverse momentum components

For the reconstruction of the transverse momentum components from the flight time
and the impact position of the particles, the influence of the magnetic field has to
be considered as well as the directed (mean) velocity of the atoms in the jet. The
latter leads to a spatial shift of the particles’ impact positions: A particle which
does not gain momentum from the laser will hit the detector not at the center but
at a position ∆y = vjett apart. With typical values from table 4.2 and table 4.1 the
effect can be estimated to be in the order of a few cm for ions and 100× smaller for
the electrons.
The magnetic field does not affect the absolute value of the particle’s momentum but
continuously changes its direction. This leads to a cyclotron motion of the particle
while it is accelerated in the electric field along the spectrometer axis. The cyclotron
frequency ωC and the radius R of the trajectory are given by [Ullrich et al. 2003]

ωC = 2π/tC = qB/m (4.6)
R = ptr/qB, (4.7)

where q and m denote charge and mass of the particle, B is the strength of the
magnetic field and tC is called the cyclotron period. Thus, if the charge and the
magnetic field strength are known, a measurement of R allows directly the determi-
nation of ptr. Figure 4.7 shows a projection of a typical cyclotron trajectory on the
detector. Since the trajectory starts at the interaction volume, the particle revisits
the spectrometer axis after every integer multiple of the cyclotron period t = n · tC.
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Figure 4.7.: Projection of electron trajectory on the detector plane, adapted
from [Ullrich et al. 2003].

The cyclotron trajectory itself is not centered around this axis. In fact, the central
axis is unique for every particle and depends on both the absolute value and the
direction of its initial momentum.
From fig. 4.7 the relation R = r/2|sin(ωCt/2)| can be obtained with fundamental geo-
metrical considerations. Together with eqs. (4.6) and (4.7) this yields [Ullrich et al.
2003]

ptr = mωC

2|sin(ωCt/2)|r. (4.8)

The emission angle ϕ of the particle can be obtained from the measured angle ϑ
by [Ullrich et al. 2003]

ϕ = ϑ− ωCt− 2πN
2 , (4.9)

where N = bt/tCc = floor(t/tC) is the number of complete turns performed by the
particle.
Typical values for the cyclotron period tC and the flight times t of electrons and
ions are given in table 4.1. For the electrons, N & 1 while for the ions the cyclotron
period is very large compared to their flight times and thus ωCt ≈ 0. In this case,
the sine-function in eq. (4.8) can be well approximated by its argument which results
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Figure 4.8.: Visualization of the difference between the coordinates ptr and p⊥. (a) A
perfect two-dimensional Gaussian distribution as an example of a rota-
tional symmetric transverse momentum distribution. (b) W (ptr) (nor-
malized) as directly accessible in an experiment with a REMI, see sec-
tion 4.2.1. (c) Distribution W (p⊥) (normalized) as obtainable by a cut
along an arbitrary axis through the origin of the distribution shown
in (a). The distributions in (b) and (c) are connected by simple division
and multiplication, respectively, see text for details.

in
pions

tr = lim
ωCt→0

ptr = mr/t. (4.10)

The effect of the magnetic field can thus be compensated sufficiently by a rotation
of the ion detector in the calibration procedure described in section 4.2.3.

4.2.2. Solid-angle correction

After the reconstruction of the transverse momentum component ptr, the distribu-
tion of the particles W (ptr) may be investigated. It is important to note that W (ptr)
does not resemble a “cut” through the respective two-dimensional momentum dis-
tribution. However, such a “cut” may, if desired, be calculated from W (ptr) by
performing an adequate solid-angle correction. This is in particular important if the
experimental results are to be compared with theoretical predictions, which often
refer to this.
In the following, the different distributions and the solid-angle correction are ex-
plained by means of a simple example, namely a two-dimensional Gaussian distri-
bution W (px, py), visualized in fig. 4.8 (a). The distribution W (ptr), which can be
derived using the definition of ptr given in the beginning of section 4.2.1, is shown
in (b). W (ptr) vanishes for zero momentum rather than resembling the maximum of
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the two-dimensional distribution. This can be explained by the implicit integration
of the two-dimensional distribution along ϕ, see fig. 4.5. For a fixed value of ptr,
the length of the path along which the distribution is integrated is given by 2πptr,
thus by zero for vanishing momentum. Without correcting for the solid angle, large
momenta are enhanced in the resulting distribution W (ptr) while the region around
zero is suppressed.
In order to obtain a distribution which resembles a “cut” through W (px, py), W (ptr)
obviously has to be divided by 2πptr or – subsequent renormalization assumed –
simply by its argument ptr. This is nothing else than the Jacobian determinant
associated with the transition from the Cartesian coordinates (px, py) to the polar
coordinates (ptr, ϕ), see e.g. [Bronstein et al. 2005, section 8.4.2]. The resulting
distribution is shown in fig. 4.8 (c). In order to avoid confusion, in this work, the
transverse component of solid-angle corrected distributions is denoted p⊥ rather
than ptr.
In the same way, solid-angle correction may be performed in the case of experimental
data. Here, due to the finite bin size ∆ptr, the distribution has to be divided by the
respective area in the px-py-plane, 2π∆ptr rather than by the length of the integration
path. However, satisfying results require a high level of statistics in particular in the
region of low transverse momenta, where W (ptr) is divided by very small numbers
and the absolute uncertainties are massively increased. In contrast, a theoretical
distribution W t(p⊥) can always be converted into W t(ptr) without any problems. In
case of a low level of statistics in the experiment, this approach may be beneficial
in order to compare the results to theory.

4.2.3. Calibration of the REMI

The momentum reconstruction procedure as described in the previous section re-
quires an exact knowledge of all experimental parameters, from the position of the
gas jet and the precise spectrometer geometry to the voltages applied and more,
e.g. the gas jet velocity. Those parameters can not be determined with a sufficient
precision and partly may change inevitably over time or from measurement to mea-
surement. For example, a change of the wavelength using the OPA as described in
section 2.2.5 leads to a slight spatial offset of the laser beam and thus to a small
shift of the interaction volume inside the REMI. As a consequence, the distances
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Figure 4.9.: Particle flight time distributions measured with the REMI. (a) Ion flight
time distribution using a krypton gas jet and laser radiation at 470 nm.
(b) Closer look on the Kr+ peaks visible in (a). (c) Electron flight time
distribution.

over which the ions and electrons are accelerated, ai and ae in fig. 4.2, are altered.
Even very small shifts lead to evident deviations in the momentum spectra if the
change of the parameters is not considered. This is done within a suitable calibra-
tion procedure performed for every individual set of data. The procedure yields
consistency within the single data-sets, e.g. between ion and electron momenta, and
ensures comparability of the different data sets. In the following, the most relevant
steps are described.
Figure 4.9 exemplarily shows flight time distributions obtained in the experiment
with a krypton gas jet and a wavelength of 470 nm. The distributions for ions in (a)
and (b) bear resemblance with results obtained with a conventional time-of-flight
mass spectrometer: The maximum of each peak corresponds to the flight time of
a specific ion with vanishing momentum component pz while its shape resembles
the momentum spread in the ensemble, here (mainly) caused by the interaction
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with the laser. Different species are visible, from light H+ ions originating from
dissociation of H2 molecules to Kr+

2 dimers formed during the creation of the jet.
With a flight time of about 23.5 µs, water molecules from the residual gas in the
chamber are detected. In contrast to the species carried by the cold gas jet, they
form a much broader peak due to the higher temperature of about 300 K. In (b), all
krypton isotopes with noteworthy natural abundance [Böhlke et al. 2005] are clearly
resolved. Due to the multi-hit-capability of the detector systems, several (here up
to three) ions per laser shot can be recorded. Regarding the four visible H+ peaks,
this feature of the spectrometer already reveals an interesting fact in the raw time-
of-flight spectra: One of the peaks, marked with (?) in fig. 4.9 (a), has an increased
contribution from the particles detected as second hit. This can be utilized later to
identify the underlying process as Coulomb explosion H2 −→ 2H++2e− releasing two
correlated ions within the same laser pulse, see section 3.5.1. In the same manner,
also the presence of dissociating krypton dimers can be proven, marked with (∗) in
fig. 4.9 (a). The electron spectra shown in fig. 4.9 (c) show less intuitive structure.
Many parameters are used in the momentum reconstruction of the particles such
that the system is clearly overdetermined. If any of the parameters is varied, the
resulting effect on the reconstructed momenta can approximately be compensated
by an appropriate adaption of others. Thus, a distinct set of parameters has to be
chosen and adapted during the calibration procedure while the remaining are fixed
initially to reasonable values. In this work, the latter is done for the spectrometer
geometry , see table 4.1, while e.g. the exact value for the voltage applied is one of
the varied parameters.
Figure 4.10 displays some of the important graphs obtained in the calibration proce-
dure. From the measured flight times the longitudinal momentum is reconstructed
for singly and doubly ionized atoms. By adapting the spectrometer voltage and
subtracting a time-offset from the flight times, both momentum distributions can
be simultaneously centered around zero, see fig. 4.10 (a). The spatial distributions
delivered by the detectors are scaled to circular symmetry. The detector sizes are
adjusted during the scaling of ptr described later.
The electrons move along their spiral trajectories and – independent of their momen-
tum – revisit the spectrometer axis at every integer multiple of the cyclotron period.
However, this is only true if the laser focus is actually situated perfectly on this axis.
Small deviations can – as inhomogeneities in the fields – be compensated as follows:
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Figure 4.10.: Pictures obtained during important steps of the calibration procedure,
see text for details. A krypton gas jet is ionized with radiation of
470 nm. (a) Longitudinal ion momentum pl for singly and doubly
charged ions. (b) Cyclotron motion of the electrons. (c) Spatial distri-
bution obtained on the electron detector. (d) Two-dimensional electron
momentum distribution. (e) Sum of longitudinal momenta for ions
and electrons recorded in coincidence for single ionization. (f) Spatial
distribution obtained on the ion detector. The color scale used is a
logarithmic version of the one displayed in fig. A.1 (a).

If the impact position of the electrons is plotted over their flight time, a periodic
structure can be observed as expected. At every multiple of the cyclotron period,
the electrons’ impact positions are concentrated onto one single spot, which allows
a direct determination of tC. However, initially, the coordinate of this spot depends
on the flight time rather than representing the center of the detector. Electrons
with large flight times experience the magnetic field in other parts of the spectrom-
eter and – due to the inhomogeneities mentioned before – are slightly deflected from
their spiral trajectory. Quadratic polynomials at2 + bt + c are fitted through the
impact positions observed with respect to x and y at multiples of tC and subse-
quently used to correct the electron impact positions. After this procedure, the
impact positions at multiples of the cyclotron period are aligned on the horizontal
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axis, see fig. 4.10 (b), and the corresponding two-dimensional time-integrated spatial
distribution, fig. 4.10 (c), is centered around the origin.
The changeable parameters were chosen such that the overall result for the ion
longitudinal momenta were optimized. It is not surprising that such setting does
not perfectly work for the electrons. For example, the axis of symmetry in the two-
dimensional momentum distribution in fig. 4.10 (d), at first is not located exactly
at pl = 0. Its position can be optimized by a linear scaling of the electron flight
times t according to t′ = at with a ∼ 1. The sum of the longitudinal momenta
obtained for coincident ions and electrons, see fig. 4.10 (e), then features a sharp peak
centered around zero resembling momentum conservation. Since certain processes
selectively produce electrons with sharp energies, see section 3.4, corresponding ring-
like structures are usually visible which are used to linearly scale the transverse
momentum component ptr. If the underlying physical process forming the structures
and thus their energy is known, a linear scaling of the full picture p′ = bp with b ∼ 1
finally can yield an absolute calibration. The approach of a direct, linear scaling of
the measured flight times and the momenta within the calibration procedure has
already been used e.g. in [Pflüger 2012].
In contrast to the case of the electrons, the center of the ion detector, the position
centered above the interaction volume, is not simply emphasized by the particles’
impact positions. In fact – regarding exclusively ions originating from the jet – the
center is expected to be hit rarely. Therefore, the water ions originating from the
residual gas are used to determine the central position on the detector. After com-
pensation of the initial offset, the detector can be turned such that the gas jet appears
aligned horizontally along the êy axis of the coordinate system, see fig. 4.10 (f). As
discussed in section 4.2.3, this simple rotation sufficiently compensates the influence
of the magnetic field on the ions’ trajectories. The relative rotation of the elec-
tron detector and the scaling of the transverse momentum components of the ions
can be adjusted again by utilization of the correlation between the particles when
originating from the same ionization event.
At the end of the calibration procedure, the reconstructed momentum components
of the ions and electrons are consistent in direction and magnitude. This means for
example that the electron and the ion created in a single ionization process have
momenta with opposite direction and the same magnitude. The (very small) mo-
mentum carried by the photons is neglected in this respect. Figure 4.11 summaries
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Figure 4.11.: Methods used in the calibration procedure to relate the different mo-
mentum components to each other, see also text: (I) Longitudinal
momenta sum of electrons and ions, see fig. 4.10 (e). (II) Shape of the
rings formed in two-dimensional electron momentum spectra by elec-
trons with the same energy, see fig. 4.10 (d). (III) Same as for (I) but
for the transverse momentum components of the electrons and ions.
(IV∗) Identified structures of known momentum (if available).

the relations between the different momentum components provided by steps of the
calibration procedure.

4.3. Performance of the system

The most important features characterizing the performance of a spectrometer are
the acceptance and the resolution for the different particles of interest. These quan-
tities will briefly be discussed in the following.

4.3.1. Acceptance

As discussed earlier, photoionization experiments usually produce electrons much
faster than the corresponding ions. Detection of the latter is therefore typically
less complicated. Even (small) clusters are safely projected onto the detector, see
fig. 4.10 (f). However, dissociation processes may result in fast ions which might
partly miss the detector. In the experiments presented within this work this is
relevant for the results obtained e.g. in H2 −→ 2H+ + 2e− processes, see section 7.1.
The transverse acceptance for these very light ions can be estimated roughly from the
distance of the center of gravity of the spot observed to the edge of the ion detector
and eq. (4.10) to a momentum of about 5 a.u. or an energy of about 14 a.u. The
longitudinal acceptance is limited by the potential difference of the interaction region
and the electron detector since fast ions initially directed towards the latter have
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Figure 4.12.: Electron acceptance of the spectrometer. (a) Measured radius r over
the flight time t of the electrons. A “node” is appearing after each
integer number of cyclotron periods tC. Electrons having this flight
times are projected onto the center of the electron detector regardless
of their transverse momentum. The radius of the detector is shown
as white line. Counts above appear due to a not perfectly centered
electron distribution. (b) Reconstructed transverse momentum ptr. At
flight times where nods appeared in (a), the reconstruction only gives
arbitrary values. The white line resembles the acceptance, the highest
transverse momentum pmax

tr an electron may own and still be detected.
The color scale used is a logarithmic version of the one displayed in
fig. A.1 (a).

to return before reaching the end of the spectrometer. For the typical parameters
given in table 4.1 and a singly charged particle this limit is at an anergy of about
20 eV or 0.7 a.u. Depending on the mass of the ion this calculates for example to
momenta of about 52 (H+) or 470 a.u. (Kr+).
In case of the longitudinal momentum, the same arguments can be used for a rough
estimation on the acceptance in the case of the electrons which then typically yields
60 eV or 2.2 a.u. of energy corresponding to a momentum of 2.1 a.u. However, the
determination of the transverse acceptance for electrons is much more complex and
depends on the flight times. This is a consequence of the magnetic field which con-
fines the electrons on spiral trajectories. Figure 4.12 (a) displays the radius r against
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Figure 4.13.: Sum of longitudinal momentum components of ion and associated elec-
tron from single ionization of krypton and molecular hydrogen at a
wavelength of 470 nm (circles). The FWHM values are obtained from
(unweighted) Gaussian fits shown as solid lines.

the flight time t for the same data-set as shown in fig. 4.10. At integer multiples of
the cyclotron period tC all electrons regardless of their initial transverse momentum
ptr, hit the detector at the same central position and consequently the acceptance is
infinite (as long as the particles do not hit e.g. the spectrometer electrodes on their
trajectories). At the same time, for these electrons any information about ptr is lost.
Mathematically, a division by zero occurs in eq. (4.8). Due to the finite accuracy in
time and position determination in the experiment the reconstruction already fails
in the closer vicinity of this singularities. In contrast to this, right in the middle
between these flight times, the acceptance reaches its minimum and the resolution
its maximum: The electrons are detected in the moment when they have the largest
distance to the center and R = r/2, cf. fig. 4.7. As can be seen from fig. 4.12 (b),
electrons with a transverse momentum component smaller than about 0.8 a.u. corre-
sponding to an energy of about 0.32 a.u. or 8.7 eV are detected independent of their
flight time. It is reasonable to regard this as the “overall” transverse acceptance of
the spectrometer for electrons.

4.3.2. Resolution

The momentum resolution which can be achieved with a REMI depends – beside
the geometry and field strengths – on the momentum component considered, the
particle type and – in the case of the ions – on their mass and the temperature of
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the gas jet. If the uncertainty ∆p is calculated by Gaussian error propagation of
∆t and ∆r in eq. (4.2) and eq. (4.8), a general decrease of the resolution can be
expected with increasing mass of the particles [Pflüger 2012]. A quantity often
used as indicator of the overall spectrometer performance is the width of the peak
formed in the momentum sum distribution of correlated particles arising from single
ionization events, see e.g. [Moshammer et al. 1994]. In fig. 4.13, this is shown for
single ionization of two different species, krypton and molecular hydrogen, at a
wavelength of 470 nm.
The difference in width amounts to almost one order of magnitude. For the hydrogen
measurement, a width of less than ∆pl = 0.018 a.u. is observed. Since both, an
electron and an ion are involved in forming the peak, its width is a measure of the
“overall” spectrometer resolution. As the electron resolution can be expected to be
constant, the difference in widths can be attributed to the different resolutions for
the ions. However, the focus of this work lies on electron momentum distributions.
The largest value for p/∆p observed in the measurements is about 100 and 85 for pl

and ptr, respectively, see fig. 6.5 (a).

4.3.3. General limitations and the importance of excellent
vacuum conditions

Although REMIs offer many advantages such as kinematically complete data and
excellent resolution, they also have general limitations. The most striking drawback
of the technique, compared with e.g. VMI and others, is the restriction to essentially
one ionization event per laser shot. Even though the detection of several particles is
possible and the particles stemming from a certain ionization event can in principle
be identified by their vanishing momentum sum, technical limitations often prevent
a successful measurement if more than one particle is ionized. These are, for ex-
ample, the finite dead time of the detectors and the maximum number of particles
detected for every laser shot. Due to the fixed repetition rate of about 3 kHz in the
measurements performed in this work, see section 2.2.1, statistics may be an issue
and long acquisition times result. Since every laser shot ionizing residual gas in the
chamber is “lost” for the data analysis in this respect, special care has to be taken
to minimize those events. Therefore, carefully selected materials, differential pump
sections along the gas jet, adequate baking of the main chamber and an efficient
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beam dump are used to achieve excellent vacuum conditions. The operating pres-
sure in the main chamber of the REMI used in this work is well in the 10−11 mbar
regime.
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5. Tunnel ionization from a coherent
superposition in Ar+

This chapter presents the results obtained in measurements where a coherent su-
perposition of electronic states, a spin-orbit wave packet (SOWP), in singly charged
argon ions is utilized as an initial state for further tunnel ionization. The dynamic
target enables state-selective investigation of the tunneling process and thus the
testing of fundamental predictions about the electron momenta directly after tun-
neling. Although modern streaking-experiments including the attoclock rely on a
well known initial momentum distribution, many aspects are not yet studied in de-
tail. Equation (5.6), relating the transverse momentum distribution after tunneling
to the respective situation in the bound orbital, is one prominent example. By uti-
lizing the SOWP as dynamical target, the product form of the relation is tested – to
the best of our knowledge – for the first time in an experiment. The main results and
hence large parts of this chapter have already been published in [Fechner et al. 2014].
First, in section 5.1, SOWPs are introduced in a general fashion by a summary of the
theoretical and experimental work carried out in the past, with particular regard on
the possibility of SOWP creation via ionization with a strong laser field. Section 5.2
presents the experimental results obtained within this work and explains the model
used to interpret the data. Both will follow [Fechner et al. 2014], moreover provide
supplementary information.

5.1. Spin-orbit wave packets in noble gas ions

If the coupling between the orbital angular momentum l and the spin s, the spin-
orbit coupling, for the single electrons in an atomic shell is small, the system may
be described best in terms of LS- or Russell-Saunders-coupling [Landau et al. 1965,
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§72]: The angular momenta and spins of the electrons couple first among themselves
according to ~L = ∑

i
~li and ~S = ∑

i ~si followed by a coupling of the total angular
momentum with the total spin according to ~J = ~L + ~S. Although this scheme is
most successful for the light atomic species, it allows a qualitative description also
for heavier species, in particular in their ground state [Landau et al. 1965, §72].
The situation in a ground state atom has to be described in the coupled basis, using
the eigenstates of the systems’ extended atomic Hamiltonian, see e.g. [Landau et
al. 1965, §72]. However, if the atom is exposed to a sufficiently strong external
electric (laser) field, the situation changes substantially: Since the (non-relativistic)
field exclusively interacts with the spatial part of the wave functions but not with
the spin, the states become “uncoupled”, see e.g. [Wen et al. 2006]. The interaction
between laser and atom can then be treated in the uncoupled basis. This was already
implied in section 3.2, where all the equations for tunnel ionization depend on l and
m rather than on J and mJ . Later, when the laser pulse is over and the electric
field is gone, the states “couple” again.
These aspects gives rise to the following scenario [Wen et al. 2006; Wörner et al.
2011]: A laser pulse interacts with an atom and induces an electronic transition to
a certain excited state, described in the uncoupled basis. Later, when the system
approaches the field-free situation, this state has to be evaluated in the coupled
basis. The respective expansion coefficients are given by the well-known Clebsch-
Gordan coefficients, see e.g. [Beringer et al. 2012, figure 40.1]. As a consequence,
the population of one certain state in the transient uncoupled basis translates into
a coherent superposition of states in the coupled basis. In the most simple case,
namely a superposition of two states, this results in an electronic wave packet with
a characteristic period of [Wen et al. 2006]

TS = 2π/∆ω, (5.1)

where ∆ω is the energy difference of the two coupled states involved.
The timescale of the induced dynamics crucially depends on the system and is in
the order of 70 ps for Rydberg states in cesium [Wen et al. 2006]. In the following,
the mathematical description of a SOWP formed by the coherent superposition of
a 2P1/2 and a 2P3/2 state is given, as it was carried out for the special case of alkali
atoms in [Wen et al. 2006]. As shown in [Wörner et al. 2011] and discussed later, the

88



5.1. Spin-orbit wave packets in noble gas ions

equations obtained can also be used to describe a SOWP in noble gas ions, involving
the collective motion of five valence electrons.
Consider a single electron of spin projection ms = ±1/2 to be excited during a laser
pulse to a (uncoupled) state Ψl,m,ms , here the selected state Ψ1,0,±1/2(t = 0). Using
the Clebsch-Gordan coefficients, see e.g. [Beringer et al. 2012, figure 40.1], this state
can be evaluated in the coupled basis ΦJ,Jm to describe the situation after the laser
pulse is over [Wen et al. 2006]

Ψ1,0,±1/2(t = 0) =
√

2
3Φ3/2,±1/2 ∓

√
1
3Φ1/2,±1/2. (5.2)

This is the superposition of states forming the SOWP. The subsequent dynam-
ics of the system can be calculated by applying the time evolution operator T̂ =
exp

(
−iĤt

)
, see e.g. [Cohen-Tannoudji et al. 1977, complement FIII]. Since the states

Φ1/2,±1/2 and Φ3/2,±1/2 are eigenstates of the field-free system with energy ω1/2 and ω3/2,
respectively, it follows for t ≥ 0 [Wen et al. 2006]

Ψ1,0,±1/2(t) =
√

2
3 exp

(
−iω3/2t

)
Φ3/2,±1/2 ∓

√
1
3 exp

(
−iω1/2t

)
Φ1/2,±1/2. (5.3)

This expression describes the evolution of the SOWP in the field-free environment.
A common way to investigate such dynamics is the probing of the system with a
second laser pulse arriving at a later time. The situation which is found by this
pulse depends on the time delay t with respect to the first. The coupled states in
eq. (5.3) again have to be evaluated in the decoupled basis which yields [Wen et al.
2006]

Ψ1,0,±1/2(t) =
√

2
3

(
e−iω3/2t − e−iω1/2t

)
Ψ1,±1,∓1/2 +

(2
3e−iω3/2t + 1

3e−iω1/2t
)

Ψ1,0,±1/2. (5.4)

Independent of the spin projection of the initially excited electron, the probability to
“find” the system in a certain state is given by the absolute square of the respective
prefactors in eq. (5.4) and depends on the quantum number m as [Wen et al. 2006]

Pm=0(t) = 5
9 + 4

9 cos(∆ωt)

P|m|=1(t) = 4
9[1− cos(∆ωt)], (5.5)

89



5. Tunnel ionization from a coherent superposition in Ar+

species spin-orbit splitting ∆ω [meV] period TS of SOWP [fs]
Ne+ 96.8 42.7
Ar+ 177.5 23.3
Kr+ 665.8 6.2
Xe+ 1306.4 3.2

Table 5.1.: Energy differences ∆ω from [Kramida et al. 2013] and resulting SOWP
periods according to eq. (5.1) for different noble gas ions.

where ∆ω = |ω3/2−ω1/2| is the spin-orbit splitting. The oscillation of a large fraction
of the population between the different orbitals causes a unique fingerprint in the
time-resolved ionization yield [Wen et al. 2006].
Now, the focus will return to noble gas atoms exposed to strong fields. As seen
in section 3.2, the ADK rate eq. (3.4) describing the tunneling process in linearly
polarized light is highly sensitive on the quantum number m, cf. eq. (3.5), and
favors ionization from the m = 0 orbital over orbitals with |m| = 1. For typical
laser intensities between 1014 and 1015 W/cm2, the ratio wm=0/w|m|=1 given by eq. (3.5)
calculates to about 15 to 47 for Ar and 34 to 108 for Ar+, respectively. In both cases
it decreases with increasing intensity. Consequently, single ionization of the noble
gas atom most likely removes an electron from the m = 0 orbital of the valence
shell.
As shown theoretically in [Rohringer et al. 2009; Wörner et al. 2011], this fact
can be used to ignite a SOWP in the valence shell of noble gases, where – after
tunnel ionization of one electron – the remaining five valence electrons in the singly
charged ion are collectively oscillating. A treatment of the missing electron as a
“hole” in the valence shell allows the use of the single-particle equations eq. (5.2)
to eq. (5.5) in order to describe the system [Rohringer et al. 2009; Wörner et al.
2011]. However, the time-scale of the process is still determined by the spin-orbit
splitting in the system. The creation of such a SOWP in ultrashort strong laser
pulses could experimentally be observed in Ne+ and Ar+ [Fleischer et al. 2011] as
well as in Kr+ [Goulielmakis et al. 2010; Wirth et al. 2011]. Once created, the wave
packet is stable since no decay channels are present and the dynamics lasts at least
for nanoseconds [Fleischer et al. 2011], presumably even much longer.
Two aspects have to be considered in order to select the perfect species for mea-
surements with a REMI: First, since statistics is always important, the atoms (and
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5.2. A SOWP in Ar+ as initial state for further tunnel ionization

the respective singly charged ions) should be relatively easy to ionize with the laser
system available, which favors heavier species, see table A.2. Second, in the optimal
case, the laser pulses used are much shorter than the period of the SOWP. The
pulse duration of about 7 fs provided by the laser system, see section 2.2.2, rules
out the usage of Kr+ and Xe+. Therefore, argon is the optimal candidate for the
measurements.

5.2. A SOWP in Ar+ as initial state for further tunnel
ionization

The dynamics of the multielectron SOWP launched by a strong laser pulse and
the consequences for the electron momentum distributions arising from further ion-
ization was studied theoretically in [Wörner et al. 2011]. The authors implicitly
propose an experiment, involving two ultrashort, linearly polarized laser pulses in
a pump-probe scheme: The first pulse is utilized to remove an electron from the
atomic p-shell, most likely from the m = 0 orbital aligned along the laser pulse.
Thus, as discussed in the previous section, a coherent superposition of the two elec-
tronic eigenstates 2P1/2 and 2P3/2 is created in the Ar+ ion, which can be used as
an initial state for further tunnel ionization in the second laser pulse. Due to the
dynamics of the wave packet, the relative contributions from the two states to this
second ionization process vary with the time delay between the two pulses or – in
other words – can be controlled by controlling the delay. Two of the consequences
predicted in [Wörner et al. 2011] are a delay-dependent ion yield and the possibility
to find the imprint of the SOWP in the transverse momentum distribution W (p⊥)
(perpendicular with respect to the laser polarization) of the electrons freed in the
second ionization step.
In particular the latter topic is extremely interesting: Since the transverse mo-
mentum of the freed electron is not affected by the (non-relativistic) laser field, the
measured momentum distribution reflects the actual situation right after the tunnel-
ing process. However, this is only true as long as the Coulomb interaction between
the electron and its parent ion is neglected. In fact, as will be discussed later, the
transverse momentum distribution is altered by this interaction. Nevertheless, it is
possible to obtain information about the tunneling process and the relation between
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5. Tunnel ionization from a coherent superposition in Ar+

the measured momentum distribution and the bound-state momentum. This will
be shown in section 5.2.4.
In recent work and as an extension to eq. (3.6), the transverse momentum distri-
bution is – if the Coulomb interaction with the nucleus is completely neglected –
supposed to almost directly represent the bound-state momentum distribution in
the respective orbital [Arissian et al. 2010; Dreissigacker et al. 2013; Ivanov et al.
2005; Spanner et al. 2004; Wörner et al. 2011]. The tunneling process is under-
stood as a “filter” of Gaussian shape, projecting the respective absolute square of
the wave function in momentum space Ψ̃(n,l,)m onto the plane perpendicular to the
laser polarization, into the continuum [Arissian et al. 2010]

Wm
⊥ (p⊥) = |Ψ̃m(p⊥)|2 exp

(
−
√

2Ei

F
p2
⊥

)
. (5.6)

It is noteworthy that the exponential term also occurs in the original expression of
the ADK model, cf. eq. (3.6). Since the Gaussian filter term is identical for orbitals
with the same ionization potential, the product form of eq. (5.6) may in princi-
pal be tested by comparing the distributions arising in selective tunnel ionization
starting from different orbitals. However, in typical strong-field experiments, state-
selectivity for energetically close states is hard to achieve and the observed signal
always contains contributions from several orbitals. In the following it is shown, how
the utilization of a SOWP as an initial state for further tunnel ionization can over-
come these problems, offer state-selective information about the tunneling process
and thus allows to test the product form of eq. (5.6).
In the experiment a pair of ultrashort laser pulses with linear polarization is created
from the output of a femtosecond laser system by spectral broadening in a neon-filled
hollow-core fiber and subsequent chirped-mirror compression followed by a Mach-
Zehnder interferometer as described in section 2.2.2 and section 2.2.3, respectively.
As described in the latter, the pulse duration is optimized beforehand by utilizing
the output signals of a Stereo-ATI spectrometer and can thus be estimated to be
7 fs or less. The laser intensity can be determined to be about 5× 1014 W/cm2, see
section 5.2.1. In order to avoid the nonlinear autocorrelation signal arising in the
temporal pulse overlap, the time delay t is chosen with an offset of some periods.
The argon gas jet is created with a prepressure of about 3 bar and truncated by
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Figure 5.1.: Fingerprint of a SOWP in Ar+ in the experimental ion yield (light
blue bars). The solid line represents a sinusoidal fit to the data. Due
to a higher ionization rate for the m = 0 orbital in Ar+, the yield
maximizes for phases of the SOWP, where the electron density in this
orbital is highest as indicated by the inset orbitals. The fast oscillation
arises from interference between the pulse pedestals of pump and probe
pulse. Picture taken from [Fechner et al. 2014] and slightly adapted,
© 2014 American Physical Society.

the attenuation slits in front of the REMI, see section 4.1, in order to limit the ion
count-rate detected by the REMI to about 800 events/s.
Figure 5.1 shows the characteristic fingerprint the SOWP leaves in the time-resolved
Ar++ ion yield as predicted [Wörner et al. 2011] and measured [Fleischer et al. 2011]
before. As shown in table 5.1, the oscillation period for Ar+ is about 23.3 fs. The pe-
riodicity obtained from the oscillation and the position readout of the Mach-Zehnder
interferometer together with eq. (2.27) is in good agreement with this value. Nev-
ertheless, a final linear calibration of the time-axis t′ = at with a ∼ 1 is performed
in order to find optimal agreement with the sinusoidal fit on the data shown addi-
tionally as solid line in fig. 5.1.
At integer multiples of the period of the wave packet, t = iTS, the situation in the
ion is exactly the same as directly after the preparation with the first laser pulse,
the “pump” pulse: The electron density in the m = 0 orbital is decreased due to
the presence of the hole, cf. eq. (5.5), and such is the total ionization rate since
ionization from this orbital represents the main ionization channel for the ion. In
contrast to this, at half periods t = (i+ 1/2)TS the electron density maximizes hence
the system is ionized more easily to Ar++. Interference spikes arise from temporal
overlap of the pulses’ pedestals.
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Figure 5.2.: Selection of associated ions and electrons from coincident data. In gen-
eral only events are considered where exclusively one ion of the de-
sired species is detected. (a) Longitudinal momenta of Ar+ ions and
electrons measured in coincidence. Particles originating from the same
reaction comprise anticorrelated momenta due to momentum conserva-
tion. These events form the diagonal structure from the top left to the
bottom right in the figure. Black solid lines show the condition which
is applied: Only events found between the lines are considered in the
further data analysis. (b) Same as (a) but for a three-particle coinci-
dence between Ar++ and the two electrons associated. Here, it is the
sum of the electron momenta which is anticorrelated to the ion momen-
tum. (c) Electron momentum spectrum for the electrons selected in (b).
Events with flight times close to integer multiples of the cyclotron period
are sorted out due to the insufficient information about their transverse
momenta obtainable. These events are also not considered in the fur-
ther analysis. The color scale used is a logarithmic version of the one
displayed in fig. A.1 (a).
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An “event” recorded by the REMI consists of an ion of a certain species and – in the
case of single and double ionization – of one or two associated electrons. In this two-
or three-particle coincidence measurements, special care has to be taken according
to the selection of the events to be further considered and processed in the data
analysis. As it turns out, particles detected in coincidence do not always stem from
the same ionization event. The correlation between the obtained momenta caused by
momentum conservation can be utilized for event selection. In general, exclusively
those events, in which exactly one ion (and no second) of the desired species is
detected, are considered. In case of Ar++, in addition only events are processed,
where exactly two electrons are detected. The particles are then checked in terms
of momentum conservation and only accepted if they stem from the same ionization
event.
Figure 5.2 (a) shows the correlation plot obtained for the longitudinal momenta of
Ar+ and the associated electrons in logarithmic scale. Pairs of particles originat-
ing from the same ionization event are found on the diagonal with negative slope.
Only events between the two solid lines additionally shown are selected and further
processed. The same can be done in the case of Ar++, if the sum of the electron
momenta is considered for the respective axis, see fig. 5.2 (b). In (c) the photoelec-
tron momentum spectrum of the selected electrons from (b) is shown. As discussed
in section 4.3, the cyclotron motion of the electrons leads to longitudinal momenta
pl for which no information can be extracted along ptr since all electrons hit the
detector in one spot. These events are sorted out as well and hence not displayed
in the picture.
It is reasonable to first examine the overall, time-integrated electron transverse mo-
mentum distributions, shown in fig. 5.3 for the two individual steps of the sequential
ionization, Ar→ Ar+ and Ar+ → Ar++, respectively. While the first distribution is
directly accessible in coincidence with Ar+, the second one has to be reconstructed:
From the (normalized) two-electron momentum distribution obtained in coincidence
with Ar++ the (normalized) one for Ar+ is subtracted and the second process thus
approximately(1) isolated. At first glance, the two distributions look surprisingly
similar and only slightly differ in width although the shape of the Gaussian filter in
eq. (5.6) is clearly different. The overall shape of the distributions observed is not
(1)Deviations could occur e.g. if the Ar+ ions detected are preferentially in a different state than

the Ar+ ions serving as precursor for the second ionization step to Ar++.
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Figure 5.3.: Symmetrized, time-integrated, transverse momentum distributions for
the two ionization steps Ar→ Ar+ and Ar+ → Ar++ obtained in the ex-
periment in (a) linear scale and (b) logarithmic scale. The distributions
only slightly differ in width. In both distributions, a sharp, cusp-like
structure at zero momentum appears. The distribution for the second
step has to be reconstructed, see text for details.

at all resembling what one would expect based on this expression. In particular the
sharp cusp-like structures arising at zero momentum seem peculiar. However, this
structure, commonly known as “Coulomb Singularity”, has already been observed
in other measurements with strong linearly polarized laser pulses for different no-
ble gas atoms and can be related to the Coulomb interaction between the outgoing
electron(s) and the parent ion [Rudenko et al. 2005].
The massive modification of the electron momentum distributions caused thereby
raises the question, whether an imprint of the initial state, as predicted by eq. (5.6),
is preserved and detectable at all. More than a decade ago, in investigations of
ionization processes in highly-energetic ion-atom collisions, the same question was
asked: In different experiments, similar cusp-like structures caused by the Coulomb
interaction were visible [Moshammer et al. 1997; Schmitt et al. 1998]. However, as
could be shown in [Moshammer et al. 1999; Fainstein et al. 2001], the information
about the underlying atomic structure indeed is preserved to some extent. Later it
will be shown that this is also true for strong-field ionization.
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Figure 5.4.: Estimation of the laser intensity from the experimental data. Data
(bars) together with best fit to the data (solid line) from which the
intensity is derived. The dashed line visualizes the expected distribution
for an intensity twice as high.

5.2.1. Estimation of the laser intensity

Since the ionization process strongly depends on the field strength, the knowledge
about the laser intensity present in the experiment is crucial in order to obtain
realistic results from the model, which will be discussed in section 5.2.2. The laser
intensity is extracted from a Gaussian fit to the measured longitudinal momentum
distribution W

(
p‖
)

of the singly charged Ar+ ions. According to eq. (3.6), the field
strength (and thus the intensity) can directly be determined from the width of the
distribution. For the fit, a wavelength of 790 nm is assumed. The experimental
distribution and the best fit to the data is shown in fig. 5.4, resulting with eq. (3.6)
in an intensity of 5.1871× 1014 W/cm2. Please note that the number of digits given
by far overestimates the accuracy of the method. However, since the fit parameter
is used in the model, it is given here with this accuracy. For later argumentation
and in order to visualize the magnitude of change in the width of the distribution
for a different intensity, the respective curve is shown for the doubled intensity value
as dashed curve.
The laser intensity is ideally matching the requirements of the experiment: On one
hand, it is high enough to avoid NSDI as the main double ionization process [Augst
et al. 1991; Larochelle et al. 1998]. On the other hand the intensity is not too high
such that only a small fraction of atoms is directly doubly ionized in one of the two
laser pulses. Furthermore, the Keldysh parameter, see section 3.1, for the second
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ionization step Ar+ → Ar++ calculates with atomic data from table A.2 to γ ≈ 0.7.
Hence, the ionization clearly takes place in the tunneling regime.
In this context it is also important to remind the properties of the laser focus dis-
cussed in section 2.1.3 and the intrinsic averaging of different intensities in the
experiment caused thereby. The extracted intensity value should be seen as the best
“effective” value optimizing the agreement between experiment and the ADK model.
Nevertheless, intensity estimations based on measured momentum distributions are
widely-used, often for experiments with circularly polarized light, see e.g. [Alnaser
et al. 2004; Smeenk et al. 2011]. A more precise method has been developed only
for the ionization of atomic hydrogen up to now [Pullen et al. 2013].

5.2.2. The “scaled hydrogen” model

The aim of the model presented in this section is – based on eq. (5.6) – the prediction
of electron transverse momentum distributions obtainable at different phases of the
SOWP and thus at different electronic configurations of the dynamical target. This
requires knowledge about the wave functions in momentum space Ψ̃m(p⊥). Since
argon with its 18 electrons is a fairly complicated atom, a high level of simplification
has to be accepted in order to build a model that is able to deliver results with
reasonable effort and computational time.
If instead of an argon atom a hydrogen atom is considered, the situation dramati-
cally simplifies since appropriate analytic solutions are available. The model, used
in [Fechner et al. 2014] and described in the following is based on this hydrogenic
situation. The adaption to the actual situation in Ar+ is performed by an appro-
priate “scaling” of the wave functions, an approach also used e.g. in [Dreissigacker
et al. 2013; Wörner et al. 2011]. The model resembles the one used in [Wörner et al.
2011], however differences exist in details concerning the scaling and the calculation
of the ionization rates to Ar++.

Ionization rates and individual contributions of the orbitals

The first step in the experimental scheme is the preparation of the wave packet by
single ionization of Ar in the pump pulse. The model in general only considers the
electrons in the valence shell, in the case of neutral Ar six 3p electrons. Using the
intensity value extracted in the last section, eq. (3.5) yields – with the ionization po-
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Figure 5.5.: Situation in the Ar atom and ion as treated in the model. The blue
and the green line show the total number of electrons in the m = 0 and
|m| = 1 orbitals, respectively. At t = 0, the pump pulse instantaneously
removes one of the electrons in the m = 0 orbital and ignites the SOWP
and thus a periodic redistribution of the remaining electrons. The red
curve shows the varying relative contribution of the |m| = 1 orbital to
the subsequent second ionization to Ar++ as calculated by the model,
see text for details.

tential from table A.2 – wm=0/w|m|=1 ≈ 20.5 for a single electron and thus – considering
the number of electrons in each of the orbitals – an overall relative contribution of
the |m| = 1 orbitals to the ionization to Ar+ of less than 9 %. In the following,
this minor channel is neglected, hence the first ionization is assumed to always take
place from the m = 0 orbital. This assumption may lead to a slightly overestimated
contrast in comparison to the experiment but, apart from that, does not have any
further influence. In the model, the hole is thus defined to be created in the m = 0
orbital by the pump pulse.
Further, the transitions to the field-free situation and back are assumed to happen
instantaneously, such that the wave function can simply be evaluated in the new
basis as discussed in section 5.1. In this respect, the pulses are treated as of infinitely
short duration. The SOWP is starting its dynamics in the Ar+ ion as discussed in
section 5.1.
The interaction with the probe pulse after a certain time delay t is treated as follows:
The hole density in the orbitals is given by eq. (5.5) and thus the electron density in
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5. Tunnel ionization from a coherent superposition in Ar+

the orbitals can simply be calculated as 2− Pm=0(t) respectively 4− P|m|=1(t). The
relative contribution of the orbitals is again calculated with eq. (3.5) now using the
ionization potential of the singly charged ion, see table A.2. The (small) change of
the ionization potential due to the excitation of the ion is neglected here.
Due to the increased ionization potential compared to the neutral atom, the con-
tribution of the |m| = 1 orbitals is further suppressed and now varies for the given
intensity between about 7.8 % (at t = 0 and integer multiples of TS) and 3.3 % (at
half periods) of the total signal. Figure 5.5 gives an overview about the configuration
of the electronic shell as assumed in this model and the varying relative contribution
of the |m| = 1 orbitals induced by the SOWP.

Momentum distributions for ionization from the individual orbitals

Due to the laser field present during the ionization, the decoupled basis has to be
considered as discussed in section 5.1. The calculation of the momentum distri-
butions resulting from ionization of the different orbitals using eq. (5.6) requires
knowledge of the respective wave functions in momentum space. For hydrogen-like
systems, these can be derived analytically [Podolsky et al. 1929] and – as a direct
consequence of the radial symmetry of the Hamiltonian – are given by a product of
a radial and angular part like in the spatial domain, see e.g. [Landau et al. 1965,
§32]. The latter is given by the spherical harmonic functions Ylm in both domains,
see e.g. [Beringer et al. 2012, figure 40.1]. In momentum domain it is [Hill 2006,
section 9.1.3]

Ψ̃(n,l,)m(p, θp, ϕp) = F̃n,l(p) · Ylm(θp, ϕp), (5.7)

with the radial part

F̃n,l(p) = 22l+2n2l!

√√√√2(n− l − 1)!
πZ3(n+ l)!

(
np

Z

)l Z2l+4

(n2p2 + Z2)l+2 C
l+1
n−l−1

(
n2p2 − Z2

n2p2 + Z2

)
(5.8)

and the Gegenbauer polynomials C l+1
n−l−1 , see e.g. [Hill 2006, section 9.4.3]. With

n = 3 and l = 1 for the valence electrons in argon and C2
1(x) = 4x, eq. (5.7) reads

Ψ̃m(p, θp, ϕp) = 216
√

2
π

Z
7/2 p(9p2 − Z2)

(9p2 + Z2)4 ·


√

2 cos(θp) m = 0

∓ sin(θp)e±iϕp m = ±1.
(5.9)
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5.2. A SOWP in Ar+ as initial state for further tunnel ionization

The square of this analytic expression can now be projected onto the plane transverse
to the laser polarization defined by θp = π/2, or – if appropriate Cartesian coordinates
are used – the êx-êy-plane by numerical integration along êz. This procedure yields
(numerically) the functions |Ψ̃m(p⊥)|2. However, up to now, the result is only valid in
the case of atomic hydrogen (Z = 1) or any hydrogen-like ion I(Z−1)+ with (Z > 1).
The situation in argon is substantially different. Due to the large amount of elec-
trons, in particular in the inner shells, the nuclear charge Z is screened to some
extent such that a particular valence electron effectively interacts with an effective
charge Z∗ < Z. Since also the valence electrons, in particular those with low an-
gular momentum l, have a finite probability distribution close to the nucleus, the
calculation of Z∗ involves the full knowledge of the full spatial electron densities and
thus the knowledge of the wave functions themselves.
The simplest approach, which is also used in this work, is the determination of
Z∗ such that the ionization potential is correctly reproduced. From the commonly
known equation for the binding energy of the hydrogen atom Ei

H = Z2/2n2, see
e.g. [Hill 2006, section 9.1.1], it follows

Z∗ =
√

2Ein. (5.10)

Together with the atomic data from table A.2 this yields Z∗ = 3.23 a.u. and Z∗ =
4.28 a.u. for the valence electrons of Ar and Ar+, respectively.
Alternatively, an effective quantum number n∗ can be defined likewise, n∗ = Z/

√
2Ei

as e.g. done (in a different context) in [Ammosov et al. 1986]. The definition of
this effective quantum number was implied already in eq. (3.5). However, in the
context of atomic wave functions, non-integer quantum numbers are not convenient.
The utilization of an effective charge in eq. (5.7) or eq. (5.9) can be interpreted as
a scaling of the hydrogenic wave function both in momentum and spatial domain.
For completeness, it should be mentioned here that other scaling approaches exist
and are used for similar calculations. For example, the effective charges may be
estimated using Slater’s rules for the atomic screening constants [Slater 1930]. These
rules were later refined by comparison with numerically calculated values using self-
consistent-field methods [Clementi et al. 1963]. The latter yields e.g. Z∗ ≈ 2.25 a.u.
in the case of Ar+. Such values were used for example in [Dreissigacker et al. 2013]
to calculate the electron transverse momentum distributions. However, violating
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5. Tunnel ionization from a coherent superposition in Ar+

eq. (5.10) and hence predicting a completely wrong ionization potential, these values
contradict the hydrogenic approach of the model. Therefore the values directly
obtained from eq. (5.10) are used.

5.2.3. Transverse momentum distributions

The electron transverse momentum distributions obtained in the experiment were
already shown in fig. 5.3. Now, the respective predictions can be calculated using
the model discussed in the previous section. Figure 5.6 (a) shows both the Gaussian
filter F̂ (p⊥) and the projected wave functions (solid curves) for the first ionization
step, Ar → Ar+. The insets display the angular distribution of the orbitals in the
same color code. The experimental data for this first ionization step is shown in (b)
together with the distribution calculated with the model (red dashed curve). In
addition, the individual distributions arising from the different orbitals weighted by
their relative contribution are shown. The curve for |m| = 1 is multiplied by a
factor of 10 for improved visibility. Figure 5.6 (c) displays the same as (b) but for
the second ionization step, Ar+ → Ar++. Due to the SOWP, the electron density
and hence the relative contribution of the orbitals is time dependent in this case.
The cycle-averaged distributions are shown as solid curves while semi-transparent
areas display the expected variation. For the blue and the red curve, the variation
is too small to be clearly visible.
Along the SOWPs’ evolution, the electron transverse momentum distribution is ex-
pected to change slightly its width, see [Wörner et al. 2011]. However, as the model
used does not account for the Coulomb interaction with the parent ion at all, the
cusp arising at zero momentum in the experiment is not reproduced. In return
to [Fechner et al. 2014], a more elaborated theoretical investigation has been per-
formed beyond the simple model described here, namely solving the TDSE in SAE
approximation with consideration of the Coulomb interaction [Kheifets et al. 2014].
The resulting momentum distributions from these calculations resemble the cusp-
structure, however they are more narrow than the ones experimentally obtained.
Although the difference between experimental results and the model prediction is
striking due to the Coulomb interaction, the similar widths of the two distribu-
tions obtained for the single ionization steps are reproduced by the model. This
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Figure 5.6.: Measured transverse momentum distributions and predictions from the
model. (a) The Gaussian filter F̂ (p⊥) (dashed black line) together with
projections of the squared wave functions onto the transverse momen-
tum axis (blue and green solid line) for the ionization step Ar → Ar+.
(b) Symmetrized, time-integrated, experimental data (bars) together
with calculated total momentum distribution (red dashed line) and in-
dividual distributions arising from the different orbitals weighted by
their relative contribution (color code from (a)), see text for details.
The curve for |m| = 1 is multiplied by a factor of 10 for improved vis-
ibility. (c) Same as (b) for the ionization step Ar+ → Ar++, starting
from a coherent superposition of states. The lines represent the cycle-
averaged result while the range of variation is indicated by transparent
areas. Picture taken from [Fechner et al. 2014] and slightly adapted,
© 2014 American Physical Society.
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5. Tunnel ionization from a coherent superposition in Ar+

can now be understood as the result of the mutual compensation of three different
effects [Fechner et al. 2014]:

1. The shape of the bound-state wave function (in momentum space) is – according
to eq. (5.6) – expected to directly influence the width of the distribution. For
Ar+ compared to Ar, the wave functions are spatially confined to a smaller
volume due to the higher effective charge Z∗. This results in broader distribu-
tions in momentum space which translates to a likewise broader distribution
expected for the second ionization step.

2. The width of the Gaussian filter is the second term which – according to
eq. (5.6) – directly influences the observed width. Due to the higher ioniza-
tion potential of Ar+ compared to Ar, the filter is more narrow for the second
step. Therefore, this aspect speaks for a more narrow momentum distribution
for the second ionization step.

3. The relative contribution of the different orbitals also has to be considered.
Due to the higher ionization potential of Ar+ compared to Ar, the ionization
from the m = 0 orbital is even more dominant than in Ar, cf. eq. (3.5).
This also holds if the electron densities are considered as done in the model.
Since the ionization of this orbital produces a fairly narrow distribution peaked
around zero momentum, this aspect also narrows the momentum distribution
observed for the second ionization step.

In summary, the first aspect broadens the distribution expected from the second
ionization step while the latter two cause the opposite behavior and compensate for
this effect.

5.2.4. Time-resolved momentum distributions

In order to examine the dependence of the electron momentum distributions on the
phase of the SOWP it is useful to define the difference between the momentum
distribution obtained at a certain phase and the average distribution (integrated
over all phases) as [Fechner et al. 2014]

D(p, t) = W (p, t)−W (p). (5.11)
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5.2. A SOWP in Ar+ as initial state for further tunnel ionization

This expression, applicable to both longitudinal and transverse momentum compo-
nents, emphasizes time-dependent components in the total signal while any time-
independent background is suppressed. However, the time-resolved investigation has
large impact on the available statistics which is – for each time-step – much lower than
in the respective, time-integrated distribution in fig. 5.6. Since solid-angle correc-
tion in this situation leads to a massive increase of noise especially in the regions
of small momenta, see section 4.2.2, it should be avoided. Instead, as discussed
in section 4.2.2, the theoretical distributions – which resemble solid-angle corrected
distributions – can be appropriately transformed.
D(ptr, t) and D(pl, t) may first be calculated for the two “extreme” phases of the
SOWP, namely the situation at full and half periods. In the case of the experimental
data, an integration over a finite range is necessary to obtain enough statistics. As
indicated in fig. 5.1, two time windows A and B are defined for this purpose, each
with a with of TS/4. Figure 5.7 shows the result in the case of the transverse and the
longitudinal momentum component in (a), (b) and (c), (d), respectively. In the case
of the transverse distributions, the respective predictions calculated with the model
described in section 5.2.2 for t = iTS and t = (i+ 1/2)TS are additionally shown as
black solid curves.
The fingerprint of the SOWP can clearly be seen in the electron transverse mo-
mentum distributions. Within the errorbars the experiment agrees remarkably well
with the simple model, although e.g. the Coulomb interaction is not considered at
all. As predicted from eq. (5.6), the width of the transverse momentum distribution
directly reflects the situation in the bound orbital. The only noticeable difference
between experiment and model is the overall width of the distributions which seems
to be slightly underestimated by the latter. Since this deviation can in principle
be explained with a different laser intensity, this parameter is adjusted to find a
better qualitative agreement. This is achieved with a two times larger intensity (see
dashed curves in fig. 5.7 (a) and (b)). However, this value for the intensity – within
the ADK model – clearly causes large deviations between the expected and measured
ion longitudinal momentum distributions as visible in fig. 5.4, where the prediction
with the higher intensity is shown as dashed line. Therefore it can be concluded
that the product form of eq. (5.6) is – at least in first order – valid, but the overall
predicted transverse momentum distributions are slightly too narrow. In this con-
text it should be mentioned that this trend was already seen in an experiment using
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Figure 5.7.: Electron momentum distributions at different phases of the SOWP.
(a) and (b) Difference between the transverse momentum distributions
obtained in the time-windows A (a) and B (b) as defined in fig. 5.6 and
the average momentum distribution, cf. eq. (5.11). The experimental
data is shown as bars, the distribution predicted by the model from
section 5.2.2 as black solid curve. The dashed lines show the prediction
of the model for an intensity twice as high as the vale extracted from
the data, see text for details. (c) and (d) Same as (a) and (b) but for
the longitudinal momentum component. Picture taken from [Fechner
et al. 2014] and slightly adapted, © 2014 American Physical Society.

circularly polarized light in [Arissian et al. 2010; Dreissigacker et al. 2013], where a
deviation of about 15 % was found.
Recently, TDSE calculations were carried out to investigate the momentum dis-
tributions beyond the “scaled hydrogen” model, including also the Coulomb in-
teraction [Kheifets et al. 2014]. The resulting predictions for D(p, t) qualitatively
reproduce the experimental results shown in fig. 5.7 (a) and (b). However, as men-
tioned by the authors, deviations occur in particular in the situation of (a), where
the simple model achieves clearly better agreement with the experimental data.
For the longitudinal component pl, no significant dependence on the phase can be
seen, see fig. 5.7 (c) and (d). This is in agreement with the common assumption that
the electron is set free with zero momentum in the direction of the field polarization
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Figure 5.8.: Full dynamics of the SOWP in the transverse momentum distribution.
(a) Same as fig. 5.7 (a) and (b) but for a scanned time delay using
a sliding-window approach. (b) Shows the related prediction of the
model. Outlines at t/TS = 0 and 1/2 result in fig. 5.7 (a) and (b). Picture
taken from [Fechner et al. 2014] and slightly adapted, © 2014 American
Physical Society.

at the exit of the tunnel, see section 3.2. However, any other distribution indepen-
dent of m is likewise in agreement. In addition, as shown in [Kästner et al. 2012], soft
recollisions of the freed electron with its parent ion may lead to a “bunching” of the
electron energies and thus could conceal any difference in the initial distributions.
The complete dynamics of the SOWP and its influence on the transverse momen-
tum distribution is accessible using a “sliding-window” approach, where the center
of window A from fig. 5.1 is slid in tiny steps across the full period, resulting in a
time-resolved momentum distribution, see fig. 5.8 (a). Again, the model is evalu-
ated at the central points of the windows without any averaging and the respective
distribution shown in (b).
In conclusion, electron transverse momentum distributions were shown for the iso-
lated steps of the sequential strong-field double ionization Ar −→ Ar+ −→ Ar++

induced by linearly polarized light. The Coulomb interaction between the elec-
trons and the parent ion clearly influences these distributions, as already observed
in [Rudenko et al. 2005]. A spin-orbit wave packet in the argon ion was used as
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5. Tunnel ionization from a coherent superposition in Ar+

initial state for further tunnel ionization. It was shown that – despite the Coulomb
interaction – information about the momentum distribution in the bound state of the
ion is preserved. The SOWP thus leaves a characteristic fingerprint in the electron
transverse momentum distribution, as predicted in [Wörner et al. 2011]. Common
assumptions about the tunneling process is strong laser fields were tested includ-
ing the product form of eq. (5.6). The results of this chapter have been published
in [Fechner et al. 2014], a comparison to TDSE calculations can be found in [Kheifets
et al. 2014].
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6. Population of doubly excited
states in strong laser pulses

In the measurements presented in the previous chapter, a superposition of the elec-
tronic ground state 2P3/2 and the spin-orbit excited state 2P1/2 of Ar+ was created
in a strong laser pulse. In this situation, the difference in energy between the two
states, the spin-orbit splitting, drives the dynamics of the system. In contrast, if
the system is situated in only one of its eigenstates, no dynamics is induced in
the electron cloud. The general possibility to excite the ground state ion and thus
temporally store a well defined amount of energy has wide implications for the inter-
action with strong laser pulses. In neutral Rydberg atoms, the population of doubly
excited states (DES) has been observed in experiments with short wavelengths, see
e.g. [Blazewicz et al. 1987; Goto et al. 2012]. However, for longer wavelengths ap-
proaching the tunneling regime, where the excitation of Rydberg states was recently
related to the three-step model and the frustrated tunneling ionization (FTI) pro-
cess, see section 3.4.3, to the best of our knowledge no indication of excitation of
DES has been reported yet.
In this chapter, results obtained with different noble gas atoms and a large range of
ionizing wavelengths, from the beginning of the ultraviolet at 395 nm to the infrared
at 1600 nm, are presented. By variation of the wavelength, a transition is driven
from the multiphoton to the tunneling regime. The efficient population of doubly
excited states (DES) involving the Rydberg series in the species is proven for several
wavelengths, including long wavelengths associated with the tunneling picture and
the FTI process. As will be discussed, the population of DES by FTI observed might
involve resonant recapturing of a slow electron and simultaneous excitation of the
ion to the excited 2P1/2 state, a process commonly known as dielectronic recombina-
tion and heavily investigated – for higher charged or lighter ions – for decades in a
manifold of experiments.
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Figure 6.1.: Schematic representation of atomic ground and excited Rydberg states.
(a) Neutral atom in its ground state. The nucleus is surrounded by
the electron cloud. (b) The atom is excited to a Rydberg state where
one electron is only loosely bound and has a large mean distance to the
nucleus and the remaining part of the electron cloud, the electronic core.
(c) Utilizing an effective charge for the partially screened nucleus, the
system can approximately be treated as an hydrogen-like exited atom.

Section 6.1 gives a brief overview about the Rydberg series in noble gas atoms, where
one of the electrons is highly excited and orbiting the respective singly charged
species. The possibility of the excitation of this “inner ion” or the electronic core is
discussed followed by its implications, namely the formation of two different Rydberg
series and the possibility of autoionization. The experimental results are presented
in section 6.2. The population of DES during the laser pulse is proven for different
wavelengths up to 1300 nm and a possible involvement of dielectronic recombina-
tion discussed. Further experimental data and different considerations about the
autoionization dynamics of the systems are presented in section 6.3, where a second
laser pulse is used to manipulate the population in the autoionizing states. Finally,
results obtained with other species, namely neon and molecular nitrogen, are briefly
discussed in section 6.4.

6.1. Noble gas Rydberg atoms

The Rydberg state of an atom is characterized by the high excitation of one of the
electrons and the associated large mean distance of this particular electron to the
nucleus compared with e.g. the diameter of the electronic shell in the ground state,
see e.g. [Demtröder 2005, section 6.6.4]. The situation is depicted in fig. 6.1 (b).
The nucleus together with the remaining part of the electron cloud, the electronic
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6.1. Noble gas Rydberg atoms

core, as referred to in the following, forms the well-known singly charged ion of the
respective species. For an electron far outside, the exact shape and composition of
the attracting central object is of minor importance such that the situation can often
be approximated well by a hydrogenic picture, see fig. 6.1 (c). The energy levels
then follow the famous Rydberg equation, see e.g. [Demtröder 2005, section 6.6.4]

En = Ei −
Ry

n2 , (6.1)

where Ei is the ionization potential, Ry the Rydberg constant and n the main
quantum number. This approximation is in particular good for electrons which have
a low probability density in the inner regions of the atom. As can be seen from an
analysis of the radial part of the hydrogen wave functions Rn,l(r), see e.g. [Hill 2006,
section 9.1.1], e.g. by plotting the radial probability densities given by r2 · Rn,l(r),
this is the case especially for states with large angular momenta l (and large principal
quantum number n).
However, for the other states with lower angular momenta, the finite probability
density at smaller distances to the nucleus, particularly inside the electronic core,
has to be considered. Here, due to the reduced shielding of the nuclear charge, the
Rydberg electron experiences a more attractive potential, which shifts the energy
of the states. Equation (6.1) thus is often generalized to, see e.g. [Demtröder 2005,
section 6.6.4]

En,l = Ei −
Ry

(n− δn,l)2 , (6.2)

where the states are not degenerated in l any longer due to the quantum-defect δn,l.
Surprisingly few spectroscopic measurements have been performed for the lowest
Rydberg states and only data for certain (small) values of l is available [Kramida et
al. 2013]. Nevertheless, the available experimental values can be compared with the
respective calculation performed with eq. (6.1), which is done in fig. 6.2 (a) and (b)
for a part of the krypton and argon 2P1/2 series, respectively. For both species, the
increasing agreement of the experimental data with increasing angular momentum
is clearly visible. Already for l ≈ 3, the deviations are far smaller than the distance
to the neighboring states. Furthermore, it is important that all states with higher
values of l are expected to have approximately the same energy.
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Figure 6.2.: Comparison of spectroscopic data from [Kramida et al. 2013] with the
Rydberg equation, eq. (6.2), for a part of the 2P1/2 series of (a) kryp-
ton and (b) argon. Selected states are colored according to the main
quantum number n and connected by lines to guide the eye.

The Rydberg series investigated is approaching the 2P1/2 ionic state which is not the
ground state of the ion. In fact, the Rydberg states shown in fig. 6.2 are valid for
an excited electronic core, a situation discussed in the following section.

6.1.1. Doubly excited states and autoionization

The electronic core of a Rydberg atom comprises the electronic structure of a singly
charged ion, in the case of argon and krypton a complicated multielectron system.
Most importantly for this work, it contains – due to the spin-orbit interaction as seen
in the beginning of section 5.1 – the excited 2P1/2 state beside the 2P3/2 ground state.
Since the ionization potentials of the two states differ by the spin-orbit splitting ∆ω,
two different Rydberg series exist, depending on the state of the electronic core, see
e.g. [Sukhorukov et al. 2012]. Figure 6.3 displays the situation for krypton, argon
and neon in a simplified scheme using eq. (6.1) and atomic data from [Kramida et al.
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Figure 6.3.: Doubly excited Rydberg states in the noble gases krypton, argon and
neon. Above a certain minimum value for the main quantum number
n, the Rydberg states approaching the 2P1/2 ionization limit, associ-
ated with an excited electronic core, exceed the first ionization poten-
tial 2P3/2. These states are shown in red together with the respective
minimum value for the main quantum number.

2013]. The states approaching the 2P1/2 continuum for n→∞ are commonly known
as doubly excited states (DES).
Above a certain minimum value for n, which depends on the species considered,
the DES energetically exceed the lower lying 2P3/2 ionization limit, displayed in
red in fig. 6.3. In these states, the system already contains enough energy for an
ionization process and may in principle ionize without an external energy source.
In this process, the energy “stored” in the excitation of the electronic core is given
to the Rydberg electron, which escapes and leaves back the ion in its ground state.
Indeed, such processes, commonly known as autoionization, have been observed in a
manifold of experiments, see e.g. [Sukhorukov et al. 2012] and references therein. In
the context of this work, the autoionization process is important mainly due to its
characteristic ability, to “convert” a doubly excited neutral atom into two charged
particles, namely an ion and an electron, which can be detected with the REMI. As
will be discussed in the following, this provides insight in the population of DES in
strong laser fields.
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6.2. Population of DES at different wavelengths

The experiment is carried out as follows. Using a BBO and the OPA, see section 2.2.4
and section 2.2.5, respectively, laser pulses of different wavelength are produced
and guided into the REMI, where they interact with an argon or krypton gas jet
produced with a backing pressure around 3 bar. Measurements at 790 and 395 nm are
carried out with the direct output of the laser system and with the second harmonic
of this radiation produced in a BBO crystal (see section 2.2.4), respectively. For
time-resolved measurements, the 790 nm radiation is used together with the Mach-
Zehnder interferometer, see section 2.2.3.
The laser intensity is difficult to estimate. In section 5.2.1, it was derived from the
observed momentum spread of singly charged ions. The formula used, eq. (3.6),
is valid only in the tunneling regime and therefore not applicable to the full range
of wavelengths used here. In order to give an estimation of the laser intensities,
the measurements taken at 1300 and 1600 nm are analyzed, yielding intensities of
about 3 to 6× 1014 W/cm2. However, at other wavelengths the situation may be
different. Many parameters, from the reflectivity of the mirrors used to guide the
beam over the efficiency of the OPA and the duration of the pulses produced, to the
focal volume described by eq. (2.20) and eq. (2.19) depend on the wavelength. The
given range of the intensity has therefore be seen more as indication of the correct
order of magnitude. If an intensity of 6× 1014 W/cm2 is assumed, the Keldysh
parameter, calculated with eq. (3.1) and the ionization potentials in table A.2, in the
measurements range from γKr ≈ 0.82 and γAr ≈ 0.87 (at 470 nm) to about γKr ≈ 0.24
and γAr ≈ 0.26 (at 1600 nm) for krypton and argon, respectively. For krypton, an
additional measurement was performed at a wavelength of 395 nm corresponding to
γKr ≈ 0.98.
Figure 6.4 (a) displays exemplarily the distribution of ion flight times recorded in the
measurement with argon carried out at 470 nm. The peak corresponding to Ar+ is
clearly dominating such that the other peaks are visible only if a logarithmic scaling
is used for the y-axis. In total, more than 90 % of the detected ions have a flight
time associated with Ar+. As already done in section 5.2, an appropriate condition
on the flight time in combination with a subsequent consideration of the particles
momentum sum can be used in order to select the events for further processing. The
condition for the flight time is visualized in fig. 6.4 (b).

114



6.2. Population of DES at different wavelengths
yi

el
d

[a
rb

.u
.]

ion flight time t [µs]

Ar+

Ar++
Ar+

2

101
102
103
104
105
106
107
108

0.0 10.0 20.0 30.0 40.0 50.0

(a)

ion flight time t [µs]

Ar+

34.5 35.0 35.5

(b)

p
tr

[a
.u

.]

pl [a.u.]

0.0

0.2

0.4

-0.4 -0.2 0.0 0.2 0.4

�(c)

pl [a.u.]
-0.4 -0.2 0.0 0.2 0.4

�(d)

Figure 6.4.: Spectrum of ion flight times and different approaches for the data selec-
tion. (a) Typical ion fight time spectrum obtained in the experiment,
here for argon at a wavelength of 470 nm. Single ionization clearly dom-
inates. (b) Selection of the Ar+ ions with a suitable condition on the
flight times (light red area). (c) and (d) Electron momentum distri-
butions obtained with different conditions applied in the data selection
process, see text for details. The linear color scale used is displayed in
fig. A.1 (a).

However, in the situation where the signal is clearly dominating over background
and noise, this procedure will worsen the statistics rather than improving the results.
Since the efficiency of the ion detector is only about 50 %, see section 4.1.1, about half
of the “clean” events, in which only one atom is ionized and at least the associated
electron is successfully measured, will be sorted out. To avoid this, an alternative
procedure is applied: Only those events are rejected, in which a background ion is
detected. If this is not the case, and the event thus comprises either exclusively
singly charged ions of the desired species or no ion at all, it is further processed.
Figure 6.4 (c) and (d) show the electron momentum distributions obtained in true
coincidence with Ar+, also considering the momentum sum, and the one obtained
with the alternative method, respectively.
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Figure 6.5.: Electron momentum distributions obtained with Kr at different wave-
lengths: (a) 395 nm, (b) 470 nm, (c) 530 nm, (d) 790 nm, (e) 1300 nm,
(f) 1600 nm. The linear color scale used is displayed in fig. A.1 (a).

Although the distributions look very similar, the statistics is clearly better in (d).
Most important, all structures visible in (d) are also visible in (c) and thus can be
clearly assigned to arise from single ionization of argon. Therefore, in the following,
all distributions shown are acquired as done in the case of fig. 6.4 (d). However,
although not shown, all structures discussed are proven to be present likewise in the
distributions obtained with the stricter conditions for the selection of the data, thus
they can safely be assigned to single ionization of the respective species.
Figure 6.5 shows the electron momentum distributions obtained for krypton in in-
creasing order with respect to the wavelength. The wavelength actually produced
from the OPA system may slightly differ from the values given here, which resemble
the selected wavelength using the OPA control software. Measurements performed
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Figure 6.6.: Photoelectron energy spectra observed for krypton at different wave-
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The curve for 395 nm is additionally divided by a factor of 2 for better
visibility.

with an optical spectrometer during the experiments presented in chapter 7 prove
the mean deviation to be less than 5 nm, see fig. 7.3 and table 7.1.
At first glance, without considering any details in the pictures, a qualitative change
is visible along increasing wavelength: While the measurements on the lower end,
e.g. with 395 nm and 470 nm, produce distributions with a manifold of narrow and
separated structures, fig. 6.5 (a) and (b), the ones obtained at 1300 and 1600 nm
comprise only one single, broad and almost homogeneously filled peak. This can be
interpreted as a transition from the multiphoton to the tunneling regime, driven by
the change in the wavelength of the ionizing laser, see section 3.1. Due to a very high
ionization rate in the measurement at 1600 nm, figure (f) shows a clear asymmetry,
namely significantly more electrons detected for positive pl. The ionization of two
ions in the same laser pulse and hence the production of two electrons suppresses
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6. Population of doubly excited states in strong laser pulses

events with negative pl associated to long flight times since only the electron which
is detected first is considered. In addition, an artifact is visible, presenting itself as
vertical structure at pl ≈ 0.1 a.u. This is, though less pronounced, also the case in
some of the other measurements. The origin of the structure can not be clarified
unambiguously, however it is likely caused by reflexions in the signal wires.
The electron energy spectra, which can be calculated from the momentum distribu-
tions, are shown in fig. 6.6. Also here, the qualitative change between ionization at
short and long wavelengths is clearly visible. At the energies related to the artifact
mentioned above and the vertical structure arising at pl ≈ −0.3 a.u., explained in
section 4.3, no indication of any influence is visible in any spectrum. The distribu-
tion obtained with 395 nm differs clearly from the others. The spectrum contains
exclusively a sequence of distinct peaks, grouped in pairs and approximately equally
spaced. Similar observation has been reported recently in [Goto et al. 2012] for the
multiphoton ionization of xenon with 388 nm at moderate intensities. Following the
argumentation in this reference, the two peaks of lowest energy observed here can
be assigned to resonant (4 + 1) photon processes into the 2P3/2 and 2P1/2 ionization
limit:
The sharp characteristics of the peaks suggest a resonant process in the krypton
atom whose electronic structure can be found e.g. in [Kramida et al. 2013]. In
contrast, non-resonant processes are related to broad distributions, strongly aligned
with the laser polarization, see e.g. [Goto et al. 2012]. The ponderomotive shift
of the ionization potentials and excited states as discussed in section 3.1 and sec-
tion 3.4, respectively, is expected to be relatively small due to the short wavelength
and can be neglected for the moment. The first excited state of krypton is found
almost 10 eV above the ground state such that any transition driven by three or less
395 nm photons (containing an energy of about 3.1 eV each) can be excluded. On
the other hand, the energy of five photons (in total about 15.7 eV) already exceeds
both ionization potentials E3/2

i and E
1/2
i associated with a 2P3/2 and 2P1/2 state of

the electronic core, respectively. A four photon transition starting from the p-like
ground state is in electric dipole approximation only possible into p (∆L = 0), f
(∆L = 2) and h (∆L = 4) states, see e.g. [Demtröder 2005, section 7.2.4]. Indeed,
the

(
2P1/2

)
5p states are located at about 12.2 eV, just below the four-photon reso-

nance at about 12.6 eV. Due to the fairly large spectral width of the laser and the
ponderomotive shift of the level in the laser pulse, see section 3.4, the state may be
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6.2. Population of DES at different wavelengths

populated. By absorbing a fifth photon, the system can subsequently be ionized to
the 2P3/2 or 2P1/2 continuum.
The kinetic energy of the electron depends on the final state of the parent ion and
is – if ponderomotive shifts are neglected – given by the difference of the total energy
carried by five photons and the respective ionization potential. Since the latter is
different for the two continua and differs by the spin-orbit splitting of the system,
see table A.2, this splitting is expected to be reflected in the energy spectrum as
observed in [Goto et al. 2012]. This information can be used in the final step of
the procedure described in section 4.2.3 to calibrate the momentum spectrum as it
is done for the respective distributions shown in fig. 6.5 (a) and fig. 6.6. However,
not only the distance between the two smallest rings observed in fig. 6.5 (a), but
also the energetically very similar spacings between the rings in the other pairs (the
third and fourth ring etc.) are utilized in this respect. These pairs are attributed to
ATI of different order, involving the absorption of one or more additional photons,
see eq. (3.10).
After the calibration, which consist of a linear scaling in momentum space according
to p′ = bp with b ∼ 1, both the distances between neighboring rings as well as the
large splitting associated with ATI are almost constant over the full energy range
shown in fig. 6.6. However, the photon energy of 395 nm assumed does not fit to
the distances observed between the pairs of peaks. From the value obtained, the
wavelength of the ionizing radiation can be calculated to 373(17) nm. The error
on this value is calculated from the mean deviation of the eight and four values
extractable from the structures shown in fig. 6.5 for the photon energy and the spin-
orbit splitting, respectively. For example a small misalignment of the BBO crystal
may explain this results since it leads to phase matching for frequencies close to the
central wavelength of the spectrally broad output of the Ti:sapphire laser.
If comparing the angular distribution of the electrons forming two adjacent rings,
clear deviations can be obtained despite identical initial states and the same num-
ber of photons absorbed. The reason for this is not yet clear. However, the angular
distributions obtained in strong-field experiments are known to depend also on pon-
deromotive effects [Freeman et al. 1986].
Apart from the measurement at 395 nm, ATI structures appear in all other distri-
butions shown in fig. 6.5. Even at 1600 nm they are clearly visible in direction of
transverse momenta, where other processes are not strongly dominating. However,
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Figure 6.7.: Solid-angle corrected electron momentum distribution obtained with
krypton at a wavelength of 395 nm. The linear color scale used is dis-
played in fig. A.1 (a).

with increasing wavelength, the structures become less and less pronounced and the
distance between neighboring rings decreases – as expected – with the photon energy,
see fig. 6.6.
If the angular distribution of the observed structures is to be investigated, a “cut”
through the three-dimensional distribution has to be considered. As discussed in
section 4.2.2, the respective solid-angle corrected distribution W (p⊥) has to be con-
sidered rather than W (ptr), shown in fig. 6.5. This distribution is displayed in Fig-
ure 6.7. Due to additional angular momentum transferred to the system with every
photon absorbed, the angular distribution of the photoelectrons changes with every
additional photon from one pair of rings to the next. For example, the rings in the
first pair in (b) comprise four maxima each while the ones in the second pair contain
six(1). The number of rings observed support the assumption of an initial population
of the

(
2P1/2

)
5p states. The absorption an additional photon and the thereby caused

change in angular momentum gives access to both s and d-like continuum states.
Due to the selection rules in linearly polarized light, see e.g. [Demtröder 2005, sec-
tion 7.2], only the m = 0,±1 states are accessible. The angular distribution is then
given by a coherent sum of the associated spherical harmonics which can be found

(1)This statement refers to the complete rings, considering also the identical second half with
p⊥ < 0.
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Figure 6.8.: Magnification of the regions of small momenta in the electron momen-
tum distributions obtained with Kr at different wavelengths, shown in
fig. 6.5: (a) 395 nm, (b) 470 nm, (c) 530 nm, (d) 790 nm, (e) 1300 nm,
(f) 1600 nm. The linear color scale used is displayed in fig. A.1 (a).

e.g. in [Beringer et al. 2012, figure 40.1]. The additional quanta of angular momen-
tum transferred with even more photons give access to more continuum states with
higher angular momenta and thus explain the increasing number of peaks obtained
along the increasing orders of ATI.
The distributions obtained with “intermediate” wavelengths comprise other struc-
tures. In the following, the distribution obtained with 790 nm, fig. 6.5 (d), is dis-
cussed exemplarily. As already mentioned above, ATI structures are visible also in
this case. Their appearance may also be understood in a field picture as arising
from trajectory interferences within the laser pulse as shown in fig. 3.4. However, if
all interferences are considered, the structures are expected to be more complex, cf.
fig. 3.4. Indeed, in radial direction, “fan”-like structures can be observed, pointing
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Figure 6.9.: Photoelectron energy spectra for krypton obtained at 790 nm with dif-
ferent laser intensities. Arrows mark the peaks used for calibration
whose positions are – as explained later – independent of the intensity.
The structures visible in the measurement with higher intensity are
clearly shifted towards lower kinetic energies by about 50 meV, see text
for details.

at zero momentum, see also fig. 6.8. These structures have been observed before,
see e.g. [Marchenko et al. 2010a; Marchenko et al. 2010b]. However, if comparing
the obtained distribution to the simulation shown in fig. 3.4 (a) or (c), qualitative
deviations are obviously existing. In the simulation, the structures do not point
at the origin and the characteristic “fan”-shape is not reproduced at all. More so-
phisticated calculations, e.g. [Chen et al. 2006] or the CVA and TDSE calculations
carried out in [Arbó et al. 2012], show that the long-range Coulomb interaction
with the parent ion – neglected in the simple model producing fig. 3.4 – gives rise to
these structures. Close to 0.3 a.u., very sharp resonances appear comprising several
maxima along θ, the angle between the directions of pl and ptr, see fig. 4.5.
If a measurement is performed at the same wavelength but with a different intensity,
the change in the ponderomotive energy is expected to cause a certain shift in the
kinetic energies of the electrons, see section 3.3.1. In fig. 6.9 two electron energy
spectra obtained for krypton at a wavelength of 790 nm with different intensities are
compared. The spectra are calibrated using the sharp peaks at very low energies,
whose positions are – as explained later – known on an absolute scale and independent
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Figure 6.10.: Electron momentum distributions obtained with argon at differ-
ent wavelengths: (a) 470 nm, (b) 488 nm, (c) 514 nm, (d) 530 nm,
(e) 1300 nm, (f) 1600 nm. The linear color scale used is displayed in
fig. A.1 (a).

of the intensity and wavelength. Indeed, a shift of the structures – attributed to
Freeman resonances – observed in the measurement with higher intensity by about
50 meV towards lower kinetic energies can clearly be determined.
The distribution observed for 1600 nm, shown in fig. 6.5 (f), is in very good agree-
ment to the expectations from eq. (3.6), namely comprising only one single, broad
and almost homogeneously filled peak(2). Figure 6.10 displays a very similar set of
measurements, now with argon as target. The same general trends and structures
can be observed as in the measurements with krypton. However, details as e.g.
the exact shape of the interference structures differ due to their dependence on the
ionization potential and the inner structure of the species.

(2)This statement refers to the solid-angle corrected distribution W (p⊥).
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In the following, a closer look is taken on the small momentum region of the distri-
butions, shown in fig. 6.8 and fig. 6.11 for krypton and argon, respectively. Apart
from the fan-like structures already discussed above, sharp rings are visible in some
of the spectra, representing electrons with very low but well defined kinetic energies.
In the case of krypton, these rings are most prominent in the distribution obtained
with 470 nm, fig. 6.8 (b), were the intensity in the fan-like structures is concentrated
along pl. With the bare eye, at least four almost homogeneous rings can be distin-
guished followed by a faint “plateau” at even higher momenta, around 0.2 a.u. This
holds also for the measurements obtained with 530 and 790 nm, (c) and (d), where
the same sequence of rings is visible. It has to be mentioned that the positions of
the rings were in fact used for the absolute calibration of the spectrometer which
will be discussed later. In case of argon, rings are visible at smaller momenta in all
measurements between 470 and 1300 nm, fig. 6.11 (a)–(e).
Obviously, the observed momentum distributions resemble the inner structure of the
species ionized. Moreover, the electron energies are extraordinary small which is not
easily seen in the momentum domain. In fact, the rings observed for krypton and
argon correspond to electron energies of less than 500 meV and 100 meV, respectively.
The smallest ring observed, the most inner one for argon, has an energy of only about
10 meV and is separated to the next by approximately 30 meV. In general, the
energetic difference between neighboring peaks decreases towards higher energies.
A sequence of states with relatively small and decreasing differences in energy can
be found in the Rydberg series, see section 6.1. If several states can be populated
and subsequently ionized, the energy differences can be expected to be found in
the photoelectron distributions. However, in this case, the energetic position of the
structures observed depends directly on the laser wavelength. Moreover, due to the
small binding energy of the higher Rydberg states, the absorption of an additional
photon (with an energy of up to about 2.6 eV in the case of 470 nm radiation) is
expected to lead to much higher absolute kinetic energies Eγ. The low energetic
electrons observed thus can not be produced through the photoionization channel,
schematically shown in fig. 6.12 for krypton (“PI”).
However, as discussed in section 6.1, certain DES of the Rydberg series approaching
the 2P3/2 ionization limit, have the ability to autoionize which represents an alterna-
tive ionization channel, “AI” in fig. 6.12. The energy of the electrons EAI produced
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Figure 6.11.: Magnification of the regions of small momenta in the electron mo-
mentum distributions obtained with argon at different wavelengths,
shown in fig. 6.10: (a) 470 nm, (b) 488 nm, (c) 514 nm, (d) 530 nm,
(e) 1300 nm, (f) 1600 nm. The linear color scale used is displayed in
fig. A.1 (a).

through this channel is smaller than the spin-orbit splitting of the respective species,
and thus in the correct range, see fig. 6.3.
Figure 6.12 simplifies the situation in the real atom by neglecting the angular quan-
tum number l such that the energy levels are given by eq. (6.1). Excitation to one
of the states and subsequent ionization by the laser thus leads to a final electron
energy of

En
γ = En + ω0

(6.2)= Ei −
Ry

n2 + ω0, (6.3)

depending on both the initial state and the photon energy, but not on the state of
the electronic core. The process is shown exemplarily for the n = 6 state of the
2P1/2 series in fig. 6.12 but is likewise possible from the respective 2P3/2 state. In case
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Figure 6.12.: Possible ionization channels for Rydberg states in krypton. The
scheme can be easily adapted to other noble gas species, cf. fig. 6.3.
Both Rydberg series may be ionized by absorption of a photon in the
photoionization channel (PI), shown exemplarily for the n = 6 level of
the 2P1/2 series. In addition, the 2P1/2 states with n ≥ 5 may autoionize
(AI)

of the ionization from the 2P1/2 series, the created ion is left behind in the excited
state.
In contrast, autoionization is only possible for states belonging to the 2P1/2 series
energetically exceeding the 2P3/2 ionization potential. For krypton, in the simplified
picture(3) this is true for all states with n ≥ 5. The final electron energy of the
autoionization channel is then given by

En
AI = En − E

1/2
i

(6.2)= E
3/2
i −

Ry

n2 − E
1/2
i

= ∆ω − Ry

n2 , (6.4)

and – in contrast to the photoionization channel – depends only on the initial state
and the spin-orbit splitting ∆ω of the species but not on the laser wavelength.
In fig. 6.13, the lower region of electron energy spectra for krypton and argon is
displayed in comparison with the kinetic energies En

AI calculated with eq. (6.4). The
solid lines represent fits to the data consisting of a broad Gaussian distribution ab-

(3)However, e.g. the actual 5p1/2 state is located below this threshold and may not autoionize as
discussed earlier.
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Figure 6.13.: Electron energy spectra in the very low energy region for selected mea-
surements with krypton (a) and argon (b) with different wavelengths.
The data is shown as filled areas, the solid lines represent fits to the
data, see text for details. Additionally, theoretical electron energies
for the autoionization channel EnAI are displayed as calculated with
eq. (6.4).

sorbing the background and up to four pseudo-Voigt peaks [Wertheim et al. 1974] for
the single sharp peaks. After a linear scaling of the individual momentum spectra
according to p′ = bp with b ∼ 1 as the last step of the calibration procedure de-
scribed in section 4.2.3, excellent agreement between the observed and the calculated
energies is achieved. It is important to note that the overall agreement between the
measured and calculated positions was used for the absolute calibration of the system
and thus optimized. However, only one free scaling parameter is necessary to obtain
excellent agreement for the full sequence of peaks. Moreover, the plateau-region,
best visible in fig. 6.13 (a) for 470 nm and 790 nm, can be understood as the result
of autoionization of the higher Rydberg states whose separation is not large enough
to resolve individual peaks. Consequently, close to the upper ionization threshold
E

1/2
i , the plateau-region ends and a drop in the signal can be observed. However, it
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Figure 6.14.: Possible scenarios for population of DES by FTI. The electronic core
may be excited either during the tunneling (a), or by dielectronic re-
combination in the recollision process (b), see text for details.

has to be kept in mind that the manifold of interference structures visible in fig. 6.5
provide a certain background.
As discussed already in section 3.4.3, the population of Rydberg states in the mul-
tiphoton regime, is known for quite a while and also the population of DES has
been reported, e.g. in [Blazewicz et al. 1987; Goto et al. 2012]. Recently, the ex-
citation of Rydberg states has been observed also in experiments approaching the
tunneling regime and was embedded into the common three-step model within the
FTI picture, see section 3.4.3. However, up to our best knowledge, no indication of
the population of DES by FTI has been reported yet. The observation of the peaks
associated to autoionization up to wavelengths of 1300 nm in fig. 6.13 shows that
DES indeed are populated in this regime.
Within the FTI mechanism, two scenarios are possible resulting in a population of
DES, schematically depicted in fig. 6.14. In the first scenario, (a), the electronic
core is excited during the tunneling process at the very beginning of the sequence
of the three steps associated with FTI. The electron is subsequently driven by the
laser and – if the ionization took place at an appropriate phase of the laser field, see
section 3.3.1 – recollides with very low energy, thus being recaptured. The tunneling
excitation of a noble gas atom is indeed possible: For example, the creation of
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the spin-orbit wave packet in chapter 5 relies on this process. In fact, it involves
exactly the same states relevant here, namely 2P1/2 and 2P3/2 of the noble gas ions.
It has been shown that even molecules can be found in excited states after tunnel
ionization [Urbain et al. 2004; McFarland et al. 2008; Smirnova et al. 2009].
In the second possible scenario, depicted in fig. 6.14 (b), the tunneling process takes
place without the excitation of the parent ion. In contrast to the usual FTI process,
the electron may gain a certain amount of kinetic energy E, which is – added to the
binding energy E

1/2
i − En of the Rydberg states it is captured into – just enough to

drive the excitation of the electronic core to the 2P1/2 state. Such resonant recapture
processes, commonly known as dielectronic recombination (DR), have been heavily
investigated for decades in single-pass measurements, see e.g. [Belic et al. 1983;
Mitchell et al. 1983; Hahn et al. 1988], electron beam ion traps (EBITs) , see e.g. [Ali
et al. 1990; González Mart́ınez et al. 2005; Beilmann et al. 2011], as well as in ion
storage ring experiments, see e.g. [Dittner 1988; Kilgus et al. 1990; Larsson 1995;
Schippers 2009a; Schippers 2009b].
However, to the best of our knowledge, the process has never been studied in any
experiment neither for Kr+ nor for Ar+. EBITs are typically utilized for experiments
with much higher electron energies while for storage rings the lifetimes of the singly
charged species are far to short for a sufficient cooling of the ions [Grieser 2014].
Therefore, the double excitation of the noble gas atoms observed within this work
could – if the second population scenario applies – represent the first realization of
DR with singly charged argon and krypton ions. Of course it is possible that both
pathways have to be considered in order to fully describe the population dynamics,
either because both channels are simultaneously active or since already the strict
differentiation of the two scenarios might represent a too excessive demand to the
semi-classical model. Naturally, it would be interesting to clarify this in a suitable
experiment. Though, the experimental discrimination between the two scenarios is
difficult, since the subsequent autoionization process is independent of the excitation
mechanism. The possible existence of two indistinguishable paths, leading from the
same initial to the same final state, suggests the search for quantum interferences,
which could arise in this scenario.
In the following, the results shown in fig. 6.13 are further analyzed. The photo-
electron energies calculated with eq. (6.4) are in very good agreement with the
observation. In particular, every peak observed can clearly be assigned to one of
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6. Population of doubly excited states in strong laser pulses

the calculated values although the angular momentum l is completely neglected. If
the situation is compared to the manifold of Rydberg states actually present in the
atoms, cf. fig. 6.2, this is remarkable. As visible in this figure, the states with higher
values for l are in very good agreement with the simple Rydberg equation, eq. (6.1).
It can be concluded that exclusively Rydberg states with higher angular momentum
are observed whereas no clear indication is found for the other states. This could
be explained by a selectivity in the population process, favoring the population of
states with high angular momenta. By comparison to appropriate calculations, this
information could in principle be used to argue for one or the other of the processes.
For example, it has been shown theoretically that the FTI process for certain laser
parameters favors the population of states with l < 8 in helium [Nubbemeyer et al.
2008]. Unfortunately, the absence of certain peaks in fig. 6.13 may also be caused
by other factors:

1. In contrast to the almost degenerated states with higher angular momenta, the
states with lower values for l are spread over a large energy range, cf. fig. 6.2.
While for example the 2P1/2 states in krypton with n = 6 and l = 3, 4, 5 all
produce electrons of practically the same energy, autoionization of the state
with l = 2 leads to a significantly different energy. Therefore, it appears
at least reasonable that states with higher angular momenta may be easier
to observe. The other states may contribute to the background rather than
produce distinct peaks.

2. In order to autoionize, a state must not have decayed through a different chan-
nel, e.g. by radiative decay or ionization of the Rydberg electron by the laser
field. The first mechanism is known to be highly selective regarding to the
differences in angular momentum of the states involved, see e.g. [Demtröder
2005, section 7.2]. For high lying Rydberg states (with l � n) it scales with
n3l2 [Goreslavskii et al. 1982]. However, the detailed dependence of the radia-
tive lifetime on the angular momentum of a specific state is complex, the time
often much longer than the typical time needed for autoionization [Sukho-
rukov et al. 2012]. Though, as shown in [Jones et al. 1988] for barium, the
autoionization lifetime may be of the same order or even exceed the radiative
one for certain states: a very steep rise of the autoionization lifetime with l

was obtained.
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Figure 6.15.: Solid-angle corrected electron momentum distribution obtained in the
region of small momenta with krypton at a wavelength of 470 nm.
The color scale used is a logarithmic version of the one displayed in
fig. A.1 (a).

In the second case, for photoionization in strong fields, it is the efficiency of
the stabilization mechanisms in strong laser fields, discussed in section 3.4.3,
which can be expected to introduce such a dependence on l. For example,
in [Benvenuto et al. 1992; Scrinzi et al. 1993] it is argued that states with
higher angular momenta are stabilized more efficiently.

3. If the autoionization lifetimes are extremely short for the states with low l and
hence the energetic width of the associated peaks very large, they might be
absorbed in the background rather than being distinguishable.

6.2.1. Angular distributions

In [Goto et al. 2012], a strong suppression of the rings associated with autoion-
ization was observed in direction of pl, which was explained by the domination of
the non-resonant ionization of the system along the laser polarization. A precise
investigation of the angular distributions of the electrons is difficult since the rings
are superimposed with the fan-like structures. Figure 6.15 shows the central region
of the photoelectron momentum distribution obtained for krypton at a wavelength
of 470 nm after solid-angle correction. Autoionization can clearly be observed for
small angles of θ, close to the direction of pl, however the signal is much better
distinguishable in perpendicular direction due to the lower level of background.
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6. Population of doubly excited states in strong laser pulses

6.3. Considerations about lifetimes and pump-probe
measurements

Before the results of a pump-probe measurement are presented, some information
about the dynamics of the autoionization process will be derived from the elec-
tron momentum distributions and the electron energy spectra presented in the last
section.
The observation of distinct rings in the momentum spectra itself gives a first in-
dication about the lifetime of the autoionizing states involved. As discussed in
section 4.2.3, the momentum reconstruction process for both pl and ptr makes use
of the flight time t, measured for each individual particle. The time measurement is
triggered by the laser pulse via a photodiode and within the calibration procedure,
see section 4.2.3, it is ensured that t = 0 is exactly assigned to the point in time
when the laser ionizes particles from the gas jet. However, if a small fraction of
ionization processes actually takes place after this interaction, the flight times will
slightly differ from the actual values.
One may now ask the question, how large the delay in ionization has to be in order
to significantly alter the reconstructed values for the momentum components. If, for
example, electrons with a longitudinal momentum of pl ≈ ±0.1 a.u. and vanishing
transverse momentum are considered, as they appear on the smallest of the rings
visible in fig. 6.7, the associated difference in flight times of these particles in compar-
ison to an electron with vanishing initial momentum is about ∓6 ns. The influence
of the delayed ionization can be expected to become significant, if it gets compa-
rable with this time. In order to extend this considerations on the full momentum
space, including also the reconstructed values of ptr, an appropriate simulation is
performed. The starting point is the generation of a set of particles with a momen-
tum distribution approximately corresponding to the ring structures observed in the
experiment, see fig. 6.16 (a). The radial profile of each ring is chosen Gaussian with
parameters for position and width similar to those obtained experimentally. The
number of events in the rings scales with their radius in order to achieve identical
particle densities. In total, more than 6× 108 particles are simulated for each figure.
Equation (4.2) and eq. (4.7) can be employed together with the spectrometer pa-
rameters found in the calibration process for the krypton measurement at 470 nm
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Figure 6.16.: Simulation of reconstructed momentum distributions for electrons
freed by autoionization after the laser pulse. Starting from the ac-
tual distribution shown in (a), the results for exponential decay of the
autoionizing states ∝ exp(t/τ) is shown for (b) τ = 0.5 ns, (c) 1 ns,
(d) 2 ns, (e) 5 ns and (f) 10 ns. The linear color scale used is displayed
in fig. A.1 (a).

to calculate a flight time and a radius on the detector for each of the events. If the
reconstruction procedures, as described in section 4.2.1, are directly applied after-
wards, the initial distribution from fig. 6.16 (a) – quite trivially – results. However,
the flight times may be manipulated before. In particular, the time delay between
the interaction with the laser and the actual autoionization can be added.
Assuming an exponential decay of the autoionizing states ∝ exp(t/τ), the results
shown in fig. 6.16 (b)–(f) are obtained for increasing values of τ . Already in (b), for
τ = 0.5 ns, a significant modification is visible: The electrons are shifted towards
negative momenta associated with longer flight times. Since they approach – for
the parameters used – at the same time an integer multiple of the cyclotron period,
the reconstructed value for ptr also increases, cf. fig. 4.12. With increasing values
for τ along fig. 6.16 (c)–(f) the effect becomes more and more pronounced. In
particular the isotropy of the rings is disturbed and many events are concentrated
on a position close to zero longitudinal momentum. For larger τ , additionally bend
“stripes”, pointing towards the top left corner of the pictures can be observed. Since
no indication of any “stripes” or at least a concentration of the signal on a certain
point on the rings is observed in the experiment, it can directly be concluded that
the time delay in ionization and thus the typical lifetime of the states is less then
about 1 ns.
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6. Population of doubly excited states in strong laser pulses

As described in the beginning of section 6.2, no condition on the sum momentum
of electrons and associated ions is utilized for event selection. Nevertheless, one
can ask the general question whether such a condition could remove the events
with a large ionization delay such that – due to selection of the almost instantaneous
ionizing events – the rings observed appear sharp independent of the delay. Despite
their much larger flight times, the reconstructed ion momenta are altered as well.
In fact, for very small momenta, where eq. (4.5) is a good approximation for ions
and electrons, ∆pl/∆t is independent of the particles’ mass and thus equal for ions
and electrons, such as the caused momentum shift. However – due to convention
for the sign of the momenta discussed in section 4.2.1 – the sum of the momenta
is constant. Therefore, a condition on the momentum sum of the particles is in
general not suitable to remove those delayed ionization events from the distributions
obtained.
The classical “spectroscopic” access to lifetimes is the measurement of the natural
line width ∆ω, the energetic width of the peaks. This can be directly related to the
respective lifetime τ , see e.g. [Demtröder 2005, section 7.4.1],

τ = 1/∆ω. (6.5)

Since the rings represent the sharpest structures observed in the very low energy
region, it can not be excluded that the width of the rings is partly or even mainly
caused by the finite resolution of the REMI. However, the obtained width can be
used as an upper limit hence a lower limit for the lifetime can be extracted. The
results obtained with 470 nm are analyzed in this regard exemplarily. From the fits
to the results shown in fig. 6.13, the lower limits can be estimated to approximately
40, 20, 20 and 25 fs and to 50 and 45 fs for the four peaks in krypton and the two in
argon (in increasing order of energy), respectively.
A more direct access to the dynamics of the autoionizing states is offered by time-
resolved measurements, utilizing the pump-probe setup described in section 2.2.3
together with the direct 790 nm output of the laser system. The first pulse is used
to populate the DES in krypton atoms. Subsequently, the atom may autoionize or
get ionized through the competing photoionization channel, see fig. 6.12. The uti-
lization of a second laser pulse offers the possibility to enhance the photoionization
channel and at the same time frustrate autoionization. Of course, the probe pulse
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6.3. Considerations about lifetimes and pump-probe measurements

may only ionize the system, if the autoionization did not already take place. There-
fore, if the time delay between the two pulses is varied on a timescale comparable
to the autoionization lifetime of the states, the ratio between atoms that undergo
photoionization and autoionization is expected to change.
The intensity of the probe pulse ideally is limited to a level which does not allow
ionization or excitation of the system without a preceding pump pulse. For this
reason – and in contrast to the measurements presented in chapter 5 – the intensity
sharing between the pulses is chosen asymmetric by utilization of an appropriate
beam splitter: 90 % is used to create the pump and only 10 % for the probe pulse.
In this configuration, the REMI can not detect any ionization if the pump pulse is
blocked. A weak probe pulse is also beneficial when considering the stabilization of
Rydberg states in strong laser pulses discussed in section 3.4.3.
Calibration of the time delay is performed by recording and analyzing the autocor-
relation trace in the Kr+ yield around the temporal overlap of the two pulses. The
observed trace can be approximated very well by a product of a Gaussian envelope
and a sinusoidal oscillation. Two parameters determined from an according fit to
the data, namely the maximum of the envelope and the oscillation period of the
sinusoidal, can be utilized in this respect: The first indicates the mirror-position for
a vanishing time delay while the second gives – together with the known wavelength
of 790 nm – the scaling of the time delay.
For reasons of statistics, distinct time delays are chosen rather than the time delay
is continuously scanned. A reference measurement is performed at a negative time
delay of t ≈ −82 fs, where the weak probe pulse arrives first at the gas jet. In
this configuration, its interaction with the atoms is assumed to be irrelevant for
the state of the atom. Thus, a momentum spectrum is obtained as it would be
created from the pump pulse alone. From this distribution, the reference electron
energy spectrum Eref can be calculated, shown (multiple times) as black line in
fig. 6.17. Energy spectra obtained at positive time delays, E(t), where the pump
pulse arrives first at the target, can be related to this reference in order to emphasize
the effects caused by the probe pulse. To be more specific, the relative difference of
the normalized electron energy spectra,

D(t) = E(t)− Eref

Eref
, (6.6)
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Figure 6.17.: Depletion of the autoionizing Rydberg states in krypton by a second
laser pulse. The (identical) black solid line displays the reference elec-
tron energy spectrum observed for negative time-delay, the color code
visualizes the relative change observed for different time delays, see
text for details.

is calculated.
The results for different time delays is visualized in fig. 6.17 as colored bars: Red
color shades indicate a suppression of the signal caused by the probe pulse with
respect to the reference spectrum while green shades indicate the opposite, namely
a respective enhancement. In addition, the picture displays the energies for the
autoionization and photoionization channels, En

AI and En
γ as calculated with eq. (6.4)

and eq. (6.3), respectively. Over all tested time delays, from about 110 fs up to
almost 3 ps, a suppression of the peaks assigned to autoionization can be observed.
At the same time, the photoionization channel is enhanced.
Moreover, a decrease of the contrast can clearly be distinguished with increasing time
delay. Nevertheless, the probe pulse has a significant effect also with the maximum
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time delay of 3 ps. This holds specifically for the lowest autoionizing state with
n = 5, which appears similarly red-shaded for all time delays. In contrast to this,
the higher states, in particular the ones with n ≥ 8 seem to autoionize faster. It can
be concluded that the typical lifetime for the autoionizing states lies in the order
of the time delays tested and thus in the order of picoseconds. Further, although
the DES obviously survive during the remaining part of the strong pump pulse,
manipulation with a second, almost one order of magnitude weaker probe pulse is
possible.

6.4. Other targets: neon and molecular nitrogen

Apart from measurements with krypton and argon, also neon and molecular nitrogen
have been exposed to radiation created with the OPA during the measurement cam-
paign. The momentum distributions obtained will be briefly shown and discussed
here for completeness, in particular with regard to provide evidence of DES.
The situation in neon is quite similar to those in the other noble gases. As visible
from fig. 6.3, autoionizing states likewise exist, however the minimum main quantum
number in this case is n = 12 and the associated electron energies are very limited
due to the small spin-orbit splitting. In contrast, the absolute ionization potentials
are larger than the ones in argon, see table A.2. Therefore, in general, fairly high
laser intensities are necessary in such measurements and statistics still may be an
issue. In fig. 6.18 (a) the momentum distribution obtained for neon at a wavelength
of 470 nm is displayed. The large saturated region appearing for negative pl is caused
by electrons emerging most likely from the spectrometer plates as a consequence
of stray light. The reason for this is the high laser intensity and the associated
large beam diameter used in particular for this experiment. No distinct rings are
visible in the small momentum region, however, a central diffuse spot appears at
very small momenta, see magnification in (b). The lowest kinetic energies arising
from autoionization of neon can be calculated with eq. (6.4) to about 2.3, 16.3 and
27.3 meV. If these values are compared to the results for argon in fig. 6.11, where
the first peak is centered at about 10 meV, it seems very reasonable that the neon
series can not be resolved.
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Figure 6.18.: Electron momentum distributions and magnifications of the regions of
small momenta obtained with Ne and N2 at different wavelengths: (a)
and (b) Ne at 470 nm, (c) and (d) N2 at 470 nm, (e) and (f) N2 at
530 nm. The linear color scale used is displayed in fig. A.1 (a).

Finally, fig. 6.18 (c) and (d) and (e) and (f) show the result of a similar experiment
with a molecular N2 target with 470 and 530 nm, respectively. Interestingly, one
clear and several very faint and sharp rings are visible in the momentum range
between 0.1 and 0.2 a.u., marked with arrows in (d) and (f). The smallest appears
for both wavelengths with approximately the same radius although no absolute or
relative calibration of the pictured is performed. The origin of these structures is
not investigated in this work, however they could originate from autoionizing states,
which also exist for molecules, see e.g. [Ukai 1996; Sánchez et al. 1997]. More
measurements at longer wavelengths have to be carried out in order to relate their
population to the FTI mechanism. Interestingly, FTI has recently been observed
in more complex systems than atoms, namely in noble gas dimers [Veltheim et al.
2013].
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In conclusion, highly resolved electron momentum distributions were presented, ob-
tained with krypton and argon at different wavelengths. The fundamental change of
the distributions along increasing wavelengths, from the multiphoton to the tunnel-
ing regime, was observed and discussed. Unique fingerprints of autoionizing doubly
excited states were identified. The population of these states in the laser field was
proven up to 1300 nm in argon and related to the recently explored mechanism of
frustrated tunneling ionization [Nubbemeyer et al. 2008]. A possible connection to
the well-known dielectronic recombination processes, see e.g. [Kilgus et al. 1990;
Schippers 2009a], was discussed. Photoionization of the DES with a second laser
pulse in a pump-probe experiment revealed lifetimes in the order of picoseconds.
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7. Channel-selective electron spectra
for H2 at different wavelengths

In the previous chapter, an OPA was utilized to expose noble gas atoms to strong
fields of different wavelengths. A change of the photoelectron momentum distribu-
tions could be observed while approaching the tunneling regime. In the following
chapter, this investigation is extended to a more complex system, namely molec-
ular hydrogen. As already discussed in section 3.5, the exposure of H2 to strong
laser fields results in pure ionization to H+

2 , as well as in single or double ioniza-
tion and subsequent dissociation or Coulomb explosion of the molecule, respectively.
By utilizing the ability of the REMI to record all products of a reaction in coin-
cidence and to provide kinematically complete data, the different channels can be
separated. Highly resolved electron momentum distributions are recorded for each
of the channels at different wavelengths and compared to each other.
The chapter starts with the description of the ion-ion coincidence mapping technique
utilized for the separation of the different reaction channels in section 7.1. The
experimental setup and the determination of the central wavelength delivered by
the OPA are the subjects of section 7.2. After this, the experimental results are
presented. In section 7.3, ion momentum distributions obtained are discussed and
compared to results of a numerical solution of the TDSE. The electron momentum
distributions measured for the different channels and wavelengths are shown and
compared to each other in section 7.4.

7.1. Separation of the different reaction channels

Although molecular hydrogen contains only four particles – two nuclei and two elec-
trons – it represents a fairly complicated target for experimental investigation. In
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contrast to the atomic targets investigated in chapters 5 and 6, the number of elec-
trons removed from the neutral system is not encoded in the charge of the ions
finally detected. In fact, H+ ions may be produced from single as well as from
double ionization of the system. In addition, single ionization may also create a
stable H+

2 molecular ion. Those different processes, namely dissociation, Coulomb
explosion (CE) and ionization were already introduced in section 3.5.1:

H2 −→ H + H+ + e− (dissociation)
H2 −→ 2H+ + 2e− (Coulomb explosion)
H2 −→ H+

2 + e− (ionization)

The key to distinguish in particular between the dissociation and the CE channel
lies – as will be shown in the following – in the coincident detection of the emerging
ions. With its ability to detect additionally the freed electrons, the REMI represents
an ideal tool for the investigation of hydrogen exposed to strong laser fields.
Figure 7.1 (a) displays a typical spectrum of ion flight times obtained in the exper-
iment. The black line, representing all ions detected, comprises five main peaks in
total, from which two can be related to dissociation and two to CE, see section 3.5.1.
The peak on the very right is formed by the molecular H+

2 ions. In (b), the recon-
structed longitudinal momentum distribution of the H+ ions is shown together with
a scale for the kinetic energy of the particles. Due to the almost identical mass of
the H atom and the H+ ion, the total energy released, the kinetic energy release
(KER), is shared symmetrically between the two particles in the dissociation as well
as in the CE process. Therefore, the KER is given by twice the respective value
shown on the scale. As discussed in section 3.5.1, the fragmented H2 molecules are
strongly aligned along the polarization direction of the laser such that the transverse
momentum components of the detected particles can be neglected. The same holds
for the small amount of energy carried by the emerging electron(s).
In order to have a closer look into the processes and in particular to be able to
separate the different channels from each other, an ion-ion coincidence mapping
technique is used, where the momentum of the first ion detected is related to the
one of the second, see e.g. [Cornaggia 2001]. Examples of the resulting coincidence
maps for the longitudinal momenta of the ions are shown in fig. 7.2. The maps
contain exclusively those events, in which two H+ ions are detected in coincidence.
In addition, the respective projections on the axes are shown as red lines. The black
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Figure 7.1.: (a) Ion flight times obtained with a wavelength of 570 nm. The black
curve resembles all recorded ions while in the colored curves exclusively
those events are considered, in which the associated electron(s) is (are)
detected in coincidence with the ion(s), see text for details. (b) Re-
constructed longitudinal momenta for the H+ ions, same color code as
in (a).

line on the horizontal axis depicts the spectrum obtained if in addition those events
are included, in which only one ion is detected. The curves are scaled in height such
that their global maxima coincide.
A strong correlation between the two peaks with the highest absolute momenta can
be observed, thus identifying the CE channel. In contrast, the ions created by dis-
sociation, forming the inner peaks, are not correlated to each other. Instead, each
of these ions shares momentum with a neutral H atom that is not detected. Conse-
quently, the selection of the events, in which two ions are detected in coincidence,
already suppresses the dissociation channel as can be seen from comparison of the
red and the black curve.
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Figure 7.2.: Ion-ion coincidence maps for the longitudinal H+ momenta obtained at
470 nm (left) and 570 nm (right), see text for details.

The shapes of the peaks clearly change with the wavelength. Nevertheless, they
can always be assigned to the different channels by exploiting the characteristic
fingerprint the CE leaves in the coincidence maps. However, it can of course not be
ruled out that the correlated peaks in the flight time spectra also comprise certain
contribution from ions produced with similar energies in dissociation processes.
By utilizing appropriate conditions on the flight time of the ions, the events associ-
ated with the dissociation channel can be separated from the ones associated with
CE in an early stage of the analysis. Only those events are processed, in which –
depending on the process – exactly one (dissociation) or up to two ions (CE) are
detected together with the photoelectrons. The respective ion time-of-flight spectra
for those events are displayed in fig. 7.1 as thick curves in green and blue, respec-
tively. For the CE channel, the method represents a three-particle (H+ + 2e−) or
even four-particle (2H+ + 2e−) coincidence measurement, which is in general fairly
critical with regard to statistics. Compared to the events, in which at least one of
the two electrons is detected – shown as the thin blue curve in fig. 7.1 – , the total
number is decreased by about 80 % due to the limited efficiency of the detector and
its dead time after the detection of the first electron. Nevertheless, as will be shown
in section 7.4, the statistics achieved is still good enough for highly resolved electron
momentum distributions.
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Figure 7.3.: Measured optical spectra of the output of the OPA and the direct out-
put of the laser system. The labels represent the selected wavelengths,
the central wavelengths obtained from fits to the spectra are given in
table 7.1. In some of the spectra, interference fringes can be observed.
This is caused by the method used for the measurement, namely the
coupling of stray light into the spectrometer via a fiber.

The peak arising from CE at positive momenta in fig. 7.1 (b) has, compared to the
respective one at negative momenta, a decreased magnitude. The initial momentum
vectors of the respective ions point towards the electron detector which results in
long flight times and in larger spatial coordinates for the impact position on the ion
detector. A part of the ions therefore misses the detector. If the laser polarization
is not perfectly aligned along the spectrometer axis, this effect is further enhanced.
However, apart from decreasing the level of statistics, the decreased magnitude of
the peak has no influence on the results presented in the following sections.

7.2. Experimental setup and measurement of the
wavelengths

The experimental setup used for the measurements presented in this chapter is es-
sentially the same as used for the single pulse measurements in chapter 6. Beside
the direct output of the laser system at about 790 nm, see section 2.2.1, the OPA
is utilized for the creation of radiation from about 470 to 1300 nm as described
in section 2.2.5. Additionally, an optical spectrometer is used to measure the ac-
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wavelength [nm]
selected 470 498 530 570 600 630 660 1300 (790)α
measured 470 492 522 562 597 635 658 — β 784
γ∗, eq. (3.1) 0.86 0.83 0.78 0.72 0.68 0.64 0.62 0.31 0.52

αdirect output of the laser system
βwavelength exceeds specifications of the spectrometer

∗for single ionization of H2 at a laser intensity of 5× 1014 W/cm2

Table 7.1.: Comparison between the wavelength selected with the control software of
the OPA and the measured output, obtained from the fits to the optical
spectra shown in fig. 7.3.

tual wavelength delivered to the REMI. The spectra obtained are shown in fig. 7.3.
By performing Gaussian fits – shown as solid lines – the central wavelengths are ex-
tracted, listed in table 7.1. Considering only the wavelengths delivered by the OPA,
the dependence of the measured output on the value selected in the software is lin-
ear with a slope of one within 1σ. The mean deviation between the selected and
produced wavelength calculates to less than 5 nm and thus is much smaller than the
typical spectral width of the pulses. This proves the reliability of the OPA system
with respect to the produced wavelengths. In all calculations and simulations pre-
sented in this chapter the measured wavelengths are used, if available. However, in
order to keep consistency with the previous chapter, all spectra are still referred to
according to the wavelength selected.

7.3. Changes in the ion momentum distributions

First, the longitudinal momentum distributions obtained for the ions are investi-
gated, in particular the distributions arising from dissociation of the molecule. Fig-
ure 7.4 displays the lower regions of the momentum distributions of H+ obtained at
different wavelengths. Every spectrum is normalized with respect to the area under
the curve. Due to the almost perfect symmetry, the following discussion is restricted
to the positive part with pl ≥ 0.
At a short wavelength of 470 nm, only one peak is visible at about 7.2 a.u. The rising
of the signal at about 12 a.u. resembles the low-energetic tail of the peak assigned to
CE of the molecule and may be ignored for the moment. For wavelengths of 530 nm
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Figure 7.4.: Momentum distributions of H+, measured at different wavelengths. The
scale is linear.
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Figure 7.5.: Simulated momentum distributions of dissociating H+ [Fischer 2014] at
about 1.3× 1014 W/cm2, see text for details. The scale is linear.
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7. Channel-selective electron spectra for H2 at different wavelengths

and above, the formation of a second peak can be observed at a momentum of about
11 a.u., also shifting to lower values with increasing wavelengths. However, in the
measurement carried out at 660 nm this trend does not continue. The distributions
obtained at 790 and 1300 nm differ to a large extent from each other and the one at
660 nm, which can be explained by the large steps in wavelength. The first shows
again only one large peak with an elongated pedestal towards zero momentum, while
the latter comprises two peaks very close to each other and thus merged.
The presence of two peaks in the KER spectrum of the dissociation channel has
been observed also in other experiments and was related to the different number of
photons involved in the transition from the bound H+

2 system to the dissociative
potential curve [Thompson et al. 1997]: The peak representing slowly dissociating
molecules is the result of the absorption of one photon, while the other is caused by
a net-two-photon absorption, possible e.g. as a sequence of an initial three-photon
absorption followed by the emission of one photon. As shown in [Giusti-Suzor et al.
1995](1) for longer pulses, the latter is created in the rising edge of the pulse, while
the first emerges in the trailing edge, where the intensity already decreases. The
position of the peaks is – in contrast to their magnitude – independent from the laser
intensity as shown experimentally in [Thompson et al. 1997].
One suitable approach for the reproduction of the experimental distributions is a nu-
merical solution of the TDSE for the dissociation process. However, this is difficult
since the results crucially depend on the laser intensity, which is hard to quantify
and known to vary in the laser focus, see section 2.1.3. If only the dissociation of
the molecule is subject of the calculation, rather than including also the preced-
ing ionization of the molecule, additionally assumptions about the initial state are
required.
Despite this problems, a set of simulation has been carried out by [Fischer 2014],
using a split-operator formalism to approximate the time-evolution operator of the
system. A set of reasonable parameters for laser intensity and pulse duration was
tested. The contribution from each of the vibrational states of H+

2 was calculated
separately and the respective distributions were added incoherently afterwards. An
initial population of the vibrational states proportional to the respective Franck-
Condon overlap with the ground state of the neutral hydrogen molecule was as-

(1)See also [Posthumus 2004] for original figure in higher quality and a detailed discussion.
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7.3. Changes in the ion momentum distributions

sumed. The photon energies resemble the measured values for the wavelengths
given in table 7.1.
Excellent overall agreement was found for a rather low, but still reasonable laser
intensity of about 1.3× 1014 W/cm2 and a pulse duration of 30 fs. The momentum
distributions obtained are displayed in fig. 7.5. The main features observed in the
experiment, namely the appearance of two peaks in the momentum spectra as ap-
proaching longer wavelengths and their characteristic shifts are nicely reproduced.
Since CE is not considered in the simulation, the distributions approach zero, rather
than showing a plateau or already an increase at a momentum of about 12 a.u. The
remaining deviations to the experimental results can be assigned to different initial
population of the states in H+

2 and the finite intensity distribution in the laser fo-
cus, see section 2.1.3, which is also not considered. In addition, the experimental
intensity varies from measurement to measurement, for example due to differing
conversion efficiencies in the OPA and changing dimensions of the laser focus. Since
the calculated distributions are fairly sensitive to these parameters, it is reasonable
to assume that even better results could be obtained by an individual optimization
of the parameters for each measurement. For example, the width of the peaks in
particular in the measurement at 470 nm is nicely reproduced with an assumed in-
tensity of about 8.8× 1013 W/cm2, for which the results of the simulation are shown
in fig. A.2. However, the rise of the second peak for wavelengths larger than 570 nm
is much better visible in fig. 7.5, at 1.3× 1014 W/cm2. Since the main results are
already reproduced with global parameters, and a further optimization is barely
expected to yield new information, this was not carried out.
Apart from the dissociation channel, stable H+

2 is formed by simple ionization of
the molecule. The momentum distributions obtained are shown in fig. 7.6. Sub-
structures in the broad distributions are clearly visible in particular in the mea-
surements at short wavelengths. The peaks of these structures are separated by
momenta, which correspond to the small fraction of the photon energy, the ionic
molecule gains in the ionization process. This energy is in good approximation
given by me/m× ω0 ≈ 2.7× 10−4 × ω0, see table A.2. Each of the peaks can thus be
related to an ATI process of particular order. Consequently, with increasing wave-
length, the separation of the peaks decreases. At the same time, their magnitude
becomes smaller and smaller, such that they finally – at 1300 nm – are not visible any
more.
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Figure 7.6.: Momentum distributions of H+
2 measured at different wavelengths. The

scale is linear.

With regard to the overall distributions, a continuous increase in width can be no-
ticed with increasing wavelength as – for long wavelengths and the tunneling regime –
predicted by the ADK theory in eq. (3.6). However, the trend is likewise reasonable
in the multiphoton picture for short wavelengths: With decreasing photon energy,
the number of photons needed for the ionization of the molecule increases. Since the
uncertainty in the photon energy in an ultrashort laser pulse – see section 2.1 – adds
up, the energy range accessible and thus the final momentum spread of the created
particles becomes larger and larger.

7.4. Electron momentum distributions

After the different channels are identified and separated from each other, respective
electron momentum distributions can be obtained in coincidence with the respective
ionic fragments. In general, in addition to the event selection described in section 7.1,
a condition on the momentum sum of the particles can be used in order to remove
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false coincidences from the data, as done in section 5.2. However, this is not done
here due to different reasons given in the following.

Dissociation channel: One of the particles, namely the neutral H atom emerging,
is not detected and its momentum thus always missing in the total momentum
sum.

CE channel: For this channel, the main difficulty lies in the number of particles to
consider in the momentum sum. The detection of four particles in coincidence
is possible, but a strong constraint with regard to statistics. For this reason,
all those events are considered, in which both electrons and at least one of the
ions is detected. In a significant part of these events the situation is therefore
similar to the case of the dissociation channel.

Ionization channel: The simple single ionization to H+
2 and the creation of only

two particles in fact is an ideal situation to apply an additional condition on
the momentum sum. However, since the momentum distributions are to be
compared to the ones arising from the other channels, for which this is not
possible, it is reasonable to abstain from this here as well.

Figure 7.7 shows the electron momentum distributions obtained in coincidence with
H+

2 at different wavelengths. At 470 nm, shown in (a), the distribution features a
manifold of distinct broader formations of peaks along with sharp Freeman reso-
nances and four “fan-like” structures, pointing towards the origin. Signatures of
ATI dominate the regions of large momenta, visible also in the respective ion longi-
tudinal momentum distributions shown in fig. 7.6. The measurement at 498 nm, (b),
already provides a distribution fairly different. The sharp Freeman resonances now
dominate the spectrum and at the position of the broader distinct peaks in (a), only
faint indication of signal remains. In addition, the four fan-like structures in the
central region are more aligned along the pl axis and a fifth vertical stripe arises.
With increasing wavelength from 530 to 660 nm, along the distributions shown in
fig. 7.7 (c) to (g), more and more of the formally distinct formations become “con-
nected” in radial direction thus forming elongated stripes, pointing from regions of
large momenta towards the origin and absorbing the fan-like structures. The region
below a transverse and longitudinal momentum of about 0.3 and 0.8 a.u., respec-
tively, becomes more and more homogeneously filled. In the outer regions of the
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Figure 7.7.: Electron momentum distributions obtained in coincidence with H+
2 at

different wavelengths: (a) 470 nm, (b) 498 nm, (c) 530 nm, (d) 570 nm,
(e) 600 nm, (f) 630 nm, (g) 660 nm, (h) 790 nm, (i) 1300 nm. The linear
color scale used is displayed in fig. A.1 (b).
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7.4. Electron momentum distributions

distributions, ATI structures are still present, however less separated due to the
decreasing photon energy. It has to be mentioned that the intensity in the mea-
surement at 600 nm was lower compared to the other measurements, which will be
derived later from the signal in the CE channel. Finally, at 1300 nm, (i), a dis-
tribution is obtained that fills the full area specified above almost uniformly. Faint
indications of ATI structures are still visible in transverse direction, at about 0.4 a.u.
The transition of the electron momentum distributions observed for H+

2 from short
to long wavelengths shows qualitatively the same trends as the respective transition
observed for the noble gas atoms: Broad, uniform and homogeneous distributions
at long wavelengths, and distributions with distinct structures and Freeman reso-
nances at short wavelengths. The sensitivity on the ionized species clearly decreases
with increasing wavelength. Already for 790 nm, where still a manifold of distinct
structures are visible, the distributions for H2 and Kr show many similarities, com-
pare fig. 7.7 (h) to fig. 6.5 (d): In both cases, seven fan-like structures are visible
and the structure emerging in direction of ptr splits at about 0.2 a.u. In contrast,
the momentum distributions obtained for short wavelengths crucially depend on the
species ionized.
Can these observations be transferred to the comparison of momentum distributions
obtained for a different reaction channel of the molecule? In particular interesting is
the dissociation channel, since it is expected to contain in principle the same initial
ionization from H2 to H+

2 . If this ionization and the subsequent dissociation are
treated as completely independent processes, the electron momentum distribution of
this channel, shown in fig. 7.8, should be identical to those obtained in coincidence
with H+

2 . However, already in this representation, striking differences are visible
compared to the sequence shown in fig. 7.7.
In order to visualize the discrepancies between the distributions more clearly, the
straight-forward approach would certainly be, to simply calculate the difference of
the respective spectra. However, in this process, information is lost. For example,
for both an equally strong or a likewise vanishing signal in the distributions, the
difference always calculates to zero. The full information about the two distributions
can therefore – still – only be obtained if two pictures are considered, namely the
calculated difference and one of the original distributions. In order to encode all
information in one single picture, a different approach is used, described in the
following.
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Figure 7.8.: Electron momentum distributions associated with dissociation of the
molecule at different wavelengths: (a) 470 nm, (b) 498 nm, (c) 530 nm,
(d) 570 nm, (e) 600 nm, (f) 630 nm, (g) 660 nm, (h) 790 nm, (i) 1300 nm.
The linear color scale used is displayed in fig. A.1 (c).
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7.4. Electron momentum distributions

Figure 7.9.: Overlays of momentum distributions for comparison, see text for details.

Starting from the two binned momentum distributions to be compared to each other
(normalized to their respective maximum), a constant value of 0.1 is subtracted in
order to suppress background. Negative values are afterwards set to zero and the
distributions are again normalized. Depending on the channel, one of the color
scales shown in fig. A.1 (e)-(g) is applied. The scales are chosen according to the
assignment to the channels made in fig. 7.1, and designed such that each contains
only shades of pure red, green or blue. Besides pure black, associated with vanishing
signal, none of the colors present in one particular scale can be produced by additive
color mixing between the others. As a final step, the two distributions are added by
means of additive color mixing. If this is done e.g. for the distributions arising in the
ionization channel (red) and the dissociation channel (green), the resulting distri-
bution contains these colors and – in regions where both of the former distributions
showed signal – shades of yellow. Figure 7.9 visualizes the approach.
Figure 7.10 (a1)-(a3) displays the resulting graphs for the comparison of the ioniza-
tion and the dissociation channel for three selected wavelengths. The full series of
graphs for all wavelengths can be found in fig. A.3. While the differences in the dis-
tributions obtained is clearly visible in measurements at short wavelengths, shown
in (a1) and (a2), for long wavelengths, (a3), the distributions are almost identical. If
approaching the regime of tunnel ionization, the resulting electron momentum dis-
tributions thus become insensitive not only to the species, but also to the channel.
The differing distributions obtained at short wavelengths prove the simple sequential
picture, in which the dissociation of the molecule is treated as completely separated
from the ionization process, to be wrong. In the simplest case, this can be explained
by a post-selection effect: Molecules in lower vibrational levels resist dissociation to
a larger extent. The electron momentum distribution associated to the dissociation
channel thus may contain primarily events, in which the H2 molecules are ionized

155



7. Channel-selective electron spectra for H2 at different wavelengths

p
tr

[a
.u

.]

0.0

0.4
(a1) (b1)

p
tr

[a
.u

.]

0.0

0.4
(a2) (b2)

p
tr

[a
.u

.]

pl [a.u.]

0.0

0.4

-0.8 -0.4 0.0 0.4 0.8

(a3)

pl [a.u.]
-0.8 -0.4 0.0 0.4 0.8

(b3)

Figure 7.10.: Combined electron momentum distributions. (a) Ionization channel
(red) and the dissociation channel (green) at (a1) 470 nm, (a2) 498 nm
and (a3) 1300 nm. (b) Same series as is (a) but comprising the disso-
ciation channel (green) and CE channel (blue).

to one of the higher lying levels in H+
2 in the first step. The difference between

the lower and the upper vibrational levels is comparable to the photon energies
used, such that the separation of the channels may be equivalent to a selection of
the number of photons involved in the ionization process. Due to the difference in
total angular momentum that can be transferred, the associated electron momentum
distributions are expected to differ from each other. For long wavelengths, were the
photon energy becomes small against the energy difference of the upper and the
lower levels, this effect is then expected to vanish. In this case, the number of
photons required to access a particular state in H+

2 is not well-defined any more.
Since all possible channels contribute to the total signal, broad distributions result.
Finally, the electron momentum distributions associated to the CE channel are dis-
played in fig. 7.11. The level of statistics in the measurement at 600 nm, (e), is lower
for this channel due to a lower laser intensity, favoring ionization and dissociation
of the molecule. Since the ionization process is completely different, at least for one
of the electrons, the resulting distributions can be expected to clearly differ from
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Figure 7.11.: Electron momentum distributions associated with CE of the molecule
at different wavelengths: (a) 470 nm, (b) 498 nm, (c) 530 nm,
(d) 570 nm, (e) 600 nm, (f) 630 nm, (g) 660 nm, (h) 790 nm, (i) 1300 nm.
The linear color scale used is displayed in fig. A.1 (d).
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7. Channel-selective electron spectra for H2 at different wavelengths

those obtained for the other channels. However, the difference to the dissociation
channel, fig. 7.10 (b1)-(b3), appears actually less pronounced than the one between
the other two channels. It has to be mentioned that the limited statistics in the CE
channel lowers the visibility of the differences in this representation to some extent.
At 1300 nm, (b3), the distributions are again identical. The full series of graphs and
the respective comparison between the dissociation and CE channel are shown in
fig. A.4 and fig. A.5, respectively.
In conclusion, molecular hydrogen was exposed to strong laser pulses of different
wavelengths. The utilization of the reaction microscope and the possibility of multi-
coincidence measurements in combination with an ion-ion coincidence mapping tech-
nique, see e.g. [Cornaggia 2001], gave access to channel-selective momentum distri-
butions. Experimental results for the momentum distribution of the ions produced
in the dissociation channel could be reproduced in TDSE calculations carried out
by [Fischer 2014]. The change of the channel-selected electron momentum distribu-
tions with changing wavelengths was discussed. Moreover, the distributions arising
in different channels were compared to each other. With increasing wavelengths,
more and more similar distributions could be obtained.
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8. Conclusion and outlook

Throughout this thesis, the interaction of strong laser fields with atoms and molecules
has been investigated by utilizing a Ti:sapphire laser system and a reaction micro-
scope (REMI). Before the laser pulses interacted with particles, different techniques
allowed their manipulation. In detail, pulses of different wavelengths were created by
making use of an optical parametric amplifier and nonlinear crystals for frequency
mixing. Few-cycle pulses were produced by exploiting nonlinear effects in a neon-
filled hollow-core fiber and subsequently the technique of chirped-mirror compres-
sion. The use of a piezo-driven Mach-Zehnder interferometer enabled time-resolved
measurements. The ability of REMIs to detect all created ions and electrons in
coincidence with very high resolution and a large acceptance is what makes these
momentum spectrometers ideal tools for the investigation of ionization and dissoci-
ation processes.
The experimental investigations performed and the results obtained in the course of
this thesis can be divided into three parts. In the first part, presented in chapter 5,
the fundamental strong-field tunneling process itself is the subject of investigation,
exploiting a spin-orbit wave packet (SOWP) in the singly charged argon ion. In
the second part, chapter 6, the strong-field ionization of krypton and argon is in-
vestigated for different wavelengths. The subject of the third part, chapter 7, is the
extension of wavelength-dependent measurements to molecular hydrogen.
In the following, an individual, detailed summary for each of the parts is given
together with future perspectives.

Tunnel ionization from a coherent superposition in Ar+

Two identical few-cycle laser pulses were utilized in a pump-probe scheme to launch
and probe a SOWP in singly charged argon ions. By removing an electron from a
neutral argon atom, a coherent superposition of electronic states was created within
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the pump pulse. The second pulse was used to probe the system subsequently to
Ar++ by tunnel ionization.
Although the influence of the ions’ long-range Coulomb field has striking implica-
tions on the transverse momentum distributions, perpendicular to the laser polar-
ization, the dynamics of the SOWP was proven to be reflected in these distribu-
tions, as predicted in [Wörner et al. 2011]. This has a close relationship to the
observation made more than 15 years ago in highly-energetic ion-atom collisions,
where – despite the Coulomb interaction – the underlying atomic structure was like-
wise preserved [Moshammer et al. 1999; Fainstein et al. 2001].
Since the Coulomb interaction is similarly influencing the freed electrons, its effect
cancels out to a large extent if the change in the observed electron momentum
distributions with the time-delay is examined rather than the distribution itself.
Thus, state-selective information about the momentum distribution directly after
the tunneling process was extracted and common theoretical models were tested.
In the case of the transverse momentum component, a prediction by the models is
given by eq. (5.6): The distribution is assumed to be described by a product of the
absolute squared, projected bound-state wave function and a Gaussian “filter” [Aris-
sian et al. 2010]. In the measurements presented in this part, the product form of
this expression was, to the best of our knowledge, explicitly tested for the first
time. The bound-state wave function indeed is reflected in the momentum distribu-
tion obtained and the Gaussian shape of the filter is reasonable. A simple model,
based on scaled hydrogenic wave functions and ADK ionization rates, qualitatively
reproduced the results. The remaining deviation, namely the too narrow momen-
tum distributions, were likewise observed in experiments using circularly polarized
light [Arissian et al. 2010; Dreissigacker et al. 2013]. A comparison of the results
to calculations based on the numerical solution of the time-dependent Schödinger
equation (TDSE) can be found in [Kheifets et al. 2014].
Along the laser polarization, where the electron is directly influenced by the laser
field, no state-dependence could be observed. This is in agreement with the com-
mon assumption of a vanishing momentum component right after tunneling [Corkum
1993], although could possibly arise from “bunching” effects in the laser field [Kästner
et al. 2012].
Beside being interesting with respect to the understanding of the very fundamental
process of strong-field tunneling, the results of this part are similarly important for
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state-of-the-art streaking techniques such as the attoclock [Eckle et al. 2008b]. The
interpretation of data obtained with these techniques relies on a precise knowledge
about the electron momenta right after the tunneling process. For this reason,
providing information about the latter resembles an important step towards higher
precision and towards answering fundamental questions such as whether a tunneling
time exists or not [Eckle et al. 2008a].
The results described in this part of the thesis have been published in [Fechner et al.
2014].

Population of doubly excited states in strong laser pulses

In the experiments presented in chapter 6, ionization of krypton and argon was initi-
ated with strong laser pulses of different central wavelengths, ranging from 395 nm to
1600 nm. The fundamental change in the interaction between the laser field and the
atoms, namely the transition from the multiphoton regime for short wavelengths to
the tunneling regime at long wavelengths, was directly observed in the photoelectron
momentum distributions.
In the multiphoton picture, Rydberg states in the noble gas atoms may be excited
resonantly by absorption of an appropriate number of photons. In contrast, in the
tunneling regime, a different mechanism, known as frustrated tunneling ionization
(FTI) [Nubbemeyer et al. 2008], was recently identified and the process thus em-
bedded into the successful three-step model [Corkum 1993]: After tunneling, the
electron is driven by the laser field and recollides with its parent ion. For some
of the electrons, ionized close to a field maximum, the kinetic energy is very low
such that the electron may be recaptured into a Rydberg state, forming a neutral
Rydberg atom.
Due to the excellent resolution and the high level of statistics obtained in this work,
unique fingerprints of autoionizing doubly excited states (DES) could be identified in
the electron momentum distributions up to a wavelength of 1300 nm, associated with
the tunneling regime and thus the FTI process rather than resonant multiphoton
excitation. In these states, not only the Rydberg electron is excited but also the
electronic core close to the nucleus. To the best of our knowledge, this is the first
report of the creation of DES within the FTI process. Furthermore, by utilizing a
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pump-probe scheme, the possibility of manipulating the states with a fairly weak
second laser pulse was demonstrated.
However, the question remains whether the excitation of the electronic core takes
place in the tunneling step or later, in the moment of recollision. Particularly in-
teresting is the second scenario. The excitation of the electronic core by resonant
recapturing of a slow electron is a process precisely investigated in a manifold of ex-
periments and commonly known as dielectronic recombination (DR). Among others,
storage-ring experiments and measurements in electron-beam ion traps have been
performed, see e.g. [Kilgus et al. 1990; Schippers 2009a] and [Ali et al. 1990; Beil-
mann et al. 2011], respectively. However, only higher charged or lighter ions have
been investigated before. In this respect, the results presented in this thesis could
be the first realization of a DR experiment for singly charged krypton and argon
ions.
Future facilities might overcome the technical limitations inhibiting the measure-
ment of DR in singly charged ions. The storage of Ar+, although not yet cooled, has
been successfully demonstrated recently at the Cryogenic Storage Ring (CSR) [Hahn
et al. 2011], currently being built at the Max Planck Institute for Nuclear Physics
in Heidelberg [CSR 2014]. Once efficient cooling of the stored ions is achieved,
experiments on DR in Ar+ may be possible with very high precision [Grieser 2014].

Channel-selective electron spectra for H2 at different
wavelengths

In chapter 7, the systematic investigation of momentum distributions created in the
interaction with strong fields of different wavelengths was extended to molecules.
Molecular hydrogen was chosen as a target because advanced calculations including
the numerical solution of the TDSE are possible for this system. The molecule
provides – in addition to pure ionization – more complex reaction channels, namely
dissociation and Coulomb explosion. Exploiting ion-ion coincidence mapping, see
e.g. [Cornaggia 2001], the different peaks appearing in the time-of-flight spectra of
the ions could be identified and associated with the different mechanisms.
Concerning the dissociation channel, the momentum distributions of the emerging
ions were investigated and compared with calculations based on the solution of the
TDSE [Fischer 2014]. Excellent agreement could be obtained for reasonable laser
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parameters although the initial ionization to H+
2 was not included in the simulation

and focal-volume averaging effects were not considered.
The ability of the reaction microscope to perform multi-coincidence measurements,
including simultaneous detection of ions and electrons, allowed the extraction of
channel-selected electron momentum distributions that were compared to each other.
For short wavelengths, clear deviations between the distributions produced in dif-
ferent channels were observed, decreasing with increasing wavelength. At 1300 nm,
almost identical distributions could be obtained. Since only a few particles have to
be considered, calculations based on the TDSE are possible for the system and may
be used for further investigation of the dissociation dynamics and to gain a deeper
insight into the underlying mechanisms at different wavelengths.
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A. Appendix

A.1. Atomic units and physical constants
In atomic physics it is often useful and convenient to relate quantities to the re-
spective values in the hydrogen atom. This defines the system of atomic units,
see e.g. [Baylis et al. 2006, section 1.2], which is used in this work unless other-
wise stated. Table A.1 summarizes the basic quantities and relations to other unit
systems.

quantity definition 1 a.u. corresponds to
length Bohr radius a0 0.529 177 210 92× 10−10 m
mass electron mass me 9.109 382 91× 10−31 kg

1822.888 48−1 u
charge elementary charge e 1.602 176 565× 10−19 C
energy Hartree energy Eh 4.359 744 3× 10−18 J

27.211 385 05 eV
angular momentum ~ 1.054 571 726× 10−34 J s

6.582 119 28× 10−16 eV s
time t = ~/Eh 2.418 884 33× 10−17 s
momentum mea0/t 1.992 851 74× 10−24 kg m/s
electric field Eh/ea0 0.514 220 642× 1012 V/m
intensity E2

h/~a2
0 6.436 409 1× 1015 W/cm2

laser intensity∗ ε0cE2/2 3.509 445 1× 1016 W/cm2

∗common convention in strong-field physics, see e.g. [Protopapas et al. 1997]

Table A.1.: Definition of the system of atomic units and relationship to other sys-
tems. All values are taken or derived from [Mohr et al. 2011].
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A.2. Particle data

Ne Ar Kr Xe H2

Ei [eV] 21.564 540 15.759 611 2 13.999 604 9 12.129 843 1 15.425 93
mass [u] 20.1797 39.948 83.798 131.293 2.015 88

Ne+ Ar+ Kr+ Xe+

Ei [eV] 40.962 96 27.629 67 24.3598 20.975
∆ω [eV] 0.096 760 24 0.177 493 68 0.665 808 1.306 423

electron H
mass 1 a.u. 1.007 825 032 07 u

Table A.2.: Masses and ionization potentials important for this work. The atomic
ionization potentials Ei and spin-orbit splittings ∆ω are taken from
[Kramida et al. 2013], the standard atomic weights for the atoms
from [Coursey et al. 2010], the electron mass from [Mohr et al. 2011]
and the H2 data from [Linstrom et al. 2014]

A.3. Color scales

(a)

0.0

0.2

0.4

0.6

0.8

1.0
(b)

0.0

0.2

0.4

0.6

0.8

1.0
(c)

0.0

0.2

0.4

0.6

0.8

1.0
(d)

0.0

0.2

0.4

0.6

0.8

1.0
(e)

0.0

0.2

0.4

0.6

0.8

1.0
(f)

0.0

0.2

0.4

0.6

0.8

1.0
(g)

0.0

0.2

0.4

0.6

0.8

1.0

Figure A.1.: Color scales used for visualization of experimental ant theoretical data.
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Figure A.2.: Simulated momentum distributions of dissociating H+ [Fischer 2014]
at an intensity of about 8.8× 1013 W/cm2 and pulse duration of 30 fs.
The scale is linear.
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Figure A.3.: Combined electron momentum distributions obtained for the ioniza-
tion channel (red) and the dissociation channel (green). (a) 470 nm,
(b) 498 nm, (c) 530 nm, (d) 570 nm, (e) 600 nm, (f) 630 nm, (g) 660 nm,
(h) 790 nm, (i) 1300 nm.
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Figure A.4.: Combined electron momentum distributions obtained for the disso-
ciation channel (green) and the Coulomb explosion channel (blue).
(a) 470 nm, (b) 498 nm, (c) 530 nm, (d) 570 nm, (e) 600 nm, (f) 630 nm,
(g) 660 nm, (h) 790 nm, (i) 1300 nm.
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Figure A.5.: Combined electron momentum distributions obtained for the ionization
channel (red) and the Coulomb explosion channel (blue). (a) 470 nm,
(b) 498 nm, (c) 530 nm, (d) 570 nm, (e) 600 nm, (f) 630 nm, (g) 660 nm,
(h) 790 nm, (i) 1300 nm.
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Nomenclature
ADC analog-to-digital converter

ADK Ammosov-Delone-Krainov

ATI above-threshold ionization

BBO β-Barium borate

CE Coulomb explosion

CEP carrier-envelope phase

COLTRIMS cold target recoil ion momentum spectroscopy

CPA chirped pulse amplification

CVA Coulomb-Volkov approximation

cw continuous-wave

DEC doubly excited complex

DES doubly excited state

DFG difference frequency generation

DR dielectronic recombination

EBIT electron beam ion trap

FEL free-electron laser

FSR free spectral range

FTI frustrated tunneling ionization

FWHM full width at half maximum

GVD group velocity dispersion

HeNe laser Helium-neon laser
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HHG high harmonic generation

KER kinetic energy release

KLM Kerr lens mode-locking

laser light amplification by stimulated emission of radiation

MCP micro-channel plate

MPI multiphoton ionization

NSDI non-sequential double ionization

OPA optical parametric amplifier

REMI reaction microscope

RESI recollision excitation with subsequent ionization

SAE single-active-electron

SESAM semiconductor saturable absorber mirror

SFA strong-field approximation

SFG sum frequency generation

SHG second harmonic generation

SOWP spin-orbit wave packet

SPM self-phase modulation

TEM mode transverse electromagnetic mode

Ti:sapphire titanium-doped sapphire (Ti:Al2O3)

TOD third order dispersion

VMI velocity-map imaging
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Springer-Verlag Berlin Heidelberg New York.

Diels, Jean-Claude and Wolfgang Rudolph (2006).
Ultrashort Laser Pulse Phenomena.
Academic Press.

Dittner, Peter F. (1988).
“Dielectronic Recombination Measurements of Multicharged Ions”.
In: Physica Scripta T22, pp. 65–68.
doi: 10.1088/0031-8949/1988/T22/008.

Dorn, A. et al. (1999).
“Double Ionization of Helium by Fast Electron Impact”.
In: Physical Review Letters 82, pp. 2496–2499.
doi: 10.1103/PhysRevLett.82.2496.

Dreissigacker, Ingo and Manfred Lein (2013).
“Quantitative theory for the lateral momentum distribution after strong-field ioniza-
tion”.
In: Chemical Physics 414, pp. 69–72.
doi: 10.1016/j.chemphys.2012.01.028.

Dörner, R. et al. (2000).
“Cold Target Recoil Ion Momentum Spectroscopy: A ‘momentum microscope’ to view
atomic collision dynamics”.
In: Physics Reports 330, pp. 95–192.
doi: 10.1016/S0370-1573(99)00109-X.

Dörner, R. et al. (2002).
“Multiple Ionization in Strong Laser Fields”.
In: Advances in Atomic, Molecular, and Optical Physics.
Ed. by Benjamin Bederson and Herbert Walther.
Vol. 48.
Academic Press,
Pp. 1–34.

Eckle, P. et al. (2008a).
“Attosecond Ionization and Tunneling Delay Time Measurements in Helium”.
In: Science 322, pp. 1525–1529.
doi: 10.1126/science.1163439.

Eckle, Petrissa et al. (2008b).
“Attosecond angular streaking”.
In: Nature Physics 4, pp. 565–570.

178

http://dx.doi.org/10.1088/0031-8949/1988/T22/008
http://dx.doi.org/10.1103/PhysRevLett.82.2496
http://dx.doi.org/10.1016/j.chemphys.2012.01.028
http://dx.doi.org/10.1016/S0370-1573(99)00109-X
http://dx.doi.org/10.1126/science.1163439


Bibliography

doi: 10.1038/nphys982.
Eichler, J. and H.J. Eichler (2010).

Laser – Bauformen, Strahlführung, Anwendungen.
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