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Abstract

Electricity supply at present requires about 38 % of the gllpbimary energy demand and it is likely to rise further
in the coming decades. Facing major problems, such as mésources of fuels and an ongoing anthropogenic
climate change, a sustainable electricity supply basedpewable energies is absolutely vital. Wind and solar
power will play an extensive role in future supplies but riegenergy storage capacities to meet electricity demand.

To investigate the relationship of power plant mix and reggiienergy storage capacity, a computer model
based on global weather data has been developed to enallentiiation of electricity supply scenarios by up to
ten different power plant types for various regions.

The focus of the investigation has been on the energy stoeggirements of an electricity supply for Europe by
wind and solar power. The minimum required energy storagedity for a totally weather dependent electricity
supply occurs at a ratio of 30% wind and 70 % photovoltaic (Pgjver plant capacity installed. Thus, the
required energy storage capacity rises from a transitido-day’s electricity supply to the afore-mentioned 100 %
renewable wind and PV scenario exponentially to about 156 T3\ % of the annual electricity demand).

The installation of additional excess wind and PV power plapacity was seen to be an efficient way to
reduce the required energy storage. Already 10% excessitapead to a reduction by 50 % of the required
storage capacity.

To use different storage technologies in an optimised wagrims of storage capacity and efficiency, the storage
tasks can be separated into a daily and a seasonal usage. tiéhdeasonal storage capacity has to be about two
orders of magnitude larger than the required capacity ostbrage for the daily cycle, the sum of stored energy
during one year is almost equal for the long and short timeagm

In summary, an electricity supply by wind and PV power wasmghto be completely feasible regarding the
required energy storage capacity together with the reduined area for power plants, and with electricity gen-
erating costs of 0.09 EUR to 0.18 EUR per kWh depending on tlneep plant mix, excess capacity, and storage
investment costs.

Zusammenfassung

Die Elektrizitdtsversorgung hat einen Anteil von ca. 38 %ovesttweiten Primarenergie-bedarf und sie wird in den
nachsten Jahrzehnten weiter wachsen. In Anbetracht vdsidPnen wie die Verknappung limitierter Brennstoffe
und dem anthropogenen Klimawandel, ist eine nachhaltig&tiztitatsversorgung durch die Nutzung erneuer-
barer Energien nétigt. Wind- und Solarenergie werden algottpuellen fir die zukiinftige Elektrizitatsversorgung
angesehen, jedoch werden Energiespeicher benétigt unekigiEtatsnachfrage decken zu kénnen.

Um die Abhangigkeiten vom Kraftwerkmix und Energiespertteelarf untersuchen zu kénnen, wurde ein auf
globalen Wetterdaten basierendes Computermodell endiclas Simulationen von Elektrizitdtsversorgungsszena
ien mit bis zu zehn verschiedenen Kraftwerksarten fur bajie Regionen ermdglicht.

Der Fokus der Untersuchungen lag hierbei auf den Anforadggnian Energiespeicher fir eine Elektrizitatsver-
sorgung Europas durch Wind- und Solarenergie. Bei einemadds30 % Wind- und 70 % Photovoltaik- (PV)
installierter Kraftwerkleistung fallt die geringste beigbe Energiespeicherkapazitat fir eine géanzlich vom &vett
abhangige Elektrizitatsversorgung an. Der Umstieg vontigen Elektrizitatsversorgungssystem auf das genan-
nten 100 % regenerative Wind und PV Szenario fhrt zu eingrorentiellen Anstieg der Energiespeicherkapaz-
itdt auf rund 150 TWh (3,8 % des jahrlichen Elektrizitatsides).

Das Installieren von Uberkapazitaten an Wind- und PV- Kvafken zeigte sich als effektive Methode um den
Energiespeicherbedarf zu reduzieren. Bereits 10 % Ubaditi halbieren den Speicherbedarf.

Um unterschiedliche Speichertechniken bezlglich ihrexi@erkapazitat und ihrem Wirkungsgrad effizient
zu nutzen, kdnnen die Speicheraufgaben auf tégliche usdrsgle Zeitskalen aufgeteilt werden. Hierbei ist die
bendtigte saisonale Speicherkapazitat fast zwei Grodenogen gré3er als die des Speichers fur den Tagesverlauf
bei gleichem Jahresenergieumsatz fur den Lang- und Kuspegtcher.

Letzten Endes kann man festhalten, dass die bendétigtergiEspeicherkapazitaten, die Landflache fur die
Kraftwerke und auch die Elektrizitdtsgestehungskosten(;09 EUR bis 0,18 EUR pro kWh je nach Kraftwerk-
mix, Uberkapazitat und Speicherkosten fir eine Versorgemmgpas durch Wind- und PV- Energie realisierbar
sind.
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1. Introduction

'The best way to predict the future is to invertAtlan Kay (1971)

The global demand for primary energy was about B J in 2010 (van der Hoeven, 2012). This
energy demand is approximately 8% of the amount of total besrgrowing during one year on the
globe (Kleidon, 2012) and thereby a significant share of #réhe energy budget. 81 % of the primary
energy comes from fossil fuels such as coal, oil and gas.ilFosscombustion leads to C£emissions
of 30.2 Gt forcing the anthropogenic climate change.

The electricity sector is responsible for about 38 % of thabgl primary energy demand and it is
likely to rise further in the coming centuries (van der Hagve012). Fossil and nuclear fuels are the
dominant energy source of today’s energy system, but threramgortant reasons to substitute them by
renewable energies. Any used finite resource will ‘peak’salay in its maximum extraction rate. When
reaching this point for the fuels the present electricitg@y system is based on, the price will rise for
this resources and it will be hard to supply the electricgéyn@nd. Regarding oil, 'peak oil’ is expected to
happen in the first decade of the 21st century or might have @eveurred in 2005 / 2006 (Bardi, 2009).
Thus, it is of most importance to adjust the energy systenoais as possible.

Beside the limitation of the fossil energy sources, thea$fen the environment due to the exten-
sive use of fossil and nuclear fuels are important as wellpeEislly coal fired power plants lead to
heavy smog events, for example in China (Wang and Kwok, 2@08) influence the quality of live and
health (Villiger, 2007). Also, the question of how to stoealioactive waste coming from the nuclear
power plants is still an open topic and the search for depdsit goes on while the nuclear wast is still
increasing.

Finally, anthropogenic climate change due to Gfnissions with its related damages is one of the
major challenges of our time. Global warming will increase thance of strong rain and flooding events,
dry periods and heavy storms. The Intergovernmental Panéllionate Change (IPCC) recommends
to keep the global warming due to anthropogenic green hoaseissions below’Z to reduce the
risks related to the anthropogenic climate change. Enmrial effects such as sea level rise that will
threaten residential coast areas and extreme weathersenéhtrelated problems such as hunger due
to crop failure and shortage of drinking water underlineithportance to act (IPCC, 2007). The Stern
review on the economics of climate change mentions thatdketo stabilise climate change are high,
but a delay will most likely lead to dangerous changes angtadato the changes will cost much more
(Stern et al., 2006).



1. Introduction

In order to reduce global anthropogenic green house gasiemss the Kyoto protocol of 1997 was
established where the industrialised nations agreed taesthe green house gas emissions by a mini-
mum of 5% of the 1990 emissions. At the Conference of the @a(@COP18) in Doha 2012 the Kyoto
protocol was extended until till 2020. In order to fulfill tkkimate goals, the energy supply is needed
to be based on renewable energies instead of fossil fueks.elBttricity generation sector is the major
anthropogenic C@source with approximately 26 % of the total emissions (Wéeahd Ummel, 2008).
Therefore a transition of the electricity generation seid@n important task for our and future genera-
tions. For example, in 2013 about 23 % of the electricity gateel in Germany was based on renewable
energies but to reach climate goals such as a 80 % to 95 % iedwétgreen house gas emissions till
2050 (Klaus et al., 2010), much more effort has to be done ptidrs need to be evaluate.

The earth system offers a variety of renewable energy seweeh as solar radiation, wind, waves
and tides, bio fuels or geothermal. Solar radiation is tivrdy force for the renewable energies, except
for tide and geothermal energy. About 2.4B%*J of solar energy reach the earth surface each year
(Mayer, 2010). In comparison the annual anthropogenicggnéemand is only about 0.02 % of this
figure. Due to the geographical differences in solar iréqmlattemperature gradients establische that
drive the atmospheric circulation and the thermohalineutation of the ocean. An estimation for the
atmospheric circulation by Kleidon (2012) lead to a theéos¢tannual energy of about 3.194%2 J from
wind. Even if just a small fraction of the renewable energiesld be used for the energy supply, their
potentials are still sufficient, but, as the energy densitipiwv compared to fossil fuels, much more land
area will be required for a supply system based on renewalelig)g sources.

A major difference in the characteristics of a renewabletatdty supply such as solar and wind
power compared to the today’s electricity supply, is theatitd availability. Additional controllable
power plant capacities such as bio-fuel, hydro electricgraaw especially energy storage capacities will
need to play an essential role of the future electricity suppstem to balance electricity generation and
demand. To investigate the requirements and work out figinagegies, the modelling of energy supply
systems is required.

1.1. Modeling of electricity supply

Today a wide range of energy supply models already existslallysheir objectives are to investigate
energy supply strategies by a cost optimising approach. major categories can be separated among
the energy models:

1. Economic models: Long term economic and politic stratagglels that simulate the development
of the electricity supply system for a period of decades ugettturies.

2. Physical models: Electricity supply optimising modelsth a focus on a detailed simulation of
electricity supply usually over a period of one year.



1.2. Motivation

The physical supply models are typically base on weather afagolar radiation, wind speed and many
more to explicitly calculate electricity generation by egrable energies, typically on a one hour time
resolution. This is done by different models on a model goidvarying regions from national to global
size. Since the major variations in electricity supply agaturing the course of one year, this time period
often represents the typical time horizon for the simutaiof this models. Longer time periods require
enormous volumes of data and are, therefore, rarely sigulilat

Economic models, typically simulate energy markets witb@duced spacial and temporal resolution,
but for a longer time period.

1.2. Motivation

Considering the challenges mentioned in the section abineegoal of this thesis is to present an
overview over the general behaviour of electricity suppistems mainly based on wind and solar power
as this are supposed to be the most processing energy sofifcdsre electricity supply (Heide et al.,
2010).

In order to investigate the behaviour of the combination iffedent power plant types under the
influence of hourly varying electricity supply and energyrage requirements, the Meteorological based
Energy Equilibrium Testing (MEET) model has been develogegart of this thesis. With this tool, all
kind of electricity supply scenarios can be considered wjitto ten different power plant types from
fossil fuel burning to full renewable. It can be set-up easil analyse the requirements for different
regions and weather conditions of eleven years.

Because the transformation of the electricity sector i9agss which requires planing and installation
times in the order of a decade, it is important to understhaaptions and requirements for a sustainable
future electricity supply.

1.3. Outline

This thesis was written at the Institute of Environmentay$its of the University of Heidelberg as part
of a research project by the Heidelberg Center for the Enuient (HCE) on global energy supply.

First an overview of energy models is given in section 2 toaskize state of the art and theory of
modeling electricity supply. This is followed in section 8 & detailed description of the MEET model
which has been developed as part of this thesis to investadattricity supply scenarios. To evaluate the
representation of electricity supply in the MEET model, éetion 4 the model output was compared to
other electricity supply scenarios and existing power fslas well. In section 5 the investigated supply
scenarios and the model results are presented. A discusfsiba results and resulting requirements of
electricity supply options based on renewable energiebedaund in section 6 followed by a summary
and conclusion in section 7.



1. Introduction




2. Overview of existing energy supply models

To investigate complex fields like energy supply strategiemputer models turned out to be a good tool.
Actually the reality of energy supply is too complex to beresented by a single model. So a model
must be reduced to the main points that have to be investighte still in this way on can learn a lot
of the behaviour of the modelled systems. In this sectionvamview of different models of the energy
sector is presented, followed by a detailed descriptiornefMeteorological based Energy Equilibrium
Testing (MEET) model in section 3 which has been developethfs thesis.

There exist a variety of different models for research orrggnéssues on all scales. Usually these
focus on economic questions, investigating potentialsrestls of energy supply or are specialised for
detailed technical questions. Often energy potentials enmhomical aspects are combined, because
in fact they belong to each other in our society. But on in thgecof this combined models, the model
results will be influenced by even more assumptions thanass models. So, for example, to estimate
learning curves of technology prices for the next 40 yeagsiite challenging, but it will have an essential
influence on the power plant types that such a model will prigfieits development of a future energy
mix (Junginger et al., 2008).

The variety of energy models cover almost all areas of inyasbn from a very local or National up
to a global view. So, the model for simulation of the feed imesfewable energy (SimEEjeveloped by
the Fraunhofer Institut fir Windenergie und Energiesyst¢etmik (IWES) represents the National scale.
An example for a continental scale model would be the Renlentergy Mix for sustainable electricity
supply (REMix) of the Deutsches Zentrum fir Luft- und RauhmfdDLR). For the global scale models
as the world energy model (WEM) of the International Energyeicy (IEA), the Dynamic Integrated
Climate-Economy (DICE) and the Regional Integrated Cleratonomy (RICE) model from Yale Uni-
versity or the model for Global Resource Extraction and Eydiransformation (GREET) developed by
Zentrum fur Europdaische Wirtschaftsforschung (ZEW) camieaitioned. It should be said that, indeed,
there are many more models than those mentioned in thisstHasi these models are quite enough to
provide an major overview of modeling activities of the eyesector.

The way energy models are designed and programed has a wigke fram a smart Excel solution
over common programming languages up to a complex use ofigti&ases (Geographical Information
System) and optimizing programing like GAMS (General Algeb Modeling System) or the R language
for statistical computing solutions.

1Simulation der einspeisung Erneuerbarer Energien
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Whilst talking of energy models, in most cases those moaelas on the electricity sector. Some
also relate to the an other large energy sectors, the hddbdi®n sector or the transportation sector,
or even couple these different sectors in one model. Thisethéocus on the electricity sector, since it
is, with approximately 26 % of global anthropogenic £€nissiones, the sector with the highestCO
emissions (Wheeler and Ummel, 2008). As the need for ebéigtrvill continuing to rise in the future
(van der Hoeven, 2012) and by comparison to heat and tra@asipor, electricity is not substitutable as
using better insulation for buildings to reduce the demaideat or reducing the need for fuels due to
the use of electric cars, the electricity supply sector imajor interest.

2.1. The GREET model

The model for Global Resource Extraction and Energy Transdition (GREET) is a computable par-
tial equilibrium energy model (Grogro, 2012) developedhat Zentrum flr Européische Wirtschafts-
forschung (ZEW) Mannheim. The model is based on the Gendgabdaic Modeling System (GAMS)
(Rosenthal, 2014). It focuses on the economical view ofaetitn, trade, transformation and consump-
tion of energy carriers while optimizing the different meik A detailed description of the GREET
model can be found in Grogro (2012), which is also the maierezfce for this section.

GREET considers the whole global effect while subdividibgnto eleven model regions: North
America, South America, Europe, the Former Soviet Unioa,Ntiddle East, Africa, Australia, China,
India, Japan and Other Asian Pacific countries. For a ddtéisesee the appendix of Grogro (2012).
Since the GREET model considers the regions only with thiedracteristics of energy demand, re-
sources or distance to other regions, it does not need aayugal grid for its calculations. As a time
horizon a typical range of about 50 years is used with a tie st five years for the calculations.

On the first level, the GREET model requires a lot of differéaita that need to be defined such as the
discount rate for investments set to 3% (Grogro, 2012) ogeRrous learning path for the investment
in available technologies. Data for boundary and initiaidibons are needed like resources of primary
energy carriers or extraction capacities. The initial y2207 was choosen and is defined by using data
of the Organisation for Economic Co-operation and DevelepniOECD) energy balances (IEA, 2008),
BP Statistical Review of World Energy 2007 (BP, 2008) anthfeir sources mentioned by Grogro (2012).

For all model regions, extraction of primary energy cagisrdone within the boundary conditions of
exogenous given resource limitations and endogenousiaiegisn the available capacities for extraction
at base level. The primary energy carriers of GREET are umancoal, natural gas and crude oil.
In addition the GREET model considers renewable energyecaronversion technologies to supply a
region with electricity. Therefore, wind, water, biomasslar photovoltaics (PV), tide-wave-ocean and
geothermal energy can be used (Grogro, 2012). Biomassdsasseell for providing fuel. For the heat
sector, geothermal, solar-thermal and biomass techresdaffer additional options. The investment into
renewable technologies is limited by the potentials of tteeleh regions to build the renewable energies
converters derived from the IPCC Special report on renesvabérgy sources (2011).



2.2. The REMix model

On the second level of the model regions the trading of pymeaergy carriers are organized. Here,
a region can use its own energy carriers or trade with ottggome while considering trading capacities
and costs of transportation. This is the point where glatt@raction takes place.

The third level is given by the transformation sector thaivests the primary energy carriers into final
energy goods to supply the individual regions. These finafggngoods are subdivided into electricity,
liquid fuels, heat and direct demands of natural gas and coal

The fourth and last level of the model regions is given by therall demand of the final energy
needs. Since GREET does not model other sectors of econatiities the demand for final energy of
the model regions is set up as an exogenous demand path.

Therefore, the economic actions in the GREET model are elividto three main markets with many
participants trying to maximize their profits for the optiration in GREET. The first market is at the point
of extraction to maximize the profits from the extraction afté resources within a particular region for
all time steps, while future profits are considered by a diatéactor. The second market is defined by the
trading with primary energy carriers and the trade with othedel regions. Therefore those involved can
invest in transportation capacities and the setting upaaferagreements, each associated with specific
costs. At the third market, the primary energy carriers gatsformed into the required final energy.
To maximize the profits of this market, the costs of the prinerergy carriers from the traders and the
cost of transportation, the transformation itself and th@gformation capacity investments have to be
considered by the GREET model. At this market renewableggnearticipants and want to maximize
their profits, as a trade-off between the revenues of seliivaj energy and the cost of generating and
investing in the generating capacities. For those renewabérgies which are volatile, an additional
electricity storage constraints are introduced to comsluese costs as well.

2.2. The REMix model

REMix (Renewable Energy Mix for sustainable electricitypply) is a linear optimization model de-
veloped by the Abteilung flr Systemanalyse und Technikiiung Stuttgart of the DLR (Deutsches
Zentrum fur Luft- und Raumfahrt) to simulate the supply o&mgy in a system with a high share of
renewable energy sources. It covers the region of Europehandorth of Africa. More facts about
REMix can be found in Scholz (2010), Nitsch et al. (2010a) 8ndolz (2012), which are also the main
references for this section.

The simulations are done for a time horizon of one year urtteeptoposition of a cost optimization
of the energy mix by making use of GAMS (Rosenthal, 2014). rétoee, cost-potential-curves are
used in combination with a GIS data base including metegicéd data for the simulation of renewable
energy supply. To get an idea of the influence in the fluctnatibthe weather during different years,
weather data from 2006 to 2009 can be used in REMix. The GI& It a spacial resolution of 10 x
10 kn?. Energy demand and the weather data have a time resolutiomedfiour (Nitsch et al., 2010a).
Additional restrictions for the use of renewable energy iacdduded at the GIS data in terms of e.g.
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population density, elevation of the terrain, and proeteeas. While the conventional power production
is reduced to only one category with the characteristics gdsapower plant, the electricity production
by renewable energy sources is simulated for photovolteigep, concentrated solar power, on- and
off-shore wind power, biomass, hydro power, and geothepuoader.

1) Solar power: The calculations of electricity production by PV is basedsotar radiation data.
This data was generated from remote sensing measuremeuasingythe HELIOSAT-method (Hammer
et al., 2003). An adaption of the photovoltaic efficiency fleodule temperatures differing from 25
is calculated by using irradiance and ambient temperatate. dEfficiency losses due to PV-module
shading and dimming by dirt is considered with a correctactdr.

The placement of PV-modules is subdivided into many difietgpes like roof-tops or open land
areas with a resulting fraction of usable area from less 1Htdrup to 33 %.

For simulating Concentrating Solar Power (CSP) plantsy tivé direct solar radiation component of
the data must to be used. REMix considers parabolic trougfepplants with an adjustment in north-
south direction of the troughs. To decouple the electrigigyperation from the moment of sunshine, a
heat storage of a capacity for 12 hours of full load can be émgnted to each power plant (Scholz,
2012). The ratio of installed receiver power at the soladftel the turbine and generator power can
be scaled from one to three. This so called solar multipleeeded to obtain sufficient heat to operate
the turbine and, if implemented, the heat storage for tinfdess irradiation. For the calculation of
the electric power output loss factors for the generatar,hisat storage and the efficiency of the solar
receiver field are used. Since these types of power plant&dvioautypically build in dry areas with a
high share of direct solar irradiation such as the south obgiand the north of Africa, both with a low
population density, the model uses up to 33 % of this areathéoplacement.

2) Wind power: To calculate the electricity generated by wind power, ong laweraged wind speeds
from the COSMO-EU weather model (Schulz and Schéttler, pofithe German meteorological service
(DWD?) are used. The wind speed data are given for a heigh of 116 wedbe ground. Since REMix
uses hub heights of wind turbines between 112 m and 132 m k5&1.2), the wind speed is scaled by
using a logarithmic wind profile. To translate the wind speigdo an electricity output, the power curve
of the E-82 turbine of Enercon is used (Scholz, 2010). Fadmradditional losses and the availability
of the turbines lead to the final electricity production byndipower. The model is allowed to use from
3% up to 33 % of the area for the installation of wind turbirdepending on the area type.

Offshore wind turbines are treated almost in the same walyeasrishore variant, but the hub height
ranges from 80 m to 140 m (Scholz, 2012) and the factors foitiaddl losses and the availability are
modified. For the placement, 16 % of the offshore area can & lng the model.

3) Bio power: For the use of biomass, data of the national potentials ffoimén et al., 2005) are
used. REMix subdivides the usable biomass from wood ovelggneops to secondary products and
choose between three types of power plants with and withoatlfthed Heat and Power (CHP).

2Deutscher Wetterdienst



2.3. The DICE and RICE model

4) Geothermal power: Geothermal power plants are considered for drilling defptB0®0 m down
to 5000 m. The heat potential is taken from the Atlas of geotlaé resources in Europe described by
Hurter and Schellschmidt (2003). The installable poweralsulated as a function of the usable heat
per cubic kilo mere, which depends on the temperature diffez of the extractable- and the re injected
temperature. The system is seen as renewable under thesprémi the heat can be extracted for a
period of at least 1000 years. Like the bio power, the geotakpower can be used as well as combined
heat and power to provide heat.

5) Hydro power: The placement of river hydro power plants is based on the Zvey of Energy
Resources of the World Energy Council (Zupanc et al., 20&0rope’s potential for the year 2050 is
assumed to be 1100 TWh/a (Scholz, 2010). To calculate thpaeahelectricity production the daily
averages of river runoff data of the Global Runoff River aitse of 2008 are used.

To distribute the electricity around Europe a High-Voltd&djesct Current (HVDC) grid is included in
REMix. While the intersections of the grid are predefined s per country, the capacity of the power
lines is optimized by this model. The advantage of using HVIDESs, at least for distances longer than
500 km, is the small loss of around 3 % per 1000 km transmigJidab et al., 2009).

To deal with times of over- or underproduction of electyicthree types of energy storage technolo-
gies are implemented in REMix that can be used to level oustipply and demand. Pumped hydro
power storage capacity is limited to the already existirapfd in Europe except for Norway, where an
additional potential of 70 TWh is assumed (Scholz, 2010)e proportion of energy storage capacity
for pumped hydro power to installed generator power is 8 KMV and the round-trip efficiency is 0.8.
Compressed Air energy storage plants have a lower efficieh@y7, but the theoretical capacity is al-
most unlimited. Hydrogen is mainly used to store energydager periods because of its comparatively
high energy density and the round-trip efficiency of 0.44h@z, 2010). The capacity of storing energy
with the use of hydrogen is almost unlimited as well.

2.3. The DICE and RICE model

The Dynamic Integrated Climate-Economy (DICE) model aroRlegional Integrated Climate-Economy
(RICE) model have been developed both by W. Nordhaus andolissagues at Yale University (for a
detailed description see Nordhaus (1992), Nordhaus (20dd¥dhaus and Sztorc (2013) and Newbold
(2010), which are the main references for this section) yTtae been developed over a period of more
than 30 years with many model versions in between

These models are inter-temporal general equilibrium nsoeéconomic growth and climate change
to estimate the optimal path for a reduction in emissionsreéghouse gases. Their major difference
is the fact that the RICE model has regional structures ipuiyupopulation, emissions, damages and
abatement and are not globally aggregated as in the case BIGE model. So, while DICE considers
the whole globe as a unit, RICE started with a eight divisiahdhanged to 12 model regions defined

30n www.dicemodel.net the models are available as Excel aid&version.



2. Overview of existing energy supply models

as US, EU, Japan, Russia, Eurasia, China, India, Middle BaktSaharan Africa, Latin America, other
high income countries and other developing countries (Nawud and Sztorc, 2013). Below this structure
there is no computing grid for the regions, since the modelaat consider geographical distributions
except externally given boundary conditions.

The time frame of about two centuries as considered by theéelAI@ RICE model for their calcula-
tions is quite large in contrast to most other models. Siticgate change processes are relatively slow
according to the authors, the time horizon of the scenasiaet to the year 2200 to allow the model a
feedback of climate change on the economy.

For boundary and initial conditions the DICE and RICE mocdheded a lot of external data regarding
population, resources, potentials, capacities, dematcls,

The dynamics of the DICE and RICE models come from the dewedop of energy supply from
different fuels and the energy demand of the representedrsed he important point is that the models
consist of two major parts, an economic and a geophysicabrsethese sectors are linked by green
house gas emissions on the one hand and costs of climateschanige other hand. So the model results
can be interpreted as the most efficient economic path faristpclimate change (Nordhaus, 1992). In
the following an overview is given of 1) the economic and 2 greophysical sector of the models.

1) The economic sector is based on a modified Ramsey-sfyteptimal economic growth model,
where an additional form of a natural capital, viz. the atphasic concentration of Chas a negative
effect on the economic output. So the major choices are tswoa goods and services, to invest in
productive capital, or to slow climate change. To do thisnnoatimal way, the maximization of the
discounted sum of the utility of per capita consumption iedesl as it can be written in a general form
of a so-called social welfare function

;
_ ) —t
Wmax—mﬁ;U[C(t),P(t)] (1+p), [2.1]

with U as the level of utility or social well-being;(t) as the flow of consumption per capital at time
t, P(t) as the level of population at timeand p as the pure rate of social time preference in terms
of a discount rate for the welfare weights on the utilitiestioé different generations being involved.
The maximum of the general equation eq.: [2.1] depends irtdise of the DICE and RICE model on
conventional economic constraints and emissions-cliraatmomy constraints (Nordhaus, 1992).

The use of maximization or optimization in these models khde seen as a first approximation
to simulate the behaviour of a system of interacting contipetmarkets for describing the equilibrium
state of a market economy. The output is measured as stagozssl domestic product (GBPwhile
converting all into US international prices. This way ofgimg anything may not fit to all ethical norms

4The Ramsey problem results out of the theory of an optimadtiem in terms of a maximization of social welfare. This
taxation of different goods depends on their price elagtmi demand. So the taxation needs to be lower if the conssimer

re-act very sensitively on the price of a good.
5GDP is a measure of the market value of all final goods anda@sthat have been produced in a region within a certain

period of time, which is typically one year. So the GDP peritzagan be seen as an indicator of welfare.
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2.3. The DICE and RICE model

but it represents the basic laws of supply and demand. Tohgeirto standard welfare economics,
additional ethical endowments have to be defined to makeutemme efficient and fair. Without that
assumption, the results could only be seen as Pareto efficien

The resulting policy for the DICE model belongs to the averaglividual as the whole world is
treated as a single economy. In contrast, in the case of tG& Riodel, the world is actually separated
into 12 different regions where each has its own social welfianction to define its specific preferences.
This allows the RICE model to act with multiple agents in terofiregions and gives thereby a view on
a national level of climate policies and strategies forrimé¢ional co-operation.

While the capital is calculated by the optimization of thedw®lp driving influence factors such as
technology change path or the population growth are giveexagenous. So, for the 2007 versions of
the models, the population started at a level of 3.2 billind eeached with a growth rate that decreases
slowly up to the year 2200, a value of 10.5 billion (Newbol@12). Following Nordhaus and Sztorc
(2013), the newest version starts at the level of the yead 201 its growth already stabilizes in 2100 at
10.5 hillion people.

2) The geophysical sector is needed to represent the behaviour of the non-market itethe model.
As mentioned above, the DICE and RICE model optimize thewnpsion over time not only for tradi-
tional market goods and services but for the non-marketstéma health and environment as well. This
represents the second sector of the models, the climatesiemidamages which include emissions of
green house gases, their concentrations, climate chaag@gis and mitigation costs. To realize a feed
back of climate change on the economic part of the modelgesdrations of green house gases can be
seen as negative natural capital and investments on emiggiactions as a rise in the quality of natural
capital.

Basically climate change is represented for the DICE andERt@del in terms of global mean tem-
perature. To estimate these temperature relations, ¢wiierate models are used.

The modeling of green house gas emissions, the carbon dheegsulting radiative forcing, the
climate modeling in terms of global mean temperature rig the climate damage relationships are
realized as quite simplified structures based on the expErseof much more complex models. A clear
advantage of the simplified modeling as part of the DICE ar@ERhodel is that the modules can operate
in an integrated way instead of requiring exogenous vagtabak input from other models.

Endogenous green house gas emissions of the DICE and RICElIsra@ limited to C@ that is
emitted by industry. Other emissions as occurring from lase change, sulfate aerosols and further
non CQ green house gas emissions are given as exogenous. As additstriction for the CQ
emissions, there has been set a total carbon limit to 6000rbilons (Nordhaus and Sztorc, 2013).
All the emissions will lead to additional costs of climateadge, but on the other hand, also actions
of reducing CQ emissions have their own costs. So, in the newest modeloveraicarbon price can

Spareto efficient means a situation where nothing can getéurptimization without making at least one other worse.
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2. Overview of existing energy supply models

be calculated explicitly and is determined by assuming tihatprice is equal to the marginal cosif
emissions. Also, the DICE-2013R model explicitly inclu@dsackstop technology that is able to replace
all fossil fuels. This could be for example, solar powerpear-eating trees or a technology that has not
even been discovered as yet. For the year 2010 the backstumotegy starts with a price of 344 $ per
ton of CO, at 100 % removal and declines with 0.5 % per year (NordhausSatatc, 2013).

To calculate the concentration of the climate relevant @Q@he atmosphere, a tree layer carbon cycle
model has been integrated into the DICE and RICE model. itlsgple environment into three different
reservoirs. The atmosphere, where the;@@nissions goes to, the upper ocean and the biosphere and as
third reservoir the deep ocean. Each reservoir is assuntsaliiell mixed in the short run with the deep
ocean as a large sink for carbon in the long run. Now theyatan the way of a 100 GtC emission into
the atmosphere, 35 % of which will remain there after 100 yéldordhaus and Sztorc, 2013).

Knowing the CQ concentration in the atmosphere by the carbon cycle mdueladiative forcing
can be calculated. This means considering the impact ofdtenaulation of green house gases in the
atmosphere on the radiation budget of the globe. Based entli@ mean surface temperature on the
globe and the averaged temperature of the oceans can béatedctor each time-step of the model
run. For older model versions the sensitivity of the tempeeaon a doubling of the atmospheric €0
concentration was set to a warming of@ considering an adjustment time of 19 years which means
63 % of the equilibrium temperature (Nordhaus, 1992). Noe dhmate sensitivity of the DICE and
RICE models are not only based on results of general ciionlaodels, but on additional sources such
as historical record data as well. The weighted averageesktiestimates leads to a climate sensitivity
of 2.9°C for an equilibrated C@doubling (Nordhaus and Sztorc, 2013).

The resulting damages at the DICE and RICE models from theeatlescribed climate change are
subdivided into agriculture, sea level rise, other marketas, human health, non-market amenity im-
pacts, human settlements including ecosystem and cgihsso For the RICE model additionally, all
damages are specified for the individual model regions. fipact on the economy increases nonlinear
for the climate change. Therefore a quadratic function lesnbmplemented to make further climate
change even more weighted comparing to the beginning. Bilieas are no tipping points well enough
determined for climate change, the model does not consigestaps in the price function of temperature
rise. Also the damage function for climate change has belrat@d for the range of @C to 3°C of
temperature rise, which should be good enough for most tdimeenarios. If a temperature rise much
higher than 3C is to be simulated or even special catastrophic damagestaée part of the scenarios,
the damage function needs to be re-specified.

As for the latest model version the DICE-2013R, the fifth asseent report of IPCC in 208 &lready
was available, the geophysical modules could be adjustimbi@port. So the modeled climate, radiative
forcing, carbon emissions in base line scenario, and much,mace largely consistent with the final IPCC

"Marginal costs are assumed to be the costs of generatingaeuait of a product or, in this case, costs resulting fram a

additional emission of C®
8www.ipcc.ch/report/ars
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report. For the base line scenario it is meant to represhatsutcome of market and policy factors as
they currently exist or it would occur with the current clirmachange policies. As an example, the
damages in the baseline scenario for the year 2095 would bl $ or 2.8 % of global output, by
reaching a global temperature rise of 3%above the level of 1990 (Nordhaus, 2010).

2.4. The SEXPOT model

The Spatiotemporally-Explicit Power and TransmissionX8BT) model is a spatiotemporal linear pro-
gramming model to simulate deployment of wind and solar p@wvhigh spacial and temporal resolution
on a global scale. It was developed at the Central Europearetdity (CEU) and has been programmed
in the open-source R programming language (Venables anith S201L4). A detailed description is given
by Ummel (2011) which as well is the main reference for théofeing descriptions in this section.

The model is based on a variety of meteorological, geophlysied socioeconomic data. As output
it offers preferred locations for using wind and solar poaed how they could be used in combination
with other technologies. Additionally it considers trarission lines and their routing from the places of
electricity generation to the regions of demand.

In total the model considers on- and offshore wind power, ¢®dl, gas, nuclear and hydro power
plants to provide the demand for electricity.

For the calculations of solar and wind power, SEXPOT makesofigllobal reanalyzed meteorolog-
ical data from the Modern-Era Retrospective analysis faedech and Applications (MERRA) project
(Lucchesi, 2012). The model makes use of the wind speed atl®mm and 50 m above ground, the
solar radiation on the ground and the air temperature anddityrat a level of 2 m above the ground.
This data has a time resolution of one hour and covers the2@€4#. The spacial resolution of the grid
is 0.67 times 0.5. To estimate the spacial and temporal distribution of ekbtt demand all over the
globe, a statistical model has been implemented. This ughstime satellite images for the year 2006
to calculate the distribution, and predicts how demand gbalepending on the time of the day and the
weather conditions as the ambient temperature. To cong@tayraphical restrictions for the placement
of power plants and transmission lines, land cover datalynfimm dataset developed by the European
Space Agency and the Universety catholique de Louvain 09208 used. Most of this data has a spa-
cial resolution between 300 m times 300 m and 1 km times 1 kme.dBta reach from land cover, terrain
slope, population density, geomorphology, elevation aathyometry, lakes and wetlands, lake depths,
protected areas and rooftop area up to travel time. As ecarioput for the optimization by the model,
assumptions about costs of the power technologies, fuesefticiency of transmission lines and €0
emissions by coal and gas power plants have been defined.

Seeing that SEXPOT is a global model, its spacial and terhpesalution leads to a huge amount of
variables that would have to be considered for the optirgiziart of the model. To reduce this data to
some thousands of variables for the cost function, the 8 t6@shof a year have been reduced to only
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2. Overview of existing energy supply models

288 hours per grid cell variable. This 288 represent for @aohth of the year one mean day with a
hourly resolution.

The optimization itself can be done for a demand supply atrmim costs with optional constraints
for CO, emissions or a minimized penetration of renewable teclyiedo while considering as well ex-
pected growth of electricity demand and retirement of agiogrer plants. As SEXPOT only recognizes
one sector, the electricity supply, it can not be used as glenpolicy model but to investigate on
distributing of electricity infrastructure.

1) Wind power: The wind power sector is represented at the model by turtaheshub height of
80 m above ground for onshore and 120 m for offshore wind poWweicalculate the wind speed at the
hub heights, the model fits a power law function on the windedpgata of 2m, 10 m and 50 m above
ground. The power curves of the wind turbines are repredédtea logistic function that has been fitted
to multiple power curves. Additionally, losses of around4@f the electricity output are assumed and
a power correction for the air density is considered as well.

2) PV power: For the simulation of PV-cells, the global radiation datséparated into its diffuse
and direct radiation parts by using the method of Ridley .g2&I09) with multiple predictors. Efficiency
losses of the pv cells due to temperature is modeled as welhenperformance of the inverters is done
in the way of King et al. (2007). To calculate the potentidiee model chooses for each location the
optimal tilted angle for the PV-modules and, as referendbjrafilm of CdS/CdTe semiconductor PV
type has been used.

3) Gas, coal and nuclear power: The conventional gas, coal and nuclear power plants are quit
poorly represented, as they do not even consider ramp oreamgl off behaviour. Additional gas power
plants are considered as backup technology for the variblgricity generation by wind and solar
power. This is needed to allow the linear programing optatian routine to meet peak demand under
average electricity generation conditions. However tesuaption still leads to an underestimate of the

required reserves.

4) Hydro power: For the development of hydro power, the model has an estirlatet for the
maximum annual output based on data of 2007. This is needawhibit an extreme expansion of this
relatively low priced technology.

The distribution of the electricity supply is driven by thesamption that land based projects require
a city of at least 50,000 people that could be reached witiieet hour drive on paved roads. For the
placement the model has to consider the above mentionedumndata and results with a 10 km grid
resolution for the positioning of the power plant technidsg For the placement of offshore projects, a
maximum distance of 100 km from coast is allowed.

Electricity need is driven by the demand curves of 26 eleityrimarkets of Europe and Australia
combined with an statistical approach. So a multivariatepéide regression spline is used to predict
mean hourly load and the maximum peak load depending on ereatid daytime for the representative
288 hours that are used for the optimization.
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Even after the data reduction in time a regional reductiomeisded as well before the optimization
can start. The algorithm select a subset of potential reblewenergy sites and consumption centers
that are supposed to give results similar to that of an uricmined model. Having these representative
nodes, the economical production and use costs, the codtafsmission and emission saving can be
considered by the linear programming optimization aldponit

The routing of transmission lines is done as well on a 10 kmewgdd. It includes geographical
restrictions, power losses with 1 % per 100 km (Ummel, 201t teansmission costs.

For the optimization, the objective function that specifles total cost of providing electricity needs
to be minimized, recognizing a set of linear constraintse idtal costs depend on capital costs that are
associated with building the facilities, variable costsdenerating electricity and the cost of transmis-
sion. Data about the prices, and for £€@mission rates as well, have been taken from the US annual
energy outlook 2010. A discount rate of 7 % is used and theeptdifetimes are between 20 to 40 years.
Additional constraints can be given on land use, demand, I€€rictions or a minimum share of a spe-
cific technology depending on the defined policies. Basedaba flom the 2010 world energy outlook,
SEXPOT predict the electricity consumption up to year 2@85dture scenarios.

2.5. The SImEE model

The model for simulation of the feed in of renewable energynEE)® was developed by the Fraunhofer
IWES and is continuously enhanced. It focuses on a deta@presentation of the technical character-
istics of electricity producer, consumer and storage systeSo an analysis of the German electricity
supply system can be done by SimEE for varying scenariodewégarding the needs for supply and
demand of electricity. A detailed description of SIMEE carfdund in Nitsch et al. (2010b) and (Nitsch
et al., 2010a), which is also where the main references fistittion can be found.

The electricity demand for the simulations is given by datarf the European Network of Trans-
mission System Operators for Electricity (ENTSO-E) as hoorean values of the load for Germany
since 2006. Depending on the total consumed energy of theradas scenario, the demand curve will be
scaled to fit the annual electricity demand. Additionallg glectricity demand at SimEE can be adjusted
by load management, taking technologies such as elects¢ @actric heat pumps and cooling systems
into account.

To provide the needed energy, SImEE offers a wide varietyenéwable energy technologies and
one type of condensation power station, to deal with theduasiloads in the way of any modern gas
power plant. For the simulation of the non controllable vesigle energies SImEE uses weather data for
Germany with an spacial resolution of 14 x 14%and a temporal resolution of one hour (Nitsch et al.,
2010a). To get an approximate idea about the inter-annuiticens in energy production by renewable
energy, the meteorological data cover four years from 26@D09.

9Simulation der einspeisung Erneuerbarer Energien
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1) Wind power: To calculate the hourly electricity production of wind pow&ImEE uses wind
speed data from weather reanalysis by the COSMO-EU modeédd¥WD (Schulz and Schattler, 2011).
With the use of wind turbine power curves, the correspondilegtricity output per wind speed can be
calculated. Effects on the energy output like park shadiagaken into account as well, while calibrating
the model by using time series of the electricity output otmxg wind parks. The positioning of
the wind parks in SImEE is oriented to Germany’s 2009 stoak &maddition, an expansion plan for
scenarios with a higher capacity of wind power. Offshoredarbines are considered in a similar way,
but with additional 4 % losses for the transmission of the golack to the coast.

2) PV power: The calculation of the electricity generation by PV is basadhe horizontal global
solar radiation of the Helioclim-3 dataset. For dealinghvifie reduction of PV-cells efficiency by in-
creasing temperature, SIMEE also uses data of the air tatapefrom the DWD. A statistical approach,
based on the German PV stock is used, to consider differpastgf PV-modules, their orientations and
their angle of installation for the simulation of PV outplib consider the behavior of the inverter mod-
ules, the model of Beyer et al. (2004) is used. The placemfahed”V for the scenarios is oriented on
data by the German law on renewable energies (EEG) the German pv stock. Additional placements
are calculated by the population density and the solartiadia

3) Hydro power: The hydro power energy production is driven by data of daigamriver flow rates
for all sites, where in the year 2004, power plants greatan thMW of installed power were used in
Germany. The power output is scaled to the annual demana: dftkstigated scenario and, due to the
reason of shipping, storage power plants are assumed asljustadle at SImEE.

4) Biomass power: The use of biomass is coupled to the heat demand calculateceather data.
Here biomass power plants are subdivided into non adjustaddt driven and electricity driven plants
using timber as fuel in addition to adjustable bio gas powants. Hot water storage devices help to
increase the flexibility of using the bio power plants.

5) Geothermal power: The geothermal power plants are subdivided as well intodirdatn and base
load plants driven by electricity. During the summertimégan less heat is needed, the electricity portion
of the geothermal power can be increased.

To achieve the balance of energy demand and production, uplyssystem with a high share of
fluctuating renewable energy sources, additional optionthé bio and geothermal power plants are
needed. The use of these options is driven by a load-depeodsinfunction, where the cost optimised
strategy is analyzed by an iterative planning process dutie simulations with SImEE. So electric
heat pumps, air conditioning systems and electric cars eausbd to shift loads within a couple of
hours. In the range of the heat retention within buildings, ¢lectricity demand on heat pumps and air
conditioning can be uncoupled such as keeping the temperafithe rooms at the required level. In
addition, the charging of electric cars can be managed tesadpergy demand to the supply in a certain
range. The use of the batteries of the cars as storage is nsileoed at SImEE. To simulate the way

10Erneuerbare-Energien-Gesetz
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cars are used, an average working day plus Saturday and yswdaaken of a study by the German
Bundesministerium fur Verkehr (Follmer et al., 2003). Foearios for the year 2050 it is assumed that
all electric cars will have a connection to the electricitidgt their parking places.

If even after the process of load management, there is sti#ss electricity or a deficit, storage sys-
tems will be used as the last instance. For short time stobody pumped hydro power and compressed
air energy storage power plants are implemented to SimEEtofe energy over the seasonal variations,
hydrogen and methane technology is used, because of tghiehergy density.

SImEE offers the opportunity of coupling it with the model RE of the DLR, so that the model
region Germany can exchange its electricity with the Euaopgrid of REMix. This leads to additional
adjustment effects for the energy demand and supply inojudffects on the power plant setup for the
simulated scenarios. The models SIimEE and REMix interativiniteration steps, where their time
series of energy production and demand is exchanged anteddap optimizing the import and export
of the energy supply.

2.6. 'Model for combining wind and solar power’

As no name has been given to the electricity supply modekpted in articles like Heide et al. (2010),
it is described here as a 'model for combining wind and sotavey’. It only focuses on the combination
of PV and wind power as electricity supply for Europe withanly economic assumptions. The design
of the model allows investigation into the residual loadamis of needed electricity storage or backup
power plants resulting from an electricity supply only lthe& wind and or PV power plants. Further
details on the model can be found in von Bremen (2010), (Heid#., 2010) and (Heide et al., 2011),
which are also where the references for the explanatiorfgsrséection can be found.

The model covers a time range for its calculations of eiglarydérom 2000 to 2007 by providing a
temporal resolution of one hour. Its model region is defiredHurope including offshore regions and
the spacial resolution is given by the weather data to 47 kregi48 km.

To calculate the time series of potential electricity gatien by using wind and PV power, the model
makes use of meteorological data from Weather & Wind Enempgiosis (WEPROG). This data is
based on weather data from the US weather service NCEP (dat@enter for Environmental Predic-
tion) and has been downscaled by using a regional weatheglnfear the calculations of wind speed at
100 m above the ground, net short wave solar radiation atutiace, total cloud cover and a standard
albedo for clouds and the surface are used.

The positioning of PV and wind power plants is predefined bkintause of the expected capacities
to be installed at Europe in 2020 based on the national tafgetenewable energies. This plants total
to 227 GW of wind and 68 GW of PV power capacity, while 66 GW @& thind power plants is assumed
to be installed offshore (Heide et al., 2010). The finer tigtion of the power plants on the grid cells of
the weather data is done empirically, giving more capacitthose grid cells with higher potentials. To
allow a wind only scenario, the 227 GW needs to be upscaledfagtar of 5.2 to generate the annual
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electricity demand. In this case the wind power works witB@€ull load hours (Heide et al., 2010). For
a PV only scenario an upscaling by a factor of 25.5 is needegherate enough electricity. Here the
PV power plants work with 1800 full load hours (Heide et a1@), which seems to be quite high.

1) Wind power: To simulate the electricity generation by wind power plattie model uses typical
wind power curves at 100 m hub height for both onshore andhofés For the case of the offshore wind
power, wake effects for a seven times seven wind park layotonisidered. Additional losses of 7 % for
generator and non availibility has been assumed for all wirlgines.

2) PV power: The simulation of PV power is done by considering the air terafure for the effi-
ciency of the PV modules and the global solar radiation,utated from the data of net short wave solar
radiation at the surface, total cloud cover and a standdreldal for clouds and the surface. For the PV
power plants, a mix of different PV plants per grid cell inntar of tilted angle, orientation, with and
without tracking systems is assumed.

On the electricity demand side, the model uses data of loafilgs for almost all European countries
that have been summed up and leveled to an European load curve

Once all time series for wind and PV power of the approxinya2800 grid cells of the 27 European
countries including offshore regions (Heide et al., 201a)ehbeen calculated, the output of the required
power plant capacities will be aggregated to one supplyecumhis is done under the assumption of a
perfect transmission grid for Europe, where the elecyrigtavailable everywhere in the model region
without any restrictions or losses.

Having the time series for wind pow#y), PV powerSy) and the demant the hourly mismatch
in electricity supply is calculated by the model using

Agy =y [a-Wy+(1-a) Syl —Lg [2.2]

(Heide et al., 2011). With the parameters [0,1] denoting the share of wind power generation of a
wind and PV power supply ange [1,2] to simulate excess electricity generation by wind and PVeyow
in addition to the minimum required electricity gt= 1. The resulting mismatches in electricity supply
of eq.: [2.2] have to be compensated by charging or disch@rghergy storage units each with its own
specific efficiency. Alternatively, the balancing can beuassd to be done by backup gas power plants
instead of energy storage systems. In this case the positismatches are wasted and the negative
mismatches require gas as fuel.

2.7. The World Energy Model (WEM)

The World Energy Model (WEM) was developed by the InterrmagldEnergy Agency to provide medium
and long-term energy projections on a global scale. Whileglthis, its focus is set to replicate the
behavior of energy markets. So it can be seen as a tool toajeragtailed sector-by-sector and region-
by-region projections for various scenarios. The modekiscdbed in details by International Energy
Agency (2011), where the main reference for the section edoilnd as well.
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2.7. The World Energy Model (WEM)

Currently, it is the 15th version of WEM and the model is basadsix main modules: final energy
consumption, power generation and heat, refinery, fossildupply, CQ emissions and investments. To
run the model, a huge amount of data is required and muchasnelot from the IEA's own databases of
energy and economic statistics. This database is alsomssabas one of the world’s most authoritative
energy statistics (International Energy Agency, 2011).

As the WEM covers the whole globe, it has a division of 25 regiof which 12 are single countries
and 13 cumulated regions. A detailed list of the defined regizan be found in the appendix of Inter-
national Energy Agency (2011). The structure of the regierdefined by their individual constraints,
but there is no underlying grid to define distributions of,dsample, potentials or needs inside the mod-
eled regions. Regarding the temporal resolution of the Wi, calculations are done on a one year
scale and the time horizon typically ranges up to the yeab2@ the model is mainly designed for
global energy prospects, environmental impacts of enesgy effects of policy actions as well as for
technological changes and investments in the energy sector

The WEM is a large-scale mathematical construct and it makesof a wide range of software in
terms of specific database management tools, economéiriiase and simulation programmes. Driven
by the databases, the main exogenous assumptions of the Wikddro economic growth, the behavior
of demographics, international fossil fuel prices and txetbpment of technologies. The model module
for the demand-side estimate the requirements to be prbedenometricly by using data from 1971 to
2009. Rates of population growth come from the United Nati®opulation Division report and lead to
an averaged increase for the population of 0.9 % per yearinBdagions start with a population of 6.8
billion people in 2009 and end with an slowing growth at 8 fds in 2035. For the economic growth
it is assumed for each model region to converge into an anoogdterm rate.

As final energy demand, the WEM differs for at least six typesal, oil, gas, electricity, heat and
renewables. This demand occurs for industry, residergilyices and transport. It is a function of
activity that is measured as GDP per capita and end-usesghaeis counted in US Dollars per tonne of
oil equivalent and additional variables such as saturaftectts or technology changes.

The quite energy intensive industrial sector of the WEM ikt $pto iron and steel production, the
chemical and petrochemical industry, industry using nataflic minerals, paper production and other
industries. The energy consumption is calculated on the batheir products output. While measuring
the need for energy per unit of output, the output itself isudated on an econometric basis with an
input of experts judgment.

For the transport sector, the model accounts for trandgmmt@an roads, rail, by air and sea. The
activity in transportation per region is modeled as a funrctf population GDP, fuel costs per km and
CO, emissions. The dependency on the fuel costs leads to arshten increasing efficiency and
alternative fuels. So, for example, the road model sup@dirtgpes of fuel cars like hybrid, full electric,
hydrogen fuel and biofuels. The biofuels are specially@spnted by an own cost tool.
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2. Overview of existing energy supply models

In terms of residential, the WEM distinguishes between OE®DD non OECD areas. The energy
consumption of the residential sector is driven by the usspaice heating, water heating, cooking,
lighting and appliances. At this sector, the intensity crgly use depends on the end-use-price but also
the standard of living within a region, the size of housing amny other variables are used to identify
the demand for energy.

To simulate the supply with sub products of oil in terms ohtigmiddle and heavy products, the
refinery module estimates a base case refinery output foradkehregions. Therefore the module re-
quires past domestic demand and the region’s share in di@ukd of oil products. The estimations for
the future are orientated on existing projects and data B&hgas and oil journal as well as from the
IEA oil market report. An optimization process controls teancing for the supply and demand, while
considering costs per unit, environmental, capacity aditigad constraints.

Power plants for the supply of electricity and heat are é@ait the WEM in the way that, first the
number of required new generating capacities to countegriheing demand and the retirements of old
plants that need to be calculated year by year. Then, knothigequired capacity, the type of plant
technology to build has to be chosen depending on the expeetg of use and costs. The power plant
module also calculates the amount of electricity generbyeeach type of plant to meet the demand of
electricity in each region including own use of the plantansmission and distribution losses. But the
power plant capacity also has to meet the annual peak eleciemand. Another outcome is the fuel
consumption by the power plants and last but not least tretrieiéy price that results from the used
power plants.

At the beginning the model uses the existing capacities knfbam a database of all world power
plants. The age of each power plant and their expected tive, tivhich is assumed for fossil and nuclear
to be 45 to 60 years, 20 for wind and PV, 50 for hydro power anfb2bio power, needs to be considered
to build new capacities. In the case of power plants usingtielrenewable energies, a capacity credit
is estimated from historical data on hourly demand and @eioer from the variable renewables in a
number of electricity markets. This reflects the proportidtheir installed capacity that can reliably be
expected to be generating at the time of peak demand.

When new plant capacities are needed, the choice betwderediftechnology options is done on the
basis of their regional long-run marginal costs. The cosfgedd on the merit order of the power plant
mix on the market, their utilisation rate and some minordaBPtiant types that are supported by the WEM
are coal, oil and gas steam boilers with and without Carbgta and Storage (CCS), combined-cycle
gas turbines with and without CCS, open-cycle gas turbiimgegrated gasification combined cycle
power plants, oil and gas internal combustion power pldits, cells, biomass, geothermal, on- and
offshore wind power, hydro power, PV, CSP and marine poweeims of tide and wave. All fossil
fuel and biomass plants have the option of a combined heapawdr use. Nuclear capacities are not
a subject of the choice by the market model, they belong anyovernment policies. The deployment
of renewable energies is based on an assessment of theigaent cost by each source in each of the
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2.7. The World Energy Model (WEM)

25 model regions. The investments on renewable power pdaatsoupled with dynamic cost reduction
curves. This means a static cost reduction as a relatiof&tipeen a) available potentials and costs of
utilisation of this potentials and b) a dynamic cost assessiy technological learning. Also dynamic
restrictions that are applied to the predefined overall{@mg potentials in terms of market constraints
and technical barriers like grid constraints define thescosmaking use of renewable energies.

The electricity demand on the other side depends on varamisrk. The electricity price is a driving
force, but also the need for electricity services, the ineaihhouseholds and the possibility to switch to
other energy sources are used to calculate the electrieityadd. Looking on the possibility to switch
to other energy sources, the long-term price elasticityleftdcity is very low as it is hard or even
impossible to substitute this highly valuable form of elyeffip summarise, the major driver of electricity
demand in all regions is the economic activity.

For the transmission and distribution of electricity, th&aM uses a relationship between network
growth and costs. But also the ageing of the infrastructndeaalditional costs associated with integrating
renewables are considered. The additional costs for tlegration of the renewables is based on the
assumption that they can be widely distributed and theiitipos might be further from the consumer
than conventional fuel based power plants.

A submodule added to the WEM in 2011 allows subsidies forwaixe energies to be considered.
This module uses the difference between each technolagyisdun marginal costs in Dollar per MWh
and the wholesale price of electricity per MWh. Doing this éach year of the power plant’'s specific
lifetime and then multiplying by the capacity installeddsao the subsidies needed in a region for the
specific technologies. The sum of all gives the total suppagtired for renewables globally over the
stated period.

Emissions are treated at the WEM as energy related, @@ich accounts for the, by far, biggest
share of anthropogenic global greenhouse gas emissionsnesof the important outputs of the WEM
is a region by region C®emission from fuel combustion that are calculated by mlyitig energy
demand with an implied Cfcontent factor. Those factors have been calculated as aagavef the
years 2007, 2008 and 2009 for all regions and are assumech&iireonstant over the projection period.
Additionally, the WEM considers emissions of g Oy and fine particulate matter. A sub-module for
the carbon flow has been implemented to take into accounti®e@gm atmospheric C{roncentration
scenario. The model makes use of an economic trade theoligdjpthe context of climate change,
where it uses marginal abatement cost to represent the ftabating CQ emissions in a given sector.
These marginal costs will rise with the amount of abatemantsallows for country- and sector-specific
abatement curves as well.

The fossil fuel supply is divided into oil, gas and coal sypmlodels. The oil model uses a historical
series of production and decline rates of oil fields by caestrThe decisions of the model for developing
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2. Overview of existing energy supply models

of new reserves are based on the criteria of the net preselt vaf future cash flows. For the production
the model makes use of the options of currently producinglgjebroduction from discovered fields
including those awaiting development, production frondfgfet to be discovered, production of natural
gas liquids and production of unconventional oil. Constisabn how fast projects can be developed and
how fast production can grow in a given country are also agplGas supply is treated in a quite similar
way as oil, but while oil is assumed to be freely traded glgbaas needs to be primarily regionally
traded, with inter-regional trade constrained by existbnglanned pipelines. The coal supply considers
production, imports and exports based on demand projexctiod historical data on a country to country
basis.

Regarding investments inside the WEM it divides supply- dathand-side investments and covers
the period from 2011 to 2035. The investment needs for newaagpare based on projected supply
trends, estimated rates of retirement of the existing suipflastructure and declining rates for oil and
gas production. The investments on the demand-side arendby transport, electrical appliances in
residential and services sectors, fuel burning equipmemesidential and services sectors, electrical
equipment in industrial sectors and fuel burning equipnreimdustrial sectors. In all the cases the trade-
off for the investment in more efficiency, which reduces teendnd of energy, has to be considered. So
the model outputs includes the additional annual capitaisend the impact of the energy savings on
the consumers’ bills.

2.8. Summary of energy models and outlook for the MEET model

After the brief overview of the major representative enemgydels in the sections above, an important
difference occurs that separates the models into catageee also the summarising tab.: 2.1). The mod-
els focus either on a detailed description of the energy atarkconomics or on the physical behaviour
of joining energy demand and supply together. The physigaply models typically consider regional
distributed potentials for renewable energies, usualedaon weather data, such as wind speed, solar
radiation or air temperature, for at least a period of one yeéth a temporal resolution of one hour for
their simulations. As this often leads to a huge amount o daid because some major variations in
electricity supply occur during any year, this time perisdised as a typical time horizon for the simu-
lations. Contrariwise, economic models have to reduce #t& ith space and time due to their effort to
simulate energy markets in an optimised way in order to fine\veeldpment path over some decades for
the energy scenarios. Therefore, these models often asggioas without an underlying model grid
and solve the energy supply only on an annual time step bsisy processes explicitly calculated by
physical models are parameterised for the economic models.

11The net present value makes investments at different timeéogdifferent duration compatible as the investments Hre a
discounted to their starting point.
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2.8. Summary of energy models and outlook for the MEET model

Having both, the economical and the physical models, onersastigate the impacts of political
restrictions on the development of a possible future energygket or the possibilities and needs for a
future electricity supply system, especially when it isdzhen fluctuating renewable energies.

One of the major aims of this thesis is to provide an generahdsw on the behaviour and interaction
of different power plant types being involved in an eledtyicsupply system. The focus is set to an
electricity supply by using renewable energies as it is iregufor the future due to limited resources
and climate change. Wind and solar power are supposed torlgetite main renewable energies in
electricity generation (Heide et al., 2010) and their utdaglectricity generation will require energy
storage systems. Thus, it is important to show the relatiprisetween wind and solar power as well as
storage systems in order to meet electricity demand.

The existing economic models such as GREET, RICE or the WEVhat adequate to investigate
the mentioned relationship for electricity supply. BaBicthis models work on prise assumptions and
political restrictions to show how an electricity systenveleps over the centuries to evaluate climate,
political and market strategies. The electricity suppdglf is models in a parametrized way on an annual
base without simulating the detailed interaction of powanfs.

Most physical models that calculate the electricity sumplyan one-hour base, such as REMix, SEX-
POT or SimEE, are not adequate as well. Of course, this maitalslate the electricity supply quite
detailed and sufficient, but still their decisions for theveo plant mix base on an optimisation of prices
and political restrictions given as scenario to the modEterefore, the model results are highly depen-
dent on the price development and the set-up of the scenaaivde complex. When thinking about,
for example, the price development or learning curve of P\duhes with its volatile decrease (Arvizu
et al., 2011), it is obvious how fast such an optimum can cea@nly the 'model for combining wind
and solar power’ described in section 2.6 offers the useiniplg define a mix of wind and PV power
plants in order to see how much power plant and storage dsgsaare required by the model. However,
this model is limited to the region of Europe and offers justdhvand PV power plants for the scenarios.

The Meteorological based Energy Equilibrium Testing (MBEBETdel was developed as part of this
thesis in order to enable the investigations of the mentidapics. The advantages of the MEET model
are: It covers the whole globe. Continental regions aredefared and it is possible to define individ-
ually tailored investigation regions. Eleven years of weatdata enable a sensitivity for inter-annual
variations. In order to provide a wide range of electricityply options, it is also possible to choose
among ten different power plant types. Thus, the MEET modabkes to define easily electricity supply
scenarios by entering the power plant shares in order to wotkhe boundary conditions as well as
the requirements of electricity supply independent frotmesgted price developments. It is possible to
use this range of options and relationships, for examplanpoove the electricity supply simulation in
economic models. A detail description of the MEET model issgnted in the section 3.

23



2. Overview of existing energy supply models

Table 2.1.: Energy supply models.

Energy model GREET REMix RICE SEXPOT SIimEE Wind and PV  WEM MEE

Area Global Europe and Global Global Germany Europe Global Global
north Africa

Regions 11 11 12 - - - 25 7

Grid No 10 x 10km No 10 x 10km 14 x 14 km 47 x 48 km No 2%2.5

Prog. language GAMS C/IGAMS Excell GAMS R - - - Fortran 90

Type / focus Economic Supply Economic Supply Supply Supply cortbmic Supply

Cost optimised Yes Yes Yes Yes Yes No Yes No

Time step 5 years 1 hour 1 year 1 hour 1 hour 1 hour 1 year 1 hour

Time horizon 50 years 1 year 200 years 1year 1 year 8 years a£as ye 1 year

Weather data - 4 years - 1 year 4 years 8 years - 11 years

Power plant types 12 8 - 7 7 3 20 10
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3. The MEET model

In this section, the Meteorological based Energy EquilitriTesting (MEET) model will be presented.
MEET was developed at the Institute of Environmental Plgysicthe University of Heidelberg as part
of this doctoral thesis, which belongs to a research prajgthe Heidelberg Center for the Environment
(HCE) on global energy supply. From the basic assumptidwsinput data, and the way of calculating
electricity generation by the represented power plantgytpethe balancing of energy supply and the
model output, the MEET model will be explain in the followisgctions.

Within the same HCE-research project, a second model ctiledlobal Resource Extraction and
Energy Transformation (GREET) model (Grogro, 2012) wasigmed by the doctoral candidate Ole
Grogro of the Institute of Environmental Economics Hei@etband the Zentrum flr Européische Wirtschafts-
forschung (ZEW) Mannheim (for details on GREET see sectid). 2Vhile the GREET Model covers
the economical development of the energy market and thefudsel energy carriers over a period of
decades with a temporal resolution of five years, the MEETehfmtuses on the electricity sector of
the energy supply with a simulation period of one year at airlfgagesolution in time. So MEET and
GREET complement each other in their considered simulgtésiod, temporal resolution and details of
simulating the energy supply.

3.1. The structure of the MEET model

The Meteorological based Energy Equilibrium Testing (MBEBETodel is a bottom-up computer model
for electricity supply simulations written in Fortran 9t i$ designed to investigate electricity supply
strategies and principal effects on electricity supply ioyugating renewable energies using power plants
and fuel fired power plants all over the world.

Models are often designed for an economic optimisation oémargy scenario. These models are
dependent on the assumptions on prices of the technolagi#isef electricity generation. In contrast, the
MEET model has no cost optimisation, so that it allows thegtigation from a physics perspective.

Any scenario with a combination of up to ten different powkmp types to investigate the behaviour
of electricity supply and energy storage requirements aaedsily defined by the user. To do so a
separate file called 'run_file.txt’ is provided where all sifieations for the electricity supply scenario
can be made for the MEET model (for a detailed explanationseegon 3.19 and appendix B.1). The
power plants offered by the MEET model for the electricitpsly reach from full controllable to full
weather dependent (tab.: 3.1). As totally weather-dep#tnglectricity producers, offshore and onshore
wind power, wave power and photovoltaic (PV) power are atereid. The Concentrating Solar Power
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3. The MEET model

Table 3.1.: Power plant types available in the MEET model.

Power plant type Degree of control

Onshore wind power Full weather dependent
Offshore wind power Full weather dependent
Ocean wave power Full weather dependent
Photovoltaic power Full weather dependent

Concentrating Solar Power Weather dependent but partitaable

Runoff water power Seasonal variation
Bio-fuel power Full controllable
Nuclear power Full controllable
Coal power Full controllable
Gas power Full controllable

(CSP) plants are controllable within a certain range. Feebaad by renewable energy, runoff water
power is implemented in the MEET model. Bio-fuel power anel tiniclear power, coal power and gas
power plants represent the full controllable plants in tHeBM model.

Geographically the MEET model is subdivided into seven rheelgions covering the whole globe,
but the user can define an individual region as well. The bat& spacial resolution of the model grid
is 2.5 latitude and longitude.

The temporal resolution of the MEET model is one hour for adgipsimulation range of one year.
This is dictated by the resolution of the weather data.

The basic setup of the MEET model is given by the flow diagraifigin 3.1. It can be divided into
two major parts:

1) Calculation of potentials for weather dependant renewabézgy power plants for all grid cells.

2) Simulation of electricity supply.

This separation allows to save computation time when sitimgianultiple supply scenarios for the same
weather data.

A run of the MEET model, starts with reading and preprocegsiihdata required for the simulation
of the designed scenario. Then the MEET model calculategléwdricity that could be generated by
the weather dependant renewable energy power plants forhear of the modelled time period on any
grid point (i.e. the energy potential). After the poterstiate calculated, the grid cells of each region get
ranked for each power plant type starting with the highestgnpotentials. Based on the ranking, the
MEET model site the power plant types that have been definatidowser for the supply scenario to
the grid cells. The time series of not controllable powenfdaare then compared with the individual
calculated electricity demand of the model regions. If ¢hisra mismatch of electricity supply and
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3.1. The structure of the MEET model

demand, the MEET model has the option, if selected, to do $oatkmanagement by shifting a defined
range of loads within a defined range of hours and charge reamargt of electric cars. Also CSP and

bio-fuel power plants are taken into account followed bynbelear, coal and gas power plants. If the
power plants are not able to meet the demand or if they arevadahle for the defined scenario, energy
storage is used by the MEET model as last instance to comigetsicits or excess in electricity supply.

In case there remains a deficit due to lack of stored energyMBET model adjusts the amount of all

installed power plant capacities correspondent to thdineé share in the given supply scenario and
tries to meet electricity demand again. After the requinegbant of capacities for electricity supply has

been found by the MEET model in an iterative process, thelfiugd CO, emissions are calculated and

the output data will be written to the hard disk.
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Figure 3.1.Flow diagram of the MEET model.
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In the following sections, the above mentioned procedui#berexplained in detail starting with the
model regions (3.2) and their electricity demand (3.3)ofwkd by a description of the power plants (3.4
to 3.11), the ranking of potentials (3.12) and placing thesguroplants (3.13), the electricity generated
by the power plants (3.14). To meet electricity demand, tlael Inanagement (3.15) the power supply
management (3.16), the optimising of the required powertfapacities (3.17) and the option of excess
power capacities (3.18) will be presented. Finally the negludata (3.19) and the assumptions for the
MEET model (3.20) will be shown and an overview of the modepati(3.21) is given.

3.2. Model regions

The model regions of the MEET model are mainly determinedbygeographical borders of the various
continents with the exception of the separation of New Zwhfasom Australia. So the seven regions of
the MEET model are Asia (1), North America (2), Europe (3)riéd (4), South America (5), New
Zealand (6) and Australia (7) (fig.: 3.2 in section 3.20). N&waland comes as separated region, since
it is not close enough to Australia to combine the two coestefficiently. Iceland is not considered
because of its relatively small electricity demand togethi¢h its exposed position compared to Europe.
A detailed list of the countries considered for the modelaeg is given by tab.: 3.2 and for further
definitions of aggregated regions see also at BP (2009).
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Figure 3.2.Model regions of MEET.

The seven regions have been defined in a Geographical Infiormaystem (GIS) and then exported
to a txt-file. This txt-file, as used by the MEET model assidres2.5 by 2.5 large model grid cells to
the corresponding model region. If borders of a region gtingugh a grid cell, the grid point is assigned
to the region covering the widest part of the2gsid cell. Also a 100 km buffer at the coastlines is taken
into account for the model regions. This is needed for thehoffe wind and wave power. In addition to
the file representing the mentioned model region definitibas is used as standard for this thesis, the
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Table 3.2.: Countries of the model regions for the MEET model

Model region No. Countries

Asia (1) Bangladesh, China, China Hong Kong, India, Ind@elsan, Japan,
Kazakhhstan, Kuwait, Malaysia, Pakistan, Philippinesta@arussian
Federation, Saudi Arabia, Singapore, South Korea, TaiWaajland,
Turkey, Turkmenistan, United Arab Emirates, Uzbekistatimne®Middle
East, Other Asia Pacific

North America  (2) Belize, Canada, Costa Rica, El Salvadoiat€mala, Honduras, Mex-
ico, Nicaragua, Panama, United States

Europe (3) Austria, Azerbaijan, Belarus, Belgium, Bulgaf£zech Republic, Den-
mark, Finland, France, Germany, Greece, Hungary, ltalthuania,
Luxembourg, Netherlands, Norway, Poland, Portugal, Riépol Ire-
land, Romania, Slovenia, Spain, Sweden, Switzerland, ibér&Jnited
Kingdom, Other Europe

Africa (4) Algeria, Egypt, South Africa, Other Africa

South America  (5) Argentina, Brazil, Chile, Colombia, Edag Peru, Venezuela, Other
South America

New Zealand (6) New Zealand

Australia (7) Australia

MEET model has a second file which allows use of the same etegions of the GREET model (section
2.1) that has been developed at the ZEW Mannheim for the ediorart of this research project.

If needed, the user can also define an individual rectangetgon for the MEET model by simply
using the 'run-file.txt’. There, the geographical positamd the size of the rectangular box region can
be defined. In this case the whole globe is seen as potenildmd oceans are nor-existent, so that the

region can even be placed at coordinates in an ocean.

Because all lines of longitude converge at the geograppimal, the area of a 2.%5rid cell is depen-
dent on its latitude. The area of each trapezium is calalitatgive the information of how many power
plants are allowed on the area of each grid cell by the MEETahod

The time zone of the regions in the MEET model is dependenhemtean longitude of each region.
This mean latitude divided by 1jives the difference in hours from the UTC time and is needediapt
the electricity demand curve to each individual region.
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3. The MEET model

3.3. Electricity demand of the model regions

The chronological sequence of the electricity demand sided MEET model is based on data provided
by ENTSO-E for Germany’s electricity demand in 2008 with an one houretirasolution (ENTSO-E,
2014). This demand curve includes the typical structureékeseasonal variation, the five working days
and the week end, as well as by the general daily behaviouedfrieity demand with up to 40 % less
during the night as during the daytime (ENTSO-E, 2014) (fg3 (a) and (b)). There is more need for
electricity in the cold and dark winter season than in thersema reduced demand at the weekend due to
less consumption by industry and, during any one day, mestraity is needed in daytime with a little
reduction during the lunch break and the maximum typicallyhie afternoon with a strong reduction
during the night. This demand curve is scaled by the MEET rhattl the individual annual sum of
electricity demand for each model region given in tab.: 3.8yathe demand specified by the user, to end
up with the hourly individual electricity demand of each rebregion. The data of the annual sum of
electricity demand of the model regions has been taken fhenstatistical Review of World Energy by
BP (2009) for the year 2008.
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Figure 3.3.(a) The chronological sequence of electricity demand oMEET model regions for one year in per cent of the
maximum. (b) The chronological sequence of electricity dechof the MEET model regions for one week in per
cent of the maximum.

To fit the chronological sequence of the electricity demanthé weather data, the demand curve is
adapted by the MEET model to the timezones of the model regiéndifferentiation of the electric-
ity demand curve for the northern and southern hemisphederie by the MEET model to match the
seasonal weather with the appropriated electricity demand

For the case the user of the MEET model defines a region on lisogwising the 'run_file.txt’ (see
section 3.19 and appendix B.1), the annual electricity dehveill be adjust to the same ratio of area to

Lhttps://lwww.entsoe.eu
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3.4. Onshore wind power simulation

Table 3.3.: Annual electricity demand of the model regioithe MEET model (BP, 2009).

Model region  Region no. Annual electricity demand

[TWha]

Asia (0] 9053
North America (2) 5172
Europe 3 3956
Africa 4) 638
South America (5) 1050
New Zealand (6) 44
Australia (7 272

electricity demand, as it is at the model region of Europeis Tineans about 0.4 GWh per Krfor the
customized model region as standard value.

3.4. Onshore wind power simulation

The simulation of electricity generation by onshore wind/poat the MEET model is based on the Mod-
ern Era Retrospective analysis for Research and Applita(WERRA) data from the NASA (Lucchesi,
2012) (see also section 3.19) and a representative powee ofia wind turbine. From MERRA the

u- and v-component, which means the northward and eastwanganents, of the wind speed at 10 m
above the ground is used to calculate the wind speed by simgtmometryv; = v/u?+v2 in m/s. The

air densityp in kg/m? and the roughness lengthin m is used for the calculation of the wind power as
well. If the data of the air density is not available, datalaf &ir pressure and temperature can also be
used to calculate the air density. Therefore the equatiddeal gases

__b
Rs‘T

o)

is used under the assumption of dry air by using the specificgastant for dry aiRs=287 J/(kg K), the
air temperaturd in K and the air pressurp in Pa.

At first the wind speed at the hub height of the wind turbinejolwhs set to 100 m for the onshore
wind power at the MEET-model, is calculated by using the ifitlganic wind law

In(z/zy
V; =V - ﬁ [3.1]
with z5 in m as roughness length of the groumdthe reference height in this case at 10 m &ndh
m/s the wind speed at the reference height. If there is nofdatg available, MEET uses for onshore
Z=0.03 m as standard value, which is in the range of a cultivitadscape with just a few trees or

buildings (Stull, 2000) and should represent a typical@aurding for wind turbines. In fact, eq. [3.1] is
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3. The MEET model

defined for a neutral atmospheric layering and the lowergfatte atmospheric boundary layer up to ca.
50 m to 150 m, which is known as the Prandtl layer (Pichler,7198t the moment most hub heights of
wind turbines are in the range of the Prandtl layer (comp&ERCON (2013)), but of course, in most
cases the atmospheric layering is not neutral. Theref@éotarithmic wind profile (eq. [3.1]) should
be adjusted for stable or unstable conditions by an additimction ®y (%) based on Monin and
Oboukhov (1954). Nevertheless the logarithmic wind prafila good and very often used approach to
determine the wind profile in the boundary layer and can bd aséhe MEET model.

Since the kinetic energy of the wind hitting orthogonallyuafaceA in m? depends on the air density
in the way of

1
Exin = E-P'A'VS [3.2]

and the power curves of wind turbines are given for a speaiéitatence air density gfier=1.225 kg/n,
the power curve or the entering wind speed has to be scaledrectthe influence of an air density which
differs frompes. S0 MEET scales the calculated wind speed at hub height walyet is typically done
for modern pitch regulat@dwind turbines. This is based on setting the kinetic energthefwind eq.:
[3.2] with its actual wind speedie and air densityosiie €qual the kinetic energy of a fictional new wind
speedvscaleg that allows the use of the reference air dengity:

1 1
5 Psite A Vgite =5 Pref - A- Vgcaled [3.3]

Solve eq.: [3.3] for the new wind speegLaeq corresponding to the standard air density, results in
the desired dependency for the correction:
1/3
Vscaled = Vsite (%) / . (3.4]
At the IEC2 61400-12 the relationship is used to scale the power curaenéfd turbine for different air
densities (Svenningsen, 2010). In the MEET model eq.: [8.d4%ed to scale the wind speed that goes to
the power curve (fig.: 3.4) given for the standard air den8th ways of adjustments lead to the same
corrected power output at the end.

For the onshore wind power calculation, the MEET model usepbwer curve of the Nordex N9O HS
wind turbine (fig.: 3.4) to translate the calculated windexpato a power output for each hour of a year.
In principle the power curve used by the MEET-model can bexgbd easily, but the N90 represents an
all-round wind turbine that can be found all over the world(tex, 2010) (see also section 3.19 and
fig.: 3.13).

In order to represent the park effé¢for used distance between wind turbines see section 3riB) a
other additional power losses, each calculated power bafmnshore wind turbines is scaled by a factor

2The ability of wind turbines to rotate their rotor bladesurd the blade axis for changing their aerodynamics to adept t

different wind conditions typically above the rated power.
SInternational Electrotechnical Commission
4Wind shading of a wind turbine due to other wind turbines iegdo a lower park efficiency than a single wind turbine

would achieve.
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Power in MW
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wind power ------

10 15 20 25
Wind speed in m/s

Figure 3.4.Power curve of Nordex N90 2.5 MW (Nordex, 2010) and wind popassing the rotor disc area of 6362.m

of 0.78 at the MEET model. So the calculated wind power geiseclto real feed-in data based on the
EEG (see chap. 4.2.3).

3.5. Offshore wind power simulation

The generation of electricity by offshore wind power in th&EIT model is calculated in much the same
way it is done for onshore (see section 3.4). As the wind sperdases stronger with the height offshore
due to the lower roughness of the sea, the hub height for whetvind speed is calculated is only 90 m.
The roughness lengtt is given as well by MERRA data.

Because the progress of the establishment of large offshior@ parks is not that good and time
series for the power generation by such wind parks has besanafor this work, there is no additional
scaling of the calculated electricity generation for offiehwind turbines in the MEET model. Offshore
wind power turbines are specifically designed with a higla¢ed power than typical onshore units to
compensate for the higher costs of installation, togethign maintenance costs, but enabling better
wind conditions to be used. Therefore at the MEET-model tivegn curve of the REpower 5M (Staffell,
2012) is used (fig.: 3.5). Not only the rated power of 5 MW iscvihat of the onshore Nordex N90 HS,
but also the cut out wind spekis at a higher value of 30 m/s.

5Erneuerbare-Energien-Gesetz; German Renewable Enevgy La
6This is the maximum wind speed a wind turbine is designed tegee electricity before it needs to turn its rotor blades
out of the wind to avoid damaging the construction.
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Figure 3.5.Power curve of REpower 5M (Staffell, 2012) and wind powerspag the rotor disc area of 1246Fm

3.6. Wave power converter simulation

Wave power converters are represented in the MEET model d&oyMb 7MW Wave Dragon module
(Tedd, 2007) with 7 MW rated power. Wave Dragon is a floatiregfpkm that is flooded by collected
waves and uses the runoff water for the turbines.

To calculate the electric power generated by wave powerertens, the MEET model uses ERA-
Interim data (Janssen et al., 1997) of the European Cemtkéddium-Range Weather Forcast (ECMWF)
for the ocean wave height and the period of this waves (seeatgion 3.19). Similar to the power curves
of wind turbines, a power matrix of the wave power convertedutie is given to the MEET model.

The resulting power for the wave heights and periods the ViZaagon module is designed for are
given by the power matrix(tab.: 3.4) of the WD 7MW module. The tabular 3.4 has somemskdpower
values, because these combinations of wave heights aratlpexrie not possible due to the breaking of
waves. If required this power matrix can be adjusted by thez fe a different wave power converter
module. For further information on Wave Dragon see alsa\hp/w.wavedragon.net and Tedd (2007).

"The power matrix for WD 7MW of 2008 was given by personal comination with Wave Dragon ApS, Denmark

34



3.7. Photovoltaic power simulation

Table 3.4.: Power matrix of the Wave Dragon 7 MW module witluga given in kW.

3.7. Photovoltaic power simulation

1 160 250 360 360 360 360 360 360 320 280 250 220 180
15360 420 540 740 740 740 740 740 660 590 520 440 30

2 640 700 840 900 1190 1190 1190 1190 1070 950 830 710 %90
c 25| 1170 1260 1330 1400 1580 2040 2040 2040 1830 1630 1430 12200 |102
E 3 1450 1610 1750 2000 2620 2620 2620 2360 2100 1840 1570 1310
3 3.5 2420 2660 2940 3220 4100 4100 3690 3280 2870 2460 2050
§ 4 2840 3220 3710 4200 5320 5320 4430 3930 3440 2950 2460
g 4.5 3920 4550 5180 6650 6720 5600 4970 4030 3450 2880
5 4610 5320 6020 7000 7000 6790 6090 5250 3950 3300
5.5 5740 7000 7000 7000 7000 7000 6090 4320 3600
6 6720 7000 7000 7000 7000 7000 6860 5110 4200
6.5 7000 7000 7000 7000 7000 7000 5950 4970
7 7000 7000 7000 7000 7000 7000 6650 5740

5 6 7 8 9 10 11 12 13 14 15 16 17

Period in s

For the calculation of the electricity production by phaitigics, the MEET model uses MERRA data of
global solar radiation on an horizontal plane at groundljesaar radiation at the top of the atmosphere,
wind speed at 10 m above the ground and air temperature at 2we abe ground. In a first step the
fraction of the direct and the diffuse part of global solatiation is calculated for the simulation of the
photovoltaics as well as the CSP (section 3.8). The fraaifdhe diffuse to the global radiation at the

ground

dgit =

lgif fuse

Iglobal

[3.5]

is calculated by using the BRL model of Boland, Ridley andrea(Ridley et al., 2009) and the fraction

of direct radiation results simplgyir = 1— dgis. The BRL model is based on multiple predictors tested
on their relevance to identify the fraction of diffuse saladiation on different sites of the world. The
parameters are the result of a minimum least squares forafze dt delivers, in comparison to other
models, good results for locations on the northern as walhabe southern hemisphere and can be used

as an universal model (Ridley et al., 2009), which is impdrfar the global acting MEET model.

As dgjs results in the BRL model from multiple predictors, the hgulearness index

I

global

k[ = =
lo

[3.6]
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3. The MEET model

is needed, witly as the extraterrestrial irradiation at the top of the atrhespandgonal @s the irradiation
on the ground. The daily clearness ind&xs also needed and can be calculated by the sum of the hourly
values per day as

2'241 Iglobal

1= i

Ke = 24
ijl IOj

The Apparent Solar TinffeASTis considered fodgis as well as the solar elevation anyte in degree

[3.7]

(for calculation ofASTandas see appendix A). Finally, a persistence factor is defined €0j0, 23 as:

koatkit for sunrise< t < sunset
Y=k, fort=sunrise [3.8]
Ke_1 for t = sunset
Once all the values of the equations 3.6 - 3.8, Al8T and a5 are calculated, the fraction of diffuse

solar radiation is given by:

1
daif =
dif = 1 1 e 538+6.63k+0.006AST-0.007-05+1.75K + 131

[3.9]

For a clear skydgis goes down to values of about 0.1 and for clouds up to almostriexample of
the calculated diffuse fraction of solar radiation basediERRA data is given by (fig.: 3.6) as daily
average values for 2009 and hourly values for one week abttation 50 N and 7.5 E in Germany and
37.5 N and 3 W in Spain. As expected decreases the fraction of diffusar satliation during noon and
in the summer season, having less clouds and a larger selatieh angle.
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Figure 3.6.Fraction of diffuse solar radiatiodyjs calculated by the BRL model of Ridley et al. (2009). (a) Dailyerage

values for 2009. (b) Hourly values for the week from 19th tth2Fanuary 2009.

Since the global solar radiation data from MERRA is for a hantal plane and the photovoltaic
modules are assumed to face south in the northern hemisfdren®rth in the southern hemisphere)

8The true time at a place depending on the sun.
9The elevation of the sun against the horizon.
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3.7. Photovoltaic power simulation

with an angle of 30to the horizontal plane, a correction of the direct part ef$blar radiation is given
by

ldir_corrected= lglobal - Oair - Z€NIt_correctionazimut_correction [3.10]
with
doir = 1—dair, [3.11]
. . cog60—a
zenit_correction = M, [3.12]
cog90— as)
azimut_correction = |cog180— ay)|, [3.13]

and a5 as the azimuth angle of the position of the sun. The solareamghnd the azimuth angle of
the suna, are calculated by using the algorithm of DfN6034 as described in Quaschning (2009) and
Nunnenmann (2011) (for details see appendix: A).

The efficiency of a PV-module to convert the incoming solaliagon into electricitynpy = 0.14 is
assumed, as it is in the medium range of standard polyclipsté&V-modules, for example, of SCHOTT
solar (2011).

To take care of the power degression of the PV-modules dugding, a loss of 0.7 % of the initial
PV-module efficiency per year (SCHOTT solar, 2011) has besewl.uThis leads for the assumption of
an averaged PV-module age of 10 years to an additional effigieeduction of about 7 %. Thus the age
loss factormpy age = 0.93 is defined for the MEET model to adjust the PV-module efficie

Under low radiation conditions, which means less than 20@%\n the PV-module, an additional
reduction of the power output is taken into account. Regarthe technical specifications of SCHOTT
solar (2011) the PV-module efficiency reaches only 97 %gf.

To consider the effect of efficiency reduction due to incira®V-module temperature, its tempera-
ture is calculated by using the model of Govindasamy et 8032 There the ambient air temperature
TambientiN °C, the solar radiation on the PV-modulén W/m? and the wind speed in m/s have been
identified as the main driving variables for the temperatfra PV-modul€Tyoquein °C. Using mea-
sured data and a neuronal network, they ended with a sirm@arlirelationship for the temperature of a
PV-module and its ambient conditions in the way as follows:

Tmodule= 0.943 Tampient+ 0.028- 1 — 1.528- v+ 4.3, [3.14]

Of course eq. [3.14] has been evaluated only for one modple, tlgut its results correlated with the
measured temperature with & of 0.95 to 0.96 (Govindasamy et al., 2003) quite well and wdtk
the calculations of the MEET model.

The efficiency reduction of PV modules due to an increasingptrature is typically given as 0.5%
per°C deviation from the 23C standard (Brinkworth and Sandberg, 2006). Becauce PV lesdan

10German industry for standards; Deutsches Institut fiir Norgn
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reach up to 70C (Notton et al., 2005), the effect of the module temperasin@uld not be ignored and
so the correction factagr _corect for the PV power output is calculated for the MEET model by

N7 —corect = 0.995* T2 (3.15]

with ATpps = 25°C — Tmodule@s the difference of the module temperature to the standargddrature.

At the end additional system losses such as the inverter, aatc assumed to be 22 %, so that the
system efficency factaqp, sys= 0.78 is used to reach an even more realistic electricity ouiguhe pv
modules. This value is also close to the losses calculatédebl?hotovoltaic Geographical Information
System (PVGISY. Consider now eq. [3.6] to [3.15] and the described assumgtithe electricity output
by pv modules in the MEET model results in:

va = (lglobal : ddif + Idir_corrected) : npv‘ rlpv_age‘ T —corect npv_sys [3-16]

3.8. Concentrating Solar Power simulation

The simulation routine for Concentrating Solar Power (CBRhts of the MEET model was devel-
oped by Elena Nunnenmann during her bachelor thesis (Numsem, 2011). It considers the so called
parabolic trough solar thermal power plants. These CSRelave already been built, for example, in
Spain and are known under the name Andasol.

For the simulation, MERRA data of the global solar radiatamma horizontal plain at the ground
and the solar radiation at the top of the atmosphere is usedddition, the rated power (47.539 MW)
of the CSP, the maximum heat power of the collector field BABMWinherm), and the heat energy
storage capacity (1010 MWh ) are needed (Nunnenmann, 2011). It is given to the MEET mioglel
an additional file that can be easily adapted and the val@esrentated on the Andasol power plants in
Spain (Solar Millennium AG, 2008).

The parabolic trough CSP uses a mirror in the shape of an glazdtough, that concentrates the
sunlight on to a receiver tube in the focus line of the trou@ih.generate enough heat to run the power
plant, many of the mirror troughs are placed side by side tyjpically a North-South orientation. The
troughs are able to follow the sun in an East-West directrobating along their axes.

To calculate the heat that is gained by the solar field of thE, @& direct solar radiation hitting the
troughs is needed. This is due to the fact that only direcrsaldiation can be concentrated and so the
global radiation data needs to be separated into its direttdfuse part. This is done in the same way
as for the simulation of the photovoltaics in section 3.7 bing the BRL model of Boland, Ridley and
Lauret (Ridley et al., 2009) with eq. [3.9]. The position bétsun is needed as well, because the solar
radiation data is given for a horizontal plane and the mitroughs are able to follow the sun along
one axis. For very low elevations of the sun, shading of thegins by their adjacent ones reduces the
usable solar radiation. An analogy of the simulation of thetpvoltaic in section 3.7 the solar angte

Uhttp:/ire.jrc.ec.europa.eu/pvgis/apps4/pvest.php
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3.8. Concentrating Solar Power simulation

and the azimuth angle, of the sun are calculated by using the algorithm of DIN 503diexcribed in
the appendix A. Considering optical losses, the incidegleanf the sun relative to the normal of the
parabolic trough and the absorber efficiency, the thermalepavhich the solar field of an CSP in the
MEET model can provide is given by:

I - (11— dgj
I:)CSP_therm: gIoba(I:O(S(B) dlf) -Acsp (1_ nshadOV\) *Nopt * Niam [3-17]

lgiobal IS the solar radiation in W/#Anfor a horizontal plane, that is reduced to its direct radiatpart by
multiplying one minus the diffuse fractialyis and corrected for the plane of the troughdng3). The
tracing angle of the trougl goes from Eastff = 90°) to West 3 = -90°) and can be calculated from the
solar position as

B sin(aa)
B= arctan(tan(as)> . [3.18]

The total area of the solar fieltlesp = 526417 M is needed for eq.: [3.17] as well as the losses by

shading of the troughs at low positions of the sun. The siggi@ictor is given as
(Mrow — 1) - (dhow — ds- cOgB))

Nrow * Grow

Nshadow= [3.19]

with nyow the number of rows of parabolic troughs at the solar coltdigttd, dyo = 5.76 m as the aperture
of a parabolic trough and; = 17.3 m as the distance between two rows of troughs.

Finally eq.: [3.17] requires the optical efficiengyp: = 0.71 and the incidence angle modifiggm.
The optical efficiency considers the reflectivity of the mirrthe transmission of the glass tube around
the absorber tube and the absorptivity of the absorbef {f8intes et al., 2009). The incidence angle
modifier niam respects the effect of a changing focus of the parabolicgtrdior sunlight that is not
incoming orthogonal to the trough and is defined in Montes. é2809) for the Eurotrough-Collector as

e? C]
iam = 1—2.859621: 10 °- — 525097104 — . 3.20
While the incidence angle of the sunlight to the trough iegias
0= acos<\/1—co§(as)-co§(aa)> : [3.21]

Once the collected solar radiation was used to heat up then#thdluid that is pumped through the
absorber tubes of the CSP, thermal losses occur on its wayghrthe absorber tube and to the power
plant. Since the length of the way depends on the number of tdweollectors, the losses need to be
a function of this number. Based on simulations of those lossies for the Eurotrough-Collector by
Montes et al. (2009), the heat losses can be described aséNorann, 2011)

Rierm loss = ( 221000+ 186340 ”;’W> . 3.22]

After these losses have been subtracted from the colleettddescribed by eq. [3.17], the remaining
heat power can be used directly to provide the thermal poVeet pr it can be stored in a heat storage
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tank with a capacity of 1010 MWkerm (Nunnenmann, 2011). This heat storage makes the CSP much
more flexible and it can supply the power plant for up to 6.9 livhd hours. For the heat storage, an
averaged heat loss of 0.05 % per hour has been assumed.

Typically, a CSP plant being equipped with a heat storageahiasger solar field compared to its
generator power than other CSP plants. This is requireddw &b fill the heat storage not even in times
when less electricity is needed than the thermal power pletotally could generate, but also when the
thermal power plant is generating electricity at full loakhis stored heat can be used if, for example,
clouds cover the sun, or at night. In the case of the CSP in tBET™model the solar field has an area of
526,417 M, which is almost the same as the existing CSP plant, Andes8lpain (Mehos, 2008). For
an assumed solar irradiation of 1000 W/this solar field would provide about 2.5 times the heat that
the associated thermal power plant could use. This fracifdhe theoretical generated heat power to
the usable heat power at the thermal power plant is calleddla multiple Bcsp therm/Rherm max) and
reaches typically from a value of 1.3 to 3 (IRENA, 2012) whiilis 2.5 for the CSP of the MEET model.

The thermal power plant itself uses the heat to generatérielgcwith varying efficiency, depending
on its load defined aBherm/Pherm max The optimal efficiency is reached at full load Witfnerm csp
= 0.3765. For reduced loads, the efficiency of the thermalgogant of the CSP is calculated in the
MEET model by

Ntherm csp= 0.3967— 0.2171- 0.093 Rterm/Rhermmax) [3.23]

This equation is the result of a fit based on data of Montes €2@09). To avoid wasting thermal power
by running the thermal power plant at low loads, the heathbéliven to the heat storage instead to the
power plant oncepnerm csp goes below 0.3. Or, if electricity is needed and the heaag®contains
existing heat, it is used to bring the load of the thermal pogbant high enough to raise its efficiency
above the limit of 0.3.

Finally it needs to be considered, that a CSP plant does hptgemerate electricity, it also needs it
for pumping the thermal fluid through the pipes of the solddfand other consumers. These so called
parasitic losseSpara csp) Use 13 % of electricity output of the CSP plant (Kutsched.e810). Using
eg.: [3.17] and eq.: [3.8], the final electricity output candefined as

Pcsp= Pcsptherm: Ntherm csp: (1- Npara CSP)- [3.24]

A more detailed description of the simulation of this powkmp type can be found at Nunnenmann
(2011) and Quaschning (2009).

3.9. Runoff hydro power simulation

The use of hydro power for electricity generation for thedetion in the MEET model is reduced to
river runoff hydro power. To allow shipping traffic and avdidoding the power output of the runoff
hydro power plants is assumed to be not regulable and witmataot electricity generation. It only
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follows the seasonal variation of the rivers water flow raténan idealized annual cycle represented by
a cosine. The amplitude of the seasonal variety has beemaddio 30 % for the MEET model, so that
the hourly power output of runoff hydro power plants is defiias:

Phyarolt) = Po+ Po- 0.3- cos(%) [3.25]
with Py as standard power output of the hydro power itttk hour of the year. To shift the maximum
of the electricity generation by hydro power into the Spramgson, when the combination of rain and
melting water let the stream grow to their maximupnof eq. [3.25] is given as:

1 .
o = 5T (northern hemisphere)
¢ = —g -1 (southern hemisphere)

Additionally the power output is scaled in a way that the éegof capacity utilization over one year
ends with 30 % as it is the case for Europe in Nitsch et al. (2D40d Teske et al. (2010).

3.10. Bio-fuel power plant simulation

The simulation of the electricity generation by bio-fuekfirpower plants is treated very poorly in the

MEET model. The idea is that power plants that use bio-fuals lee used in the way gas, coal and

nuclear power plants are used, but its Q@&lance is ideally zero due to the bio-fuel. Because of its
renewable fuel, bio-fuel power plants have a priority fongeting electricity against gas, coal and

nuclear power plants in the MEET model. But bio-fuel is dillimited energy source that needs to be
bought, so bio-power plants will only be used as balancireygn

Table 3.5.: Maximum electricity that could be generated ioyfbel power per year in the MEET model based on
Teske et al. (2010).

Region Electricity limit of bio-fuel power
[TWh/ a]

Asia 405

North America 245

Europe 137

Africa 78

South America 239
New Zealand nan.
Australia 58

Since bio-power plants are treated as relatively smallsunith a rated power between 1 MW and
25 MW (Trieb et al., 2009), the assumed 20 MW rated power pamtgdbr the bio-power plants of the
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MEET model do not require to consider the ramp-up and -dome ths the model time-step is at least
one hour. There is also no differentiation between biontaisgias or liquids. The maximum amount of
producible electricity by bio-fuel power plants can be dedirin the 'run-file.txt’ in terms of kWh per
year for each region of the MEET model. As default limits, th@ximum amount of electricity generated
by biomass given in the energy [rJevolution study (Teskd.e2810) is used (see tab. 3.5), but if needed
for a special scenario, it can be easily adjusted.

3.11. Simulation of gas, coal and nuclear power plants

Since gas, coal and nuclear power plants use a fuel to gerdeatricity, there is no dependency on the
weather conditions. But because their fuels are limiteduases and cause variable costs while using
these plants, renewable energies in the MEET model havertpiin feed-in the electricity generated.

The gas, coal and nuclear power plants of the MEET modelrdiff¢he rated power per plant unit.
The downtime, the minimum load they are able to run and theageel emissions of COper kWh of
generated electricity (see tab. 3.6). Once a thermal polaet [ switched off, it takes time to stop all
processes and it needs to cool down slowly to reduce thetnegises of the materials. The time taken
until the power plant is able to generate electricity againalled the downtime and depends on the plant
type. For the MEET model the time ranges given in Weindorfl@Cave been averaged for each plant
type. The values of the minimum load at which a power plane tigpable to generate electricity results
as an average from the values given in Weindorf (2011). The @fiissions of coal with 0.95 g/kwWh
and gas with 0.45 g/kWh as averaged values per generated k'@lectricity for the MEET model are
taken from the data-Excel file of the TRANS-CSP study (Tr306).

Table 3.6.: Behaviour of gas, coal and nuclear power plantss MEET model.

Type Rated power Min. load Downtime G@missions
(Mw] [%] [h] [kg / kwh]

Nuclear power plant 1000 50 55 -

Coal power plant 500 39 14 0.95

Gas power plant 340 18 3 0.45

Once the gas, coal and nuclear power plants are requirecetbiffeelectricity, the MEET model
provides a priority of use, starting with nuclear power péapefore coal power plants and ending with
gas power plants. This sequence results in the flexibilitthefpower plants which typically fit well to
the economic view of lowest variable costs resulting in thegitorder.
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3.12. Ranking of sites for electricity production

The potentials of using renewable energy to generate eiggtre highly dependent on the geographical
position of the power plant and vary from year to year (corapay.: 4.1 to 4.5 of section 4.1). To decide
where the MEET model starts to install the power plants ufiiege renewable energies, a ranking is
needed to ensure that the best sites are used first.

The ranking of the model grid cells is based on the potentgatigcity output per peak power in terms
of full load hours of the plants. Starting with the grid cefiiing the highest potential in terms of the
most full load hours, the MEET model generates a list of thieqttals of each grid cell for the model
regions. The base of this ranking is given by the calculatiescribed in section 3.4 to 3.8.

To considerer the annual variations of electricity gerienaby weather dependent power plants, the
potentials have been calculated by the MEET model for allezieyears of weather data from 2000 to
2010 and then averaged. These resulting maps of the pdsesftizower plants, using renewable energies
and their standard deviation as well, is discussed in sedtib and can be found in the above mentioned
figures.

Indeed the electricity generation potential is not the amlteria for the placement of a power plant
using renewable energy, but since the MEET model considévsses due to an electricity grid and has
no information about restricted areas, the electricityegation potential of a grid cell is the only criteria
for the ranking. Regarding the size of a grid cell with its°2lfy 2.5 and the allowed share for the
installation of power plants of only a view percentage ofdhid cell area, the ability to find a favourable
location for the power plants in the grid cell is quite good.

3.13. Installation of renewable energy power plants in the M EET model regions

To provide the electricity demand, the MEET model adds pgaaants to the model regions considering
the defined power mix of the scenario. The total required cdapaf power plants to suit electricity
supply and demand is calculated by the MEET model as deskilgection 3.17. The rules of how the
MEET model manage the placement of the power plants is destin the following.

Only power plants that are dependent on the weather and shédtion of this renewable energies
have a defined placement to grid cells of a model region. Becthere is no electricity grid and the
generated electricity is defined as available anywhere irodehregion, the position of power plants
being independent of the weather is not of a real importaSaethe MEET model calculates only the
amount of needed gas, coal, nuclear, runoff hydro, and bigpplants and not their location.

If a simulation requires additional power from a specific powlant smaller than the rated power of
the plant type, a complete power plant is added, even if ttéssathe mix of power plants slightly from
the one defined by the user. The smallest units of addingrieiécigeneration capacities are 1000 MW
of nuclear power, 500 MW of coal power, 340 MW of gas power add/RV of bio power. River runoff
power is allowed to be added in steps of 1 kW.
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3. The MEET model

The smallest units of adding power plants having weathegwlégnt electricity generation are 2.5 MW
of onshore wind power, 5 MW of offshore wind power, 7 MW of wasawver, 1 kW of PV power and
47 MW of CSP. Additionally, the placing of the weather depamtdpower plants is related to grid cells.
For the order of using the grid cells in terms of site the poplants, the ranking described in section
3.12 is used. Based on the ranking, the MEET model instadipthwer plants required for the electricity
supply scenario, starting with the best grid cell (most lindid hours) first. Once the maximum allowed
area of the grid cell is used, MEET starts to install furthewpr plant capacities to the second best grid
cell and so on, until all required power plants are sited.hia way the potential full load hours of the
power plants being installed decreases with each additiegaired grid cell that is used by the MEET
model for the electricity supply of a model region as givefign 3.7 to fig.: 3.11. The potentials reach
from grid cells with very poor conditions of just 500 full ldahours up to the best sites for CSP and
offshore wind power with 6500 full load hours.

Looking at the electricity generation potentials of usingdy wave or solar power (compare fig.: 4.1
to fig.: 4.5 of section 4.1) and the area such an energy canvedquires, a quite small power density in
the range of 1 W/rhto 20 W/n? is the result. So, compared to power plants fired by an enegjec
such as coal that can be transported to any place and evenhigis @nergy density, the power plants
using wind, waves or sun have a significant need of space. Sioethat they will not dominate or even
overcompensate the area of a grid cell of the model regibesMEET model has to consider limits of
land use while placing the needed capacity of wind, wave atat power using power plants.
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Figure 3.7.Potential full load hours of wave energy as function of thiksetd grid cells of the model regions.

The required area of an onshore wind turbine for the MEET rhisdset to %l times % which means
five times the turbine rotor diameter squared, which is rdtdrger then the d spacing used for the study
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Figure 3.8.Potential full load hours of PV energy as function of theis¢itl grid cells of the model regions.

on the wind potential of Germany by Bofinger et al. (2011). Td¢ter diameter of the standard Nordex
N90 wind turbine is 90 m and therefore its needed area resiths0.2 kn? for the MEET model. As
the maximum share of the area of a grid cell for onshore windgo@ fraction of 5% is asumed. This
seems to be a quite feasable number as the study of Bofinge(20h1) suggeste a potential available
area for the use of wind power in Germany with a fraction of 8®Pis potential should be even higher
in many other countries since the population density of Gemnis quite high.

The offshore wind turbines required area is defined by theesahe of &l times 5l (Bofinger et al.,
2011) as used for the onshore wind turbines. But the rotaneliar of the standard REpower 5M is
126 m. To allow the spreading of wind parks inside a grid cetl eeduce the need of placing them too
far from the coast, the maximum share offshore wind turbaresallowed to use is set at 2 % of a grid
cell. An increased spread of offshore wind parks is desaft the wind needs a longer distance to
recover its speed after passing through a windpark due teetheced surface roughness and air mixing
compared to onshore conditions.

In the case of wave power convert&sthe limitation of placing them is not based on the area, but
on the length of a grid cell. This length is the maximum size& e¥ave front the farm of wave dragon
modules can face in a grid cell. Since the wave dragon mogtlasid not be placed further than 100 km
from the coast but still require a minimum water depth of 28MayeDragon, 2003) the space is clearly
restricted. To afford a good efficiency by reducing shadifigcés due to other wave dragon modules,
the MEET model places those 300 m wide modules with a spadiB@®m from its adjacent module as

12\Wave dragon modules.
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Figure 3.9.Potential full load hours of onshore wind energy as functibthe utilised grid cells of the model regions.

suggested in WaveDragon (2003). In this way, the MEET madallowed to place up to three staggered
lanes of the 7 MW wave dragon modules.

For the placement of PV-modules, and regarding the modfitdegfcy of 0.14, an area of just over
7 per kW peak is required. The maximum share of PV per grid dethe MEET model is set
to 0.6 %, which easily fits the estimated available PV-are@.8f6 for Germany (Braun and Oehsen,
2012). Taking this small share into account, the chanceaoepthe PV-cells on a roof top of a building
is advantageous so the effective required land is much egduc

The required area per parabolic concentrating solar poveert pf the MEET model is just over
500,000 M (Mehos, 2008). As a share of CSP for a grid cell, 1% has beemas$for the simulations
of the MEET model.

Finally it should be mentioned that often the area used bgwable energy power plants can be used
for an other purpose as well. For example, the area of a wirldgaan still be used for agriculture, wave
power converter can be used to protect coastlines and P\Wemgdlaced on a rooftop will not directly
effect the available area.
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3. The MEET model

3.14. Calculate generated electricity by non controllable sources

After the power plants have been sited as described in 823, a time series of electricity production
by the plants using non-controllable energy sources isutztked for each model region. Therefore, the
electricity generated by on- and offshore wind turbinesyen@ower converters, PV cells and river runoff
water power (as described in section 3.4, 3.5, 3.6, 3.7 a@)do8.all used model grid cells is summed
up for each model time step. This can be done since the asspentsdt electricity grid (section 3.20)
allows the MEET model to use this electricity all over the relogkgion.

The resulting time series of hourly available electric gggtogether with the demand curve, forms the
base for the adaption of loads and the management of cattl®lpower plants in the coming sections
3.15and 3.16.

3.15. Load management and electro mobility

The MEET models allows the user to create energy supply sosriay considering the possibility of load
management and or electro mobility. Both options can bdyedsfined in the 'run_file.txt’ (appendix
B.1).

Load management means that the demand for electricity cahitted in a certain range of time and
guantity to balance the generation and demand of electri@pdrhis is done by delaying a part of the
electricity demand for some hours to a time where more étgptwer will be available as, for example,
at midday when solar power reaches its daily maximum. Theratiay is to bring additional electricity
consumption to periods with an excess electric power. THiseduce or even avoid the need for backup
power plants or energy storage. The MEET model allows thetosehoose the time range the demand
can be shifted as a number of time steps which means modelgd &od to decide how much demand
in a percentage of the actual demand is allowed to be shiftgaically, one can imagine, that in a smart
electricity grid with intelligent consumers, the elecitjademands of washing machines, cooling systems
or other flexible processes could be used to shift their loaddme hours.

Electro mobility in terms of electric cars also gives the appnity to shift electric loads for some
hours due to their batteries and long parking periods. Tifnesuser can set the number of electric cars
per model region for the MEET model. The average of dailyafrikilometers per car and region has
to be defined as well. For example, 50 km would be a good figuda#sdriven distance for Germany
as 70 % of all user do not drive more than this each day (VDEQROToday, a typical capacity of an
electric car or plug-in hybrid batteries is on the order ok%h (Blinger et al., 2009; Bocker et al.,
2010), but can be adjusted for the MEET model as well. Findllig needed to define the maximum
fraction of cars that are in use on the roads at the same tiorés&rmany this fraction has a daily peak
of around 24 %, but most of the time it is much lower (Follmealet2010) which shows that most cars
would have the opportunity to be connected to the eleotrgniid. In principal the batteries of the parked
electric cars could be used as energy storage which is knewmeavehicle to grid concept, but for the
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3.16. Power supply management

MEET model the electric cars are seen only as additionatraliég consumers with the opportunity to
shift this demand during the day.

The additional electricity demand of electric cars is cilted by the MEET model based on the
assumption that 0.15 kWh/km would be needed by an electri¢Biicker et al., 2010). Each car has
to be charged and used at least once a day, but there is justllapgmtentage of cars that are in use at
the same time and all the other car batteries can be eldathiaeged over the remainder of the day. A
maximum charge power of 3kW is allowed as it could be managddaistandard power socket.

The decisions of the load management and the charging dfielears are based on the available
electric power by power plants using non controllable epemurces (section 3.14). So this routine of
the MEET model considers at each time step the electricagytion and demand over the whole range
of shiftable loads to identify the best way of using the eleity generated by power plants using non
controllable energy sources. This means that shiftabletradity demand and charging of electric cars
will be placed in periods when the power plants produce thstrakectricity compared to the demand.
For energy supply scenarios dominated by individual cdlatste power plants, there is almost no need
to shift loads, since the electricity simply can be genefate demand.

3.16. Power supply management

If the electricity production by power plants using non colible energy sources was calculated for
the actual time step (section 3.14) but does not meet themtkmaen when load management has been
done (section 3.15), an additional power supply manageisemeded. This will use, depending on
the defined power supply scenario the CSP, bio, nuclear,ccagds power plants and finally the energy
storage to bring generation and demand of electricity tuaget

Parabolic CSP plants as implemented in the MEET model (se&t8) make use of a thermal storage
system. This allows the CSP plants, in contrast to PV, to upleothe electricity generation temporal
from the moment of the solar irradiation. In the case of theBMIEnodel a thermal storage capacity is
assumed for CSP to provide the power plant with up to 6.9dallilhours. Of course this storage is much
to small to balance seasonal variations, but it works vdigieftly for variations on a daily scale. Due to
this device, the MEET model can reduce the electricity gatimr by CSP in times of excess electricity
and charge the heat storage of the plant or use the heatestioréigcrease electricity generation when
required. Since a CSP plant makes use of sunshine insteatinoited fuel, the MEET model make
use of the CSP plants, if implemented for the scenario, tarfe@ the current electricity generation and
demand as first option of the controllable power plants. @rhe sun is shining and the thermal storage
of a CSP plant has already been totally filled with heat, th® @lant will generate electricity even if
there is no need for it to avoid the wasting of this renewabkergy. In this case, the electricity will be
used to load the energy storage of the model region.

If it occurs that the MEET model needs even more electrigtpalance the energy demand of a
model region, the use of biomass power plants is the next Begause of their fuel, these power plants
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3. The MEET model

are independent from the weather conditions and, due toitlesll almost neutral Cfbalance and no
nuclear waste, the biomass power has priority within the MEtdel compared to the gas, coal and
nuclear power plants. So the biomass power plants have ility tdbbe used as a kind of backup power
with the level of power capacity the defined scenario allond antil the annual maximum biomass of
the model area has been used (biomass potential of the negilehs see tab.: 3.5).

When the power plants using renewable energy sources falebtricity production did not manage
to provide enough electric power for the current demand ofodehregion, the nuclear, coal and gas
power plants had to be used by the MEET model (see also segtidr). Therefore each individual
power plant is switched on or regulated to the point wheretbetricity generation meets the demand or
all plants are running at full load. The MEET model has to eeshe priority of using the nuclear power
plants first, followed by coal and than gas power plants i§ ipdssible, due to the minimum load and
downtime? of the power plants given in tab.: 3.6. To keep the capacityosfer plants that are needed
to provide a model region with electricity as small as pdssithe MEET model is not always allowed
to shut down a power plant. This is the case if a power planvitcked off because there is enough
electricity available, but the downtime would prohibit @aticipated reactivation some hours later. So
the power plant needs to stay at its minimum load and the gatbexcess electricity will be given to the
energy storage. But since this electricity is not actuatteaded, it does not count for the annual utilised
capacity. The efficient use of these power plants is caledlal ignoring the excess electricity of the
gas, coal or nuclear power plants that has been generatgdecdhuse they were not allowed to shut
down.

Finally the MEET model makes use of energy storage to bal#reelectricity generation and de-
mand. The storage capacity of this energy storage is naelihly the MEET model in advance, so its
required size ends as one result of a simulation. From stquagods of one hour up to a seasonal cycle
all electric energy that is not immediately consumed willdbered for times of a supply deficit. The
energy storage in the MEET model works with a charge- anchdige efficiency of 0.9 so that its cycle
efficiency from electricity to electricity ends witlsior = 0.81 as it is for modern pumped hydro power
storage plants (Biinger et al., 2009).

In the case that the energy storage is empty and still moctriel@ower is required, the storage is not
allowed to become negative and therefore the model regisma lukzficit in its electricity supply that has
to be resolved by additional power plants as described itiose8.17.

3.17. Optimisation of the power plant capacity to be install ed

A goal of the MEET model is to find the minimum required powearis capacities for the mix of power
plants defined by the user. This calculated setup of poweiptapacities has to allow for an electricity
supply without a deficit and will be used for calculating thehlvior of the electricity supply system.

13The time a thermal power plant needs to cool down to avoid tecmthermal stress on its materials before the power plant
can become reactivated.
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3.17. Optimisation of the power plant capacity to be insthll

The importance of finding the smallest amount of required ggoplant capacity is that the resulting
requirements for energy storage are very sensitive to aiti@uil capacity of power plants as shown in
section. 5.2.

To determine the effective needed amount of power plantsafoelectricity supply scenario, the
MEET model starts with a first guess to place power plantsenathy as described in section 6.1 up to
a maximum number of power plants that would be needed to geavie annual electricity demand of
a model region on average. After this, an iterative procsss {ig.: 3.12) starts up, to the point where
the generated electricity is enough to provide the modabretiroughout the year without a deficit or
excess. However the energy storage budget has to be zerthewarar because an increase of the stored
energy would mean that there was more electricity genethsdnecessary and a decrease would mean
a deficit of electricity generation. The MEET model is allaitte tolerate a maximum difference of 0.1 %
between the stored energy at the first and the last time-sfepg calculations as a balanced electricity
supply. With regard to the times of deficites in the eledyisupply it is allowed for the MEET model
to ignore a maximum of 0.01 % of the annual electricity demahdth corresponds to about 50 minutes
per year. This is less than one time step of the model. Havisditit in mind, the calculation for the
required power plant capacities distinguish between fages:

1. If there was a deficit in providing electricity due to reddgower plant capacities but the energy
storage budget is positive, the MEET model starts the nepdtion by having the amount of energy
stored as it was in the last time step of the previous calomaf he following iteration will check if
this additional energy given to the energy storage compesishe deficit in the electricity supply.

2. If there was a deficit in providing electricity and the batgf the energy storage is zero or even
negative, it is obvious that for the next iteration additibeapacities of power plants have to
be installed by the MEET model. To decide how much more poventpapacity has to be
installed, the MEET model uses the time series of the etdistigeneration and its demand for the
considered period. The largest power deficit representsutimunt of power plant capacity that
will be installed for the next iteration.

3. If there was excess electricity and therefore the stobagiget is positive, the MEET model has
added more power plants than is necessary. So the modetgatuthe amount of power plant
capacities from the iteration before the last addition gfacdties. Since the power plants will not
be enough to guarantee an electricity supply without dsfitie MEET model will add additional
power plant capacities again, but only the half of the addedumt of the last iteration. This
reduction of the power plant addition will iterate until tkeés no more excess electricity.

4. If there is no deficit or excess of electricity and the epeatprage arrives at the end of the year at
the same level of stored energy as it has started with, the M&del has found the amount of
power plants that required to be installed for the consiletectricity supply scenario.
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Figure 3.12.Flow diagram of optimizing the required power plant cagasito be installed by the MEET model due to
an iterative process, where the model is looking for a supjillgout electricity deficits and an energy storage
balance of zero.

In case the MEET model does not manage to find the right amduatjaired power plants, it will quit
after 500 iterations, to avoid endless calculations. Taiskme checked by the user while looking into the
‘error_log.txt’ file where the number of completed iteratsowill be available.

3.18. Adding excess power plant capacity

The MEET model allows the user to define an 'overcapacitgteain percentage for the installed ca-
pacity of power plants for the supply scenario. Using thisaspmeans that after the minimum needed
capacity for the electricity supply scenario has been fdmthe MEET model as described in section
3.17, an additional excess capacity of power plants willdged. The added capacity will depend upon
the chosen percentage value and the calculated minimunedeeagacity of power plants. After adding
this excess capacity, one further iteration of the calaratwill be carried out by the MEET model by
calculating the effects of this additional power plants lo@ ¢lectricity supply.

The main idea of installing additional power plants to gixeeass capacity is to reduce the needed
storage capacity due to the additional generated eldgtri8ut not only the need of the energy storage in
times of low electricity generation by power plants usingatter dependent energy sources is reduced.
In many other instances during the modeled time period thédltdoe excess electricity available that
could also be used if wanted.
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3.19. Required input data

The MEET model requires input data of weather conditionsygyacurves of wind turbines, wave con-
verter data on the setup of CSP plants to calculate the ielgctyenerated by using renewable energy. In
addition, the geographical information of the model regiand their coast lines, the electricity demand
in total for each region and the hourly electricity demanddeded for input. All this data is given to the
MEET model via the 'input_data’ folder and can be seen orstdflithere. Finally the 'run_file.txt’, a
simple text document, is used to define the energy mix and ptrameters for the scenarios that have
to be simulated by the MEET model (appendix B.1).

The major input information the MEET model needs is weatlea do calculate the potentials of
generating electricity using renewable energy. To ingas#i the influence of the annual variation, eleven
years of weather data from 2000 to 2010 have been prepar¢defdEET model. This weather data
come from the Modern Era Retrospective analysis for Rekesnd Applications (MERRA) from the
NASA (Lucchesi, 2012). The MERRA data are based on the Gad8arth Observing System Model,
Version 5 (GEOS-5) described by Rienecker et al. (2008) hag are reanalyze data of global weather
from 1979 up to the present. They have a temporal resolufieme hour and a spacial of I/2atitude
by 2/3 longitude. From the MERRA data, the MEET model uses the Emstwomponent of the wind
speed at 10 m above ground in m/s (var. name: ulOm), the Nartheomponent of the wind speed at
10 m above ground in m/s (var. name: v10m), the air temperau m above ground in K (var. name:
t2m), the surface air density in kgfvar. name: rhoa), the roughness length for momentum in m (va
name: zOm), the short wave solar radiation flux at ground iev&//m? (var. name: SWGDN) and the
short wave solar radiation flux at the top of the atmosphe/m? (var. name: SWTDN).

In addition to the weather data of MERRA, data of ocean wavesequired. These are taken from
the ERA-Interim data (Janssen et al., 1997) of the Europesantr€ for Medium-Range Weather Forcast
(ECMWEF). The data is given in a six hour temporal resolutioml @ grid size of 1.5 latitude and
longitude. A description of ERA-Interim can be found at Déale(2011) and information on the wave
model is given in Janssen et al. (1997). As ocean wave da&taydke height (var. name: SWHmsI) in m
and of the wave period (var. name: MWPmsl) in s is used for tlEM model.

The MERRA data is available as NetCHRormate and the ERA Interim data as GRIBormate,
which are both standard data formates for climate and weatbdel data. To convert them into an ASCI
format the Climate Data Operators CDO tool organized by tlag Flanck Institute for meteorology has
been used. Itis a collection of command-line operatorsifemtork with climate and numerical weather
data (Schulzweida, U., 2013). The scaling of the data to tGe dtid of the MEET model has been
completed with the distance-weighted average remappimgtittn of the CDO. The wave data of ERA-
Interim has been interpolated from their six hour time steg bne hour time-step by using the CDO as
well.

14Network Common Data Form
15General Regularly-distributed Information in Binary form
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1) Wind power plant data: To calculate the electricity production by wind power, powerves of
wind power plants with a typical characteristic are usedtierMEET model. For onshore wind power
a Nordex N90 2.5 HS is used and as offshore wind power, the pouvee of the REpower 5M has been
chosen. The onshore wind power plant has an rated power M\&.%vith a rotor diameter of 90 m and
an assumed hub height of 100 m. The offshore wind power pjgitally has a higher rated power, in
this case 5 MW with a rotor diameter of 126 m and a lower hubhieag90 m than onshore wind power
plants. Additionally, the cut of wind speed of the offshormavpower plant at 30 m/s is designed for
higher wind speeds compared to the 25 m/s from the onshoepawver plant. The power curves for the
onshore Nordex N90 HS is given in section 3.4 at fig.: 3.4 andhfe offshore REpower 5M at section
3.5 at fig.: 3.5. To compare this used power curves with thésevariety of other wind power plants
see fig.: 3.13 (a). To compare the behaviour of the power suiale have been standardised by their
rated power and the curves of the N90 (dark blue doted ling)tlae M5 (light blue doted line) fit quite
well in the middle of the ensemble (fig.: 3.13 (b)), as it isaexkfor a representative power curve. But
if necessary, those power curves can easily be adjustedehystr in the text-files given to the MEET
model or substituted by the power curve of a different wintbite.
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Figure 3.13.{a) Comparison of different types wind turbine power curisgsdata of Staffell (2012). (b) Comparison of
standardised wind turbine power curves to bring out thelairhiehaviour of different wind turbine types.

2) Wave power plant data: For the calculation of the electricity generated by wave @othe MEET
model needs a power matrix of the wave power converter. kdhse a 7 MW rated Wave Dragon
overwhelming platform is assumed for this electricity gatien. The power matrix received from the
Wave Dragon developtt section 3.6 at tab.: 3.4. The power matrix of power outputvpare height
and period is given to the MEET model by an external file andlmohanged easily or replaced by the
power matrix of an other wave power converter type if reqliire

3) CSP power plant data: For the calculations of the electricity generated by Cotre¢ing Solar
Power plants, the MEET model needs an input file. This incdutie rated power, the maximum heat

16Wave Dragon ApS; Blegdamsvej 4; DK-2200 Copenhagen; Delamar
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power the power plant can deal with and the capacity of the $teaage of the modeled CSP plant
(section 3.8) and so the ratio of installed collector capatieat power plant and heat storage can be
easily adjusted in this way.

The remaining six power plant types of the MEET model do net additional data from separated
files for their specifications. Only the maximum annual ala# amount of bio-fuel and the minimum
down time after switching off gas, coal and nuclear powentslaan be changed by the user when setting
up the scenario for the MEET model. The PV power specificateme oriented on a module data sheet
of SCHOTT solar (2011) and can not be changed by the userjsapatrt of the program code. Hydro
power plants are part of the program code as well.

The geographical definition of the model regions and theasttnes come by a separate data file that
includes the corresponding region for each model grid pmirthe 2.5 grid.

The so-called 'run_file.txt’ allows the user to define thensgz@s that have to be simulated by the
MEET model. Except for the seven standard model regionseoMBEET model a customized rectangle
region can be defined using the 'run_file’. The model grid spalefined there and can be changed as
well as the temporal resolution and the temporal range ofithelation if the weather input data allows
it. The energy mix for the simulation can be defined as a péaigermix of the ten power plant types. If
required, an overcapacity factor can be defined, so that tBET™Vmodel builds an additional number of
excess power facilities in percentage of the minimum capawdeded that was revealed by the MEET
model. The maximum available biomass of the model regiomgvisn by the 'run_file’. It gives the
option to allow the model to use load management to shift dehraa specified amount over a specified
number of hours. Also the use of electro mobility can be dwiktton and specified in terms of the
number of cars, the daily kilometers driven, the accumulespacity of the cars and the percentage of
cars that are used simultaneously. For the gas, coal andarymbwer plants, the minimum down time
between switching the plant off and on again is given by the 'file’ and can be changed easily in this
way. It should be noted that all the directories to the in@iadtan be customized at the 'run_file’ for the
users PC, where the MEET model will run. A detailed desariptif this file for the example of a model
run for Europe with a share of 60 % wind and PV power ant the hegadata of 2009 can be found in
the appendix B.1 and the overview of the MEET result of tmsudation is presented in section 3.21 and
fig.: 3.14 and 3.15.

To simulate the consumption of electricity with a realisti@racteristic, data of the German electricity
demand for 2008 (ENTSO-E, 2014) provided by ENTSE-E& given to the MEET model (fig.: 3.3).
This data with an hourly resolution in time can be scaled lByNtEET model to the individual annual
electricity demands of the model regions. The default usegd df the annual electricity demand for the
seven model regions of the MEET model are taken from thesStzti Review of World Energy by BP
(2009) and can be seen in tab.: 3.3. In order to enable thaaidefine an individual electricity demand

L https://www.entsoe.eu
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of the model regions to investigate future scenarios, theegacan be changed in the electricity demand
data file.

3.20. Additional assumptions of the MEET model

Computer models typically need to reduce the details oftyettierefore assumptions and simplifications
needed to be made for the MEET model. The major restrictibtteedMEET model will be shown in this
section. Some are needed to make the model more usable duterthe requirements on the computer
or some limits are given simply by the availability of the @lat

The horizontal spacial resolution of the MEET model is at 2afitude and longitude. This resolution
is used for the weather data, the calculated potentialseaihewable energies and the positioning of the
power plants using the renewable energies. Indeed thitfutesoseems quite large and, for example,
the MEERA data would allow a resolution of ¥/Rtitude by 2/3 longitude. But to simulate the details
of a single power plant with the specific effects of its sundings, much higher resolutions of data
would be needed and this is not the focus of an energy supptiemdt is necessary that a number of
power plants work together to provide the energy needs dfithalated regions. Therefore the principal
behaviour and the natural variations through the influerficghanging weather and seasons are much
more important than a high resolution. In this way the sizéhefinput data stays manageable and the
requirements on the computer are within the range of a typicae.

Due to the high potentials of wind power in the very north apdcgally Greenland (compare fig.
4.3 and 4.4) and the very low population and energy demankeset regions, the MEET model does
not use wind power above 6Morth to avoid unrealistic high potentials. Energy inteasiegions can
be identified, for example, by using night time satellite g@s of the earth. In this case the electricity
consumption can be identified by the intensity of the lightissdone in Ummel (2011). For the southern
hemisphere, there is no need to do this restriction, sireetis no land beyond 68 except Antarctica,
which is not considered as model region.

Regarding the transmission of electricity inside the madglons, there is a common and firm as-
sumption of a perfect electricity grid for the MEET model. @aver electricity is generated in a model
region, this electricity is instantly and without any tramission losses anywhere in the region available.
The main effects of this assumption that reduces the coritplek a simulation are a reduced need
for generated electricity and in some cases a variationarptacement of power plants due to reduce
transmission losses. So the transmission losses of appaitedy 0.3 % per 100 km for High-Voltage
Direct-Current transmission (HVDC) or 1% per 100 km for stard High-Voltage Alternating-Current
(HVAC) transmission (Tenbohlen et al., 2011) are ignorelese losses in 2011 had a fraction of about
8 % of the generated electricity world wide (The World BanB132).

18T0 run the MEET model at least 20 GB hard disk for input data mstilts and about 6 GB of RAM and a 64 bit CPU is
required. Also gnuplot and ImageMagick requires to be lresta
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Finally, to get electricity production and demand in baknenergy storage facilities are needed,
particularly in supply scenarios with an high share of poplants using weather dependent renewable
energy. Regarding the energy storage capacity, there ipperdimit by simulating the supply of the
model regions. For the MEET model, a cycle efficiency fronceileity to stored energy back to elec-
tricity of 0.81 is assumed. This efficiency typically copesds to pumped storage hydro power (Blnger
et al., 2009), which are at the moment the most common lacyaegs facilities.

3.21. MEET model output

After the MEET model has managed to install the correct arnofipower plants to provide all model
regions with electricity as described in section 3.17, tharacteristics of the given electricity supply
scenario will be provided by the model output as set out ig $leiction. In the case where the user has
defined an overcapacity for the scenario as well, this wiktesidered by the MEET model in the way
it is mentioned in section 3.18.

As a first output the MEET model generates a time series andramahsum of the electricity genera-
tion by onshore and offshore wind power, wave power, PV pamerCSP for each grid point and power
plant type in the way as introduced in section 3.4 to secti8nBhat data can be found in the 'ee-energy’
folder of the MEET model and the data format is a simple tegt(fibr an example see appendix B.2).
Additionally, binary data files (*.bin) for the power plardase provided, showing the generated kilowatt
hours per year and kilowatt peak power for each grid poingetioer with a description file (*.ctl) they
can be used to generate mapsf the potential of renewable energies as given in fig.: 4figto4.5.

In the main folder of the MEET model there can be found a tegtddlled 'error_log.txt’ after each
model run. This should be checked, since it offers the uderrmation for the case that something was
incorrect with the calculations. So the number of eachtitemastep is followed by the information if the
storage or power plant capacity needs to be adjusted forekigiteration. Moreover, when there is not
enough space in a model region to place on site the requimadberuof power plants, a warning message
is generated, or if a mistake by the scenario definition has Ibeade and the sum of the power plant
shares is not 100 %.

The main output of a model run can be found in the folder 'outdata’. A binary data file combined
with a description file (*.bin and *.ctl) for each power plarting weather dependent renewable energy
is created to generate a map that will show how much powet pégoacity has been placed by the MEET
model in the grid cells of a model region as used for fig.: 6.1.

Text files, named with the power plant type followed by ' effiwy.txt’, indicate the number of grid
cells available in a model region to install this power plypte and the corresponding efficiency of use
of the power plant can reach at this grid cells (for an exarspkeappendix B.2). So one can work out
how the degree of utilised capacity of added power plantsheilreduced due to the increased use of
grid cells with a low potential of renewable energy (compas® fig.: 3.7 to fig.: 3.11).

19The data can be plotted by using for example a software suttteadrid Analysis and Display System OpenGrADS.
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As one of its most important outputs, the MEET model gensrateomma-separated values data
file (*.csv) for each model region. Those files are named asilte region#_energy.csv’ while # rep-
resents the model region number and include hourly valugbeotlectricity generated by all power
plant types for the whole range of the simulated scenario els a8 the electricity demand and the
energy stored in the energy storage (for an example see @igp@r2). This time series are given in
the sequence and labelled in the file as followed: 'el_sumdwhist’ for the electricity generated by
onshore wind power plants, 'el_sum_atom_hist’ for nucleawer plants, 'el_sum_coal_hist’ for coal
power plants, 'el_sum_gas_hist’ for gas power plants,deinand_hist’ for the demand for electric
energy, 'el_storage_hist’ for the temporally stored epergl_storage hist_power’ for the electricity
given to or taken from the energy storage, 'el_import’ fax teficit of electric power, el_sum_pv_hist’
for the electricity from PV power plants, 'el_sum_wind gifbre hist’ for offshore wind power plants,
'el_sum_wave_hist’ for wave energy converters, 'ev_lagdhist’ for the electricity given to the bat-
teries of electric cars, 'ev_akku_state hist’ for the ggehat is stored in the batteries of electric cars,
'el_sum_hydro_power_hist’ for runoff hydro power plaritd, sum_bio_hist’ for biomass power plants
and 'el_sum_csp’ for the electricity generated by csp glaitn example for this major output can be
found in appendix B.2.

Finally the results of the MEET model will be summarised irtralfile together with graphics plotted
by making use of the program ’gnuplot’. An example of thispaitthat will appear in a web-browser
window after the MEET model has finished the simulation isgiby fig.: 3.14 and fig.: 3.15 showing
the results for Europe with a scenario having a share of 60 ¢#éradwable energy using power plants
(the specifications made for this scenario can be found irrdine file.txt’ presented in appendix B.1).
Starting with fig.: 3.14, the 'HOME’ button at top right wikkad to a menu to choose the model region
of interest, in this case, the region of Europe is selectdie fame of the model region is then given
below, followed by two arrow buttons to navigate through tinge series of the modelled scenario in
a two-week time-step. The number of the selected calendeksvis shown on the right side to the
navigation arrow buttons. An hourly development of the leity supply, starting with the first hour
of the selected two weeks, is given by the following thregpgsabelow in fig.: 3.14. The individual
hourly generated electricity of the specific power planeypthe sum of hourly electricity generation,
the electricity demand and the electricity going to or cagrftom the energy storage is given in the first
graph. A cumulated view with filled curves of the electrigigneration is given by the second graph and
the third graph represents the hourly development of thedtenergy. Below this, the overview of the
whole year commences with two graphs for the percental &egydistribution of the filling level of the
energy storage during the hours of the modelled period. Thed$ percental counts per stored energy
bin and the second as cumulated percental counts per maxirseidhstorage capacity.

The text below the mentioned graphs in fig.: 3.14 differs leetvthe maximum, minimum and ef-
fective stored energy in GWh required for the simulated aden Typically, the minimum stored energy
should be zero and the maximum and the effective stored yisbiauld be equal. But in the case of a
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scenario having excess power plant capacity, the energgggtonight not become zero and all excess
electricity will be stored at the electricity storage. Te $ke effective required energy storage capacity,
the MEET model calculates this effective capacity the enstgrage would need to guarantee the elec-
tricity supply while ignoring the remaining excess elegity. The maximum occurred power over the
year for the energy storage is also given below in GW.

Going further down on the html page (fig.: 3.15), the amourgroftted CQ by gas and coal fired
power plants in kg per year is shown. Next there is given thgrese of capacity utilisation and the
installed power plant capacity in kW for all power plant tgpaf the MEET model. The gas, coal and
nuclear power plants also have an ’effective use’ for théitssed capacity, ignoring the electricity that
has been generated just to avoid a shut down of the powes@ardescribed in section 3.16.

At the end of the MEET output overview on the left side, a grapthe annual load duration curve
of the electricity demand is given (red line). It shows tmadia certain electric power is minimum asked
during the year. Additionally, the generated electricigytle renewable energies using power plants and
the gas, coal and nuclear power plants as residual is shotke &bur of the given electricity demand.
The last graph on the right hand side of the results pages gineoverview of the electricity supply
for the whole year as the accumulated power for all powertfiges. While looking at these last two
graphs one should consider, that it is hard to see the \ar@bf electricity generation during one day
on this timescale as it occurs, for example, for the vanedbPV power between night and day.

So the data calculated by the MEET model in the way presemiglis section form the base to
analyze the behaviour of different electricity supply syss as done in the following sections of this
thesis.
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Needed storage capacity in GWh:
Maximum stored energy 3221.1255
Minimum stored energy 0.0000000

Effective stored energy 3221.1138559999999

Maximum needed power gradient of storage in GWh/h 232.21899

Figure 3.14.Example of MEET model html web-browser output (1/2). Theulesfor Europe are based on weather data of
2009 and the scenario considers a mix of power plants with% 6Bare of wind and PV power. The detailed
scenario settings in the 'run_file.txt’ can be found in apgpeiB.1. At the top, the electricity supply of calendar
week 31 and 32 can be seen as well as the stored energy follmneidtograms of the energy storage use and

information about the total required energy storage capaci
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Amount of emitted CO_2 for the modeled time in kg:
by coal 7.61500336E+11
by gas 2.70177599E+11
total 1.03167794E+12

Capacity utilisation:
use of windplants 0.32704666
instaled windpower in kW 2.58912496E+08
use of windplants offshore -
instaled windpower offshore in kW 0.0000000
use of wave converters -
instaled wave power in kW 0.0000000
use of photovoltaics 0.12909422197833828
instaled PV in kW-peak 6.04131520E+08
use of csp plants -
efficient use of csp plants -
instaled csp power in kW 0.0000000
use of hydroplants 0.29996532
instaled hydro power in kW 158224944
use of biomasplants 0.90048087
instaled bio power in kW 14380000.
use of atomplants 0.59316403
efficient use of atomplants 0.57843077
instaled atom power in kW 1.15000000E+08
use of coalplants 0.70988995
efficient use of coalplants 0.70129454
instaled coal power in kW 1.29000000E+08
use of gasplants 0.43384328
efficient use of gasplants 0.43384328
instaled gas power in kW 1.58100000E+08
T T T 7e+008

Electricity in kW
Electricity in kW

364008 i . L . " " . L
0 1000 2000 3000 4000 5000 6000 7000 8000
0 1000 2000 3000 4000 6000 6000 7000 8000 S000 img In h
time inh ~ import PV mm—m hydro. T —
. _ bio er csp emand
bio. rer wave mmmmm hydro_power wind_offshore gas storage ——
wind_offshore PV mmmmm residual s i coal e
wind s CsP demand == atom  me—

Figure 3.15.Example of MEET model html web-browser output (2/2) with gaene settings as in fig.: 3.14. This part of the
output page provides the G@mitted by fossil fuel burning power plants followed by thstalled power plant
capacities and their degree of utilised capacity. At thedmot the annual duration curve of electricity demand

and the overview of the electricity generation during thanjs given.
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4. Validation of the MEET model

The electricity supply and its behaviour in a region or eveomtinent is a complex system that depends
on a large variety of components. Of course a computer madelrfalyzing such an electricity supply
system will not manage to represent the reality or forecastuase electricity supply in all its details, but
it will help to better understand of dependencies of the camepts of the electricity supply.

To get an idea of the quality of the model results and the cmmhs that can be drawn on the results,
a validation of the computer model is needed. Thereforémsedtl provides a general overview of the
potentials of power plants using weather dependent rerdeveaiergies. In section 4.2 a comparison of
individual power plants simulated by the MEET model withstixig power plants was made. Further the
MEET model power plants have been compared with German E&gifedata and otherwise simulated
data on different time scales. Finally, the calculationshef MEET model for energy scenarios created
by other energy models have been compared in section 4.8.tidselectricity supply of Europe for the
year 2007 has been simulated by the MEET model to illusttatieehaviour against actual data.

4.1. Potentials of renewable energy in the MEET model

Considering the basics of the global weather system andrihdation of the atmosphere, the structures
of resulting potentials of renewable energies have to badas well in the electricity generation by
power plants using this renewable energies in the MEET mddehis case it affects the distribution of
the simulated potentials of CSP, PV, wind and wave power.tlatrreason the mean annual electricity
generation calculated by the MEET model for the years 20@D1d® and the standard deviation relative
to this generated electricity has been plotted on a map in fidl to fig.: 4.5 to identify the main
structures.

Since the geographical latitude, where the sun passesith zearies between 236’ south to 23
26’ north during its annual cycle and most solar radiaticachees the earth at the equator and becomes
less when going towards the poles, the resulting energgrdifte needs to be balanced by the circulation
of the oceans and the atmosphere. The transport of energgyniis bf latent and sensible heat to the poles
by the atmospheric circulations is done by three main cittarh cells per hemisphere called the Hadley-,
the Ferrel- and the Polar- cell. Each cell covers approxipa80 of geographical latitude. Around the
equator warm air rises to the top of the troposphere at alipkinltheight and forms a lot of clouds. This
is called the Inner Tropical Convergence Zone (ITCZ). Atrapgpnately 30 geographical latitude the
air descends and streams back to the equator at the lowespiopré. The downward motion of the air

1The troposphere is the atmospheric layer of the lowest 8 kb$ tan high where our weather takes place.
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dissolves clouds and forms the high pressure belt and thetramming back to the equator creates the
trade winds. Between 3@nd 60 geographical latitude, the atmosphere is dominated by #st wind
zone with its high and low pressure weather systems, follidayethe polar cell from 60to 90 latitude
with cold down drafts at the poles. This characteristicsotdisirradiation, production of clouds shading
the sun, the wind system, ocean wave generated by the widdyeoygraphical structures such as land
sea distribution and mountains form the distribution of ploéentials of renewable energies.

To check the distribution of renewable energy potentiats¢tie MEET model the annual electricity
generation of the calculated years 2000 to 2010 is plottedlfarid cells as the average of the annual
generated kWh per installed power in kW or as mean full loagrfio The variation in the electricity
generation between the years is given as the standardidevialative to the mean electricity generation
of the individual grid point to get an idea about the longtesmmiability:

Vit s (E-E)?
E

Orel = [4.1]
with n the number of year&; the electricity generated in one year d@athe averaged electricity gener-
ation of then years.

The potentials of generating electricity by CSP plants psesented in the MEET model, distribute
as given in fig.: 4.1 (a). As one would expect, the highestrmi@kfor CSP plants are at lines of latitude
of about 30 north and 30 south. In this typically dry and cloudless regions, havingigh share of
direct solar radiation, the CSP plants of the MEET modelhleacannual electricity generation of 5000
to 6000 full load hours. This high utilised capacity is pbssidue to the heat storage, having a capacity
of 6.9 full load hours, and the solar multiple of 2.5 for thenglated CSP plants (section 3.8). Especially
the solar multiple of the solar collector field enable the @At to collect enough solar power to run the
comparatively low rated power of the generator unit everinte$ of no perfect irradiation conditions.
The dry deserts as the Mojave and the Sonoran in north AmedhieaSahara in north Africa and the
Arabian desert, the Atacama desert in Chile, the Kalaha&outh Africa and the most parts of Australia
offer particularly good potentials for CSP plants.

Regions having a high topography and specially mountaiok as the Himalaya and the Andes can
be identified with a high potential for the CSP plants. Eveadafand, with large areas around 2000 m
of altitude and higher, reaches up to 3000 full load hoursclwIs quite high compared to other regions
of that latitude. A reason for this phenomenon is that thietlapsorbing and scattering air mass of the
atmosphere is reduced by approximately 50 % for each 5.5 lattitfde (Roedel and Wagner, 2011).

Along the equator there is a heavy reduction of the potewnfiaLSP plants (fig.: 4.1 (a)) due to
the ITCZ with its convective clouds. Because clouds redspe@ally the direct radiation, this mainly
effects the CSP plants and not the PV power plants (fig.: 4)2 (a

The variation in the electricity generation between theryéagiven in fig.: 4.1 (b) and the highest
variation of 20 % and more occurs along the equator due tafheence of the ITCZ, which varies the
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position from year to year. But the weather of the west windezalso leads to an increased variability
of the annual electricity generation by csp plants.
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Figure 4.1.(a) Distribution of annual mean CSP potentials of MEET f@ ylears 2000 to 2010. The thermal energy storage
of the CSP and the solar multiple of 2.5 for the collector fieldelation to the rated power enable high full load
hours. (b) Relative standard deviation of CSP potentials.

The main structures of the potentials of PV power plants {gee 4.2 (a)) look much the same as
those of the CSP plants, but the regional differences ar¢habtarge. So the potentials in hot areas
like the Sahara or Australia are not that remarkable sineesfficiency of PV-cells decrease with the
temperature. On the other hand side, the influence of clouttedTCZ and the west wind zone dose
not have such a heavy influence, since the PV cells are ableedhe diffuse fraction of the solar
radiation as well. Therefore most regions offer values 8fié@d hours in the range of 800 h to 1300 h.
High mountainareas, and Greenland again, come out withégatential due to the reduced atmosphere
that would absorb irradiation and in this case the cold anperatures that cools the PV-cells as well.

It is interesting to note the low variation of the annual geated electricity by PV power plants (see
fig.: 4.2 (b)) compared to all other weather dependent reblewenergy using power plants. The highest
values of the relative standard deviation are at the equestovell but also above 8Gorth, where the
potentials are very low except in Greenland.

The distribution of the potentials of onshore wind powemngdasee fig.: 4.3 (a)) is clearly dominated
by the west wind zones of the northern and southern hemigpBreenland comes up with a very high
potential due to the polar winds and the high level of the lveld. Often coastal areas are favoured
but large parts of the inner continents also reach valuasdr@500 full load hours. So the inner plains
of the US, central Europe, Australia and South America and #ie trade winds in the Sahara offer
good conditions for wind power plants. By contrast, the IT&hes up with poor conditions and a high
relative variation of the annual electricity productioeddig.: 4.3 (b)). At the main areas for wind power
plants, the relative standard deviation is at the range &b D@ the annual mean electricity generation.
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Figure 4.2.1(a) Distribution of annual mean PV power potentials of MEBT the years 2000 to 2010. (b) Relative standard
deviation of PV power potentials being remarkably low conepato CSP in fig.: 4.1.

For the offshore wind power plants, where the surface roeg$is low and no mountains to influence
the wind field, the west wind zones reach the highest valudldbad hours with 5000 h at the northern
hemisphere and 6500 h at the southern hemisphere, wheeeishless land to reduces the wind speed
(see fig.: 4.4 (). Along the coasts the potentials are #fpiceduced and specially along the ITCZ the
potential is poor.

Regarding the variability of the electricity generation dffshore wind power plants, the west wind
zones offer a quite constant regime (see fig.: 4.4 (b)). Thia nedative variability occurs around the
ITCZ and specially at the Walker circulation on the Pacifieart between south east Asia, Australia and
middle and South America. This circulation varies in itemgity from year to year from the weather
phenomena EI Nifio and La Nifia.

Similar to the potentials of offshore wind power plants tesin the distribution of the potential of
wave energy converter since the ocean waves are created iwrtl. So the wide open ocean in the west
wind zones offers the highest potentials with 4000 to 600ddad hours. The influence of coast lines,
specially if they are located where the wind is coming froam be seen in the case of south America (see
fig.: 4.5 (a)). Also a smaller sea like the Gulf of Mexico orasavith numerous islands as in southeast
Asia have a strong reduction in their potential.

The highest values of the relative standard deviation ferahnual generated electricity by wave
energy converter occur at the polar sea, where the variatisea ice has a dominant influence.

Of course very many regions of high potential for electyigieneration are not realistic locations
to place a power plant. For example the middle of an oceansertder even Greenland, since there
is little or no demand for electricity and a transmission lie hext region of high electrical demand
seems unrealistic at present. But still it is good to get atretstanding about the global distribution of
the potentials of weather dependent renewable energieshéaother hand, very many big cities are
located close to coasts where wind, waves and sun are oftélatz@le and even to transmit electricity
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Figure 4.3.(a) Distribution of annual mean onshore wind power potésitih MEET for the years 2000 to 2010 providing

the highest potentials in the west wind zone and on Greenld)dRelative standard deviation of onshore wind

power potentials.

over 1000 km or more from a desert is not out of range as, fomplg the DESERTEC foundation

proves (Knies et al., 2009).
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Figure 4.4.1(a) Distribution of annual mean offshore wind power potalstof MEET for the years 2000 to 2010 showing the
west wind zone and the effect of a wide open sea on the soutieenisphere. (b) Relative standard deviation of

offshore wind power potentials.
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Figure 4.5.(a) Distribution of annual mean wave power potentials of MEEr the years 2000 to 2010 showing the same
structure as the offshore wind in fig.: 4.4. (b) Relative ded deviation of wave power potentials with high

values at sea ice regions.
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4.2. Quality of power plant simulation in the MEET model

Considering the boundary conditions on which the MEET madétulates the theoretical electricity
generation by power plants using weather dependent reteweaérgies for each grid cell (for details see
section 3), it becomes obvious that the model will not sireuthe exact amount of generated electricity.
To evaluate the results, they have been compared in thissetith data of existing power plants.

Ideally, one would compare the results of the MEET model ftataf grid cells all over the world
with existing power plants on a hourly scale. But since tliigllof data is rare or even not accessible,
regarding CSP plants or wave energy converters, this chesbéen reduced to only a few cases to give
an idea about the quality of the model results. As alreadytioreed it is not the aim of the MEET model
to simulate a single plant as perfectly as possible but teesgmt the behaviour of the electricity supply
by the power plants correctly.

4.2.1. Validation of CSP plant modelling

Parabolic CSP plants have been quite rare up to now and hawebo@t mainly in Spain and the south-
west of the USA. The older CSP plants are combined with alfasslifired unit to get the power plant
independent from the weather conditions and can therefatrbencompared with the CSP of the MEET
model. Even the modern CSP plants have the ability to be amtgnt from the solar radiation in a cer-
tain range due to their thermal storage. So the electrigtyegation can be customized and this makes it
hard to compare the electricity generation on a hourly bagethose calculated by the MEET model.

Because the CSP plant defined for the MEET model is almostpsiet the way as the Andasol CSP
plant in Spain, its annual electricity generation has bemnpared to validate the calculations. The
Andasol CSP plant is located at®@8’ N and 304’ W and runs about 3500 full load hours a year (Solar
Millennium AG, 2008). For this location the MEET model cdltes an annual mean for the years 2000
to 2010 of 3900 full load hours with a standard deviatior-df75 full load hours as one sigma range. So
they differ by about 10 %, but regarding the standard devniadind the fact that the indicated 3500 full
load hours are only a approximated number without the inftion of a specific year, the MEET result
is an acceptable agreement.

4.2.2. Validation of PV power plant modelling

Photovoltaic modules are widely spread for electricityagation and specially since the invention of the
EEG their number has been rising rapidly in Germany. As itid pf the EEG that the energy providers
have to publish the annual feed-in by the power plants bétgnip the EEG, this data offer a good base
for a comparison with the results of the MEET model.

To make sure that the model is not optimized for one grid dedl specific year, two reference areas
and the years 2009 and 2010 were chosen for the validatior. td3t areas should not be too close
together and well represented by grid cells of the MEET modibe German federal states Rheinland-
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Pfalz and Brandenburg were compared with the grid cellsnigathie center at the coordinates’60’ N
7°30'E and 5230’'N 12°30’'E.

The data of the annual electricity feed in and the installedkppower of each PV power plant is
available from the Amprion GmbH at http://www.amprion.f@t Rheinland-Pfalz and from the 50Hertz
Transmission GmbH at http://www.50hertz.com for BrandegbSince there are thousands of PV power
plants and the data bases also include data of low qualityear mcorrect information, extreme values
in the data set that differed from the average value by mae the standard deviation were ignored,
which is a similar approach to Buchmann (2012). Following firocedure, Rheinland-Pfaltz has an
averaged value for the full load hours of PV power plants fad@with 943 h+288 h for the one sigma
range and for 2010 with 8664147 h. The corresponding full load hours for the grid cell°D N
7°30' E) of the MEET model are 916 h for the year 2009 and 887 h @02 The results of the EEG
data for Brandenburg are 86789 full load hours for 2009 and 806-h94 h for 2010 while the grid cell
(52°30'N 12°30' E) of the MEET model delivers 847 full load hours for 200@1s812 h for 2010. This
shows a very good behaviour of the modelled PV data and thelbddference of measured electricity
generation to the modelled results with just about 1 % fogikien data.

Additionally the data of the MEET model has been compareti wéiculations made by the PVGIS
project (Suri et al., 2008; Huld et al., 2012) on http:/hegc.europa.eu/pvgis, where the electricity
generation for customized PV-setups and locations canlbalated. For a 30tilted PV-modul facing
south, PVGIS calculates for the position"’80’ N 7°30’ E 890 full load hours and for 330’ N 12°30' E
859 full load hours. This fits to the results of the MEET modehall, but these values are mean values
and not for a specific year.

4.2.3. Validation of onshore wind power plant modelling

The use of wind power for electricity generation is quite coom and so there already exist very many
power plants. In the same way as for the feed-in of PV power=t6G data includes the annual electricity
generation by wind power plants. To get rid of extreme andeleviously wrong feed-in values, the
EEG data for wind power has been treated in the same way atkdgf@ame regions as for the PV data
described in section 4.2.2.

The EEG data for Rheinland-Pfalfrom amprion leads to an average amount of full load hours of
1400 h with an one sigma range 6872 h for the year 2009 and with 11884190 h for the year 2010.
The corresponding grid cell of the MEET model at80’' N 7°30’ E has 1484 h for 2009 and 1348 h for
2010. EEG data from 50Hertz of Brandenbuujfer slightly better conditions for wind power plants
and had 1425-204 full load hours in the year 2009 and 138&h90 h in 2010. Since the grid cell of
the MEET model at 5230’ N 12°30’ E comes close to the Baltic Sea in the north, the poteafialind
power calculated by the MEET model tend to high values of 1ftdl8oad hours 2009 and 1712 h in

2Data for Rheinland-Pfalz from http://www.amprion.net
3Data for Brandenburg from http://www.50hertz.com
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2010. Therefor the ratio of 0.86 for the electricity genieratoy wind power plants of the EEG data
compared to the results of the MEET model seems to be rdiatioer. An additional fact why the
MEET model overestimates the electricity generation bydapower plants compared to the existing
plants is that the hub height of modern wind power plantssisigi to heights around the value that has
been assumed in the MEET model with 100 m above the groundauBeche wind power depends on
the power of three of the wind speed and this is rising withitegght above the ground, higher wind
turbines will generate more electricity than the lower pdathat were built ten or more years ago.

Furthermore the over the years 2008 to 2010 averaged fulhoars for the wind power plants of
the amprion and 50Hertz area given in Pfaffel et al. (201a¢hethe same range of values. The 1400 h
(1474 h for MEET) and the 1550 h (1819 h for MEET) are 5% and 19%el than the results of the
MEET model. But, including the latest capacities, they heaalues of 1500 and 1750 full load hours
which is fitting quite well to the MEET model and shows thatgpresents the upcoming generation of
wind power plants.

4.2.4. Validation of offshore wind power plant modelling

The wind park Alpha Ventus is Germany'’s first offshore windkpand it commenced its electricity
generation in Apr. 2010. Its location is 45 km north from thkamd of Borkum and the coordinates of
the centre are 54’ N and 635’ E. The wind park is formed by 12 wind power plants of whichare of
the type REpower 5M as it is considered for the MEET model asfishore wind turbine. For the year
2011 Alpha Ventus worked with 4450 full load hours (Barts2®12). As the offshore wind park is too
young for a direct comparison with the MEET model that cotbesyears 2000 to 2010, the generated
electricity has to be seen in relation to the averaged @&#gtgeneration over the years calculated by the
MEET model. The corresponding grid cell results with 4200 lhad hours as average and a standard
deviation of+277 full load hours, which is totally in range.

4.2.5. Validation of wave energy converter modelling

Since wave energy converters are not common, there is néadladkee electricity generation of an existing
power plant available. But a study from Fairley and Willi®{2) uses data from wave buoys to calculate
the potentials of wave energy converters. This calculatgdrpial of electricity generation should be
quite close to a real power plant, as it uses ocean wave daiaumes directly at the place where the
wave energy converter could be installed. The 7 MW rated VIragon wave energy converter that is
implemented to the MEET model has also been considered isttildly of Fairley and Willis (2012) and
can therefore be compared directly.

The wave buoy is located at Wave Hub, a region intended fehofe power plants 16 km from the
north west coast of Cornwall in England with the coordind&@sl8’ N and 531’ W. As a measurement
period the time from Oct. 2009 to Oct. 2010 has been used antkhd to an annual electricity genera-
tion of 1461 full load hours. The MEET model comes up for thiel gell including this coordinate with
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1867 full load hours for the same period and with 2050 fuldid@urs as average for the years 2000 to
2010 with a standard deviation @287 full load hours. So the results are in range, but cleadyMEET
model tends to overestimate the potential of wave powers Thild be explained by the fact that an
offshore power plant will be placed some kilometers fromdbast as it was 16 km in this case, but the
center of a offshore grid cell from the MEET model could be afd25 km away from the coast which
will tend to have waves carrying more energy.

Finally the comparisons in the sections above showed, tieapower plants using weather dependent
renewable energy for the generation of electricity are wagfesented at the MEET model. Of course
those control samples do not guarantee perfect calcusatipithe MEET model for all grid cells on the
globe, but this is not even the focus. Especially grid celiated on a coast line might over or underesti-
mate the conditions of that site, as the large area coveredybg cell might be dominated by the land or
the sea conditions. Section 4.1 showed a reliable distoibutf the electricity generation potentials and
section 4.2 proved the right order of electricity feed-irheTtemporal behaviour of these power plants
on the hourly scale is mainly given by the reanalyzed wealhta of MERRA (Rienecker et al., 2008)
and ERA-Interim (Dee et al., 2011) that has been quality kbe@and therefore allow the MEET model
a good calculation of time series for the modeling of eletirisupply scenarios.

4.3. Comparison of MEET model results with other electricit y supply scenarios

To see how the different types of power plants interact ogingrscenarios of electricity supply, seven
scenarios from other studies were modelled with the MEETehby defining the same power plant mix
for the simulations (the used power plant mix are given in:tdl to 4.7). These scenarios reach from
a set up of the present to an electricity supply that is higlogninated by power plants using renewable
energies. The focus of the model comparison is on (a) thec@gdactor (b) the generated electricity
by each power plant type and (c) the annual load of the poveatql Referring to (a) it is the ratio of
total installed power plant capacity to the annual mean pt&ang required for the electricity demand.
With reference to (b) the generated electricity by powenplgpe is given as the percentage of the
total generated electricity. The annual load of the powantgl (c) is presented as full load hours. An
overview of the results calculated by the MEET model and tligir@al scenarios is given in the tables
4.1 to 4.7 and additionally for the full load hours by fig.: 4a§ and (b). For the MEET model, the model
region of Europe were chosen as the reference region footingarison and the driving meteorological
data where adopted to the year of the scenario or, alteehgtihe data of the year 2009 were used for
scenarios of the future, where weather data are not availabl

The first study used for the comparison is called energyvfilgtion - A sustainable world energy
outlook’ (Teske et al., 2012) and refers to the region of pardrhe scenario 'Europa27 Referenz 2009’
(tab.: 4.1) represents the power plant mix of Europe in 20@9is clearly dominated by gas, coal and
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nuclear power plants. As an intermediate scenario the {E|a#td Referenz 2050’ (tab.: 4.2) and, as a
renewable scenario, the 'Europa27 [rJevolution 2050’ .(tdlB3) setups have been chosen.

The second study has its focus on the German electricitylp@mal is called 'Energiestudie’ (Lanz
et al., 2009). The study does not include a scenario donmiriagethe use of renewable energies for
the electricity supply, but scenarios representing thé guac the near future called 'Energiestudie 2007
(tab.: 4.4) and 'Energiestudie 2020’ (tab.: 4.5).

As the third study the ’Leitstudie 2010’ (Nitsch et al., 2@l) has been used which considers the
region of Europe and the very north of Africa for an additionse of solar power. There the data of a
scenario of the past called 'Leitstudie 2009’ (tab.: 4.6) aiscenario mainly based on renewable energies
for the electricity supply called ’'Leitstudie 2050’ (tald..7) have been chosen for the comparison.

The simulations by the MEET model were initialised with tremver plant mix of the scenarios to
investigate. Once the share of the power plant capacitigeicentage values of total installed power
plant capacity (see column 'power’ in tab.: 4.1 to 4.7) hagerbgiven to the MEET model, the absolute
number required power plant capacity, the generated &iggtper plant type and its full load hours
were calculated by the MEET model for the comparison and samzed in the mentioned tables. For
the three historical scenarios Europa27 Referenz 2009 (#ab), Energiestudie 2007 (tab.: 4.4) and
Leitstudie 2009 (tab.: 4.6) with an electricity supply lelggbased on gas, coal and nuclear power plants,
the MEET model generally installed less power plant cafcitelated to the annual required electric
energy than the given scenarios. For the MEET model thidtseisua capacity factor (installed power
plant capacity divided by the annual mean required eleptieer) of 20 % to 30 % less than the capacity
factor of the given scenarios. So obviously the MEET modeti$eto a higher use of the gas, coal
and nuclear power plants or the given scenarios where sath@wigher power capacity than actually
required.

Mainly the nuclear power plants reached full load hours tigh in the MEET model, while the share
of generated electricity fits quite well. This is based onube of this power plants for the base load and
their priority of use against coal and gas power plants. &the capacity of nuclear power plants in the
scenarios is less than the lowest point of the electricityaled curve, it is not obvious where the low
utilised capacity of the other models comes from because tkalmost no need for a power reduction
or shut down of the nuclear power plants. Almost the samevisngior the coal power plants. Only the
gas power plants which are the last at the order of use, meétitHoad hours of the other scenarios.

Adapting the MEET model to the same capacity factor (same ohfpower plant capacity and elec-
tricity demand) of the scenarios by using the option of iltisg excess power plant capacities to the
MEET model shifts the nuclear and coal power plants closénddevel of full load hours simulated by
the other models. This can be explained as now a higher poaet gapacity is available to provide
still the same electricity demand. But a comparison withwhkies of full load hours for Germany’s
nuclear = 7640 h, coal = 5075 h and gas = 3210 h power plantsidf @d-Redaktion, 2012) shows that
again the MEET model overestimates the utilised capacityucfear power plants, but all scenarios of
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the other models clearly underestimate it. So every sceaies not meet the detailed reality and even
the original data from et-Redaktion (2012) has a shift asespower plant capacities get into- or out of
use during the year.

For the part of the power plants using renewable energiesMBET model overestimates the full
load hours of PV and specially wind power plants. This octwsause the MEET model uses the best
sites first, which leads especially for scenarios with a lbars of renewable energies to a high utilised
capacity. But on the other hand the Leitstudie 2009 underatts the full load hours of wind power
with 1489 h compared to the data for Germany of et-Redak20iZ) with 1650 h, and for the utilised
PV capacity the Energiestudie 2007 also underestimategathe of 970 full load hours (et-Redaktion,
2012).

Regarding the two intermediate scenarios Europa27 Ref@@s0 (tab.: 4.2) and Energiestudie 2020
(tab.: 4.5), the MEET model came up again with a lower capdaittor than the given scenarios and
uses especially the coal power plants more often. The iaetkahare of electricity generated by coal
power plants compensates the reduced share of the gas plawts, 3o that the sum of gas, coal and
nuclear power plants end up with a comparable share for #gwrigity supply as the given scenarios.
Most of the renewable energies using power plants fit quitéfaethis case due to the strong increase
of the full load hours of PV power from 788 h to 1314 h and for dvpower from 1840 h to 2978 full
load hours for the Energiestudie 2020 scenario.

For the two renewable based scenarios Europa27 [rleval@@50 (tab.: 4.3) and Leitstudie 2050
(tab.: 4.7) on should mention, that now the MEET model hasagtacapacity factor than the given
scenarios. This is mainly based on the high full load hour€8P and bio power plants at the given
scenarios. Therefore the remaining coal and gas powersgtawe increased full load hours and share of
generated electricity compared to the scenarios. For thairéng renewable energy-using power plants,
the MEET model fits to the same range as the two given scenarios

Besides a general spread of the energy supply models theacmmp (tab.: 4.1 to 4.7) showed that the
main deviation to the MEET model occurred in the gas, coalaratear power plants and the CSP plants.
A reason for the mismatches of the utilised CSP capacity nitighthe sensitivity on the solar multiple,
which means that the ratio of solar field size and rated gémepawer can vary between the different
energy models and therefore the behaviour of the CSP plaatsgyes. Additionally the Leitstudie make
use of some regions of North Africa as well for the electyigeneration, where the potentials of CSP
plants are even higher than in Europe.

Concerning the full load hours of all power plants, fig.: 4ap&nd (b) offer a summary for the seven
observed scenarios, while each yellow bar in the figureesgmts the MEET model version of the in
front standing corresponding energy supply scenario bedhour-coded.

The gas, coal and nuclear power plants in sum fit well to thetrdéty generation of the other sce-
narios but as individuals the MEET model tends to use thegamend coal power plants too often while
reducing the use of gas power plants. This is based on treretiff boundary conditions for the use of
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these power plants by the energy models. While the MEET nsidwily follows the order of using nu-
clear, coal followed by the gas power plants, the other nsoaled tuned towards today’s power plant use.
So the model used for the Energiestudie has to consider axminifull load hours of each power plant
which are set, for example, for gas power plants to 3066 hZleaal., 2009). This automatically reduces
the utilised capacity of the nuclear and coal power plantse model for the Leitstudie does not even
simulate gas, coal and nuclear power plants explicit, Houtates the needed capacities for nuclear, coal
and gas power from the annual load duration curve of theuakldad of the simulation. So the nuclear
power plants are defined for the capacity range with at |23 7ull load hours, coal power plants come
with full load hours between 7000 h and 2000 h and the rangmabisl set to gas power plants (Nitsch
et al., 2010a). This way of tuning the models might help tothetuse of the power plants closer to the
behaviour of today, but these restrictions bias the sirmaif future energy scenarios, where a change
in the power plant mix could also require a change in the waysaig the gas, coal and nuclear power
plants.

In summary, this section showed the behaviour of the MEETehaelated to the very basics of the
global distribution of renewable power potentials, over thpresentation of single power plants up to
the simulation of whole energy supply scenarios, from cotigeal up to highly renewable. The MEET
model performed quite well, specially for the power plangsdx on renewable energies, but also the
gas, coal and nuclear work well considering that they arespetially tuned to todays use. So these
comparisons help to arrange the results and their intextpwas presented in the following sections.

Table 4.1.: Comparison of Europa27 reference 2009 scefrarioTeske et al. (2012) with the MEET model. The
‘capacity factor’ indicates the ratio of installed poweapl capacity and annual mean required electric
power. The 'power’ column shows the scenario settings apdmeer plant mix in percent of the total
power plant capacity. The columns 'gen. el and ’'load’ esgant the model outputs to compare in
terms of the percentage fraction of electricity generagienpower plant type and the utilised capacity
of the power plant types as full load hours.

Model Original MEET MEET adapted
Capacity factor 2.38 1.7 2.38
Power plant Power Gen. el. Load Gen. el. Load Gen. el. Load
[%6] [%] [h] [%0] [h] [%6] [h]
Coal 19 23.55 4468 27.15 7358 22.1 4292
Gas 24 19.56 2978 16.3 3504 9.38 1402
Nuclear 21 35.32 6220 35.37 8672 40.29 7096
Bio/ Geo 2 2.81 5957 3.41 8760 3.47 6395
Hydro 21 12.96 2278 10.73 2628 15.02 2628
Wind onshore 11 5.25 1752 6.59 3066 9.1 3066
PV 2 0.55 964 0.45 1139 0.63 1139
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Table 4.2.: Comparison of Europa27 reference 2050 scefrarioTeske et al. (2012) with the MEET model. For

explanation of nomenclature see tab. 4.1.

Model Original MEET MEET adapted
Capacity factor 2.78 2.40 2.78
Power plant Power Gen. el. Load Gen. el. Load Gen. el. Load
[%] [%6] [h] [%] [h] [%6] [h]
Coal 10 12.46 4117 19.71 7096 18.6 5869
Gas 21 22.13 3329 17.67 3066 13.69 2015
Nuclear 8 19 7096 17.57 7972 16.69 6658
Bio / Geo 2 4.74 6833 3.48 6307 3.47 5431
Hydro 15 11.22 2365 10.9 2628 12.52 2628
Wind onshore 22 16.04 2278 17.56 2891 19.88 2803
Wind offshore 5 6.03 3854 6.42 4643 7.3 4555
PV 15 6 1314 4.77 1139 5.47 1139
CSP 1 0.77 4468 1.09 3942 1.25 3942
Wave / Ocean 1 1.61 3504 0.84 3066 0.96 3066

Table 4.3.: Comparison of Europa27 [rlevolutuion 2050 scienfrom Teske et al. (2012) with the MEET model.
For explanation of nomenclature see tab. 4.1.

Model Original MEET
Capacity factor 3.73 3.87
Power plant Power Gen. el. Load Gen. el. Load
[%] [%6] [h] [%] [h]
Gas 2 0.9 876 2.87 3241
Bio / Geo 2 6.4 6482 3.49 3942
Hydro 12 11.6 2365 13.95 2628
Wind onshore 22 21.15 2278 26.23 2716
Wind offshore 13 21.24 3767 22.72 3942
PV 40 21.91 1314 19.91 1139
CSP 6 12.2 4993 7.08 2628
Wave / Ocean 3 4.6 3504 3.75 2803
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Table 4.4.: Comparison of Energiestudie 2007 scenario franz et al. (2009) with the MEET model. For expla-

nation of nomenclature see tab. 4.1.

Model Original MEET MEET adapted
Capacity factor 1.92 1.56 1.92
Power plant Power Gen. el. Load Gen. el. Load Gen. el. Load
[%6] [%] [h] [%] [h] [%6] [h]
Coal 38 48.93 5782 49.65 7358 45.96 5519
Gas 21 14.17 3154 10.91 2891 7.25 1577
Nuclear 16 23.23 6570 24.77 8760 29.28 8410
Bio/ Geo 2 3.13 5869 3.12 8760 3.47 7884
Hydro 3 3.46 5256 1.41 2628 1.73 2628
Wind onshore 17 6.59 1840 9.51 3154 11.53 3066
PV 3 0.49 788 0.63 1139 0.77 1139

Table 4.5.: Comparison of Energiestudie 2020 scenario franz et al. (2009) with the MEET model. For expla-
nation of nomenclature see tab. 4.1.

Model Original MEET MEET adapted
Capacity factor 2.26 2.08 2.26
Power plant Power Gen. el. Load Gen. el. Load Gen. el. Load
[%6] [%] [h] [%] [h] [%6] [h]
Coal 28.38 35.19 4818 51.43 7709 51.71 7183
Gas 22.77 24.41 4117 15.58 2891 13.19 2190
Nuclear 2.7 5.05 7271 6.18 8672 6.57 8672
Bio / Geo 4.89 6.82 5431 3.47 2891 3.48 2716
Hydro 3.34 4.55 5256 1.88 2628 2.03 2628
Wind onshore  26.47 20.12 2978 18.45 2891 19.76 2803
PV 11.45 3.87 1314 3.02 1139 3.26 1139
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Table 4.6.: Comparison of Leitstudie 2009 scenario fronsdtitet al. (2010a) with the MEET model. For expla-
nation of nomenclature see tab. 4.1.

Model Original MEET MEET adapted
Capacity factor 2.18 1.69 2.18
Power plant Power Gen. el. Load Gen. el. Load Gen. el. Load
[%] [%6] [h] [%] [h] [%6] [h]
Coal 36 47.23 5256 49.26 7096 43.32 4818
Gas 18 13.88 3066 9.06 2628 6.79 1489
Nuclear 15 22.86 6307 25.2 8760 29.99 8059
Bio / Geo 4 5.17 5168 3.47 4468 3.47 3504
Hydro 3 3.23 4380 1.52 2628 1.96 2628
Wind onshore 17 6.51 1489 9.93 3066 12.46 2978
PV 7 1.12 701 1.57 1139 2.01 1139

Table 4.7.: Comparison of Leitstudie 2050 scenario fronsdtitet al. (2010a) with the MEET model. For expla-
nation of nomenclature see tab. 4.1.

Model Original MEET
Capacity factor 3.19 3.41
Power plant Power Gen. el. Load Gen. el. Load
[%] (%] [h] [%] [h]
Coal 4 2.53 1577 6.79 4380
Gas 14 10.96 2190 18.56 3416
Bio/ Geo 7 14.26 5869 3.49 1314
Hydro 2 4.23 4818 2.05 2628
Wind onshore 19 17.06 2540 20.94 2803
Wind offshore 18 26.95 4030 26.8 3854
PV 30 10.32 964 13.25 1139
CSP 6 13.7 6482 8.12 3504
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Figure 4.6..Comparison of the use of the different power plant types leydifferent models in terms of full load hours of
power plants for the investigated energy scenarios: 1 ={#a20 Referenz 2009, 2 = Europa27 Referenz 2050, 3
=revolution revolution 2050, 4 = Energiestudie 2007, 5 =fgrestudie 2020, 6 = Leitstudie 2009, 7 = Leitstudie
2050 and in yellow the corresponding MEET model result. (epthfer independent power plants. Especially this
power plant types show a wide range of the utilised capasity)@ models use different approaches to define the
way the plants are used. (b) Power plants using weather deperenewable energies. In this case the largest
differences occur for CSP plants as they vary in their sefugptar multiple and heat storage, having a large
impact on the utilised capacity.
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5. Electricity supply scenarios and MEET model results

The investigated electricity supply scenarios and theltesid their simulation by the MEET model
will be presented in this section and further discussiomslmafound in section 6. The focus is on the
general behavior of the different electricity supply stgaés with an high share of renewable energies
and especially the requirements on energy storage options.

As wind power- and PV- plants are expected to dominate th&duglectricity supplies based on
renewable energy (Heide et al., 2010), the influence of rgixiind and solar power on the thereby
required energy storage capacity was investigated. Baséhkeoresulting supply scenario in terms of
minimum required energy storage capacities, the transiti@s investigated from todays power plant mix
to the presented 100 % wind and PV scenario. Because théimgsuteds for energy storage capacities
turned out to be quite high, additional options to minimilzeit need were analysed. So the option of
adding excess power plant capacities and variations indhepplant mix and power plant management
strategies will be presented in this section together widirtinfluence on the requirements of energy
storage.

Not only the fluctuation of the electricity supply based onather dependent renewable energy
sources during a particular year, but also their variatiomultiple years, are important points to in-
vestigate. Therefore weather data of the years from 200016 @ere implemented to the MEET model
to show the variation of the results of electricity supplyorder to save computation time, the spread of
the different years has not be taken into account for allages investigated. Instead, the focus was on
the representative year 2009 in order to obtain comparabléts.

5.1. Mixing solar and wind power to reduce the required energ y storage capacity

A critical point of wind and solar power is their temporal izduility. So there is no guaranty that elec-
tricity can be generated exactly on demand. To allow a shiftif the solar and wind power to the time
when the electricity is needed, energy storage optionsmraitable backup power plants are required.

5.1.1. The seasonal cycle of wind and solar power at the examp  le of Europe

Looking for the annual behavior of wind and solar power gattrly at the west wind zones, where
the variation tends to be large due to low-pressure systechseasonal changes, the idea of combining
these two power sources becomes obvious. So, for exampkaegf®EET model region of Europe with
an annual electricity demand of 3956 TWh (see tab.: 3.3 fomaldel regions) and the weather data
of 2009, an electricity supply scenario based on 100 % windegpdeads to a much too high generated
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electric power during the winter half-year with peaks uphree times larger than the power demand
of about 0.45TW on the annual average. But the summertinfeybat is dominated by a deficit in
electricity generation (fig.: 5.1 (a)). So, to get electyigieneration and demand together, a huge energy
storage with a capacity of about 400 TWh or 10 % of the annwaitetity demand would be needed. In
autumn the storred energy effectively rises till late sptime and is used for electricity generation over
the sumer season. For a 100 % PV based supply scenariojctecieneration is moved by half a year.
In this case, most electricity is generated during the sunmsmason with a generated power up to four
times higher than required in this time. But for the winteasen the electricity generation is reduced
by more than a half. Regarding the fig.: 5.1 (b) it has to be asledged that of course the PV will
not generate electricity during night time, but the resoluf the one year plot is not good enough to
identify the daily variation explicitely and thereby looksore like a filled curve. Therefore the 24 hours
averaged PV electricity generation has been plotted as Wk use of the energy storage is as well
shifted by half a year compared to the wind power scenaridgh&stored energy rises during summer on
the long run up to about 740 TWh (18.7 % of the annual eletgridémand of the region) and get used
during the winter season.

The above shown shift in electricity generation by wind anig@wer forces a mixing of these two
major electricity generation technologies to reduce tlygired energy storage capacity. In the case of
Europe it will be shown later that a mix of 30 % wind power and4 @V power installed capacity leads
on average to a minimum of required storage capacity (fig.(d8). In the case of the weather conditions
of 2009 the needs for an energy storage to balance the semsoresiuced to a capacity of 150 TWh or
3.8 % of the annual electricity demand. The stored energy m@aehes the maximum in the begining
of the summer and due to the still high ratio of PV power withdaly cycle, the maximum generated
electric power still tops the demand by a factor of three,that24 hours average gets quite close to the
demand curve (fig.: 5.1 (c)).
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Figure 5.1..Comparison of Europe electricity supply by wind and PV powadculated with MEET for weather data of 2009
and an annual demand of 3956 TWh. Hourly electric power antade (red line) on left axis and stored energy
on right axis. (a) 100 % wind power scenario with highes pdieed in at winter and a deficit during summer. (b)
100 % PV power scenario showing the highest required en¢oggge capacity and electric power feed in, which
is required to compensate the night time. (c) 30 % wind 70 %rRY&iled power scenario requiering the smallest
energy storage as wind and PV power complement well.
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5. Electricity supply scenarios and MEET model results

5.1.2. The influence of installed wind and PV power ratio on th e required energy storage

To investigate on the dependencies of the requirementsniengg storage on an electricity supply by
using only PV and wind power, varying scenarios from 100 %daim 100 % PV have been simulated.
The mix of installed power has been changed in 10 % steps lfonadel regions of the MEET model
and, where simulated, for all years of weather data from 20®D10 to see the annual variety as well.
Regarding the energy storage needs with dependency onxta RV and wind power, PV power seems
to play an important role for most regions to reduce the gmireeeds (compare fig.: 5.2, 5.3, 5.4, 5.5,
5.6, 5.7 and 5.8).

In the case of Europe (fig.: 5.2(a)) the on-average minimuetee energy storage capacity of 3.8 %
with a standard deviation af 1 % of the annual electricity demand occurs at a mix of 30 % \pioder
and 70 % PV power for the weather data for 2000 to 2010. Frosmpthiver plant ratio, it rises quite fast
for higher ratios of wind power up to 13.3% 2% and for an enlarged ratio of PV power up to even
17.7 %=+ 0.7 % of the annual electricity demand. The quite high vdlitsitof the storage needs for the
observed eleven years given by the standard deviation stiiawthe needed storage capacity that could
be expected in the worst case year could be up to two perapi@igts higher. Otherwise, the large
variability even allows the total minimum required energ¢grage to shift to a power mix of 40 % wind
and 60 % PV (fig.: 5.2(a)) for the weather of 2009. The standexdation itself is highest for the 100 %
wind power scenario and declines with rising PV power ratibjch fits in well to the potentials and
their variability given in fig.: 4.3 (&) and (b) and fig.: 4.9 @nd (b).

The behaviour of the required energy storage capacity,raipg on the mix of installed wind and PV
power presented in fig.: 5.2 (a) has been calculated by theTi&adel in 10 % steps of power capacity
mixing ratios. To get a function describing this behaviowr dny mixing ratios a function can be fitted
to this data. This fit function will be needed in section 6.2 6.3 to establish an equation describing
the required energy storage capacity and the cost of @iggtfor any wind and PV power scenario. In
this case a polynomial fit in the way of

y(X) =a+b-x+c- X+ ... [5.1]

(red line in fig.: 5.2 (a)) withx € [1,11] was used. To translateinto the ratio of wind and PV power, one
can use = (1+ 1%) with u € [0,100 as percentage of installed PV power. The order of the polyalom
(eq.: [5.1]) used for the fit depends on which order is re@lioceget a good match to the data. In the case
of Europe (fig.: 5.2(a)) a polynomial of the order of four Iedd the parametes= 15.224,b = —2.537,
c=0.728,d = —0.154 ande = 0.010.

At the point of the storage capacity optimized wind and splawer ratio, the generated electricity
per plant type came out as 49.6 % of the annual electricityashehgenerated by wind power and 56.1 %
by PV. The 5.7 % of annual demand in addition generated @ygtrbelongs to the losses of charging
and discharging the energy storage during the year. Thia geheration to compensate the looses vary
by the power mix as well and starts with 4 % for wind power beitmnhigher with rising PV ratio up
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5.1. Mixing solar and wind power to reduce the required eyistgrage capacity

to 11.3% (fig.: 5.2(b)) as the need for the energy storage i® ffiequent than wind power simply to
compensate the night time.

Regarding the total amount of power plant capacity, thegynstorage capacity optimised scenario
is not the lowest by far (fig.: 5.2(c)). This is based on the fhat the degree of capacity utilisation of
wind power plants is typically higher than those of PV powlangs. In the case of Europe, wind power
comes with full load hours in the order of 2100 h and PV powéh\wD50 h in the MEET model. Mainly
driven by this, the required power plants, to meet ele¢yridémand start at 491.1 % 23.3 % of annual
mean required power for the 100 % wind power scenario and tipgo 998 %+ 10.9 % for the 100 %
PV power scenario (fig.: 5.2(c)). The growth rate of powenplzapacity needed to be installed for a
rising ratio of PV power can well be described by an expomégtiowth in the way of

y(X) = &+b-e*® [5.2]

with x € [1,11]. Again the fit function will be used together with the fit of efp.1]in section 6.2.5 and
6.3. Fitting eq.: [5.2] to the data of fig.: 5.2(c) determities parameters ta= 487.774,b = 9.816 and
¢ =0.356.

Considering the fast rise of power plant capacities for areiase of PV power it should be mentioned
that in this physical consideration, the power mix requjrihe lowest energy storage capacities is seen
as the most favourable, as the potential of wind and PV poveenat that limited as the options to store
energy in the amount of some percent of the annual elegtidemand. For further discussion and the
change in favourable power mix depending on energy storagfesee section 6.3.

In the case of Australia (fig.: 5.3(a)) and South America:(figd(a)) the situation for the power plant
mix concerning the minimization of energy storage needsushmihe same as for Europe. But now, on
average, the minimum capacity is reached for 50 % wind powers® % PV power with a demand for
storage capacity of 4.9% 1% of the annual electricity demand for Australia and 4.3-%9.8 % for
South America. The behaviour for South America looks quateifiar with a higher demand for energy
storage capacities for the PV scenario compared to the wiadasio, and a mainly rising standard
deviation for a rising ratio of wind power. In contrast, Aadia shows a maximum in the required
storage capacity for having 20 % wind power and 80 % PV powstalled. Also the size of the standard
deviation of the supply scenarios do not depend on the wingpéor the Australian model region. The
fit of a polinomial of the order of five to the data of Australeatls to the parameteas= 6.93, b =
—0.069,c = —0.037,d = —0.035,e = 0.008 andf = —0.0004 and to describe the behaviour for South
America a polinomial of the order of four leads to the paraarsd = 5.241,b = 0.155,c = —0.128,

d = 0.01 ande = 0.0004.

From the point of view of the share of generated electricityind and PV power, the storage capacity
is not optimal for an equal share as for Europe. Now eletyrigénerated by wind power is dominating
with 72 % of annual needed electic energy for Australia (fg3(b)) and 76 % for South America (fig.:
5.4(b)). Also the slope for the growth rate of electric eyeggnerated by wind power depending on the
rising ratio of wind power is not that linear as for Europédsibetter described as a restricted growth.
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Figure 5.2.Electricity supply of Europe (3956 TWh/a) for varying ratiof installed wind and PV power starting at the left
with 100 % wind and 0% PV power and going by 10 % steps to a 0% wimd 100 % PV power scenario
calculated by using weather data from 2000 to 2010. (a) Redi@nergy storage capacity, while 1% storage
capacity of annual electricity demand is eqgivalent to 87d Imean electricity supply: red bar indicating the
maximum required energy storage capacity of the elevenlatediyears, gray bar the minimum required energy
storage capacity, black cross the annual values of reqaiteryy storage capacity at the individual years, yellow
mark for the mean required energy storage capacity with éars for the one sigma range and red line as fit of
eq.: [5.1] with fit parameters in plot. (b) The amount of eleity generated by wind and PV power. (c) The
required power plant capacity to be installed for the sugglnarios: red bar indicating the maximum required
power plant capacity of the eleven simulated years, grayigaminimum required power plant capacity, yellow
mark the mean required power plant capacity with error barghfe one sigma range and red line as fit of eq.:
[5.2] with fit parameters in plot.
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As for all model regions, the required power plant capadégigs strongly for high ratios of PV power.
So Australia starts with an required power plant capacity34i?.3 %+ 17.4 % of the mean annual
electricity demand and ends at 813.3t96.2 % (fig.: 5.3(c)). The required power plant capacity oftBou
America reaches from 246.8 %20.5 % to 735.9 % 3.3 % of the mean annual electricity demand (fig.:
5.4(c)). Fitting eq.: [5.2] to the data results in the parterssi= 287.955,b = 47.89 andc™= 0.217 for
Austarlia anda= 236584, b = 15.404 andc= 0.314 for South America.
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Figure 5.3.As fig.: 5.2 but for Australia with an electricity demand ofZFwWh/a.

For North America and New Zealand, the minimum required ggnstorage capacity has moved to
a power plant ratio of only 10% wind power but 90% PV power (fi§.5(a) and 5.6(a)). In both
cases the storage capacity does not rise much from its 2:20/8 % of annual electricity demand for
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Figure 5.4.As fig.: 5.2 but for South America with an electricity demarfd 650 TWh/a.

North America or its 5.4 %t 0.8 % for New Zealand, but for the 100 % wind power scenarie, th
required capacity rises up to 8.2£00.9 % respectively 11.4 % 2.6 % of the annual electricity demand.
Fitting a polinomial of the order of six to the results for MfoAmerica gives the parameteas= 11.783,
b=-6578,c=4.125,d = —1.294,e=0.204, f = —0.016 andg = 0.0005 and for New Zealand a
polinomial of the order of five leads to the fit paramet@rs 11.204,b = 0.728,c = —0.741,d = 0.16,
e= —0.016 andf = 0.001.

With regard to the share of electricity generated by wind Bidpower at the minimum of required
energy storage capacity, wind power generates only 23.8 #tiecAnnual electricity demand for North
America or 20.9 % for New Zealand (fig.: 5.5 (b) and 5.6 (b)).
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The required amount of installed power plant capacity ferearectricity supply of the scenarios in-
creases with the ratio of PV power from 373.7£68.2 % of the mean annual electricity demand to
814.9 %+ 5.1 % coupled with a reduction of the standard deviation forthl America (fig.: 5.5 (c)).
For New Zealand it is the same behaviour starting with an pglaat capacity of 404.9 %- 38.3 % of
the mean annual electricity demand and ending at 873499&® % (fig.: 5.6 (c)). Fitting eq.: [5.2] on
the data of North America delivers the parameters 357.001, b = 19.055 andc™= 0.287 and for New
Zealanda™= 339.793,b = 58.044 andc= 0.201.

10 ] L) L) L) L) L) L) L] 500
‘ : a=11.783; b=-6.578; c=4.125; d=-1.294; :
9k . T — ©=0.204; {=-0.016;ig=0.0005.. i ... R R— .
8 A OB | B S S R A RUROS SURTRRRN .
2 1 400
Oo o L. N - e =
X E ~
£3 6 K=
=22 130 =
(SN &]
© = 5k e EEES . B Rl ©
o5 =
8o o
0® 4F 4 200 Q@
9T 2
— 3 —
SE ST EEEEEE O e S
N (9p]
ot -« 100
1B
0 0
o o o o o o o o o o o
s = Q ¥ L 9 I % Y =
o o o o o o o o o o g
~— (2] e} ~ © [Te) < [sp] [aV} ~— o
Installed power ratio of wind and PV in %
Max = Min Mean
(@)
120 —F—F——F—T—T—TT—71T71 w900 y
5 1 6000 £ © a=357.001; b=19.055; c=0.287 ] 5000 =
® 100 E jag R <
[
{ 5000 £2 700 < 4 i~
£o £ 2 x 4000 3,
£ 80 {4000 £ G 50 o E
& 2 85 s00 e {3000 &
= = S *“JJ/-/
82 eof { 3000 & SE 400 | = bt
] © £T 300} 12000 E
8 4op {2000 8 SE2 L -
T © © 5 & [ { 1000 &
@ 20 | { 1000 2 s 100f g
5 @ o i
3 & a 0 0
©o 0o 0o oo 0 09 o o ssSg8ILgLgxeeege
T 8§90 ILOEKEDS S 28 8RIBII &

o
=
o
o
—

Installed power ratio of wind and PV in %

Installed power ratio of wind and PV in %

Max == Mean
Wind power mean = PV power mean m Min y(x)=a+b*exp(x*c) —

(b) (©)

Figure 5.5.As fig.: 5.2 but for North America with an electricity demanidsd 72 TWh/a.

The extreme cases occur for the model regions Asia and Afsibare the lowest demand for energy
storage capacities of 1.9 % 0.2 % of annual electricity demand for Asia or 5.60.2 % for Africa
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Figure 5.6.As fig.: 5.2 but for New Zealand with an electricity demand 4flAVh/a.

is reached by the 100 % PV power supply scenario (fig.: 5.7(d)5a3(a)). Quite special as well is the
strong reduction of storage needs at the end for high rativgbower, while the first reduction of wind
power by up to 50 % has by far not such a high impact. The givéabeurs can be represented in
the way of eq.: [5.1] as a polinomial of the order of four wittetfit parametera = 10.76,b = —1.67,

¢ = 0.46,d = —0.057 ande = 0.002 for the region of Asia and using a polinomial of the ordesig
with a=29.051,b=-3.285,c=1.18,d= —0.772,e=0.154, f = —0.014 andg = 0.0005 for Africa.

Regarding the share of generated electricity, generatjowibd power rises almost constant with
wind power capacity for Asia, while for Africa it is a restigel growth (fig.: 5.7(b) and 5.8(b)).
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5.1. Mixing solar and wind power to reduce the required eyistgrage capacity

The increase of required power plant capacity towards a ratjb of PV power is comparatively
small for Asia. It changes from 517.6 % 22.6 % of the mean annual electricity demand for the wind
only scenario to 749.7 % 3.7 % for the PV-only scenario with the special point thatfirgt 20 % of
PV power even reduces the in total needed power plant cgdacit % of the mean annual electricity
demand (fig.: 5.7(c)). For Africa the behaviour of needed groeapacity is quite typical and rises
from 381.9 %+ 19 % of the mean annual electricity demand to 790.4%4.5% in the 100% PV
scenario (fig.: 5.8(c)). Doing the fit of eq.: [5.2] to the r&qd power plant capacities of Asia leads to
the parametera = 500146, b = 5.198 andc™= 0.352 and for Africa toa™= 350817, b = 29.564 and
€=0.244.
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Figure 5.8.As fig.: 5.2 but for Africa with an electricity demand of 638 TWd.

Finally, even if the different weather conditions of the MEBodel regions lead to a specific mix
of wind and PV power plants for a minimum on required energyagie capacities at the regions, in all
cases the power plant capacity that needs to be installesiwigh the ratio of PV power.
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5.2. Reducing the required energy storage by adding excess p ower plant capacity

An electricity supply based on wind and PV power plants nexpui large energy storage capacity to
compensate the volatile electricity generation (sectidrnehd 5.4). In the case of Europe, at the optimal
power plant mix to reduce the required energy storage cgpfacia 100 % renewable electricity supply
was found for 30 % wind and 70 % PV power plant capacity. This raguires a storage capacity of
3.8% (150 TWh) of the annual electricity demand (fig.: 5.2.(aéBecause even at this optimum the
required energy storage capacity is significant high, ilctdne quite interesting to further reduce this
high demand for energy storage capacities.

In this section the reduction of required energy storagecpat a 100 % renewable wind an PV
power based scenario is done by increasing the installe@pplant capacities and has been simulated
for all model regions with the weather data of the years 2@02010. This increase of the installed
power plant capacity is called in the following 'excess @fya The excess capacity represents the
additional power plant capacity installed to the minimumuieed power plant capacity for electricity
supply without excess capacity. It allows more electrititype generated in times where originally the
energy storeage was needed to compensate for the deficitpptys Of course the additional power
plants also generate electricity at times, when it is notireg. So this excess electricity is wasted or
might be used for something else.

To start at the lowest storage demand, for each individgabnreof the MEET model the mix of wind
and PV power has been chosen that came out best in sectioinGHe case of Europe the electricity
supply is done by a mix of 30 % wind and 70 % PV power capacitgtdlting additional power plant
capacities to the number of required power plants in ternexoéss capacity, leads to a strong decrease
of the storage capacities (fig.: 5.9) needed to balancerigigcgeneration and demand. The error bars
in fig.: 5.9 correspond to the standard deviation of the méznege capacity requirement resulting from
the simulations using the weather data for the years 200010.2

Already an excess capacity of 10 % reduces the required yestrage capacity by more than a half,
which is a comparable result to Heide et al. (2011). Cominlgutger excess capacities, the decline of
the required energy storage is continously reduced in aorexyial decrease as described by

y(x) =a +b*.e*¢ [5.3]

with x € [0,100. Fitting eq.: [5.3] on the data for Europe (red line in fig.9bwhile keeping the start
and end value fixed, leads to the parametere= 0.193, b* = 3.6 andc* = 0.0944. So the required
energy storage converges to a minimum required level of %.19.5 TWh) of the annual electricity
demand for Europe. Only at the 20 % excess capacity and glarlic at the 50 %, the fit function clearly
underestimates the simulated storage requirements abeétlagiour of the reduction effect is not exactly
exponential for high excess capacities. The results ofditdqg.: [5.3] to the data given in fig.: 5.9 will
be needed together with the results in section 5.1 to esteéii equation describing the required energy
storage capacity and the cost of electricity for any wind BRdpower scenario in section 6.2.5 and 6.3.
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Figure 5.9.Required energy storage capacity for installed excess ipplaat capacity from 0% to 100 % of the minimum
required power plant capacity in Europe for the 30 % wind abéle/PV power scenario. Black dots for the mean
required energy storage capacity calculated with the MEB@ehfor the weather data from 2000 to 2010 and
error bar for the one sigma standard deviation. The red §rtéeé fit result of eq.: [5.3] and the fit parameter
are written in the plot. For an electricity demand of 3956 T8yHEurope requires an energy storage capacity
of 3.8% (150 TWh) of the annual electricity demand (1% is eajeint to 87.6 h of mean electricity demand)
without excess power installed and with an exponentialidedt ends at 0.2 % (8 TWh) of the annual electricity
demand for 100 % excess capacity (a doubling of the powet pipacity).

In the case of Australia with its 50 % wind and 50 % PV power plaix, the reduction of required
energy storage capacity increases even faster. The sthdelarltion also decreases continuously (fig.:
5.10). Just in the case of the 50 % excess capacity valuef tfeefi.: [5.3] with the resulting parameters
a* = 0.151,b* = 4.787 andc* = 0.105 does not describe the reduction in the correct way wimtke
estimating the required energy storage capacity. Thusmnihénum required energy storage capacity
converges to 0.15% (0.4 TWh) of the annual needed elegtricit

For the model region of South America, the decrease of red@nergy storage capacity for the power
supply by 50 % wind and 50 % PV as well, is not as strong as fotralia. A reduction by a half appears
here between 10 % and 15 % excess capacity and the stand&tiateremains high (fig.: 5.11). Again,
the storage capacity, at 50 % excess power capacity, is estifaated by the eponential decreas of eq.:
[5.3] with the parametera* = 0.288, b* = 4.01 andc* = 0.068. The lowest energy storage capacity
converges to 0.29 % (3 TWh) of the annual electricity demandtfe region.

North America was simulated with a power plant mix of 10% wamt 90 % PV for the lowest
energy storage requirements. For this region the requitethg storage capacities reduces very quickly
and already an excess capacity of around 5% reduces theyestergge by a half (fig.: 5.12). The
standard deviation for the modeled years 2000 to 2010 iscplge small. The fit of eq.: [5.3] with the
parameters* = 0.151, b* = 2.063 andc* = 0.173, represents the behaviour of the degression without
any outliners. As minimum required energy storage capaitigonverges to 0.15% (7.8 TWh) of the
annual electricity demand of the region.
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Figure 5.10.Required energy storage capacity for installed excess pplaat capacity from 0% to 100 % of the minimum
required power plant capacity in Australia for the 50 % wimdl &0 % PV power scenario. Black dots for the
mean required energy storage capacity calculated with tBE™model for the weather data from 2000 to
2010 and error bar for the one sigma standard deviation. @thdime is the fit result of eq.: [5.3] and the fit
parameter are written in the plot. For an electricity demai2i72 TWh/a, Australia requires an energy storage
capacity of 4.9% (13 TWh) of the annual electricity demanéo(is equivalent to 87.6 h of mean electricity
demand) without excess power installed and with an expalestécline it ends at 0.15 % (0.4 TWh) of the
annual electricity demand for 100 % excess capacity (a duybf the power plant capacity).
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Figure 5.11.Required energy storage capacity for installed excess ipplaat capacity from 0% to 100 % of the minimum

required power plant capacity in South America for the 50 %dnaénd 50 % PV power scenario. Black dots
for the mean required energy storage capacity calculatddtihe MEET model for the weather data from 2000
to 2010 and error bar for the one sigma standard deviatior r&ti line is the fit result of eq.: [5.3] and the
fit parameter are written in the plot. For an electricity dechaf 1050 TWh/a, South America requires an
energy storage capacity of 4.3 % (45 TWh) of the annual etétytdemand (1 % is equivalent to 87.6 h of mean
electricity demand) without excess power installed andh\ait exponential decline it ends at 0.3 % (3.2 TWh)
of the annual electricity demand for 100 % excess capacithp@ling of the power plant capacity).
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Figure 5.12.Required energy storage capacity for installed excess ipplaet capacity from 0% to 100 % of the minimum
required power plant capacity in North America for the 10 %dvand 90 % PV power scenario. Black dots for
the mean required energy storage capacity calculated hétiMEET model for the weather data from 2000 to
2010 and error bar for the one sigma standard deviation. @thdime is the fit result of eq.: [5.3] and the fit
parameter are written in the plot. For an electricity demah®172 TWh/a, North America requires an energy
storage capacity of 2.2% (113.8 TWh) of the annual eletyridémand (1% is equivalent to 87.6 h of mean
electricity demand) without excess power installed andhait exponential decline it ends at 0.15 % (7.8 TWh)
of the annual electricity demand for 100 % excess capacithp@ling of the power plant capacity).

The power plant mix for New Zealand is also at 10 % wind and 90#fp&wer for the lowest energy
storage requirements. Excess capacity leads in this cagaroch slower decrease for the required
energy storage and a reduction by a half only appears for stallied excess capacity between 10 %
and 15 % of the minimum required power plant capacity (figL3%. The fit of the eq.: [5.3] with the
parametersa” = 0.403, b* = 4.954 andc* = 0.07 works quite well to describe this behaviour. So the

lowest required energy storage capacity converges to 02d{Wh) of the annual electricity demand
of the region.

The model region of Asia comes with a 100 % PV power supply hadtrongest reduction of energy
storage for an increase of installed excess power. Thenetlugred energy storage is reduced by a half
already at 4 % installed excess power (fig.: 5.14). Fiting 3] to this data workes well and leads
to the parametera” = 0.168,b" = 1.687 andc* = 0.181. Therefore the lowest required energy storage
converges to 0.17 % (15.4 TWh) of the annual electricity deanaf Asia.

Africa has its lowest required energy storage capacity foelactricity supply as well with 100 %
PV power, but a further reduction of the energy storage biallirsg excess power plant capacities is
much slower than for Asia. A reduction of the required enastgyage capacity appears at around 10 %
excess power (fig.: 5.15). But in the case of Africa, the desgeof required energy storage goes further
on and so it is the only case where the storage capacity fot38é, 20 % and 50 % excess power is
overestimated by the fit of eq.: [5.3]. The parameters remitiit a* = 0.175,b* = 5.44 andc* = 0.088.
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Figure 5.13.Required energy storage capacity for installed excess pplaat capacity from 0% to 100 % of the minimum
required power plant capacity in New Zealand for the 10 % vand 90 % PV power scenario. Black dots for
the mean required energy storage capacity calculated hW&gtMEET model for the weather data from 2000
to 2010 and error bar for the one sigma standard deviatiore réd line is the fit result of eq.: [5.3] and
the fit parameter are written in the plot. For an electricigmdnd of 44 TWh/a, New Zealand requires an
energy storage capacity of 5.4 % (2.4 TWh) of the annual etéégtdemand (1 % is equivalent to 87.6 h of mean
electricity demand) without excess power installed andh\ait exponential decline it ends at 0.4 % (0.2 TWh)
of the annual electricity demand for 100 % excess capacithp@ling of the power plant capacity).
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Figure 5.14.Required energy storage capacity for installed excess ipplaat capacity from 0% to 100 % of the minimum
required power plant capacity in Asia for the 100 % PV powenseio. Black dots for the mean required energy
storage capacity calculated with the MEET model for the iwesatiata from 2000 to 2010 and error bar for the
one sigma standard deviation. The red line is the fit resutigof [5.3] and the fit parameter are written in the
plot. For an electricity demand of 9053 TWh/a, Asia requeilesenergy storage capacity of 1.9% (172 TWh)
of the annual electricity demand (1 % is equivalent to 87.6imean electricity demand) without excess power
installed and with an exponential decline it ends at 0.2 %1(T8Vh) of the annual electricity demand for 100 %
excess capacity (a doubling of the power plant capacity).
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So the lowest required energy storage capacity converged 8% (1.9 TWh) of the annual electricity
demand of the region.
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Figure 5.15.Required energy storage capacity for installed excess ipplaet capacity from 0% to 100 % of the minimum
required power plant capacity in Africa for the 100 % PV poweenario. Black dots for the mean required
energy storage capacity calculated with the MEET modeltfenteather data from 2000 to 2010 and error bar
for the one sigma standard deviation. The red line is theditlt®f eq.: [5.3] and the fit parameter are written in
the plot. For an electricity demand of 638 TWh/a, Africa riegsian energy storage capacity of 5.6 % (35.7 TWh)
of the annual electricity demand (1 % is equivalent to 87.6imean electricity demand) without excess power
installed and with an exponential decline it ends at 0.2 @ TWh) of the annual electricity demand for 100 %
excess capacity (a doubling of the power plant capacity).

So, for all model regions one can conclude that an increapewér plant capacity beyond the min-
imum required power, here called the excess power, leadstmmag reduction of the required energy
storage capacity (for a summary of the simulation resuktstaie.: 5.1).

Table 5.1.: Summary of required energy storage capacitygiigiing excess capacity scenarios. Model regions with
annual electricity demand, required power plant capaoityet installed as minimum, ratio of installed
wind and PV power plant capacity and required energy stocagacity in % of the annual electricity
demand as averaged value of the simulated years 2000 to 2010.

Model El. Power plant Power ratio Installed excess powentptapacity in % of minimum required power plant capacity

Region demand capacity 0% 0.5% 1% 2% 3% 4% 5% 10% 15% 20% 50% %100
[TWh/a] [GW] [%-wind / %-PV] in % of annual electricity demand

Asia 9053 7751 OW / 100PV 1.85 1.69 1.55 1.33 1.14 0.95 084 050.32 0.24 0.18 0.17

North America 5172 3991 10W/90PV 221 2.03 1.89 1.63 14 12 041 0.46 0.27 0.23 0.17 0.15

Europe 3956 2994 30W/ 70PV 3.79 3.56 3.38 3.05 2.78 2.54 231551 123 1.01 0.45 0.19

Africa 638 575 0w/ 100PV 5.61 5.44 5.28 4.95 4.63 4.31 4 252 281. 057 0.18 0.18

South America 1050 416 50W / 50PV 43 4.08 3.9 3.61 3.35 31192 2. 229 1.88 1.57 0.79 0.29

New Zealand 44 39 10W/90PV 5.36 5.19 5.02 4.72 4.44 4.18 394912 211 1.53 0.69 0.41

Australia 272 145 50W / 50PV 4.93 4.95 4.66 4.12 3.64 3.23 2.851.67 12 0.95 0.45 0.15

98



5.2. Reducing the required energy storage by adding exosgsrplant capacity

5.2.1. Additional electricity available by having excess p ower plant capacities installed

Of course, by having excess power capacities installed rioelactricity supply scenario, additional
electricity will be generated that is available for possibke. For the example of the model region of
Europe the amount of electric energy that is available inteidto the scenarios of excess capacities
is given in tab.: 5.2. The numbers have been calculated Imguke weather data for 2009 and lead to
an electricity excess from 0.4 % up to 83.8 % of the annualtéd#ty demand for the different excess
capacity scenarios. A reason why a 100 % excess capacityndoésad to a 100 % excess electricity is
based on the limitation of high potential sites for wind antdig@wer plants (compare fig.: 3.9 and 3.8).

Table 5.2.: Excess electricity generated by the instalkeggs power plant capacity for Europe with a power plant
ratio of 30% wind and 70% PV power capacity and the weatheax d&R009 for the eleven excess
capacity scenarios. The excess electricity beeing notined)tor the electricity supply of 3956 Twh/a
is given in TWh and % of the annual electricity demand and @del used for any additional reason.

Scenario 05% 1% 2% 3% 4% 5% 10% 15% 20% 50% 100%
[TWh] 172 343 694 1049 1404 1758 353.6 532.0 707.7 ¥63313.5

(%] 0.4 0.9 1.8 2.7 3.6 4.4 8.9 135 179 421 83.8
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Figure 5.16.(a) Annual duration curves of additional and free avail@ietric excess power for scenarios of 0.5 %, 1 %, 2 %,
3%, 4%, 5%, 10%, 15 %, 20 %, 50 %, and 100 % excess power plaatitafeing installed to the Europe
30 % wind and 70% PV power scenario for the weather data of 26@&ing excess power plant capacities
installed, a small electric excess power will be availaliiecst all over the year but for 2000 h or less, the excess

electricity being available rises to respectable amouisZoom for excess power plant capacities from 0.5 %
to 10 %.

To get an idea on how the excess electricity could be usesiritportant to know how long a certain
amount of electric power would be available during a year.tifgoavailable excess electric power has
been plotted as an annual duration curve for Europe whiléngothe hourly electric excess power by
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their size (fig.: 5.16 (a) and (b)). The most power would bey @vailable for a few hours and the
minimum guarantied power declines fast during a risinglakdity time. Even for an availability time
of 2000 hours per year, the available excess power is legsthalf of its annual maximum. The concrete
values of excess power that could be used for 25 %, 50 %, 75 %G@M0&o of a year for the model region
of Europe are given by tab.: 5.3.

Table 5.3.: Guaranteed availability of excess power in G\W ian% of annual mean power during the year for
Europe with 30 % wind and 70 % PV power and the weather data@d & the eleven excess capacity
scenarios from 0.5% to 100%. A guaranteed availability ofefeample 50 % in the case of having
4% excess power plant capacity installed lead to the fattthaut 11 % of the required annual mean
power would be available for the time of half a year.

Minimum available excess power
Availability 0.5% 1% 2% 3% 4% 5% 10% 15% 20% 50% 100%

%) [GW] [GW] [GW] [GW] [GW] [GW] [GW] [GW] [GW] [GW] [GW]

25 30 61 115 177 239 296 564 847 1118 260.9 527.3
50 1.3 26 52 80 109 136 281 431 57.1 137.6 268.0
75 04 08 19 31 41 55 136 215 300 766 1519
100 00 00 00 00 00 00 00 00 07 111 191

Minimum available excess power
Availability 05% 1% 2% 3% 4% 5% 10% 15% 20% 50% 100%

(%] 6] (%] (%] (%] (%] % %] % (% (%] (%)

25 07 13 26 39 53 65 125 187 247 577 1167
50 03 06 11 18 24 30 62 95 126 304 593
75 01 02 04 07 09 12 30 48 66 169 336
100 00 00 00 00 00 00 00 00 02 25 42

5.3. Comparison of required energy storage capacity for Eur ope and Germany

An electricity supply based on wind and PV power plants islyiglependant on the weather. So as cy-
clones typically have a diameter of roughly 1000 km (Kraw¥)4) and clearly determine the weather in
the west wind zone, the size of an area for electricity suppbuld have an influence on the opportunity
to balance wind and solar power. To investigate this pogjrathe model region of Europe as part of
the west wind zone was used for this section. For the sinouaif a region smaller than Europe and
in the order of a cyclone, Germany was chosen. To do so, thenopt the MEET model to define an

individual region was used. So a rectangle, overlying tlggore of Germany, with the coordinates for
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the south-west corner at 47.5 N and 7.5 E and the north-eastrcat 52.5 N and 12.5 E was given to the
MEET model.

To obtain more comparable results, the annual electrigtyahd for the model region of Germany
was set to 168.3 TWh to get the same electricity demand pérdenthe model region of Europe. The
Results based on this setup are marked in the following as&@wsr*. But also simulations for Germany
with its original electricity demand of 639.1 TWh from theaye2008 BP (2009) have been made. To
allow all electricity supply scenarios for Germany from @ wf 100 % wind power to 100 % PV power
plants, the maximum allowed area share for wind power plag¢sled to be extended from 5% to 10 %
to place the required capacities, which is still feasablafi(@jer et al., 2011). The allowed area share for
PV power plants needed to be extended aswell from 0.6 % to 1wdfith exceeded the at Braun and
Oehsen (2012) assumed 0.8 %, but it is not totally out of raamgkis only needed for the very high PV
scenarios.

5.3.1. The influence of wind and PV power ratio on the required energy storage for
Germany

With regard to the required energy storage capacities, $bd weather data of 2009 was closest to the
mean required energy storage capacity for the 30 % wind a6l F® power scenario of Europe (section
5.1). Nevertheless, the minimum required energy storageadily comes out in this case for a 40 %
wind and 60 % PV power mix, with 2% (79.1 TWh) of the annual &leity demand of Europe (fig.:
5.17(a)). For the much smaller region of Germany, the povantpmix requiring the smallest energy
capacity is also at 40 % wind and 60 % PV. Regarding the relatimount of the energy storage capacities,
the Germany* scenario requires about double capacity witl#e4(6.9 TWh) of the adjusted electricity
demand and using the real electricity demand of Germanygiipgired capacity reaches actually 4.5 %
(28.8 TWh) of the annual electricity demand (fig.: 5.17(a)).

The required energy storage capacity for wind and PV powebealescribed in analogy to section 5.1
by a polynomial fit of eq.: [5.1]. For Germany a polynomial bétorder of four leads to the parameters
a=16.597,b=—-3.191,c= 0.151,d = —0.005 ande = 0.002.

For most other power plant installations as well, the resfgnergy storage capacity in percentage of
the annual electricity demand is lower for the Europe sderthan for the Germany and the Germany*
scenarios too. Only for the range from 80 % to 60 % of wind powaédo, the Germany* scenario comes
out with a relative storage capacity lower than Europe. Ganing the Germany and Germany* scenar-
ios, the Germany scenario requires about 10 % to 20 % moriveenergy storage capacities than the
Germany* scenario except for the 60 % wind power ratio.

Regarding the generated electricity, at the 40 % wind and €82power scenario for Germany, 55 %
of the electricity has been generated by wind power plargs. (6.17(b)). So it is again similar to the
Europe scenario of section 5.1, where the lowest requiretggrstorage capacity occured as well for
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Figure 5.17.Electricity supply of Europe (3956 TWh/a), Germany (639 Tajh and Germany* (168 TWh/a) for varying
ratios of installed wind and PV power plant capacities sigrat the left with 100 % wind and 0% PV power
and going by 10 % steps to a 0 % wind and 100 % PV power scendcialaged by using weather data of 2009.
(a) Required energy storage capacity of Europe, German@anmuany*. Compared to fig. 5.2, where the mean
required energy storage capacity of the years 2000 to 204 @thaninimum at a ratio of 30 % wind and 70 %
PV power, the minimum is located at 40 % wind and 60 % PV poware i its larger area, Europe requires
less energy storage capacity as the variation of weathecisased compared to the small area of Germany.
The red line is the fit of eq.: [5.1] to describe the requiredrgy storage capacity for the Germany scenario.
(b) Generated electricity by wind and PV power for the Gerynseenario. (c) Required power to be installed
for the electricity supply of Germany, rising for increag@d power but the minimum is not at the 100 % wind
power scenario as the limited area of Germany forces to use power sites being worth than the best PV sites.
The red line is the polynomial fit to describe the required @oplant capacity for the Germany scenario.
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5.3. Comparison of required energy storage capacity fooiiand Germany

a balanced electricity generation. In total, the generatedtricity has a very slight reduction with the
minimum at 40 % ratio of PV power and rises to its maximum fo08 % ratio ov PV power.

In contrast to Europe (fig.: 5.2(c)), the Germany scenarvsha slight reduction even for the needed
power plant capacity down to 630 % of the on-average requiosackr going to the 80 % wind power ratio
(fig.: 5.17(c)). From there the power rises as usual in anmpiial way for a rising ratio of PV power
plants up to 1046 % of the annual mean power for the 100 % PV psugply. Due to this behaviour
a exponential fit as done in section 5.1 does not work to desdhie behavior of required power plant
capacity on the power plant mix. Therefore again a polynbofithe order of four with the parameters
a=757804,b= —-104546,c = 29.318,d = —3.353 ande = 0.161 works well.

5.3.2. The effect of excess power plant capacity for Germany  ’s energy storage capacity

To understand how the required energy storage capacity oh&ws/ could be reduced by installing
excess capacities of wind and PV power plants, the mix of 40ifxd\&nd 60 % PV power has been
choosen as it already requires the lowest storage cap&oign if the effect is not as strong as for the
region of Europe, the required energy storage capacityddogilreduced by a half for 15 % of installed
excess power (fig.: 5.18). An exponential function as eq.3][bts as well to the general behaviour
and converges to 0.74 % of the annual electricity demand.irBfaict, the fit overestimates the required
energy storage capacity for the 100 % excess power scematioralerestimates the 50 % value.
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Figure 5.18.Required energy storage capacity for installed excess ipplaat capacity from 0% to 100 % of the minimum
required power plant capacity for electricity supply in @any for the 40 % wind and 60 % PV power scenario.
Black dots for the required energy storage capacity caiedlaith the MEET model for the weather data of
2009. The red line is the fit result of eq.: [5.3] and the fit paeger are written in the plot. For an electricity
demand of 639 TWh/a, Germany requires an energy storageitapé4.5 % (28.8 TWh) of the annual elec-
tricity demand (1 % is equivalent to 87.6 h of mean elecyridémand) without excess power installed and with
an exponential decline it ends at 0.5 % (3.4 TWh) of the anelgaitricity demand for 100 % excess capacity (a
doubling of the power plant capacity).
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5. Electricity supply scenarios and MEET model results

So the principal behaviour for the model region of Germany Barope comes out as quite similar,
but the requirements related to the area or the annual deamaridgher for Germany than for Europe.

5.4. The transition of Europe’s electricity supply to wind a nd PV power

In this section, only the model region of Europe will be obsel Due to the fact that planning and
installation of new energy storage capacities requirebgues years, it is important to know in advance
the dependency of required energy storage capacities orrgaants using uncontrollable renewable
energies, such as wind and solar power. Therefore, the feaus the requirements of energy storage
plants for an increasing share of wind and PV power plants.

Starting from the power plant setup of Europe for the yeai72§i@en in the energy [r]evolution study
(Teske et al., 2010), the installed power plant capacitie® lbeen changed for the simulations in the way
that the sum of PV and wind power rise in steps of ten percetiteofotal power plant share. As a final
scenario, an electricity supply of 30 % wind and 70 % PV powan{s has been choosen as it requires
the lowest storage capacities for a 100 % wind and PV powezdbssenario (fig.: 5.2 (a)). To ensure
that a changing ratio of wind and PV power will not influence tesults of the different scenarios, the
installed capacities of these two power plant types have bdgisted already for the setup of 2007 to
the 30 % to 70 % ration of the goal scenario and remain conatdhts ratio for all steps.

5.4.1. Energy storage requirements for a rising share of ren ewable energies

At the beginning of the transition, the volatile electrjcifeneration of wind and PV power can be easily
compensated without an energy storage. For a 30 % share d@fanthPV capacities on the total installed
power plants, the MEET model makes use of the energy stoagéd first time (fig.: 5.19). Starting
with an energy storage capacity of of 0.013% (0.5 TWh) fordpes annual electricity demand, the
required storage capacity rises exponentially with areiasing share of the installed wind and PV power.
The growth rate of the needed storage gets reduced only éetiive 40 % and 50 % fraction of the power
plant share and coming closer to the 100 % wind and PV scenahich ends at 3.8 % (148.8 TWh)
storage capacity of the annual electricity demand.

When additional wind and PV power plants is installed to tB8 % scenario, this excess capacity
leads to a reduction of the required energy storage capg@aityipare section 5.2). For a 100 % excess
capacity, which means 200 % of required power plant capaitigyenergy storage will be reduced to
0.2% (9.5 TWh) of the annual electricity demand (fig.: 5.1)e reduction goes in two major steps. A
strong reduction for the first 20 % of excess capacity folldveg a slower reducing effect. This could
be explained by two effects: 1) when adding further powentptapacities in the MEET model, the
efficiency of this power plants goes down as the best sitesefmwable energies were used first. 2) the
reduced energy storage capacity is for compensating snpaitexds of deficits and thereby the installed
excess capacity is less efficient in reducing the requiredgenstorage (see section 5.5 and fig.: 5.24 as
well).
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Figure 5.19.Required energy storage capacity in Europe for the tramsftom the power plant mix of 2007 Teske et al.,
2010) to the 30% wind and 70 % PV power scenario with weathtx d62009. The share of wind and PV
power on the total power plant capacity is increased in 10#tsteps. Once the 100 % renewable scenario is
reached, up to 100 % excess wind and PV power plant capaditgtadled, leading to '200 % share’ of required
wind and PV power plant capacity. The required energy secagacity increases fast once the share of weather
dependent renewable power plant capacities exceeds 50 #eacties its maximum at 100 % renewable power
with a storage capacity of up to 3.8 % of the annual elecyridémand. The installation of excess capacity as
described in section 5.2 lead to a fast reduction, but at 2@@éss capacity the effect is reduced. (* The wind
and PV power capacity have been changed into a 3 to 7 ratio.)

5.4.2. Use of power plants during the electricity supply tra nsition

During the transition to the renewable energies basedrigiégsupply system, the different power plant
types need to change the degree of capacity utilisation todinew requirements. The full load hours
of the site dependent wind and PV power plants get reducddimgteasing capacity share (fig.: 5.20)
as the prime sites have been used by the MEET model at firstdatitibaal capacities need to be placed
at regions with reduced potentials. The runoff river hydoovpr remains at 2628 full load hours as
it is given to the MEET model (section 3.9). The utilized czipaof bio power plants should not be

considered, as the full load hours are hardly dependent erninstalled power and the constraint of
137 TWh/a (tab.: 3.5) as maximum electricity generation tmygmwer plants for Europe. The nuclear
and coal power plants start at too high a level of full loadrspas discussed in section 4.3. But their
behaviour of utilization reduction due to the rising shafevond and PV power, with priority on the
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5. Electricity supply scenarios and MEET model results

electricity feed-in, is well represented (fig.: 5.20). Se ttuclear power plants which have the longest
cool down time (tab.: 3.6) are only able to keep the full loadis up to a wind and PV power share of
40 % on the high level. Already after the 50 % share, the atiligower of nuclear power plants becomes
lower than the coal power plants and hardly declines. Thé poaer plants need to follow the fast
declining trend after a share of 60 % of power capacity isrglwewind and PV power. Only the flexible
gas power plants start to increase their full load hours afied and PV power plants reach a share of
30 % on the total power capacity. After a share of 50 % gas pplesits are even more often needed to
compensate the volatile electricity generation of the wvénd PV power plants.

The total power plant capacity needed to be installed rastef with an increased share of wind and
PV power (fig.: 5.21 (a)). So the installed power plant capastiarts at 173 % (780 GW) of the annual
mean power required to meet the demand of Europe and rises 6if0t% (3028 GW) for the power
supply by 100 % wind and PV power. The share of generatedrigiéeistarts clearly dominated by the
gas, coal and nuclear power plants (fig.: 5.21 (b)). After 50f%stalled power is given by wind and
PV power plants, the share of electricity generated by rmua@d coal power plants declines quickly,
while gas power plants mainly stay on their share of elattrigeneration. Having 80 % or more of
power plant capacity given by wind and PV power, the eleityrigeneration needs to exceed the annual
electricity demand, which is based on the losses for theggratorage activities.
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Figure 5.20.Full load hours of power plants for the transition from thevgo plant mix of 2007 (Teske et al., 2010) to the
30 % wind and 70 % PV power scenario with weather data of 200% share of wind and PV power on the
total power plant capacity is increased in 10 %-point st¥gkile the full load hours of nuclear and coal power
plants decrease for a rising share of weather dependentamuh@V power plants, the gas power plants have to
be used more often to compensate fluctuations in electsaipply. (* The wind and PV power capacity have

been changed into a 3 to 7 ratio.)
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Figure 5.21.(a) Installed power plant capacities for the transitiomse® in Europe as in fig.: 5.20. Because the utilised
capacity of wind and PV power plants is much lower than fordtieer power plants (fig.: 5.20), the total power
plant capacity required for the supply increases fast viighshare of wind and PV power from 173 % to 670 %
of the power being required in the annual mean. (b) By powentitype generated electricity for the transition
scenario in Europe. The slight variation of the total eieanergy being generated during the year is based on
the losses when using the energy storage.

5.5. The requirements on energy storage facilities during a year

To show the way the required energy storage capacity is usédvaat the requirements on energy
storage facilities are over the course of a year, the hourbrging and discharging rates have been
investigated. This is important to decide for the best tetdgy to use to balance the electricity supply
since the energy density and the efficiency of energy coimrevsry quite strongly among energy storage
types such as pumped hydro power, compressed air energygstor hydrogen and methane storage
(Bunger et al., 2009). So not only the total storage capdumityalso the required power and the frequency
of use has to be considered for organizing an energy stonfigetructure.

Looking on the example of the 30 % wind and 70 % PV power scer@rEurope without excess
capacity and for the weather data of 2009, the time whereribegg storage is needed to compensate
a deficit in electricity supply is clearly longer with 5444t the periods where excess energy can be
stored with 3316 h (fig.: 5.22 (a)). Further the annual loadhtion curve of the power of the energy
storage for the mentioned scenario shows that the ratedrpmiwke energy storage needs to be more
than two times higher for storing (charge) than for genegagélectric power (discharge). The maximum
power capacities for carging and discharging the storageaely used during the year which can be
seen at the high peaks at the left and right border of fig.: @p2ut then the slope of the load duration
curve stays relativly constant during the main time.

Of course the required charging power of the energy storagms to be quite high as itis 1190 GW
(264 % of the on-average required electric power of the supgglion). Obtaining this power in relation
to the total energy storage capacity of 148.8 TWh, the saetiar the MEET model comes out with
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5. Electricity supply scenarios and MEET model results

1 kW power per 125 kWh storage capacity. This ratio is totallyange or even up to a factor of ten
less power per storage capacity compared to existing putmysrd power energy storages presented in
Blinger et al. (2009) and therby feasable.

The filling level of the energy storage reaches its maximuntte 30 % wind and 70 % PV power
scenario without excess capacity at 3.8 % (148.8 TWh) of tirial electricity demand. From there,
the annual duration curve of the stored energy (fig.: 5.2p tarts with a fast reduction of the used
storage capacity, followed by a filling level between apprately 2.5 % and 2 % of the annual electricity
demand that covers round about half of the time during the yeéaally, the lower storage filling levels
again vary much faster.
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Figure 5.22.1a) Annual load duration curve of energy storage power wétative values for charge and positive values for
discharge the storage for the 30% wind and 70 % PV power sceofiEurope without excess capacity and
for the weather data of 2009. Discharge takes place for dbbid h a year and charge for 331®6he required
charge power is about two times larger than the dischargeipdb) The annual duration curve of stored energy,
having a flat region in the middle foe about half a year time.
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5.5.1. Separation into long and short time storage

Looking on the stored energy over the course of a year forxthenple of the 30 % wind and 70 % PV
power scenario without excess capacity and the weather@#,28e maximum stored energy occures
in October (fig.: 5.23 (a)). So in this PV power dominated c#se storage mainly get charged during
the summer season and needs to be used during winter timghdBsasonal storage trend is overlayed
by a dayly variation mainly based on the PV power that can ke 8§ zooming into the timeline; for
example, to the week of the 19th to 25th January 2009 (fig3 &}).
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Figure 5.23.1a) Stored energy during the year for the 30 % wind and 70 % RMepeapacitc scenario of Europe wihout
excess power for the weather data of 2009. (b) Zoom into thekvirem 19th to 25th January. (c) Stored energy
of long time storage (LTS) (black line) and short time steré§TS) (red line) during the year. The maximum
storred energy of Its and sts occure not at the same time eswthl storage capacity is slightly larger in this
case than for one single storage type. (d) Zoom into the week 19th to 25th January.

Regarding the different overlying frequencies of storingrgy and the different requirements of the
energy storage, it makes sense to separate the storageéaaskbng time storage (LTS) and short time
storage (STS). A frequency analysis of time series caledlaly the MEET model showed a 24 h time
range as a good criteria for separation of a long and shoe $itorage (Gotz, 2013). Therefore, a tool
developed by Go6tz (2013) was used to split the energy stdiageline of the MEET model into the
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5. Electricity supply scenarios and MEET model results

STS part with storage cycles equal or shorter than 24 h andparS(fig.: 5.23 (c)). As the PV power
specially needs to be compensated by the STS, its use iagsdaluring the summer period. The STS
now levels out the daily fluctuations given in fig.: 5.23 (bylaaduces the use of the LTS (fig.: 5.23 (d)).

To investigate on the behaviour of long and short time s@rége separation of the MEET model
energy storage time line has been done for all transitiomes@as from a conventional to an 100 %
renewable electricity supply (section 5.4) and the excesgep scenarios (section 5.2) for the model
region of Europe and the weather data of 2009. The LTS andTi®t&nd to rise exponentially with
an rising share of wind and PV power (fig.: 5.24 (a)). But thdiagl of excess power only reduces the
demand of LTS while the required STS capacity remains alicmsstant.

While the maximum capacity of the LTS is about 30 times lathan the STS capacity (fig.: 5.24
(a)), the annual volume that goes through these two stoyggs s about the same or even higher for a
high share of renewable power (fig.: 5.24 (b)). So for the 1G&&mario, more than 10 % of the annual
required electric energy passes eiter the LTS or the STShéthrstorage systems, the annual volume
rises as well exponentially with the share of renewable pamel is reduced by adding excess power
plant capacities.

The number of total cycles the storage systems completegaeriy anti-correlated once the share of
installed renewable power exceeds 60 % (fig.: 5.24 (c)). k@100 % scenario, the LTS only gets 2.9
full cycles per year of its energy storage capacity. The SE8hes 165.6 cycles per year, which means
approximatly one full cycle all 53 h.

Knowing that different energy storage systems typicallyeneither a high efficiency or a high energy
density, the separation into long and sort time storage ifighuseful, but it leads in total to a slightly
increase of the total storage capacity. So while the 30 % amti70 % PV power scenario comes with an
required energy storage capacity of 148.8 TWh for Europplitig) leads to 146.2 TWh for the LTS and
4.1 TWh for the STS. This is in total an increase by 1 % of thtotiad required energy storage capacity.
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Figure 5.24.Transition from the power plant mix of 2007Teske et al., 2010) to the 30 % wind and 70 % PV power capacity
scenario with weather data of 2009. The share of wind and BMepon the total power plant capacity is
increased in 10 %-point steps. Once the 100 % renewablerscéneeached, up to 100 % excess wind and PV
power plant capacity is installed, leading to '200 % shafe’eguired wind and PV power plant capacity. (a)
Required long time storage (LTS) and short time storage $@facity. Both storage capacities rise up to the
100 % renewable scenario, but the LTS requires about 30 tinoes capacity than the STS. The installation of
excess power plant capacity almost effects the LTS. (b) Ahwalume of stored energy at the LTS and STS.
For the high share of wind and PV power scenarios, the ST8sstdrout the same amount of energy as the LTS.
(c) Amount of annual total cycles of LTS and STS. For the 10@#&nario the STS does about 165 cycles of its
energy storage capacity while the LTS only does about 3. éfboer a high efficiency is required for the STS
to minimise losses. For increased excess power, the nunfilzemoal cycles rise for the LTS as its capacity
declines. (* The wind and PV power capacity have been chaimded 3 to 7 ratio.)
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5.6. Influence of increased full load hours for wind power pla nts on electricity supply

In this section, the effects on the electricity supply of @gble increase of full load hours of onshore
wind power plants will be investigated for the model regidnEnrope. As this would mean that a
volatile electricity source could increase its annual laggity, the focus is set to the required energy
storage capacities and the power plant capacities itself.

In the last 30 years, new wind power plants tend to rise irr the hight, rotor diameter and rated
generator power as well quite fast to get the maximum eteetnergy at the sites and to reduce the
levelized electricity costs (Wiser et al., 2011). For thiatireely expensive placement of offshore wind
power plants and the good wind conditions at their sites tloincept still makes sense, but for the
onshore wind power plants things seem to change a bit. Mamteshore wind power plants tend to have
a reduced generator capacity in relation to the hub hightlamdotor diameter (van der Hoeven, 2013).
This leads to the fact, that such a wind power plant reackeasied power at even lower wind speeds
(fig.: 5.25) and thereby the availability and the annualséd capacity in terms of full load hours rises.
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Figure 5.25.Fictive reduction of the rated generator power of the Nord&® power curve to 75 %, 50 % and 25 % of the
original power.

An increased availability of the wind power plants could biesting for future electricity markets
like direct selling of electricity generated by wind powbuyt the more continuous feed in effects the
required energy storage capacities as well. In the casedIEFEET model region of Europe the required
energy storage capacity could be reduced by 20 % for the 100 power scenario using windpower
plants at 50 % reduced generator power. For the 30 % windpanei70 % PV power scenario, even
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5.6. Influence of increased full load hours for wind powemnptaon electricity supply

using wind power plants at 25 % of the original generator powgduced the required energy storage
only by 12 % (fig.: 5.26(a)).

Because only the generator power, but not the wind powet glaa was reduced, there is a higher
demand for land in which to place the required wind power. @dte at 25 % rated wind power plants,
the required area even exceeds the allouwed land share off 5% BMEET model for the 100 % wind
power scenario.

Indeed the required area per installed kW peak power risde vdducing the rated generator power,
but because the full load hours of these wind power plangsasswell (fig.: 5.26(c)), there is less power
capacity to be installed (fig.: 5.26(c)). This counters theréased area demand at least for a while.
So for the 100 % wind power scenario, the required power é¢gpiaaeduced by 35 % for wind power
plants ratet at 50 % power and their full load hours incredisen 1776 h by 52 % to 2707 h. For the
30% wind and 70 % PV power scenario, the full load hours reaeh 8048 h for the 50 % rated plants,
as in this scenario fewer wind power plants need to be irstalt sites having poor wind conditions.
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Figure 5.26.Europe scenario with an electricity demand of 3956 TWh/d 6% wind power installed (blue) and 30 % wind
and 70 % PV power installed (yellow) with the weather data@2 The used power curve for wind power
simulation was set to 100 %, 75 %, 50 % and 25 % of the originalegpaurve (fig.: 5.25) by keeping the rotor
diameter constant to increase the full load hours. (a) Reduenergy storage capacity going down with rated
power of the wind power curve due to a higher availabilityla# tnstalled power capacity. (b) Required power
to be installed for the electricity supply decreasing with tated power as the full load hours increase. (c) Full
load hours of wind power plants increase with a reduced gémepower of the wind turbines. The 100 % wind
power scenario is missing for the wind power plant at 25 % efrdted power as the required number of wind
power plants exceed the allowed area to be installed.

114
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5.7. Substituting PV power by CSP plants

As CSP plants typically have a thermal storage to become mdependent of the daily variations of
solar radiation, they could be an option to PV power plantsethuce the required energy storage that
balances the supply and demand of electricity. To inveigitias while using the weather data of 2009,
the 100 % PV power scenario for Europe was choosen and modb¥isdbstituting parts of the PV by
CSP plants.

Except for a very small reduction of the required energyagjercapacity for an electricity supply
by 90% PV and 10 % CSP plant capacities, the required stoigggcity rises almost linear instead of
decreasing (fig.: 5.27(a)). Starting from a required enstgyage capacity of 18.7 % of Europe’s annual
electricity demand it reaches 32.3 % for an electricity $ypy 80 % CSP and 20 % PV power plants. A
further increas of CSP ratio was not possible as the suitall@ reaches its limit.

Looking on the generated electricity, there is a small desgeo the PV power ratio of 60 % of the
power plant capacity, before it rises again slightly for ghair ratio of the CSP plants. The fraction of
electricity generated by CSP plants rises in an logarithway. Therefore only a ratio of 30% CSP
plants already make about 50 % of the electricity supply:(6q27(b)).

Due to the increased efficiency of CSP in contrast to PV poveantp, the required power to be
installed for the electricity supply declines exponetialith a rising ratio of CSP plants (fig.: 5.27(c)).
So for a ratio of 60 % CSP plants, the required power plantagpis reduced by as much as a half. In
total, the installed power plant capacity for the region af@pe decreases from 1000 % of the annual
mean required power to 475 %.

In summary, to substitute PV by CSP plants does not help taceethe required energy storage
capacity but the needed power plant capacity itself.
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Figure 5.27.Europe electricity supply of 3956 TWh/a by a varying ratioosfly CSP and PV power plants installed and
simulated with the weather of 2009. (a) Required energyagmcapacity increasing from 18.7 % of the annual
electricity demand for 100 % PV power to 32.3% of the annuatteicity demand for 80 % CSP and 20 %
PV. A higher ratio of CSP was not possible as the required @réastall CSP plants would exceed the limit
of the MEET model. (b) Generated electricity by power plamtet Due to the higher full load hours of CSP
plants, their electricity share rises fast with their cajyaand at the 30 % power capacity scenario CSP plants
already generate 50 % of the required electricity (c) Reglpower to be installed for the electricity supply.
The required power plant capacity decreases fast from 1000th& annual mean required power for 100 % PV
to 475 % of the annual mean power for 80 % CSP and 20 % PV powe rdtuced capacity forces the increase
of the energy storage capacity of (a) to compensate thesaglagriations.
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6. Discussion of electricity supply scenarios

The results presented in section 5 will be discussed he® lirther investigations on possible conse-
quences in terms of e.g. required area, energy storagesastipply security for some of the presented
electricity supply scenarios will be shown. Again, the fedar the detailed discussions is set to the
model region of Europe.

Even if it could be a goal of a future electricity supply doatied by weather dependent renewable
energies to reduce the required energy storage capacitinioimum, the economic view plays a major
role as well and typically dominate the decisions for a r@sglpower plant mix. Therefore an estimate
of the influence on the cost for electricity is presented is section in addition.

6.1. Rising energy storage needs for a transition to a renewa ble electricity supply

The discussion in this section is based on the results ofit@ations presented in section 5.4 and 5.5.
Scenarios of a transition from the European electricitypbugystem towards a supply by only wind
and PV power have been investigated by using the MEET moadehérising needs for energy storage
capacities and the use of these capacities in the courseeafranll be discussed as well as the options
of realizing these capacities.

The transition from an electricity supply, based on fueldipower plants to a supply by power
plants using weather dependent renewable energies, Badgtrong increase in required energy storage
capacities as presented in section 5.4. This is based orathetfiat most conventional power plants
of today can be adjusted in their electricity generationh® demand (Weindorf, 2011). But power
plants that use weather dependent energy sources as wiolkoesergy, need additional energy storage
systems to get the electricity generation and demand tegeth

Based on EURELECTRIC (2011), the current energy storagaaitypof European pumped hydro
power storage plants is about 2.5 TWh, which corresponds0®% of the annual electricity demand
of the MEET model region of Europe. The simulation of the MEf&®del for the European electricity
supply, using the power plant mix of 2007, did not require mergy storage. The already existing energy
storage capacities of Europe have not been exceeded byrthkagons until a power plant share between
50 % and 60 % of installed wind and PV power (fig.: 5.19). Thigldde explained on the one hand
side, as the MEET model is based on the assumption of a petéatticity grid that allows a balanced
electricity supply all over the model region. On the othendhaide one should not forget that, even in
the 50 % wind and PV power scenario, only 26 % (fig.: 5.21 (bYhefannual ectricity is generated by
the non regulatable power plants. But the main reason faytednergy storage demand is based on
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economics, like giving the option to keep nuclear power glannning over low demand night times or
to use temporal price differences on the electricity market

The required energy storage capacity up to the scenarioaviifi % wind and PV power share is
extremely low compared to the high share scenarios with aradd for storage capacities of about two
orders of magnitude higher. The energy strong capaciteaxup to 3.8 % (148.8 TWh) of the annual
electricity demand is based on the fact that around the s¥fe8 % wind and PV power plants, their
installed power capacity exceeds the maximum power demhtieeanodel region (fig.: 5.21 (a)). So
the chance that, in good weather conditions, these powatspigenerate more electricity than actually
needed is given and rises with each increase of the instafledl and PV power plant capacity. So as
not waste the energy, energy storage plants are requiredaode the electricity generation and demand
over the day or even over seasons. Only by increasing thalattwind and PV power plant capacity
beyond 100 %, the resulting excess power reduces the rdqeirergy storage capacity again, but this
effect will be discussed in section 6.2.4.

6.1.1. The relation between required energy storage power a  nd capacity

Considering the power the energy storage would need to giwetb take from the electricity grid in the
case of the 100 % share of wind and PV power plants to levelleatriity generation and demand, the
duration curve in fig.: 5.22 (a) provides an overview. Thhs, tated electricity generator power of the
storage device is at about 110 % of the annual mean power deamahthe rated power of the storage
unit comes out with about 260 %. This ratio of about 1 kW : 2.4fd\klectricity generation and storing
for the energy storage is based on the high amount of indtptever plant capacity. For the 30 % wind
and 70 % PV power scenarion, 663 % of the annual mean powerndkeimeequired to be installed (fig.:
5.2 (c)) and if they all operate well for the same time due todgaweather conditions, the energy storage
obviously will have to take a high power from the grid. Due he different loads for storing energy
and generating electricity, the time in which the energyegje is required as electricity supplier is about
62 % of the year. So the electricity supply benefit for a longetiof some intensive peaks in electricity
generation by the volatile wind and PV power.

6.1.2. The benefit of separating energy storage tasks into lo ng and short time storage

As described in Go6tz (2013), it is of interest to separateetiergy storage tasks to a Long Time Storage
(LTS) and a Short Time Storage (STS) for an optimized usecthragiders their specific requirements. In
this case the deviation of the energy storage systems waedddy the storage cycle time of maximum
24 h for the STS and storage cycle times exceeding this tinne kgéated to the LTS. Thus, for the 100 %
wind and PV power scenario, Europe requires a capacity ébd4L1 TWh) of the annual electricity
demand for the STS and 3.7% (146.2 TWh) for the LTS. The reagyrtheir sum is slightly higher than
the storage capacity of one single energy storage type§T48h) is simply based on the fact that their
maximum filling levels are not necessarily reached at theesame (fig.: 5.23).
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6.1. Rising energy storage needs for a transition to a relolevedectricity supply

Investigating on the growth of the required energy storameacity of STS and LTS for the rising
share of wind and PV power plants, one could expect thataliyit the required STS capacity would
rise followed by the required capacity of LTS. But in facteavin the scenarios having a low share of
wind and PV power, the required capacity of both storagestygwew more or less in parallel (fig.: 5.24
(a)). Of course, at the beginning, the growth rate of the L§ Slightly reduced compared to the STS,
but even at the beginning, storage cycle times of more thanda¢ur. On the other hand, the required
storage capacity of the STS also rises up to the 100 % wind ®rmubRer scenario. A major difference
happens in the case of excess power plant capacities. Whileguired storage capacity of the LTS gets
reduced by the excess capacity, the STS capacity staysatesff(fig.: 5.24 (a)). So this excess capacity
specially helps to reduce the seasonal deficites in therigiecisupply, while the daly balancing needs
specially triggerd by the behaviour of PV power and the day right cycle of electricity demand, still
remain.

Considering the total amount of energy that passes the LOSSdis during a year, this number is
almost the same for both storage types once the share of withdP® power plant capacity exceeds
60 % (fig.: 5.24 (b)). Even if the LTS has a much higher capattiey STS compensates this easily as it is
used much more often for these scenarios (fig.: 5.24 (c))oSdé 100 % wind and PV power scenario,
the LTS mainly balances the seasonal differences and redqu$teunder three turn-overs of its storage
capacity. In contrast, the STS that balances the daily fatictus of electricity generation and demand,
ends up with about 165 turn-overs of its storage capacitghwirieans that on average, approximatly half
its storage capacity gets used day by day.

Concluding the behaviour of LTS and STS, the deviation inésé two energy storage systems allows
an optimized use of different energy storage technolddimstheir requirements. In the case of a STS
it is important that the storage system has a high efficieaagduce the energy losses while using the
storage device as it will be used around 57 times more often #m LTS. For the LTS, a major point
is the energy density to reduce the required space for thendrd5 times higher capacities compared
to the STS, that would be needed to be installed. So, as ST&éwnple pumped hydro power storage
plants, compressed air energy storage or battery systemnis We a good choice and as LTS to generate
hydrogen or methane and store this offers a good option Beaafuan energy density about 100 times
higher than the mentioned STS technologies (G6tz, 2013).

6.1.3. Requirements for power plants during the energy supp ly transition to 100% wind
and PV power for Europe

Regarding the full load hours of the power plant types fortthasition towards an electricity supply by
100 % wind and PV power plants, the efficency of use reducghtblifor wind and PV power plants
with their rising share as the best sites have been usedfiiyst§.20). This effect is even stronger for

1For detailed informations on the energy storage technetosiee Biinger et al. (2009), Gétz (2013) or with focus on CAES
systems Vardag (2010).
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the wind than for the PV power, because the spacial diffa®ic the wind power potential are much
larger than for the PV power (fig.: 4.3 and 4.2). The simuldétéidoad hours of bio power plants should
not be seen as real, as the main effect results from an artéfe whole-percent-numbers used for the
setup of the power plant mix for the scenarios. So, the srhatiesof only 2 % bio power in the begining
lead to a reduction in only two steps for the 30 % and the 70 %awaimd PV power scenario. For the
other scenarios the in total rising power plant capacity iaeeded to be installed even leads to a rising
bio power plant capacity and thereby to a reduction of thiddald hours.

Most interesting is the behaviour of the nuclear, coal arddmmaver plants. Up to an share of 30 %
wind and PV power, the full load hours of the coal, and spbcigds power plants get reduced to com-
pensate the increased electricity generation by renevesitdgies. The nuclear power plants, having the
highest priority to feed-in their electricity in contrast¢oal and gas power plants, is superseded by the
feed-in of wind and PV power plants after they reach a 30 %esbéinstalled power capacity. From
this point, the unflexible nuclear power plants get reducatiéir full load hours from more than 8000 h
to only 1300 h in the end. The coal power plants show the saem& tbut in a reduced way as their
downtime is about four times less than from the nuclear pgueets (tab.: 3.6). Only the gas power
plants increase their full load hours from around 3000 h t0080before they come out of the supply
scenario. The given down time of only 3 houres and their lowimum load level of 18 % of the rated
power allows the gas power plants to compensate the fluohsaith the electricity generation of the wind
and PV power plants.

Aiming towards a 100 % electricity supply by wind and PV powdants, the in total power plant
capacity required to be installed rises exponentially:(Bc21 (a)). This is based on the accumulation of
two effects. First, the wind and specially the PV power @aggnerate much less electricity per installed
capacity during a year (compare full load hours fig.: 5.200s, for example, a share of 70 % of wind
and PV power is needed to generate about 50 % of the requieettieity (fig.: 5.21 (b)). Second,
the rising share of wind and PV power also reduces the full loaurs of the coal and nuclear power
plants. Therefore the required power plant capacity risea fL70 % to 670 % of the annual mean power
demand.

6.1.4. Feasibility of installing the required energy stora ge capacity in Europe

Coming to the feasibility of the required storage capasiteven the highest required capacity resulting
from the 100 % wind and PV power scenario with its 3.8 % (148\) of the annual electricity de-
mand seems to be quite practicable for Europe. Thinking tamamped hydro power storage plants as
the most developed large storage technology, the actuatcitgmf Europe, with about 2.5 TWh (EU-
RELECTRIC, 2011), is more than enough for the begining oftthasition of the electricity supply
system. Regarding the expected potentials of Scandingiamped hydro power storage plants with
121.5 TWh storage capacity (Sterner et al., 2010), it shdnas Europe should be able to manage the
required storage capacity of 148.8 TWh for the 100 % sceneitlothis storage technology.
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Thinking about a separation of the energy storage into STSL&® systems, things become even
easier. The required 4.1 TWh STS capacity for the 100 % sief@arces only an increase of Europe’s
pumped hydro power storage capacity by 40 %. Then the 14612 INV® capacity could be realised by
storing the energy by generating hydrogen or methane angbipgnit into underground gas cavernes.
Estimating the required gas volume that would be needed &idyed by using the calorific value of
hydrogen of 2.995 kwh/fm(normed) or for methane with 9.968 kWh/n(normed) and the efficency
of modern gas power plants of 0.39 (Hoflich et al., 2010), Baravould require to store 12512° m3
hydrogen or 37.40° methane as LTS. As underground gas storage facilities sgadyl a common
way of storing natural gas, it should be no problem to provfue required storage capacities. Even
Germany had in 2012 about 42° m? of operating volume (Erdgasspeicherung, 2013) and Eurage h
approximately 175.40° m® already installed in 1999 (Sedlacek, 1999).

In fact the above mentioned gas storages are already in us@) the case of a 100 % electricity
supply by wind and solar power the need to store natural gasgdwme hardly reduced. Anyway, the
estimation demonstrates that the required storage cgpsciot a project of unrealistic size.

The feasibility of installing the required wind and PV powaants will be discussed in section 6.2 and
the example for Germany can be found in section 6.4.

6.2. 100 % electricity supply by wind and PV power

As wind and solar power have the highest potentials and V@l fhe major role in a renewable electricity
supply (Heide et al., 2010; Vuuren et al., 2009), a speci@idavas set on this weather dependant energy
sources and their effect on the requirements of energygaarapacities. Based on the results of section
5.1 and 5.2, the options for an electricity supply based armwaind PV power only will be discussed in
this section. Therefore the dependency of required eneogsige capacities on the mix of wind and PV
power has been investigated as well as the effect of wind &fwoer excess capacities. Regarding the
analysis of multiple years of weather date, an estimatioth@fsecurity of energy supply based on the
available storage capacity will be given. Finally, a paraimequation coming from the fit-functions for
the wind and PV mix and the excess capacity analysis has lmestrected to describe the behaviour of
required energy storage capacity over the whole range afrapfor the example of Europe.

6.2.1. Mixing wind and solar power

The influence on the required energy storage capacitiesodméxtng wind and PV power plants being
discussed in this section are based on the simulationsressi] section 5.1.

Especially in regions of higher degrees of latitude, whéee dvailability of wind and solar power
varies with the seasons, it might be of interest to mix thesegy sources. As wind typically dominates
the winter season and sunshine rises in its availabilityiatghsity in the summer, the required energy

2The capacity of a rhgas is normed to standard pressure of 101,325 Pa and to staedwerature of 273.15 K.
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storage capacity to balance the seasonal differencesdtrieiy generation by wind and PV power can
be reduced by installing a specific mix of power plant cajeit

In the case of Europe, the required energy storage capaditynimized for a mix of 30 % wind and
70 % PV power plants (fig.: 5.2 (a)). This can be explained asfiifits almost perfectly into the west
wind zone (fig.: 6.1 (a)) with its strong seasonal cycle of theaconditions. In this combination both
power plant types generate about 50 % of the required addgtduring a year (fig.: 5.2 (b)). So they
compensate their seasonal variations as given in fig.: b (@&). Of course to minimize the required
energy storage capacity does not need to be the only crifemnarole of costs plays a major role beside
the general feasability for planing a future electricty @ysystem, but this will be discussed in section
6.3.

Except for Europe and New Zealand, all other regions of theEMEnodel are passed by the 30th
degree of latitude either in the northern or southern helneisg This region is known as the subtropical
high pressure belt, where the air coming from the equatdsdiiown in the cycle of the Hadley cell and
leads to almost cloud free and dry weather conditions. Thesditions clearly favour the use of solar
power and so the MEET model typically tries to use this regifar placing the PV power plants (fig.:
6.1 (b)). Asthese regions are much less sensitive to theshnycle, the required energy storage capacity
minimizing the supply scenarios of North America, Asia arfdda clearly tend to be of a higher or even
100 % ratio of PV power plants (fig.: 5.5 (a), 5.7 (a) and 5.3 (@)the cases of North America and Asia
this even lead to the lowest required energy storage cigmoitiative to their annual electricity demand
with almost 2 %.

In the case of South America, the Andes offer a high potefdiaPV power as their height leads to
increased solar irradiation combined with a reduced aiptrature. Because of their large extension in
a north-south-direction, the MEET model places a lot of PWe@oplants as well outside the subtropical
high pressure belt, which again increases the seasonabildyi Therefore, a combination with wind
power reduces the required energy storage capacity fomtbdel region mostly at a ratio of 50 % wind
and 50 % PV power plants (fig.: 5.4 (a)).

Regarding the results of the model regions of Australia aed/ Mealand, it should be mentioned
that they might be less robust than the other regions. Asrthaa electricity demand of these regions
are quite low compared to the other regions, just a few grid ¢t used by power plants to supply
the whole region (fig.: 6.1 (a) and (b)). Therefore the behavbdf electricity generation and required
energy storage capacities is sensitive to the weather sétfesv grid cells. Australia is the only model
region where the maximum of required energy storage capaciurred not at one of the 100 % wind
or PV supply scenarios but at 20 % wind and 80 % PV power (fi:(&)). Even if the PV power is
placed along 30latitude, the lowest required energy storage capacity enaae is reached at a ratio
of 50 % wind and 50 % PV power. Taking the variability of regairenergy storage capacity among the
simulated years into account, the 100 % PV power scenarititrpigrhaps be the best trade-off for this

region.
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6.2. 100 % electricity supply by wind and PV power

Finally, one can conclude that, for all model regions, thé&ial power plant capacity required to be
installed rises in an exponential way with the ratio of PV powlants. This will be an important point
once it comes to the influence of costs on the preferred polaet mix (section 6.3). On the other
hand, the variation of annually generated electricity for gdwer plants is only about the half that of
the variations for wind power plants (fig.: 4.2 and 4.3). Tleizds to the fact that in almost all cases
the standard deviation of the on-average required eneogsiget capacities rises with the ratio of wind

power plants being installed.
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Figure 6.1.Distribution of installed wind and PV power plants on the MEEodel grid cells having a resolution of 2.5
latitude and longitude. (a) Installed wind power capasifier a 100 % wind power supply of all MEET model
regions. While Europe, having a high electricity demand garad to its land area, the wind power plants are
installed to many grid cells, other regions show wide unumeds. In the very most cases the wind power plants
can be found installed in the west wind zone. (b) Installedp@\Wer capacities for a 100 % PV power supply of
all MEET model regions. Again Europe shows a high densitysefduarea but in general the favoured regions to
install PV power plants can be found along the subtropiagth fpressure belt.
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6.2. 100 % electricity supply by wind and PV power

6.2.2. Security of electricity supply of Europe depending o n the energy storage
capacity

The calculations of the required energy storage capaditgricelectricity supply based on wind and PV
power presented in section 5.1 have been made by using welatiasrom the year 2000 to 2010. There-
fore, the standard deviation of the on-average requiredygretorage capacity can be used to estimate
the required energy storage capacity necessary to managtaaamount of potentially possible years
of weather conditions.

In the case of Europe the required energy storage capaaittbtheir standard deviations given in fig.:
5.2 (a) have been used to calculate the 80 % (mean v),.80 % (mean + 1.28), 95 % (mean + 1.65),
99 % (mean + 2.38), 99.9 % (mean + 3.09) and 99.99 % (mean + 3.92 quantile of required energy
storage capacities (fig.: 6.2). Due to the different stashdi@viations of the modelled electricity supply
scenarios, the shape of the original courve is changingtslidut the principal behavior keeps the same.
As the variability of wind power scenarios is higher thanwhdability of PV power, the required energy
storage capacity to guarantee the prefered quantile @s¢srffor the wind power dominated scenarios,
but only for the 99.99 % security quantile, the required gnetorage capacity of the 100 % wind power
scenario exceeds the capacity of the 100 % PV power. The 30#b avid 70 % PV power scenario is
still the electricity supply requiring the lowest amountasfergy storage capacities for all quantiles. In
this case the 99.99 % quantile requires, in contrast to thalated 50 % mean value, almost a doubling
of the energy storage capacity from 3.8 % to 7.5 % of the angleatricity demand.

Finally, the choice of energy storage capacity will be annecoic question since, for example, the
security of the 99.99 % quantile would mean that only one iyf®Q0 years this storage capacity would
not be sufficent but in almost all other years a part of thisacdp will not be used. The option of
installing energy storage capacities covering extremia gigantiles gets even more relative as the loss of
a certain ammount of storage capacity typically does nod nedéead to a total blackout as some power
plants will always generate electricity. So, just a reductly some consumers would be a typical impact
instead of a total shut down. To illustrate this behaviole, timeseries of the energy storage from the
30% wind and 70 % PV power scenario has been choosen for thbevatata of 2009. A reduction of
the total energy storage capacity leads in this case to acitdefspring time (fig.: 6.3). While the end
time of the deficit period is always at the same point, fromdtibe generated electricity gets enough to
charge the energy storage in the long run, and the startiimg gets even earlier with the reduced energy
storage capacity. For the extreme case with only 50 % of gretggage capacity, which approximately
correspond to the storage difference of the 99.99 % and ttaroase the 50 % quantile , the whole
period from the first deficit to the last takes 2811 h. This sisua lot, but the time of real deficites in
electricity supply is much shorter and takes in total 276 h.

For the worst time step at the 50 % energy storage capacitagoe90% of the current power demand
could not be supplied. This only occures in a very few hounemtal. In most cases, the power deficit
is between 70 % and 30 % of the power demand, while deficitsab8% again occur only very rarely
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starting at the left with 100 % wind and 0 % PV power and goind ®96 steps to a 0 % wind and 100 % PV power
scenario calculated by using weather data from 2000 to ZDd®black marks represent the mean required energy
storage capacity of the years 2000 to 2010 and the colourekbrtize required energy storage capacity that will
be required to be sufficient for 80 % up to 99.99 % of all weattears. The security is based on the sigma range
of the eleven simulated years (compare fig.: 5.2 (a)). Duleedigher variability for the wind power compared to
the PV power scenarios, the required energy storage cgpgacit00 % wind power exceed the storage capacity
of the 100 % PV power scenario for the 99.99 % security.

(fig.: 6.4 (a)). The duration curves of the larger energyagiercapacities get continiously reduced in
the total time of deficits and the curves get even steeperhédgower demand varies in time and the
duration curves of supply deficits have not been given onfeincent of the current demand, but in GW
as well (fig.: 6.4 (b)).

In principal, if the electricity generation or at least thad term trend could be forecast well enough,
one could reduce the size of the power deficits by shiftingragfat to earlier times by shutting down
some consumers in advance and thereby saving energy to neaipe part of the larger deficits. This
could be of interest if, for example, some industries getigppelectricity contracts with reduced prices
but with the option of taking them off the electricity grid énitical times.

The energy deficit in total is very low over the year. Even arergy storage with just 80 % of
the required capacity still does not lead to a deficit in eleity supply of one percent of the annual
electricity demand (tab.: 6.1). The scenario with an enatgyage of only 50 % actually leads to an
electricity deficit of 1.79%. Of cource in total this would bee electricity consumption of just under
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Figure 6.3.Time series of stored energy for the 30 % wind and 70 % PV powenaio of Europe (3956 TWh/a) and the
weather data of 2009. The black line represents the reqeinedyy storage capacity to pas the year without a
deficit and the coloured lines represent energy storagecitagsaof 99 %, 95 %, 90 %, 85 %, 80 %, 70 %, 60 %
and 50 % of the required storage capacity. The time in springnithe energy storage is empty increases with
reduced energy storage capacity as it is not enough to caafeethe seasonal variation in electricity supply and
regarding autumn, the required energy can not be totalhgdtim the limited scenarios.

one week, but spreading this deficit over a longer periodenié storage is operating (fig.: 6.2), even
this should not be too critical as in thit case only some coress would have to save electricity for this
period instead of having a blackout at the end.
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Figure 6.4.Duration curves of deficits in electricity supply for reddanergy storage capacities given in fig.: 6.3 of the 30 %
wind and 70% PV power scenario of Europe (a) in % of the cumpemter demand and (b) in GW. Even if the
available energy storage capacity is only 50 % of the reduiepacity, a maximum of 276 h will be with a deficit

in the electricity supply and there will be no time withoutyaglectricity, as the highest deficit is 89 % of the in

this time required electric power.

Table 6.1.: Total electricity supply deficit due to reducedtage capacity for the 30 % wind and 70 % PV scenario

without excess power plant capacity and an electricity dehwd 3956 TWh/a of Europe. The reduced
energy storage capacity for the scenarios is given in % oktiergy storage capacity (3.8% of the

annual electricity demand) being required for a supply aiitha deficit.

Energy storage capacity
in % of original required capacity

Electricity supply deficit

in % of annual demand

99
95
90
85
80
70
60
50

0.04
0.18
0.37
0.65
0.72
1.08
1.43
1.79

6.2.3. The feasibility of installing the required wind and P

V power plants in Europe

Coming to the feasibility of installing the required winddaRV power plant capacities, the MEET model

already uses reliable amounts of area (section 6.1) for ldeement of power plants. So wind power

will not exceed 5% of the area of the model regions and PV pavilteven stay below 0.6 %, which

for both is totally within the range of mentioned by Bofingeak (2011) and Braun and Oehsen (2012).
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6.2. 100 % electricity supply by wind and PV power

In the case of Europe, the 100 % wind power scenario with i@ Z3W installed peak power would
require 189,920 kfor about 1.87 % of the total area. The 100 % PV power scenadoijring 456GW
peak power would need 31,920 kof PV panels or 0.3 % of Europe’s surface area. In contrast3@o
wind and 70 % PV power scenario would make use of 9%kB#7or 0.89 % of this region. Obviously
wind power requires much more area per installed power igphan PV power. This is simply based
on the spacing between wind turbines to reduce wake effieatsas long it is not a sellted area where
people could be disturbed by cast shadows or noise, the atea the wind turbines could be used for
other purposes like farming.

To get these area sizes for wind and PV power plants into xprjtest the infrastructure for traffic

in Germany requires 5% of the total surface (Statistisch@sdBsamt, 2008) and in Europe about 5%
is built-up area (Eurostat, 2013). So beside the fact treatehuired areas for power plants are totally
in range of assumed potential areas (Bofinger et al., 20ldyrBand Oehsen, 2012), their share would
be, even for the 100 % wind power scenario, less then a halthefr anfrastructures like the mentioned
transportation sector. The situation gets even more fégssibce in most cases the areas for wind and
PV power could easily have a second use. So PV panels canthiieid®n existing infrastructures such
as roofs, and the area under wind-farms is still suitablestdsti Regarding the share of fields on the area
of Europe with 25 % (Eurostat, 2013), it would be no problerplace the wind turbines on land that is
already in use.

6.2.4. The option of adding excess capacity

Installing excess power plant capacities to the least requvind and PV power plants is an efficient
way of reducing the required energy storage capacitiess fd$s been demonstrated in section 5.2 for
the regions of the MEET model at their individual wind and Rmer plant mix that requires the lowest
energy storage capacities, and will be discussed below.

For all model regions the adding of excess power plant cpadead to a reduction of the required
energy storage capacity in the way of an exponential declwewhile starting at storage capacities of
around 2 % of the annual required electricity demand up to 8&pending on the region, the required
storage converges to capacities between 0.15 % and 0.4 %e lcase of Europe the 150 TWh (3.8 %
of annual electricity demand) of required energy storageacity could be reduced to about 17.8 TWh
(0.45 % of annual electricity demand) for a 50 % excess capaaid converge to about 8 TWh (0.2 %
of annual electricity demand). About 2.5 TWh of the requistorage capacity already exists in Europe
(EURELECTRIC, 2011). The strong exponential reduction ttuexcess capacity confirme the results
for Europe by Heide et al. (2011), having a required energyage capacity of 0.5% of the annual
electricity demand for a 50 % excess capacity but startifmigder value of 10 % of the annual electricity
demand as required storage capacity for no excess capacigason for the variation is discussed in
section 6.2.5.
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6. Discussion of electricity supply scenarios

In most cases the reducing effect tends to become quite $lemaa installed excess capacity of 10 %
to 20 %. But up to this point the reduction of required eneltgyage capacity has already reached 50 %
or even 75 % of the originally required capacity (fig.: 5.9 td3. The strength of the reducing effect is
not directly dependant on the ratio of wind and PV power @ldmit is simply a result of the combination
of the regions characteristics. So for different regionsdsupplied by 90 % to 100 % PV power there
are, as well, reduction rates having a large exponentianpater of 0.18 and regions having a small
exponential parameter of 0.07. About the same spread casubd for the regions using only 50 % PV
power for electricity supply.

The reason why even small amounts of excess capacity reiadarthe effect of reducing the required
energy storage capacity is the dominating seasonal bahavfdhe energy storage, in this thesis also
called the long time storage (LTS) (section 5.5). Lookinglomexample of Europe with the 30 % wind
and 70% PV power scenario, the stored energy reaches itsymaxiduring October and November
(fig.: 5.23). From this point the stored energy declines t@ zm the long run until April. The now
additionally installed excess wind and PV power plants doomly compensate the electricity deficit in
April, that would be fixed by making use of the energy stordlgese powerplants also feed in electricity
all the time and reduce there by the use and thereby the deatiinof the stored energy. As even a small
amount of additional power plant capacity has about four thio reduce the demand of the energy
storage, the effect on the storage capacity in total is larpeés is the reason as well why the LTS shows
the strong reductions while the STS is mainly unaffectednegé excess capacities (fig.: 5.24 (a)). To
compensate large deficits in power supply over the shoddaly periods, one would require much more
additional power plant capacity.

An additional effect of having excess power plant capagitiestalled is obviously to generate addi-
tional electricity over the year that is actually not reediftab.: 5.2). Depending on the excess scenario,
the additional electricity could reach from 0.4 % up to 83.8%4he annual electricity demand. The
challenge is that this electricity is not continuously éadalie over the year, but under the point of placing
the additional power plants to compensate storage cagmcitie excess electricity is free. So imagine
for example the 10 % excess capacity scenario, a minimum.6f%256.4 GW) of annual mean power
would be available for a quarter of the year, 6.2 % for half aryar 3% for three quaters of the year
(tab.: 5.3). This could be, for example, of interest to epargers in heavy industries to do some extra
production or one could use it for the traffic sector in terrhslectro mobility or methanisation.

Returning again to the point of the required area for the véind PV power plants to be installed
in Europe as discussed in section 6.2.1, even the 100 % ezapasity scenario of a 100 % supply by
wind power the 3.7 % fraction of land use would still be snradle the fraction of traffic infrastructure
in Germany (Statistisches Bundesamt, 2008) and therebm@#tely feasible. But with a mix with PV
power the number gets even smaller and a 100 % excess powecafcity seems anyway nhot to be of
real interest as discussed in section 6.3.
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6.2. 100 % electricity supply by wind and PV power

6.2.5. Combining the options of wind power, PV power and exce Ss capacity

Combining section 6.2.1 and 6.2.4 one gets the main optlatshave influence on the required energy
storage capacity for an electricity supply based on windrR¥ighower. Based on the fit-results of section
5.1 and 5.2, eq.: [6.2] has been formed to describe this ffaigtions for the example of Europe.

Eq.: [5.1] of section 5.1 is now specified as functi@y,) and describes the required energy storage
capacity in per-cent of the annual electricity demand inesielency on the ratio of installed wind and
PV power plant capacity. Eq.: [5.3] form section 5.2 is nar@igg), which is a function of the installed
excess power plant capacity and describes as well the egheirergy storage capacity in percent of the
annual electricity demand. The combination of these twaesgions that define the required energy
storage capacity to pass a cycle of one year without a defieiérgy storage, leads to:

Cs(s)
Cotne) = Cotany - (@) [6.1]

Cs(u,¢) returns the required energy storage capacity in perceheadrinual electricity demand of a region
as a function of the ratio of PV power plant capaqitye [0,100 in % and the installed excess power
plant capacitye € [0,100 in % as well. Cyg, represents the required energy storage capacity for no
excess power plant capacity at the wind and PV power mix, vtiexr model region specific fit has been
made. So eq.: [6.1] is based on the simplification that theeslod the storage reduction due to excess
capacities is not depedndent grthe ratio of PV power. This might not represent the real biehenin
total, but as in section 6.2.4 discussed is the separatiothéoregions a good first step and will work
well enough to get an idea about the total field of optionske tafluence on the required energy storage
capacity.

For in the case of Europ&s,,) came out as a polynomial of the order of four and, using the fit
parameters for Europe, eq.: [6.1] can be written as

! % M2
Ce rugue) = (15.224—0.2537- (1+75) +0728 (1+55) —0154 (1+17)
U4 0.193+3.6- €009
+ 001 (1+1O>> ( o3 . [6.2]

SoCs eu(u,e) gives the required energy storage capacity for Europe frdnge of 100 % wind to a
100 % electricity supply by PV power and an excess power dgpaom 0 % to 100 %. If wanted, eq.:
[6.1] could be adjusted for the other regions of the MEET nheate

Regarding the field of required energy storage capacitie&fioope based on eq.: [6.2] (fig.: 6.5),
the minimum required energy storage capacity occurs foti@@d30 % wind and 70 % PV power plant
capacity. From this storage capacity of just under 4 % of tineual electricity demand of Europe, a
strong reduction effect due to the excess capacity getethéred energy storage at already 40 % excess
power to only about 0.3 % of the annual electricity demancdar@fing the power plant mix towards more
PV power, the required energy storage capacity rises quiokl8 % and towards a higher ratio of wind
power, a much slower increase of required storage capaeity 113 % can be found. Reaching an excess

131



6. Discussion of electricity supply scenarios

0W/100S
10W /90S
20W/ 80S
30W/70S
40W / 60S
50W / 50S
60W / 40S
70W /30S

Storage capacity in %
of annual electricity demand

80W /20S
90W /10S
100W /0S

Installed power ratio of wind and PV in %

0 20 40 60 80
Excess capacity in %

Figure 6.5.Range of required energy storage capacities in % of annaetrigity demand for individual mix of wind, PV
and excess power for Europe by eq.: [6.2] based on the redfuits: 5.2 (a) and fig.: 5.9. The lowes required
energy storage capacity is in purple and belongs to abo@ @£2the annual electricity demand. 1 % of the annual
electricity demand can be translated into 87.6 h of annualame electricity demand.

power plant capacity of about 30 % it becomes more and moreatemial which power plant mix has
been chosen as the storage capacity goes anyway under 1 %\aof/thie annual electricity demand.

6.2.6. Comparing the behaviour of required energy storage ¢ apacity with other model
results

A quite similar effect to fig.: 6.5 for the energy storage tiegqments for Europe could be shown by Heide
et al. (2011), while using the model described in sectiora@din Heide et al. (2010). There a minimum
required energy storage capacity of 10 % of the annual @ggtdemand has been found for a mix of
60 % electricity generated by wind and 40 % generated by PVep@lants (Heide et al., 2011). This
ratio is quite close to the 30 % wind and 70 % PV power scenagegnted in this thesis, as between a
ratio of 30 % to 40 % wind power; the generated electricity bgdypower also makes around 60 % of
the in-total generated electricity (fig.: 5.2 (b)).

The major reason why the minimum energy storage capacitusted in this thesis, with its 3.8 %
of the electricity demand, is approximatley 60 % smallenttize 10 % storage capacity given in Heide
et al. (2011) is the fact that they did the simulations canisly for eight years from 2000 to 2007. So
in this case the energy storage even compensates variatioosg multiple years which leads to a much
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6.3. The influence of costs on the power plant mix and excessois

higher storage demand than to compensate as maximum thala@asonal variations. In the case of
Heide et al. (2011) this leads to the point that about 40 % @hilentioned energy storage capacity only
get used in two of the eight years for a period of some weeksking for the maximum instead of the
averaged required energy storage capacity simulated BYEEET model for the years 2000 to 2007, the
required storage capacity of 6% (fig.: 5.2 (a)) in 2002 getgat closer to the capacity required ine
Heide et al. (2011) and even represents the 60 % of the entengage simulated by Heide et al. (2011)
that almost get used each year.

Regarding the extreme values of required energy storagecitis, Heide et al. (2011) shows quite
similar results with about 20 % capacity for the wind or PV pownly scenarios and for excess power
plant capacities, the required storage decreases as welhertially and gets below 0.5 % of the elec-
tricity demand for excess capacities of 50 % and more.

At the end, even using a different approach, the optionsdioae the required energy storage capacity
came out as similar which confirms the results. But finallyewit comes to reality, the economic view
about the resulting costs for electricity will play a verydortant part too and sometimes totally change
the options compared to fig.: 6.5. So this important point példiscussed in section 6.3.

6.3. The influence of costs on the power plant mix and excess ca pacity

Based on the results of section 5.1, 5.2 and 6.2 for an a#gtsupply by 100 % wind and PV power
plants, the cost of this electricity generation will be mstted in the following as the example for Europe.
Therefore, the focus is set to the influence of different gnestorage costs and the changes to the
electricity supply system while minimizing the costs irsteof the energy storage capacities.

The generalized way of describing the spendings per unieotricity is given by

1

PVue Cw ~w(pE)
e = 1o ( swe) ST g7e0 VT gr60 S”) [6.3]

So it is the amount of required energy storage capadiligs;) known from eq.: [6.1] times the annual
spendings per storage capac8yplus the amount of PV and wind power plant capaci@gg, ¢ and
Cuw(u.e) divided by the hours of a yeatimes the individual annual spendin§sy andS, per capacity.
As the storage capacity is given as a percentage of the amtagticity demand and the power plant
capacities as a percentage of the annual mean required,@weadditional factor o{% is needed to get
the total spending per unit of electricity supply.

In fact eq.: [6.3] dose not consider any additional costs tiRerating costs. As these power plants do
not require any fuel, these utilisation dependent costgjaite small compared to the investment costs
and are ignored in the following estimates of electricitices.

Coming to the estimation of spending for electricity of Epe&:y ) in EUR / kWh for a supply by
only wind and PV power, the required energy storage capasityfunction of the PV power ratjo and
the excess power plant capacitys given by eq.: [6.2] a€s gy, ¢)- The required power plant capacities

3This number of hours found from the mean annual power divitethe annual required electric energy.
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6. Discussion of electricity supply scenarios

in percent of the annual mean required electric power carebirat! for Europe by the fit function given
in section 5.1 fig.: 5.2 (c) as

Chv Eu(ue) = 487.774+9.816- el 11 10 (1+ 100) 106 [6.4]
and
p— . (1+£)40.356. i . — —M
CM,_EU(,J@ 487.774+-9.816-e\""10 (1+ 100) (1 100). [6.5]

The ratio of PV powep € [0,100 and the installed excess power plant capagity[0,100 have to be
inserted as percent values.

Getting the equations [6.2], [6.4] and [6.5] into eq.: [6.8le spendings in EUR / kWh for Europe
Su(u.e) €an be calculated by

Suue = 1—30 . [(15.224— 0.2537- (1+ 15) +0728 (1+ %)2 0154 (1+ %)3
L 001 <1+%)4> . (0.193—{—;.7653,6_5'0'094) SS
+ (487.774+ 9.816. e+ 1) 0:356. (1+ ﬁ)) : ﬁ) -%}
n (487.774+ 0.816. (11 1) 0356, (1+ 1_‘30> . (1_ 1%0)) : %}] : [6.6]

The parameters for the annual spendifgsS, and Sy for the storage, wind and PV capacities can be
calculated by making use of the Net Present Value which isidéfas

NPV = S L S [6.7]
t; (1+i)t

The NPV allows to discount cash flows to their present valugewthking inflation into account and is
a standard tool of investment analysis. In this casepresents the investment into an energy storage,
wind or PV plant.§ is the cash flow or spending in each year that comes from gehia electricity,T
stands for the number of years the plant will be able to opeaatli is the discount rate which is set to
a standard value of 0.06, as for example, in Faulstich e2@lLY) for the calculations of investments in
renewable energies.

As the resulting electricity price should not be biased lildual profits of investors, the NPV is set
to zero. Assuming now a constant electricity price over tithe cash flows§ have to be constant, so
eg.: [6.7] can be written as

(1+0)T-i
= —. .
S=l a1 [6.8]
Now Srepresents the annual cash flow or the spending that is esjtdrget back the investment into
a storage, wind or PV plant without making any profits or deficUsing estimated intermediate future

prices for wind and PV power by Blesl and Fahl (2012) for than2030, the annual required spendings
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6.3. The influence of costs on the power plant mix and excessois

S, Spv andS,, per plant unit can be calculated by using eq.: [6.8] (tat2:ahd 6.3). Because the costs
for energy storage capacity cover a large range, from appeigly some 100 EUR to less then 1EUR
per kWh of storage capacity, depending on the technologytlamé@nvironmental boundary conditions
(Vardag, 2010), a set of five storage cost scenarios has lssamad in tab. 6.3 as well.

Table 6.2.: Assumed costs of power plants (Blesl and FaliRPfequired for eq.: [6.6].

Plant Life time Investmentcosts Fixed costs Required aroash flow
[a] [EUR / kW] [EUR/ (kW a)] [(EURKW)/a]

Wind power 20 1050 50 91.54 + 50

PV power 25 1450 33 113.43+ 33

Table 6.3.: Assumed costs of energy storage (Vardag, 2etj@)red for eq.: [6.6].

Plant Life time Investmentcosts Required annual cash flowchiielogy example
[a] [EUR / kWh] [(EUR kWh) / a]

Energy storage 1 40 1 0.06646 cheap hydrogen and
methane storage

Energy storage 2 40 10 0.66462 hydrogen and
methane storage

Energy storage 3 40 50 3.32308 CAES and pumped hydro
power storage

Energy storage 4 40 100 6.64615 CAES, pumped hydro
power storage and
batteries

Energy storage5 40 150 9.96923 expensive pumped hydro

power storage and
some batteries

Getting the required annual cash flows of tab.: 6.2 and 6.8hfparameterS;, Soy andS, into eq.:
[6.6], one can calculate the price a consumer has to pay datridity in EUR per kWh to finance an
electricity supply system of energy storage capacitieadwind PV power plants. Additional costs like
profits, electricity grid or taxation are not included in thgendings presented below. In Germany for
example, the spendings for this part of electricity pravidimade about 28.9 % of the total electricity
price for households in 2013 (Lange, 2014).
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Table 6.4.: Minimum price for electricity for Europe at varg energy storage capacity costs based on eq.: [6.6]
being plotted in fig.: 6.6 (a) and (b).

Scenario Storage investment costs  lowest electricityepri®ower plant setup

[EUR / kWh] [EUR / kWh]
Excess power 0% 1 0.09 100 % wind 0 % PV power
Excess power 0% 10 0.13 39 % wind 61 % PV power
Excess power 0% 50 0.23 32 % wind 68 % PV power
Excess power 0% 100 0.35 31 % wind 69 % PV power
Excess power 0% 150 0.47 30 % wind 70 % PV power
30% wind 70% PV power 1 0.11 Excess power 0 %
30% wind 70% PV power 10 0.13 Excess power 7 %
30% wind 70 % PV power 50 0.15 Excess power 20 %
30% wind 70 % PV power 100 0.17 Excess power 31 %
30% wind 70% PV power 150 0.18 Excess power 36 %

6.3.1. Electricity cost for Europe for a varying ratio of win d and PV power plant capacity

Looking at the behaviour of electricity prices in Europe &mix of wind and PV power plants without
excess capacitieg & 0) and the influence of the costs of installing energy stogacities (fig.: 6.6
(@), the price varies from 0.09 EUR / kWh up to 1.84 EUR / kWtHe case of very low energy storage
costs of 1 EUR / kWh, the amount of required energy storagaditgs is of a minor role and the lowest
electricity price of 0.09 EUR / kWh occurs for a 100 % wind powepply. For rising energy storage
costs, the influence of reducing the required energy staragacity by developing the ratio of PV power
plants becomes increasingly interesting (fig.: 6.6 (a) abd 16.4). So the effects favouring a high ratio
of wind power capacities is that the cost of them are lowen tiiee cost of PV power capacities and
partickularly the fact that with an increase of PV power, itiiotal required power plant capacity rises
quite strongly (fig.: 5.2 (c)). These effects favouring wipmlver capacity get counter by the effect of
reducing the required energy storage capacity coming rctosan 30 % wind and 70 % PV power mix,
which get even more interesting with rising storage costsfo6the 150 EUR / kWh, the storage costs
dominate and thereby force the final power plant mix of 30 %dvand 70 % PV power (fig.: 6.6 (a) and
tab.: 6.4).

6.3.2. Electricity cost for Europe considering excess powe r plant capacity

For the case of the fixed power plant ratio with 30 % wind and M®Wgpower plant capacityu(= 70),
storage capacity costs do have a large impact too and ledddigty costs from 0.11 EUR / kWh to
0.47 EUR / kWh (fig.: 6.6 (b) and tab.: 6.4). In contrast to tbergrio without excess capacity, there is
no final point to minimize electricity costs for rising stgeacapacity costs. Therefore, the optimal excess
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6.3. The influence of costs on the power plant mix and excessois

power plant capacity will still rise with increased energgrage costs (fig.: 6.6 (b)). As the dependence
of storage capacity on the excess power is described by amerpal decrease (fig.: 5.9), the cost of
minimizing excess power plant capacity will become hardeetch with rising storage costs.
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Figure 6.6..Cost of electricity in EUR per kWh for Europe based on wind &\ power based on eq: [6.6] and storage
investment costs of 1, 10, 50, 100 and 150 EUR/kWh. (a) Costetftricity for varying ratio of wind and PV
power at zero excess power. For the cheapest energy storaggment costs, the system is dominated by the
power plant cost and tend thereby to the cheaper wind powetsl For rising energy storage investment cost it
becomes more interesting to install the power plant mixirggythe lowest energy storage capacity (fig.: 5.2). (b)
Cost of electricity for varying excess power plant capaait30 % wind and 70 % PV power ratio. The optimum

excess power to be installed rises for increased energggadnvestment costs. (For minimum of the curves see
tab.: 6.4.)
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6.3.3. Electricity cost for Europe for wind, PV and excess po wer capacity

Allowing the variation of power plant mix and excess capaeéit eq.: [6.6], one gets the impression
that the full range of options will influence the electricitgsts (fig.: 6.7). As costs for energy storage
capacities, again 1, 10, 50, 100 and 150 EUR / kWh have beeento cover the range from relatively
expensive storage capacities as large scale battery s;spermped hydro power and CAES down to
hydrogen or methane storage (Vardag, 2010).

In the case where building energy storage capacities is ghigap with 1 EUR / kWh, again there is
no reason to build more power plant capacities as the minimaguired. Thus non-excess power high
wind power scenarios give the lowest costs for electricitgl a high ratio of PV power and additional
excess power lead to the highest prices (fig.: 6.7 (a)).

Already at a price of 10 EUR / kWh of energy storage capacigy dption of installing additional
excess capacity becomes of interest and increases witly 8gorage cost (fig.: 6.7 (a) - (e)). Between
storage costs of 10 EUR / kWh and 50 EUR / kWh, the highest odstiectricity change from the side of
installing maximum excess capacity to the side installingexcess capacity. Thereby, excess capacities
of about 10 % and above, depending on the ratio of wind and Rvepaeach the lowest electricity
costs. Finally the option of excess capacity does not ordyce the electricity cost but also allows a
wider range of mixing wind and PV power plant capacities wlgihding at the same cost for electricity.
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Figure 6.7.0verview of the cost of electricity in EUR / kWh for a varyingtio of wind, PV and excess power being installed
for Europe’s electricity supply at energy storage capamists of (a) 1 EUR / kWh, (b) 10 EUR / kWh, (c) 50 EUR
/ kWh, (d) 100 EUR / kWh and (e) 150 EUR / kWh based on eq: [6.6}.15ing energy storage investment cost,
the cheap electricity costs in the blue coloured zone mowehigher installed excess power plant capacity and
an increased mixing of wind and PV power plant capacity.
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6.4. The effect of supply grid size for the example of Europe @ermany

Depending on the final cost of electricity storage capacitiee minimum cost of electricity for a
100 % wind and PV power based electricity supply of Europaddrout between just under 0.1 EUR /
kwh and up to about 0.2 EUR / kWh. Of course, looking for thestioase even 2 EUR / kWh forms the
upper limit of the range for the given scenarios. Gettingéheosts for electricity into relation, Germanys
households paid about 0.085 EUR / kWh in 2013 and, includihtages and electricity grid costs, the
price for electricity was 0.2938 EUR / kWh in total (Lange12). So even for these 100 % wind and
PV power scenarios and, ignoring additional renewableggnesing power plants like biomass, CSP,
ocean or hydro power plants and the highest assumed stapgeity costs of 150 EUR / kWh, the cost
of electricity remains below a doubeling of today’s elagityi costs. Facing rising fuel costs of gas, coal
and nuclear power plants, the dependency on the import séthesls and external costs of the current
electricity supply such as air polution, climate change ages or nuclear waste, the discussed costs of
electricity seem absolutely in feasable. Last but not Jesstaxes involve about 23 % of the electricity
price in Germany and additional charges another 26 %, tlsestlli space for the government to adjust
the total price of electricity, specially as the afore meméid externalise costs will be gone in a 100 %
renewable electricity supply.

Finally the discussed dependency of electricity costs in Eg3] which could be arranged for any
region of the MEET model and specially the presented bebawb Europe’s electricity costs at eq.:
[6.6] could be used to improve the simulation of renewablergies in economic models like GREET,
RICE or any other model that has a time resolution of only ceer.y

6.4. The effect of supply grid size for the example of Europe a nd Germany

In section 5.3 the required energy storage capacity has ingestigated for the region of Germany.
Comparing these results to those of Europe, the effect ohth#dable size of an interconnected region
on the electricity supply by wind and solar power will be wedkout in the following.

Germany only accounts for about 3.5 % of the area of Euroedihension from north to south is
in the same order as a typical low pressure system (Kraugl)20thus, it is possible that the whole
region is under the influence of the same weather conditiwhie a continental size region as Europe
will always have a variety of wind, clouds and sunshine. Gewynwhich lies in the center of Europe
with respect to the north south dimension, is located in testwind zone and has thereby similar wind
and PV power options as Europe. Therefore also the behawfdhe required energy storage capacity
for a varying ratio of wind and PV power plant capacities isyv@milar for Germany and Europe (fig.:
5.17 (a)). In almost all cases the required energy storageacis, relative to the electricity demand of
the region, is higher for Germany than for Europe. Espsgcrtlithe minimum they differ by a factor
of about 2.2. While Germany requires a minimum energy stpacity of 4.45 % (28.4 TWh) of the
annual electricity demand (639.1 TWh in 2008 BP (2009)),0parrequired only 2.01 % at the mix of
40 % wind and 60 % PV power for the weather data of 2009. Goirggémarios clearly dominated by
either wind or PV power, the difference in the required ggeraapacity reduces to only a view percent.
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In general Germany tend to favour wind power as for the 50 9% 8vind power scenarios, Germanys
required energy storage is closest to the storage of Europe.

6.4.1. Feasibility of required energy storage capacity for Germany

The required 28.4 TWh storage capacity for Germany can bérowd by the study of Nitsch et al.
(2010a), where a range of 20 TWh to 40 TWh is given. In factnim@ber to large to manage, regarding
the existing capacity of pumped hydro power storage in Geymadth about 39 GWh (EURELECTRIC,
2011). It seems not realistic to increase this capacity ctof of more than 700 to fulfill the storage
needs. Therefore additional options of storing energy bélrequired, if Germany wants to be indepen-
dent. CAES systems might be an useful storage system andliregdhe option of using hydrogen or
methane as energy storage, the capacity of 28.4 TWh will egirbblematical for Germany as today’s
existing gas-infrastructure of Germany could already jol®120 TWh of storage capacity when using
methane (Sterner et al., 2011).

6.4.2. Required area to install wind and PV power in Germany

Regarding the required power plant capacities relativbécannual mean power demand of the region,
Germany again performs worse compared to the larger arearopE. This is based on the fact, that
Europe offers much better wind sites such as Scotland omtiaeged coast lines, but also PV sites such
as the Mediterranean region (fig.: 4.2 and 4.3). Thereforen@ey requires 630 % of annual mean
power in the best case and 1046 % in the worst case as powercplzacity, depending on the ratio of
wind and PV power. In contrast, the required power plant ciéypdor Europe reaches from 491 % to
998 % of the annual mean power, for best and worst case soenari

Due to the higher electricity demand per area and the redutiedhtion of wind and PV power in
Germany, the power plants require a higher share of the aoéal. 100 % wind power supply would
require 11 % (39,288 k&) of Germanys area compared to the 1.87 % for Europe. Thisoisomly a
very high difference in required surface area of the modgbre but also a critical value for Germany at
all. Bofinger et al. (2011) worked out a share of 8 % of Germaayéa suitable for wind power without
any restrictions. In the 100 % PV power scenario, Germanylavoeed 1.5 %(5340 kR) of its area in
contrast to the 0.3 % in the case of Europe. This is above titaaed available area for PV power of
0.8 % (Braun and Oehsen, 2012). For the 40 % wind and 60 % P/ Eafi % (18,390 k) of Germany
would be required for electricity supply. In this case batind power with 4.5 % required area and PV
power with 0.6 % do not exceed the maximally usable area.

As the power plants require a much higher relative shareefitiea in the case of Germany as for
Europe, the decision of installing additional excess ciigacto reduce the required energy storage
capacity might be more critical. Also the exponential ragurcof the required energy storage capacity
due to excess capacity came out as less intensive as for&urbp parameter of the exponent is 0.057
for Germany instead of 0.094 for Europe. Nevertheless, &0énh excess capacity lead to a reduction of
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the required energy storage capacity from 4.45% to 2.7 % (id.8 and 5.9) of the annual electricity
demand of Germany for the power plant ratio of 40 % wind and @&\¥power.

In summary one can say, that the electricity supply of Gegnligronly wind and PV power is feasible
with respect to the required area and the required energggeaapacities, but an enlarged electricity
grid, interconnecting Europe has many positive effectstdweraging out of weather fluctuations and
due to the sites outside of Germany having higher energynpate. Therefore the required energy
storage and power plant capacities can be significantlycestluFinally it will be a question of econ-
omy whether it is worth to invest into a powerful electricgypply, dealing with the increased capacity
requirements of single country or using other options.

6.5. Additional options for electricity supply and energy s torage

In the sections above, the range of options and dependeiaties electricity supply based on wind
and PV power were discussed with a focus on the requiremenengrgy storage capacities. As wind
and solar power offer the largest potentials for electrisitipply by renewable energies (Heide et al.,
2010), the investigated behaviour is fundamental for themihg of a desirable power plant mix, excess
capacities and required energy storage capacities. Tttissevill now present some additional options
to improve an electricity supply system.

Adding any kind of full controllable and weather independeower plant, such as bio power, geother-
mal power or hydro power to the weather dependent wind andd®¥épplants, will increase the flexi-
bility in electricity generation. This allows a reductiohtbe required energy storage capacities just as
decreasing the share of wind and PV power plant given in fid9 fowards an higher share of control-
lable power plants. But one should keep in mind, that thentiatis of this controllable renewable power
plants are significant smaller than these for wind and sawaep (Moomaw et al., 2011).

Another option in wind power to increase the utilisation ahevpower plants has been investigated
by using the MEET model (section 5.6). The reduction of theegator power of the wind power plants
(van der Hoeven, 2013) reduces the required energy stoeggeity. When halving the generator power,
the full load hours of the wind power plants rise by 40 % to 6084 @werage depending on the scenario
and the required energy storage capacity decreases byz2ib#utor the 100 % wind power scenario and
by 30 % for the 30 % wind and 70 % PV power ratio scenario. Thiasuee increases the availability
of wind power. Never the less it is still dominated by the seas variation and thereby the reduction
of the required energy storage capacity remains high cozdp@arthe strong effect of installing excess
capacities.

For a reduction of the variability of the solar power parttod lectricity supply, CSP plants might be
an option as they can be adjusted in a certain range due tddadistorage device. Soin section 5.7 it has
been investigated how a substitution of PV power by CSP &fféne required energy storage capacity.
The MEET model showed, that a rising ratio of CSP plants emereases the required energy storage
capacity. A ratio of 50% CSP and 50 % PV power increases thd@reztjenergy storage capacity by
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already 37 % (fig.: 5.27). This is based on the facts that thetCSP plants are only able to compensate
variations in electricity demand and solar radiation byrageaof seven full load hours and not of seasons.
Second, CSP plants are only able to make use of the directrsale@tion while PV cells can use the
diffuse component as well. This makes the CSP plants ever sanisitive to the seasonal cycle, as
clouds and thereby the diffuse part of solar radiation iaseeduring winter time over Europe (compare
fig.: 3.6 (a)). Nevertheless, as the efficiency of CSP powantplis about 2.6 times higher than of PV
plants, the required power plant capacity follow a expoiatdiecrease with a rising ratio of CSP (fig.:
5.27) which would be especially interesting when costs fargy storage capacities are low.

6.5.1. Energy storage and energy intensive industry

Coming to the energy storage itself, a lot of other optionthtse discussed in section 6.1 are possible.
Large battery facilities, for example, could be a furtheemilative to pumped hydro power storage,

CAES or hydrogen and methane storage plants. Batteriesaffenergy density of one or two orders

of magnitude higher than pumped hydro or CAES (Bilinger e2@09) by having a comparable storage

cycle efficiency to the as well high efficiency of pumped hydower in the range of 80 % or even higher

(Bunger et al., 2009).

Energy could even be stored in energy intensive goods suali@énium instead of storage plants. In
this case it is not possible to give the electricity back taghpply system, but having enlarged production
capacities on could shift a part of the production procegetamds of excess electricity. Especially high
electricity intensive industries like the aluminium pration show a high potential and the aluminium
can be easily stored. Germany’s aluminium industry has enpiel of 12.6 TWh per year and the whole
world has even 660 TWh per year (Blnger et al., 2009). Comgdhis number with the total required
energy storage capacities for all MEET model regions, thbally required energy storage capacity of
about 532, TWh turns out to be even lower. But at the end, aflexised energy intensive industry might
help, but will never totally substitute the energy stordgecause, for example, Europe’s industry in total
uses about 40 % of the electricity (Bertoldi and Atanasi®@0So even when this industry would totaly
shut down it could not compensate a deficit larger than thisaahel of the industry. For about 2700 h a
year, energy storage plants would have to supply more tha@fso of power demand in a wind and
PV power only supply scenario without excess capacities $ig¢2). Therefor a flexibilised industry by
installing higher production capacities could only redtloe load of required energy storage plants by
approximately a halve.

The MEET model which has been developed for this thesis isagegal tool to investigate the be-
havior of electricity supply scenarios on an one hour tinsmhaion for the whole cycle of a year. After
a detailed description of the MEET model, the focus of thesth is the electricity supply by wind and
PV power as the major electricity sources for scenarios afaré electricity supply based on renewable
energies. Thus, general behaviour of using renewable polapts and the energy storage requirements
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were worked out in order to provide a base of options for awaine electricity supply. In future, further
effects of using additional technologies should be ingaséid by using the MEET model to learn more
about the options to design electricity supply even moreiefit. For example the use of load manage-
ment in a smart grid, electric cars as part of the electrisjtgtem, bio power and hydro power, wave
power to shift a part of the wind power load (Mayer (2010)) eerea remaining share of coal and gas
power plants.

After working out all the influences of the different poweapt and power management technologies
on the electricity supply, it will be the economic markettthang out the future electricity supply. Of
course, policy can take influence on it as well by arrangirigsilies or taxes. The representation of
renewable energies in economic models, such as GREET, Ri@edNVEM, can be improved with
the results of the MEET model. The MEET model is therefor apartant step in developing future
electricity supply strategies.

6.6. An estimate of an electricity supply of Europe by wind an d PV power

Combining now the results shown before, the major pointsnoélactricity supply system for Europe
based on wind and PV power can be summarised in this section.

Starting with the highest energy storage investment cod66fEUR per kWh storage capacity as-
sumed in tab.: 6.3 one can investigate the most criticalatefor a wind, PV and excess power capacity
scenario for Europe. Eq.: [6.6] or fig.: 6.7 (e) developeddnti®n 6.3 leads to electricity generation
costs of 0.18 EUR/kWh for the mentioned storage investm@&his electricity generation cost can be
reached by using a power plant ratio of 30% wind and 70% PV p@lant capacity and an excess
capacity of 36 %.

Regarding the annual electricity demand of Europe with 308#)/a, the total annual cost for the
electricity supply sum up to about 712° EUR/a. This is double the European electricity expenditure
in 2012 (Ldschel, A. and Erdmann, G. and Stail3, F., 2012).

The required power plant capacity is in total 2994 GW (sechdl.2 fig.: 5.2 (c)) without excess
capacity. Considering the 36 % excess capacity the scepade at 4072 GW required power plant
capacities. Regarding the 30 % wind and 740 % PV power ra@2 GW wind and 2850 GW PV
power plant capacity needs to be installed.

In section 3.13 wind power is given with an area demand of 8@er kW installed power and PV
power with 7 n? per kW. The required land area of these power plants wouldbbet®d7760 kr for the
wind power plants in Europe(about 0.96 % of the Europe laed)aand about 19950 Knfabout 0.2 %
of the Europe land area) for the PV power in Europe. Both angthde easily available as Bofinger
et al. (2011) suggests a potential available area for thefusénd power in Germany with a fraction of
8% and Braun and Oehsen (2012) suggests a fraction of 0.8 Pafan Germany.

The total required energy storage for Europe is in total 7hTé4.: [6.2] or fig.: 6.5) and would
be feasible as well as Scandinavia has a potential of pumye [power storage plants of 121.5 TWh
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storage capacity (Sterner et al., 2010). Using a methanergrmlind storage would require a storage of
only 18.510° m3 of which 175.510° m® were already installed in 1999 in Europe (Sedlacek, 1999).
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The electricity supply sector requires about 38 % of the glghtimary energy demand and its energy
demand is expected to further increase in future. This secteponsible for approximately 26 % of the
total anthropogenic C£emissions (Wheeler and Ummel, 2008). Due to anthropogdini@te change
and limited resources of gas, oil, and coal, a change of twradity supply system is needed emediatly.
This thesis investigates the options for an electricitypbypased on renewable energies. Therefore, an
electricity supply model was developed and major deperderior electricity supply, mainly based on
the most promising sources (Heide et al., 2010), wind and ®\wep and energy storage capacities as an

existential component were worked out.

7.1. Options for an electricity supply based on renewable en ergies

Electricity supply models covering almost all scales fragional to global and simulating a time range
from one year up to 200 years have been developed to investgéions for a future electricity supply
and to work out strategies to implement them (an overviewasided by tab.: 2.1).

Because technology prices, as for PV power plants, can ehquoie dramatically (Arvizu et al.,
2011), it is challenging to predict price developments tdufe scenarios. Therefore, electricity models
that base their decisions for an electricity supply systemrmmimise the costs, are highly dependant on
the assumptions of technology prices. Other models fogusitty on the simulation of wind and PV
power are quite limited in their use.

To have the option to investigate the behaviour of diffenemiver plant combinations and getting
time series for the annual electricity supply and energyagi® requirements on an one-hour basis, the
Meteorological based Energy Equilibrium Testing (MEET)dabhas been developed as part of this
thesis. So, basic dependencies for the use of different pplaats can be worked out considering a
high temporal resolution to improve thereby assumptionscionomic models that calculate for future
electricity scenarios typically on an one year time intérva

The MEET model is set-up as a global electricity supply madéldivided into seven model regions,
most on a continental scale. Customised regions can be dedmevell by the user, if required. To
calculate the volatile electricity generation by weathepehdant renewable energies using power plants,
global weather data for the years 2000 to 2010 are availabtéé MEET model. To define an electricity
supply scenario, ten power plant types (nuclear, coal lmasass, hydro power, CSP, PV, wave, onshore
and offshore wind power plants) are represented in the MEB@ai The electricity demand of the
regions will be balanced by the defined power plant mix, wtaking energy storage capacities into
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account. Further options such as power management, eleetrs or adding of excess power plant
capacities are implemented.

The use of power plants in the MEET model is evaluated agathst models and the weather depen-
dant power plants are evaluated in addition against egigtinver plants of their type. Compared to other
models (Lanz et al., 2009; Teske et al., 2012; Nitsch et @lLpa), the MEET model tends to have more
full load hours of nuclear and coal power for electricity rs@gos with a low share of renewable ener-
gies. The reason for the discrepancy between the modelatithin MEET model is, in contrast to other
models, not optimised for today’s energy mix. Otherwise,MEET model enables the investigation of
future energy scenarios with higher shares of renewabley®sein an independent way. For the direct
comparison of modelled and existing weather dependant pplaets, the annual electricity generation
varies within 1% to 22 %, depending on the power plant type. &ompoint for the difference is the
model grid size of 2.5with the highest influence for plant sites in areas with argjrgradient in the
energy potential.

Finally, the MEET model might not calculate in all cases tbhever plant output very precise for every
single site, the general behaviour of the power plants i$ iepresented and that is what is required
to investigate electricity supply scenarios. Therefone, MEET model with all its represented power
plants, adjustable power supply options, and multiple yediweather data is a powerful tool to work
out fundamental behaviour of interaction of power plantgrgy storage requirements and to identify
tipping points in a conversion of the electricity supplyteys.

Solar radiation and wind are the renewable energies offéha highest potentials and thereby wind
and PV power are supposed to become the main renewable en@ngélectricity generation (Heide
et al., 2010). Due to their volatile availability an elecity supply system based on wind and PV power
will require energy storage capacities to balance the veeathpendant electricity generation and the
man made demand. Because the seasonal availability of wishd@ar radiation usually shows an anti-
correlation, the ratio of wind and PV power can be chosen tairmize the required energy storage
capacity. The behaviour of different ratios of installech@iand PV power plant capacities and the
therefore required energy storage capacity varies camgitjefrom region to region depending on their
weather conditions.

On average the MEET model region of Europe with its annuaitetéty demand of 3956 TWh re-
quires at least an energy storage capacity of 3.8 % of theahmhectricity demand for a ratio of 30 %
wind and 70 % PV power plant capacity. Going away from thisroat mix can increase the required
energy storage capacity for Europe by a factor of up to 4.@ohirast to that, model regions being part
of the subtropical high pressure belt around &Qitude tend to have a higher ratio of PV power like
90 % PV power for North America or even to 100 % PV power as AsiAfrica, because this regions
offer quite constant solar radiation all over the year. Baddywind conditions can counter this effect as
for South America and Australia, where the lowest requineergy storage capacity of 4.3% and 4.9%
of the annual electricity demand appears for a 50 % wind ar¥d 5/ power ratio.
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An efficient option to reduce the required energy storagadapfurther, just by using wind and PV
power, is to install excess capacity of these power plantss ddditional electricity generation leads to
an strong decrease of the required energy storage capaéitiethe region of Europe, an excess capacity
of already 10 % of the required power plants reduces therinejenergy storage capacities by about
a half and converges to an energy storage capacity of on8/90.&f the annual electricity demand or
16.6 h of average power demand. This decrease can be fouatl fegions and beside the reduction of
the required energy storage capacity, additional eléigti available that could be used.

The combination of the MEET model results for the varyingavamd PV power ratios and the excess
capacities lead to a map indicating the range of optionshieibiasic electricity supply by wind and PV
power and the related energy storage requirements basdtsguarameters. In some regions pumped
hydro power as the only energy storage technology, can bectallenging or even impossible to pro-
vide the required capacities except for high excess powarasos. So energy storage capacity can be
a limiting factor, but with technologies such as hydrogemathane underground storage, almost all
scenarios should be feasible.

Scandinavia is supposed to have a potential for pumped tstdrage of 121.5 TWh (Sterner et al.,
2010) which is already in the right order of the required gpestorage capacity of 150 TWh for Europe
in the case of the 30% wind and 70 % PV power scenario even wittxcess power plant capacities.
To manage this storage capacity for Europe by undergrousigtgeage about 12520° m? of generated
hydrogen or 37.4.0° m® methane have to be stored by the assumption of an efficien@y8ffor using
the stored gas to generate electricity (Hoflich et al., 20A0kady in 1999 Europe had underground gas
storage capacities of 17518° m3 (Sedlacek, 1999) i.e. four times as much as required.

Due to the fact that pumped hydro power storage plants havghadfficiency and under ground
gas storage offer a high storage capacity it is of interesiptid the energy storage tasks with respect
to periods of storing time. Go6tz (2013) found that a perio@4h is a favorable storage circle time to
separate short time storage (STS) and long time storage) (Diding this separation, the MEET model
results show that the STS capacity needs to be almost twasoadenagnitude smaller than the LTS
capacity for the 100 % renewable scenario. While the LTS edusr 2.9 full cycles per year of its
storage capacity, the STS does 165.6 full cycles per yeathemdby its annual energy volume is about
the same as for the large LTS but saving losses due to its Figlercy.

Facing the required land area required by wind and PV powaartgl even the 100 % wind power
scenario of Europe requires only 1.87 % of the total arealwisi©io problem as even for Germany with
its high population density 8% of the area are assumed to ldevVior wind power (Bofinger et al.,
2011). The 100 % PV power scenario requires only 0.3 % of tha af Europe while 0.8 % are assumed
as realistic for Germany (Braun and Oehsen, 2012). Thereflbrother ratios of wind and PV power
will be feasable as well regarding the required area, ealdeconsidering the fact that the areas could
be used for additional purpose as well like for farming in ¢tlase of wind power or housing in the case
of PV power.
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The influencing factor of the realisation of an energy sumylstem is not only the required energy
storage capacity and the required area to install the polaetspbut the costs for this electricity shape
the supply system. By using fit functions to describe theiregLenergy storage capacity in dependency
of the installed ratio of wind and PV power and the requiredigaoplant capacity and the decrease of
energy storage capacity by excess power plant capacitsesiaéting cost of electricity can be calculated.
As cost for energy storage capacities can vary over a widgerdepending on the geography and the
storage technology, different cost scenarios from 1 EUR hkié/ 150 EUR / kWh storage capacity
were investigated (Vardag, 2010). For the low energy st@pts excess power plant capacity is not
of interest and the cheaper wind power plants are favoursdltiieg in electricity costs of just under
0.09EUR / kWh. When storage capacity costs rise above 10 EKNRHN the optimisation of wind
and PV power becomes more interesting and for 150 EUR / kWI8@H&é wind and 70 % PV power
scenario turns out as best with electricity costs of 0.47 HUWVh. Adding of excess power plant
capacities become interesting at storage capacity priceeding 10 EUR / kWh. For 150 EUR / kWh
of storage capacity, an excess power plant capacity of 3&eélsI® a reduction of electricity costs down
to 0.18 EUR / kWh. One has to remember that this costs are balgéneration costs without additional
taxes and costs for the electricity grid, but still they azadable regarding today’s cost for electricity
generation in Germany of 0.085 EUR / kWh in 2013 (Lange, 20d4here environmental damages due
to CO, and nuclear waste are not included.

A transition of today’s electricity supply towards a 100 %ew/able scenario requires knowledge at
what share of wind and PV power additional electricity sp@raapacity will be needed and how fast this
demand will rise. Therefore a transition for Europe has ts&mnlated where a share between 50 % and
60 % of wind and PV power to the total power plant mix startsxoeed the already existing 2.5 TWh
energy storage capacities of Europe (EURELECTRIC, 201hgnTthe required capacity increases ex-
ponentially up to 150 TWh with a slight reduction coming @ds the 100 % wind and PV power supply
scenario and the utiliced capacity of coal and nuclear pghagtts declines fast.

Additional effects of different power plant types on the mgyestorage requirements have bin inves-
tigated as well, but the MEET model offers much more optiamsfiirther investigations on specific
electricity supply scenarios. Thereby the MEET model casd®n as a tool to evaluate supply strate-
gies and to improve the representation of especially wealthygendant renewable energies using power

plants in economic models having a temporal low resolutgritieir calculations.

7.2. Further investigations and developments to be done

For this thesis, the MEET model has been developed and delegrendencies of required energy storage
capacities mainly on the use of wind and PV power has beestigaged to form the base of designing
electricity supply systems with a high share of renewabbtrgas.
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7.2. Further investigations and developments to be done

As a next step, much more scenarios could be investigategibg the MEET model to understand
specific effects on an electricity supply system by usinfediint power plant types or load management
options.

A further improvement of the MEET model should be done in ®iwhimplementing the explicit
simulation of an electricity grid to improve the placemehpower plants in the model areas and to work
out where the major energy fluxes occur and which power lipacées might be required to take the
advantage of, for example, an interconnected Europe.

Finally the challenges of climate change and limited resesiare facing not just the electricity sector
but the heat supply and mobility as well. One can make userddrgy effects as combined heat and
power plants, electric heat pumps that might be used in tiohexcess electricity or electro mobility
and even electro chemical generated hydrogen or methaneelsfbr the mobility sector. Models
considering all this sectors, as for example the WEM (lrdgomal Energy Agency, 2011), improved by
detailed analyses as done by the MEET model, will help touatalthe options we have for a sustainable

future.
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A. Solar position

The position of the sun in the sky is defined by the solar angknd the azimuth angle,. asis defined
as the angle between the horizon and the suncgnaks the angle on the horizontal plane starting with
0° in the North and going clockwise. To calculate those for dachtion on the earth at any time, the
algorithm of DIN 5034 as described in Quaschning (2009) andriénmann (2011) has been used for
the MEET model. The position of the sun is mainly needed ferddculations of photovoltaic and solar
thermal power presented in chap.: 3.7 and 3.8. In the foligwihe main equations will be presented.
For the calculation, the day in the year, the absolute nurobeiays in the year, the Coordinated
Universal Time Coordinated (UTC) and the coordinates ofibsition in latitudep and longitudeA are
needed.
Starting with the variabld, which describes the part of the track the earth has folloareds way
around the sun of the considered year in degrees.

day of the year

=360 mber of days in the year

[A.1]

Now it is possible to determine the declinatidrin degrees, which means the angle between the earth’s
equator and the sun. Due to the tilted rotation axis of ththemgainst the normal of the plain, in which
the earth is going around the sun, the declination varies #28.5° to +23.5° through the year.

0 = (0.3948— 23.2559- cos(J +9.1°) — 0.3915:- cos(2-J+5.4°) — 0.1764-cos(3-J+ 26°)) [A.2]

The difference between the apparent solar time and the n@antsne can be described by the time
equation (teq) as:

1h
teq = 0 (0.066+ 7.3525- cos(J+85.9°) +9.9359: cos(2-J+1089°)
+ 0.3387-cos(3-J+1052°)). [A.3]

It gives the difference between the effective time when tireis at its zenith on a considered place and
the over the year averaged time. So the apparent solar ti®€)(@an be calculated with the UTC scaled
by a factor depending on the longitudeof the position and the teq in the way:

1h
AST=UTC+ A +-teg [A.4]

Finally the hour angle needs to be calculated by:

w=(12h—AST)-15° /h. [A.5]
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w describes the angle between the noon position of the surhareffective position in degree.
Considering the above presented equations [A.1] to [Akfg] sblar anglers and the azimuth angle,
can be calculated for each latitugeand longitudeA coordinate on earth by equation [A.6] and [A.7].

as = arcsin(cos(w)-cos(@)-cos(d) + sin(@) -sin(d)) [A.6]
o 180° — arccos( Si”(gggis(_f;;f;;@) for AST< 12h AT
a — . . . .

180° + arccos( S'”fg;?gﬁ‘g&;;ﬂ‘”) for AST > 12h
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B. Example of MEET model data in and output

The MEET model uses input files, allowing the user to spedifgrgy supply scenarios to simulate with
the MEET model. In this way, the settings can be easily aégustithout changing the source code of
the MEET model. The MEET model requires many input data filescdbed in section 3.19 such as
wind, CSP and wave power plant specifications, the elettrade@mand of the model regions, weather
data of each grid cell and time step, and especially the giggeinario settings given by the run_file.txt’

(appendix B.1).

At the end of a simulation, the MEET model offers a variety afput, described in section 3.21,
containing informations about power plant potentials, gbsitioning of the used power plants, hourly
electricity generation for each power plant type, the nesgipower plant and energy storage capacities
(appendix B.2).

To provide an overview how this data are formated and how &the 'run_file.txt’ to create an
electricity supply scenario, some examples are providdatii;msection based on an example scenario
with a 60 % share of wind and PV power plants for the model regicEurope and an annual electricity
demand of 3956 TWh (for the detailed settings see appendix B.

The content of data files presented in this section is writiemall cursive lettersvhile the explanations
are in the standard text.

B.1. The 'run_file.txt’ and 'electricity_demand.txt’ to sp ecify supply scenarios

To design an energy supply scenario to simulated with the MEBdel, the user has to enter the an-
nual electricity demand of the regions in a separated filee(ledectricity_demand.txt’) and all the other
specifications into the 'run_file.txt’ file that is locatedtime main MEET model folder. In the following
the content of this files will be presented and explained syegtep.

Run File

In order to save computation time when simulating multigler&rios with the same weather data, the
MEET model is subdivided into two model parts that can rurepehdent. Part | calculates the global
potentials of renewable energies based on the weather ddtRat Il simulates the electricity supply
scenarios for the model regions. Both model parts can betsdler unselected by entering "1’ or '0’.

CHECK FOR RUN PART | AND/OR PART Il OF MODELL [1=RUN, 0=RUN NOT
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model_data_part

0

model_energy_part

1

Beside the pre defined seven model regions, the MEET modblemnthe user to define an individual

model region at any place on earth. To do so the 'area_swhia'to be '1’. If active, the position and

size of the rectangular region can be defined by the cooelifahe left bottom corner and the number
of grid cells of the region in east and north direction.

INDIVIDUAL OR FIXED MODEL AREAS [1=CREATE IT SELF, 0=USE SIDARD MODEL REGIONS]

area_switch

0

(POSITION AND SICE OF CHOOSEN AREA - discrete position aflri

left_bottom_lat

55.0

left_bottom_lon

7.5

lat_steps

1.0

lon_steps

1.0

(lat_steps*lon_steps = number of points)

For an easy use of the MEET model on different computers, dltte o the MEET model folder, its sub
folder for in and out put and input data files for the modeloagiand their electricity demand (described
below the run_file example) can be insert below.

PATH OF CALCULATED ENERGYS FOLDER

calc_energy

C:\Uni-HD\MEET\ee-energy\

PATH OF INPUT FOLDER

input_path
C:\Uni-HD\MEET\input_data\
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INPUT

input_area

C:\Uni-HD\MEET\input_data\continentgrid_60.txt

input_area_coast

C:\Uni-HD\MEET\input_data\continents_coast_60.txt

input_demand_curve_el

C:\Uni-HD\MEET\input_data\electricity_demand.txt

The amount of model grid cells in east and north direction,rthmber of time steps, the duration of a
time step in hours, the size of a model grid cell in degreeitadg and latitude, and the number of model
regions are defined below. Followed by the number of modslézds of weather data and a switch al-
lowing a second method to read weather input data dependirigedr format (0 if meteorological date
is without separator and 1 if after each time step the dategarated). Usually this numbers should not
be changed as they are defined for the model region and weagherdata. Only if new defined region
data or weather data having an other spacial or tempordutesoare available, this part can be adjusted.

SICE OF DATA ARRAY

iend

144

jend

73

tend

8753

time step

1

grid step

2.5

area num

7

model_years

1
data_timestep_separator_switch
0

The data file locations of wind, CSP and wave power plants eaadjust in the part below.
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INPUT DATA: USED POWERCURVE OF WINDTURBINE

windturb_powercurve
C:\Uni-HD\MEET\input_data\Powercurve_Nordex_N90.txt
windturb_powercurve_offshore

C:\Uni-HD\MEET\input_data\Powercurve_REpower_5M.txt

INPUT DATA: USED POWERMATRIX OF WAVEENERGYCONVERTER

Wave_powermatrix

C:\Uni-HD\MEET\input_data\Power-matrix_wavedragot.t

INPUT DATA: USED CSP specifications

parabolic_csp

C:\Uni-HD\MEET\input_data\Parabolic_CSP.txt

The following part is the most important to define an eleitrisupply scenario as here the mix of power

plant capacities can be defined either in kW power or in per aktie total required power. The power

plant mix is given for all seven model regions in the orderréggons are defined in tab.: 3.2. So the sce-

nario for Europe is given by the mix defined at the third positbf the power plant types (18 % onshore

wind power, 0% offsore wind power, 46 % PV power, 0% wave poWwé&ro hydro power, 0% CSP,

1 % bio power, 8 % nuclear power, 9 % coal power, and 11 % gasmowe

ENERGY-MIX SETTINGS OF REGIONS

(0 use kW values; 1 use % values)
installed_power_switch

1

percentage_wind_power

0.0

10.0

18.0

0.0

50.0

10.0

50.0
percentage_wind_off_shore_power

0.0
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0.0

0.0

0.0

0.0

0.0

0.0
percentage_solar_cells_power
100.0

90.0

42.0

100.0

50.0

90.0

50.0
percentage_wave_power
0.0

0.0

0.0

0.0

0.0

0.0

0.0

percentage _hydro_power
0.0

0.0

11.0

0.0

0.0

0.0

0.0
percentage_csp_power
0.0

0.0

0.0

0.0

0.0

0.0
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0.0

percentage_bio_power

0.0

0.0

1.0

0.0

0.0

0.0

0.0

percentage_atom_power

0.0

0.0

8.0

0.0

0.0

0.0

0.0

percentage_coal_power

0.0

0.0

9.0

0.0

0.0

0.0

0.0

percentage_gas_power

0.0

0.0

11.0

0.0

0.0

0.0

0.0

The MEET model calculates the amount of power plant caacitéquired for an electricity supply by
the power plant mix defined above. Now the user can define assxapacity (over capacity) of power
plants for each model region. If activated, the MEET modsiadhis an additional per cent fraction of the
minimum required power plants to the supply scenario (se@i18).
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EXCESS CAPACITY

(0 for minimum needed power plants; 1 for percentage of llestavercapacity on the minimum capacity)
overcapacity_switch

0

overcapacity _percentage

0.0

0.0

0.0

0.0

0.0

0.0

0.0

As bio-fuels are a limited energy source, the maximum abkglanergy per model region can be defined
below.

POWERGENERATION LIMITS OF REGIONS in [kWh]

max_biomas_el

405000000000

245000000000

137000000000

78000000000

239000000000

0

58000000000

The MEET model is able to calculate a load management to ¢gaithe electricity demand for the elec-
tricity generation (section 3.15). Below the number of tisteps, a load is allowed to be moved and the
fraction of load that is movable in per cent can be defined.

LOAD MANAGEMENT

(number of time steps)
range_of_load_move
0

factor_of load_move
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0.10

Electric cars, requiring additional electricity can bedi$er load management as well if considered in
a supply scenario. Below the number of cars, the daily drikmnthe battery capacity and the share of
cars being in use at the same time are defined.

LOAD MANAGEMENT WITH ELECTRIC VEHICLES

(on=1; off =0)
ev_discharge_switch
0

(per region)

number_of _ev
0
0
0
0
0
0
0

(per region [integer])
ev_km_per_day

50

50

50

50

50

50

50

(in kKwh)
akku_capacity

40

(per region)

(bigger than 0.042 if once a day)
fraction_of ev_in_use
0.1

0.1

0.1
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0.1

0.1

0.1

0.1

Once a thermal power plant is switched of, it needs time td doe@n before generating electricity again
to avoid material damages. This time can be defined in holosvbe

POWERPLANT BREAK MANAGEMENT

(1 = minimum)

t_min_off _atom

55

t_min_off coal

14

t_min_off_gas

3

The path to the folder where the MEET model output is storegivisn as last point of the 'run_file.txt'.

PATH OF OUTPUT FOLDER

output_path
C:\Uni-HD\MEET\output_data\

The ’electricity_demand.txt' presented below starts wiith annual electricity demand in GWh of
the seven model regions (tab.: 3.2). Therefore region Eeeope) requires 3956300.00 GWh / a. The
sown demand has been taken from the Statistical Review ofdViorergy by BP (2009). Below the
total demand of the individual regions, the sum of the elgtirdemand curve data is given, followed
by the hourly values of the demand curve it self. In the steshdase the demand curve is the demand of
Germany in 2008 given by ENTSO-E (2014). This demand curViebeiscaled by the MEET model to
the demand of the simulated regions.
total_base_demand_el
Total base demand of model regions in GWh
9053100.00
5171700.00
3956300.00
638400.00
1049700.00
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43700.00
272261.90

demand_sum
Sum of demand curve

495526580

demand_curve_el

start: 1.1.2008 0:00 hourly data in MW
48071

47488

45605

43701

42016

40879

39283

36278

Figure 3.3 (a) provides the characteristics of the dematalfdathe whole year.

B.2. Examples of MEET model output files

The most important output of the MEET model is summarised tna file that will be presented in a
web-browser after the simulation has been finished (se®re&?1 and fig.: 3.14 and 3.15) and in the
.csv files called 'results_region#_energy.csv’ while #atea the model region number.

The results_region#_energy.csv’ (described in secti@i)3contains the hourly values of the elec-
tricity generation of each power plant type, the electyiciémand and the use of the energy storage and
allows thereby most analysis of the modelled energy supmynarios. As example the variable names
and the first 24 h of data in kwWh are presented below for an Eusgpnario with 60 % wind and PV
power share and weather data of 2009
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The MEET model calculates for each weather dependent polaet onshore and offshore wind
power, PV power, CSP, and wave power) the theoretically géee electricity for each model grid cell
and each hour of the modelled period. This time series ofra#ég generation potentials based on the
weather data given to the MEET model are saved in data fildsenee-data’ folder. An example for
the PV power is presented below. The data header indicagasnihof the calculated data, followed by
the grid cell size in degree latitude and longitude, the remds grid cells in east and north direction,
the number of provided time steps and the time step size irshd\ter the header, the matrix with the
dimension lon-steps times lat-steps times t-steps isemittontaining the electricity generation data of
the power plant type.
solarpower in kWh for 1m**2 module per gridpoint
gridstep 2.50
lon-steps 144

lat-steps 73

t-steps 8753

timestep 1

0.0000000 0.0000000 0.0000000

5.32825701E-02 5.32880388E-02 5.32934964E-02
5.32769561E-02 5.32821119E-02 5.32872714E-02
5.39858863E-02 5.39910384E-02 5.39962053E-02
5.68328388E-02 5.68379648E-02 5.68430871E-02
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C. List of Abbreviations

Abbreviations Definition

AST Apparent Solar Time

BRL Model of Boland, Ridley and Lauret for diffuse solar ratitbn
CCs Carbon Capture and Storage

CDO Climate Data Operators

CHP Combined Heat and Power

COP Conference of the Parties

CSP Concentrating Solar Power

DICE Dynamic Integrated Climate-Economy

DIN German industry for standards (Deutsches Institut fariung)
DLR Deutsches Zentrum fur Luft- und Raumfahrt

DWD German meteorological service (Deutscher Wetterdjens
EEG German law on renewable energies (Erneuerbare-EneBgeetz)
ENTSO-E European Network of Transmission System Oper&boiSlectricity
GAMS General Algebraic Modeling System

GDP Gross Domestic Product

GIS Geographical Information System

GREET Global Resource Extraction and Energy Transformatio

HCE Heidelberg Center for the Environment

HVAC High-Voltage Alternating Current

HVDC High-Voltage Direct Current

IEA International Energy Agency

IEC International Electrotechnical Commission

IPCC Intergovernmental Panel on Climate Change

ITCZ Inner Tropical Convergence Zone

IWES Institut fir Windenergie und Energiesystemtechnik

LTS Long Time Storage > 24 h

MEET Meteorological based Energy Equilibrium Testing

MERRA Modern-Era Retrospective analysis for Research gugliéations
NCEP National Center for Environmental Prediction
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Abbreviations

Definition

168

NPV
OECD
PV
REMix
RICE
SEXPOT
SImEE

STS

uTC
WEM
WEPROG
ZEW

Net Present Value

Organisation for Economic Co-operation and Develagme
Photovoltaic

Renewable Energy Mix for sustainable electricity glyp
Regional Integrated Climate-Economy
Spatiotemporally-Explicit Power and Transmission
Simulation of the feed in of renewable energy
(Simulation der einspeisung Erneuerbarer Energien)
Short Time Storage 24 h

Universal Time Coordinated

World Energy Model

Weather & Wind Energy Prognosis

Zentrum flr Européische Wirtschaftsforschung
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