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Abstract

Classical models of pattern formation in systems of reaction-diffusion equations are based
on diffusion-driven instability (DDI) of constant stationary solutions. The destabilisation
may lead to emergence of stable, regular Turing patterns formed around the destabilised
equilibrium. In this thesis it is shown that coupling reaction-diffusion equations with ordinary
differential equations may lead to de-novo formation of far from equilibrium steady states. In
particular, conditions for so called (g9, A)-stability (resp. stability in epi-graph-topology) are
given, yielding from bistability and hysteresis effects in the null sets of nonlinearities.

A model exhibiting coexistence of Turing-type destabilisation and stable far from equilibrium
steady states, is proposed. It is shown, under suitable conditions, that DDI and (in)stability
can be derived from so called quasi-stationary model reduction. Moreover, similar to a result
for ordinary differential equations, proved by Tikhonov, the dynamical behaviour of the
reduced and the unreduced model are similar. It is shown that the spectral properties of the
operators resulting from linearisation of the unreduced system, determining the long-term
behaviour around a steady state, are reflected in the spectral properties of the operators
resulting from linearisation of the reduced system. The given conditions are satisfied by a
larger range of classical models, as illustrated by application to a degenerate version of the
Lengyel-Epstein model.

The dynamical behaviour of reaction-diffusion equations for large diffusion and on finite time
intervals is essentially reflected by their so called shadow systems. In this thesis, existence and
stability of steady states with jump-type discontinuity is investigated and compared for this
reduction. The results show that, in case of static patterns, not only the short-term behaviour,
but also the long-term behaviour of the reduced system is reflected in the unreduced system.
Moreover, a result showing Turing-type destabilisation for such shadow systems, given in a
joint-paper, is generalised.

Finally, such shadow systems are reduced by application of a quasi-stationary model reduction
leading to a scalar integro-differential equation. It is shown that the quasi-stationary model
reduction is regular in the sense of Turing-type destabilisation and dynamical behaviour on
finite time intervals. Hence, reaction-diffusion-ODE models may be reduced to scalar integro-
differential equations in order to investigate the qualitative behaviour around homogeneous
steady states and the qualitative behaviour on finite time intervals. A hypothesis is that the
long-term behaviour is similar, but a proof is missing.

The result shows that a link between reaction-diffusion-ODE systems and scalar integro-
differential equations exists and that the mechanisms of pattern formation may be investigated

based on the reduction.






Zusammenfassung

Klassische mathematische Modelle zur Beschreibung von Musterbildungsprozessen basieren
auf Turing Instabilitét: ein 6rtlich homogener stationdrer Zustand wird durch die zusétzliche
Betrachtung von Diffusion destabilisiert. Diese Destabilisierung kann, unter entsprechenden
Annahmen, zur Konvergenz gegen stationdre Zusténde in der Ndhe des Ursprungszustands
(Turing Muster) fithren. In der vorliegenden Arbeit wird gezeigt, dass die Kopplung von
Reaktionsdiffusionsgleichungen mit gewohnlichen Differenzialgleichungen zu einer neuartigen
de-novo Bildung von Mustern mit Sprung-Unstetigkeiten fiihren kann. Es werden Bedingungen
fiir sogenannte (g9, A)-Stabilitdt (auch: Stabilitat in der Epigraphtopologie) gezeigt. Die
Stabilitdt basiert auf Bistabilitdt und hysteretischen Effekten in der Nullstellenmenge der
Nichtlinearitdten. Es wird ein Modell vorgestellt, das beides, Turing Destabilisierung und
Existenz von (g9, A)-stabilen stationdren Losungen, die sich nicht in der Niahe des Ursprungszu-
stands befinden, aufweist.

Des Weiteren wird gezeigt, dass es unter entsprechenden Voraussetzungen moglich ist, die
Koexistenz von Turing Destabilisierung und Hysteresis auf Grundlage einer quasi-stationédren
Reduktion des Modells festzustellen. Ahnlich zur Tikhonov-Reduktion fiir gewdhnliche Dif-
ferenzialgleichungen wird gezeigt, dass das dynamische Verhalten der Losungen der Reak-
tionsdiffusionsgleichungen anhand des quasi-stationédren Modells untersucht werden kann. Es
wird gezeigt, dass die spektralen Eigenschaften, die das Langzeitverhalten um eine stationére
Losung determinieren, dhnlich sind. Die in dieser Arbeit gezeigten Bedingungen fiir die
Regularitét in diesem Sinne werden von einer grofleren Klasse von Gleichungen erfiillt, wie am
Beispiel des Lengyel-Epstein Modells gezeigt wird.

In dieser Arbeit werden Existenz und Stabilitdt von stationdren Loésungen mit Sprung-
Unstetigkeiten fiir Shadowsysteme untersucht und mit Existenz und Stabilidt der urspriinglichen
Systeme verglichen. Es zeigt sich, dass, im Falle stationdrer Muster, nicht nur das Kurzzeitver-
halten, sondern auch das Langzeitverhalten wiedergespiegelt wird. Des Weiteren wird ein
Ergebnis aus einer gemeinsamen Veroffentlichung {iber Turing Destabilisierung in Shadowsys-
temen verallgemeinert.

Zuletzt wird gezeigt, dass eine quasi-stationdre Reduktion auf Shadowsysteme angewendet
werden kann. Diese Reduktion ist reguldr im Sinne der Turing Destabilisierung und auf
endlichen Zeitintervallen. Fiir die resultierende skalare Integro-Differenzialgleichung wird
gezeigt, dass sie eine Turing Instabilitdt aufweist und es werden Ergebnisse iiber das dynamis-
che Verhalten présentiert. Zusammenfassend wird gezeigt, dass das qualitative Verhalten
von Losungen bestimmter Reaktionsdiffusionsgleichungen auf Grundlage einer Reduktion zu

skalaren Integro-Differenzialgleichung untersucht werden kann.
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1 Introduction

A huge variety of (de-novo) pattern formation can be observed in nature, such as symmetry
breaking of mouse embryonic stem cell clusters [vdBBJB™14|, formation of vegetation on
sand dunes [DW15], development of phenotypes of fruit flies [LJ89], extremity-formation
in sea anemones [GMT72], or stripe formation in zebra-fish [QP02]. Patterns have been
observed in chemical reactions as well [LE91]. For a general survey, see [Mur(2]. Recently,
pattern formation processes have been used for the description of human diseases or human
development, such as several types of cancer [FMV02], as well as in neurogenesis [LM10].

In this thesis, we describe two aspects of pattern formation using local properties of spatially
homogeneous and spatially inhomogeneous equilibria: The first is destabilisation of a previous
state of the system leading to a dynamically non-constant behaviour. The second is stability
of the arising pattern. A third, non-local, property is the temporal connection of both local
properties by the dynamical behaviour of the considered concentration or substance. We
consider Turing-type destabilisation of spatially homogeneous stationary solutions, also called
spatially homogeneous steady states. Moreover, we investigate stable patterns exhibiting
hysteresis effects. Turing-type destabilisation means that a steady state is stable if inter-
and intra-compartmental interaction is considered to be spatially local (i.e. no spatial
interaction is considered), but is unstable if spatial interaction, such as diffusion, is considered.
In general, Turing-destabilisation is a local phenomenon and does not answer questions
about the dynamical behaviour after destabilisation. However, dynamical behaviour has
been investigated for particular systems of reaction-diffusion equations considering nonlinear
dynamics, for example in [GM72, [HN15]. In a system with hysteresis, the output of a system
does not solely depend on the input, but also on the history of the system. Depending on the
history, the response to an input may be different. Here, different branches of steady states,
which are not close to each other, are connected by the solution since it is continuous. The
hysteretic effect takes place at the transition layer connecting the states. An example for sharp
layers is a sharp gradient in morphogen concentration in drosophila, [MSHS07, [AFZM15].
Especially, if properties (such as expression of a particular gene) are binary, sharp transition
layers are important in order to not artificially introduce additional states through modelling.
Two of the most common mathematical models used to describe pattern formation processes

in developmental biology are reaction-diffusion equations and structured population models.



1 Introduction

In [Turb2|, Turing proposes activator-inhibitor models to model de-novo pattern formation.
He shows that reaction-diffusion equations (RDE) consisting of one activator, i.e. df/0u > 0,

and one inhibitor, i.e. dg/0v < 0, such as

%U(fv,t) = dyAgu(z,t) + f(u(z,t),v(x, 1)), relt>0,

0

av(w,t) = dyAyv(z,t) + g(u(z, t),v(z,t)), xel,t>0, (1.1)
(u(0),v(0)) € C*(I)?,

Opu, Opv = 0, xedl,t>0,

with d,,d, > 0 and I being the spatial domain, can model spontaneous destabilisation of a
spatially homogeneous steady state. The key idea is the combination of instability with respect
to spatially inhomogeneous perturbation and stability with respect to spatially homogeneous
perturbation.

Under structured population models in their simplest form, we understand systems of type

9 (s, 1) = F(u(s,t),/G(u(T, 1), 7)dr), seTt>0,
Q (1.2)
w(0) € C(T).

Models of type are also known to exhibit stable spatially inhomogeneous stationary
solutions, [LP14], reflecting a distribution which is stable under certain environmental con-
ditions. Exempli gratia, consider a population whose members have different types of genes
and are not interacting or competing for space or nutrients. It is reasonable to assume that
every sub-population tends to a steady state. However, considering inter-type interaction,
such as competition for space or nutrients, these steady states may be destabilised and a
different pattern may be established. An example for a change of stability through interaction,
the ‘competitive exclusion’, is proposed for biology, see [Har60]. The same principle can
also be shown by modelling competition systems of ordinary-differential equations (ODEs),
see [Mur(02]. Hence, structured population models may be interpreted as models of de-novo
pattern formation as well. An important, even distinguishing, difference is that steady states
of scalar reaction-diffusion equations have different stability properties. Considered with
space-independent right-hand side and supplemented with homogeneous Neumann boundary
conditions on a convex domain, the patterns are stable only if they are spatially homogeneous,
see [Nill], Theorem 2.6. This is not necessarily the case for models of type .



In this work, we focus on the following two aspects:

1. Consider a reaction-diffusion-ODE system,

aU(.’E,t) = f(u(x,t),v(x,t)), T Tat >0

0

av(x,t) = DAv(z,t) + g(u(z, t),v(x, 1)), zel,t>0 (1.3)
(u(0),0(0)) € (C(I) x C*(T)),

supplemented with homogeneous Neumann boundary conditions for v. Can this system

exhibit coexistence of Turing-type destabilisation and hysteresis, i.e. a spatially homo-

geneous steady state is destabilised due to introduction of diffusion and the solution

converges towards a stable steady state with jump-type discontinuities? Moreover, do

reaction-diffusion-ODE systems exhibit other patterns than reaction-diffusion systems?

2. In which sense are mathematical pattern formation processes in systems of type (|1.3))
linked to the formation of stable structure distribution in structured population models,
i.e. systems of type ? Even though it may be scalar, does an integro-differential-type
system reflect the qualitative properties a reaction-diffusion-ODE system? In particular,

does such system exist for reaction-diffusion-ODE models in item 1.7

Modelling de-novo pattern formation with systems of reaction-diffusion equations has
received intensive attention during the last decades, see e.g. [GMT72, MMO04, MWB™ 12, VEQ9]
and references therein. In his seminal paper [Turb2], Turing proposes a linear system of
reaction-diffusion equations whose spatially homogeneous steady state is stable with respect
to spatially homogeneous perturbations, but unstable with respect to spatially inhomogeneous
perturbations. In his paper, Turing shows that a system consisting of a slowly diffusing
activator and a fast diffusing inhibitor is sufficient to observe this type of instability. Moreover,
he suggests that this observation might not be limited to linear reaction-diffusion equations:
it might be a ruling principle for more general activator-inhibitor type models. Depending on
the type of the system, the solution may converge to a spatially inhomogeneous steady state.
This phenomenon, de-novo formation of patterns, can be observed in a sea anemone like
creature called hydra, see [GMT72]. Hydras have axial body shape and the ends of the body are
of different type. Hydra’s so-called head has up to dozens of ‘fibre like’ tentacles used to collect
nutrients. So-called feet lack such tentacles and are not used to collect nutrients. In [GMT72],
in order to explain the mechanism of head or foot formation, Gierer and Meinhardt postulate
existence of a so-called ‘positional value’ determining the type of extremities. Assuming
existence of such positional value, e.g. a chemical substance, the authors proposed a reaction-

diffusion model for hydra’s de-novo pattern formation. The model is based on Turing’s
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idea and exhibits regular patterns. For example, it has steady states corresponding to a
positional value decreasing from one end of an interval to the other, reflecting a head-foot
configuration. However, the model cannot explain the so-called ‘grafting experiment’: if
a sufficient amount of ‘head cells’ of a hydra is transplanted to another position on the
body (not to the foot), a head grows at this position while the original head regenerates,
[Bro09]. This results in a hydra having two (or more) heads, presumably giving the polyp
its name. The Gierer-Meinhardt model has been in the focus of discussion and investigation
during the last four decades as a theoretical model for head and foot formation in hydra, e.g.
in [Tak79, NWO06l, KWO08, WWO04, HY15]. In such activator-inhibitor models, the diffusion
coefficient of the activator must be, by several orders of magnitude, smaller than the diffusion
coefficient of the inhibitor. However, diffusion coefficients of diffusive substances in biological
or chemical systems diffuse at similar rates or at least at rates which do not differ by orders
of magnitude. This leaves open the question of applicability of the theoretically motivated
Gierer-Meinhardt model and other systems consisting of reaction-diffusion equations only.
In [KCDB90], de Kepper et al give the first known experimental validation of Turing’s idea
of pattern formation in activator-inhibitor systems of diffusive components. They consider a
chemical reaction of activator-inhibitor type where both species diffuse at similar rates if there
is no further interaction. The authors perform the experiment in a gel reactor which can be
understood as binding to an almost non-diffusive substance. In [LE91], Lengyel and Epstein
model these findings using a system of two reaction-diffusion equations. Since the molecules
are not interacting if they are bound, the non-diffusive species does not act as activator, but
as regulator of the diffusion coefficient of the activator. This is also shown by the authors
of [KGM™15| for the model in [LE9I]. The drawback of this approach is that it appears
that the resulting patterns are two times continuously differentiable and highly regular. For
the Gierer-Meinhardt model in one-dimensional spatial domain, non-symmetric patterns of a
distribution of spikes with two possible heights can be constructed, see [WW04]. However,
these regular spikes appear to be unstable as numerical investigations of a Lyapunov-Schmidt
reduction of a certain Gierer-Meinhardt model in [WW04] suggest. Moreover, the spikes
are not irregularly distributed. For other models, stable patterns seem to be periodic or
the position of irregularities predefined, [Tak79 INF87, INT90, [HL99]. Consequently, de-novo
formation of regular patterns can be described, but modelling of hydra’s grafting experiment
remains an open question.

On the other hand, in [MCO03], Marciniak-Czochra considered the case of an immobile activator,
such as cells on a macroscopic scale producing growth factors. This results in a system of
reaction-diffusion equations coupled to ordinary differential equations. Marciniak-Czochra
shows that for an immobile activator (ODE) and diffusive inhibitor (RDE), diffusion-driven
instability (DDI) can occur. In [Harll], based on the approach in [NE87], we construct



discontinuous steady states to a specific model of this type. In [MCKS13], the authors show
analytically that these steady states are unstable. Numerical investigations of solutions in
[HMC14] imply grow-up of solutions, i.e. blow up as time tends to infinity. Therefore, examples
for reaction-diffusion-ODE models exhibiting diffusion-driven instability and grow-up can be
found in these papers.

On the other hand, in [MCKO06|, Marciniak-Czochra presents a reaction-diffusion-ODE model
which does not exhibit diffusion-driven instability, but shows a hysteresis-type pattern in
numerical simulations. Stability of such patterns for another systems without diffusion-driven
instability is shown by Kothe [Ko6t13] using a model-tailored approach.

We are interested in generalising conditions for stability of steady states with jump-type
discontinuities. For a system with cross-diffusion, stability of steady states with jump-type
discontinuities has been investigated in [Wei83] by Weinberger. We use the same topology
and similar strategy of proof to obtain stability for steady states of more general reaction-
diffusion-ODE systems. It is important to notice that both, diffusion-driven instability and
stability of steady states with jump-type discontinuity are local properties. Consequently, we
present a model with coexistence of diffusion-driven instability and hysteresis. Moreover, we
show that a degenerated version of the model proposed in [LE9I] exhibits this property as
well. The jump-type discontinuities can be distributed irregularly. Hence, we are confident
that our model can serve as a prototype model for coexistence of de-novo pattern formation
and manipulation of patterns such as in the grafting experiment of hydra. However, the
model’s drawback is that in numerical simulations for very irregular (‘high frequency’) initial
perturbation of the constant steady state, we observe that the arising pattern is irregular as
well, and that its shape is similar to the shape of the initial conditions. On the other hand,
patterns are not irregularly distributed for regular (‘low-frequency’) initial perturbations. The
solution does not assume values of steady states of the kinetic system. Moreover, the arising
pattern varies as the value of the diffusion coefficient varies and the jump-type discontinuities
do not move. To be precise, we can arbitrarily reduce the measure of the domain on which
they may move. Our conjecture is that the pattern observed in numerical simulations may
be a Turing destabilisation induced pre-pattern. Then, the pre-pattern is followed by a
‘hardening’ of the pattern once it is point-wise sufficiently far away from the destabilised
spatially homogeneous steady state. However, this is just a heuristic description.

The model in this thesis is different from the model with arbitrary small diffusion coefficient
of the activator, i.e. diffusing u in . In [Reild], Reichelt considers homogenisation for
periodic coefficients of the right-hand side for a system of reaction-diffusion equations. The
diffusion coefficient of the activator U as well as the coefficients depend on a scaling parameter.
Let f,g,d, in model be independent from the scaling parameter, but assume that d,

tends towards zero. Reichelt’s result implies that the solution converges towards the solution
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of the limit system, i.e. the system for diffusion coeflicient being equal to zero. Now, one is
tempted to assume that the behaviour of reaction-diffusion-ODE systems may be merely an
approximation of the behaviour of the corresponding system of reaction-diffusion equations
for small diffusion coefficient. However, this argument is not unconditionally valid. Solutions
converge uniformly on any finite time interval, but uniform convergence on (0,00) cannot be
proved in such generality since stability properties change.

In this thesis, we show that spatially inhomogeneous steady states with irregularly distributed
jump-type discontinuities are stable. Simulations suggest that, even if very weak diffusion is
introduced to the ODE-compartment, the dynamical behaviour changes qualitatively. The
solution converges towards very regular, periodic Turing patterns. Therefore, our hypothesis
is that the stability properties of patterns and the richness of patterns changes fundamentally
in this limit. Mathematically speaking, the hypothesis is that for all stable (for d, = 0)
jump-type steady states, approximating sequences of steady states exist as d,, tends towards
zero, but they are not necessarily stable.

In Turing-type models, it is uncommon to incorporate integral operators. However, for
reaction-diffusion equations, linear integro-operators such as Hilbert-Schmidt-type operators
are added to the diffusion operator, see e.g. [AC12] and references therein.

However, application of homogenisation techniques to cell population models with diffusive
substances between cells can lead to systems of reaction-diffusion equations, in certain cases
coupled to ordinary differential equations, see [MCPO§|. As Turing already supposed in
[Tur52], activators and inhibitors do not necessarily need to be modelled using reaction-
diffusion equations. As mentioned above, non-local spatial operators may facilitate activation
and inhibition by the same compartment at another spatial position. In structured population
models, it is a popular approach to incorporate integral-operators in order to represent
immediate interaction, e.g. in [LPI14]. Classical models consider linear integral operators,
such as Hilbert-Schmidt operators in order to model consumption of nutrients or in order to
prevent a population from growing above its environmental capacity.In this dissertation, we
investigate the question whether the qualitative properties of pattern formation in reaction-
diffusion-models, is preserved under reduction to an integro-differential equations. If this is
the case, RDEs can be investigated with the help of the reduced system. Particularly, this
aspect is devoted to the investigation of links between systems of reaction-diffusion equations
coupled to ordinary differential equations, such as , and structured population models
of integro-differential type, i.e. systems of type . First, we consider quasi-steady state
reduction of compartments described by ordinary differential equations. Then, we apply a
so-called ‘shadow system’ approximation. Finally, the compartment of the shadow system
which is described by an integro-differential equation is assumed to be in its steady state. We

show that, under certain conditions on the nonlinearities, all these limits are regular in the



sense of existence of steady states and dynamical behaviour. Moreover, the first two are stable

in the sense of stability-preservation of steady states. In particular, we consider

1. quasi-steady state approximation for reaction-diffusion-ODE models, where an ODE-

compartment is in its steady state,

2. a shadow-system approximation for reaction-diffusion-ODE models, leading to a system

of ordinary differential equations coupled to an integro-differential equation,

3. quasi-steady state approximation for the shadow-system, where the integro-differential
equation is assumed to be in its steady state. This leads to a nonlinear scalar integro-

differential equation.

The first two reductions are shown to be regular in the sense of stability-preservation. Con-
cerning the last reduction, preservation of stability is analytically unknown, but numerical
approximations suggest it.

Throughout this work, we assume twice continuously differentiable kinetic terms and assume
that solutions are uniformly bounded on the time-interval (0, c0) in L% (§2)-topology, where

{2 denotes the spatial domain. We are interested in the question whether
e Turing-type instability,
« existence and stability of qualitatively similar steady states,
e dynamical behaviour on finite time intervals,

are invariant under the previously described reductions. Under certain conditions on the
right-hand side, a system and its quasi-steady state approximation can be rewritten as a system
with fewer compartments, having exactly the same steady states. In [Tik52j[|, Tikhonov shows
for the kinetic (ODE) system that the solution of the unreduced system converges almost
uniformly towards the solution of the quasi-steady state reduction on any finite time interval
in the so-called Tikhonov limit. Since Tikhonov’s result holds for finite time, it does not imply
‘transfer of stability’, only of instability. We extend this result to reaction-diffusion-ODE
systems. Hence, instability is invariant under quasi-steady state approximation if the equation
for the reduced component has a unique global attractor for any given value of the other
components. In [Hop66], Hoppenstaedt extends Tikhonov’s result to the time interval R if
the solution is close to an exponentially stable steady state. We give an alternative proof for
this, considering the spectrum directly. We consider the spectra of the linearised operators of

the reduced and the unreduced system and show that they converge towards each other under

!The paper is in Russian and is usually referred to within this context. The result can be found in [BLI4].
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Tikhonov reduction. Consequently, under suitable conditions, Turing-type instability of the
quasi-steady state approximation implies Turing-type instability of the unreduced system for
sufficiently fast reaction of the reduced component. We show invariance of stability of spatially
inhomogeneous steady states under quasi-steady state reduction under stricter conditions only.
In particular, we restrict it to one RDE coupled to two ODEs. The investigations are based
on stability investigations undertaken in order to construct the model with coexistence of DDI
and hysteresis. The next reduction, a shadow-system approximation, leads to consideration of

systems of type

%u(t,x) = f(u(t,x),v(t,x)), r € N,t>0, (1.4)
% (t) = /g(u(t,x),g(t))dx, >0, (1.5)

2
(u(0),£(0)) € (C(2) x R), (1.6)

arising as limit system for arbitrarily large diffusion coefficient of v in model (now
substituted by &). The limit, first proposed by Keener in [Kee78| for the stationary problem
of systems of reaction-diffusion equations, i.e. for d,,d, > 0 in , has been in the focus of
research for several decades, see for example [NTY01] or, for a survey, [Nill] and references
therein. However, the shadow systems, i.e. the dynamical problem, can exhibit very different
behaviour from the original system. In [LNQ9], the authors show for a particular system that,
under certain conditions, the original system has a global solution and the shadow system
has not. Whereas this limit is studied for diffusive u, we study the case of non-diffusive wu.
We investigate, analogously to the quasi-steady state approximation, whether the properties
of these steady states are reflected by steady states of the shadow system. We generalise
findings in [MCHKS13] concerning Turing-type instability (in this context called ‘integro-driven
instability’) and show that coinciding conditions for Turing-type instability exist. Furthermore,
we investigate existence and stability of spatially inhomogeneous steady states and compare
them to the conditions for reaction-diffusion-ODE systems. The investigation is restricted
to few components and shows that common conditions for existence and stability of steady
states of reaction-diffusion-ODE systems and their shadow systems exist. The dynamical
behaviour under reduction is addressed in [MCHKS13|, where almost uniform convergence on
any finite time interval is shown. The result has been generalised by Bobrowski in [Bobl15].
Patterns of shadow-systems presented in this work are qualitatively different from patterns
of shadow systems of reaction-diffusion systems. Spatially non-monotone steady states of
shadow systems of reaction-diffusion systems are unstable, as shown in [NPYO0I]. In this

work, we show that steady states of shadow systems of reaction-diffusion-ODE systems with



1.1 Outline of the thesis

multiple jump-points can be stable. Hence, they are non-monotone and stable. This leads to
an additional result for reaction-diffusion-ODE systems: Combined with the result of [Bob15]
respectively [MCHKS13], breakdown of patterns in case of introduction of small diffusion to u
in appears analytically plausible for large diffusion coefficient of the inhibitor.

Finally, we apply a quasi-steady state approximation to compartment £ in system —
and show that Turing-type instability is preserved under reduction assuming suitable conditions.
Moreover, we show that the solution of the unreduced system converges almost uniformly on
any finite time interval towards the solution of the quasi-steady state approximation.

The quasi-steady state approximation is a scalar structured population model of type ((1.2)).
Hence, Turing-type instability and dynamical behaviour (on any finite time interval) of the
solution of the reduced model qualitatively reflects that of the solution of the unreduced model.
For parameters sufficiently large/small (i.e. ‘close to the limit’), Turing-type instability can
be deduced from the reduced system. Moreover, investigation of the dynamical behaviour
of a scalar integro-differential equation may be easier than investigation of the dynamical
behaviour of the solution of the reaction-diffusion-ODE model. Reaction-diffusion equations
may, under suitable conditions on different time-scales and strength of diffusion, behave similar
to structured population models.

We apply all reductions to the system proposed in order to investigate the first aspect of this
work. The model satisfies all conditions for the Tikhonov-type results with and without spatial
operators and for regularity of the shadow limit. We investigate the dynamical behaviour the
reduced system, showing that the solution cannot decay for suitable initial conditions, but
decays on parts of the spatial domain. This strengthens numerical investigations showing that
the Turing-type destabilisation and the stable steady states with jump-type discontinuity may

be connected in time by the dynamical behaviour.

1.1 Outline of the thesis

In chapter |2| we give a brief overview of the used notation. We recommend to read this
chapter consisting of two pages before reading the other chapters.

In chapter [3| we investigate reaction-diffusion-ODE systems and prove existence of steady
states with jump-type discontinuities on one-dimensional spatial domain in Lemma In
Theorem [3.9] we give general conditions for stability of discontinuous steady states in so-
called (g, A)-topology as defined in Definition . More precise, ‘hands-on’, conditions are
given in Lemma The (g, A)-topology has been introduced before by Weinberger in
[Wei83]. Moreover, we reintroduce the notion of diffusion-driven instability as generalised
by Marciniak-Czochra for reaction-diffusion-ODE systems in [MCO03]. Finally, in Section
3.6| we present a system, -, of one reaction-diffusion equation coupled to one
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ordinary differential equations exhibiting both local properties: diffusion-driven instability and
existence of stable steady states with jump-type discontinuities. The results about this system
are summarised in Theorem [3.21] Moreover, we show that the so-called ‘Epstein model’,
—, exhibits coexistence of diffusion-driven instability (DDI) and hysteresis as
well. Since these analytical findings are valid only in the neighbourhoods of the destabilised
spatially homogeneous steady state and the stable spatially inhomogeneous steady states, the
dynamical behaviour remains unknown. Hence, we present numerical results in Subsection
showing that, indeed, the solution converges towards a spatially inhomogeneous steady
state with jump-type discontinuity and not towards the stable trivial steady state.

Both systems investigated in Section [3.6] arise as quasi-steady state approximations of systems
of two ordinary differential equations coupled to one reaction-diffusion equation. Several ideas
have been published in [HMCT15]. However, some of them are generalised in this thesis.

In chapter [4], we investigate whether diffusion-driven instability and stability of discontinu-
ous steady states is invariant under quasi-steady state approximation. We extend Tikhonov’s
result for ordinary differential equations, [Tik52], in Lemma by showing that stability of
steady states is invariant as well. Hence, DDI is invariant. Moreover, in Lemma we show
that a Tikhonov-type result holds true for reaction-diffusion-ODE systems on any finite time
interval. In Lemma [£.7, we show that under certain conditions, stability of steady states of
the unreduced reaction-diffusion-ODE system can be deduced from stability of steady states
of the quasi-steady state approximation. However, we investigate the case that a system
consisting of two ODEs coupled to one RDE is reduced to a system of one ODE and one RDE.
We limit investigation due to the vast technical effort rather than due to counterexamples. In
Subsection [4.5] we apply these findings to the examples investigated in Subsection [3.6] The
findings are illustrated by numerical results in Subsection

In chapter [5| we investigate the so-called ‘shadow system’. In [MCHKS13], it was shown for
reaction-diffusion-ODE systems that the solution converges almost uniformly on any finite time
interval towards the solution of the shadow system as the diffusion coefficient tends towards
infinity. The result by Bobrowski is stated as Proposition Shadow systems are systems of
type —. Hence, we define integro-driven instability as analogy to DDI in Definition
Due to our result in [MCHKS13] and Bobrowski’s Theorem instability of steady
states of the shadow-system implies instability of steady states of the reaction-diffusion-ODE
system. Hence, we give conditions for instability of spatially homogeneous steady states in
Lemma Since the kinetic system of a reaction-diffusion-ODE system and its shadow
system coincide, integro-driven instability follows. In Section [5.4] we investigate existence
of steady states of shadow-systems and show in Corollary that existence of a steady
state of the shadow system implies existence of steady states of the reaction-diffusion-ODE

system in a neighbourhood of the steady state. Moreover, stability conditions for steady
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1.1 Outline of the thesis

states of shadow-systems are given in Lemma and Theorem Since stability conditions
resemble those for reaction-diffusion-ODE systems, sufficiently regular right-hand side of
the kinetic system allows to deduce existence of stable discontinuous steady states of the
reaction-diffusion-ODE system. In Section we apply the results to the example systems
and illustrate the findings with numerical approximations in Subsection

In chapter |§|, we investigate system which results from a quasi-steady state approx-
imation of (L.4)-(L.6), where [, g(u(z,t),£(t))dz = 0 is assumed. Again, a Tikhonov-type
results holds true for this class of systems, as shown in Lemma [6.2] Existence for the example
system is shown in Lemma [6.1] Moreover, systems of this type can exhibit integro-driven
instability, see Lemma System — exhibits integro-driven instability as shown
in Corollary [6.4l For the scalar integro-differential equation, we show that the solution stays
strictly positive in L*°-topology and provide a lower limit in Theorem Hence, this result
holds true on any finite time interval for the solution of the reaction-diffusion-ODE system
for sufficiently large diffusion and sufficiently fast reaction of certain compartments. This is

summarised in Theorem

11






2 Important preliminaries and notation

In this section, we give an overview over some of the used notation and important preliminaries.
{2 C R™ denotes a convex, bounded domain. I = (a,b) denotes a bounded interval.

In case of compartments of systems of equations, we use capital letters for compartments
if considering them to be vector-valued, i.e. U = (u1,..., uqim()) and analogously for
V,W,Z,U%, VO, W% =% U; does not describe a component of U, but different, possibly
vector-valued Us. Lower case letters for compartments describe scalar compartments, i.e.
w,v,w, & ud, 00w, €0,

Steady states which are not necessarily spatially homogeneous, i.e. can be spatially inhomoge-
neous, are denoted 7, e.g. U, o. Spatially homogeneous steady states are denoted -, e.g. U,v. If
proving a result for generic systems, we assume throughout this manuscript that all solutions
are uniformly bounded, i.e. [|Ul| o0 (g 1,00 (1)) < 00 Tespectively [|U|| po (o 1,00 (02)) < 00, Where
T = oo if not specified differently. We assume that all zero-order-terms f, g, h are twice
continuously differentiable on the closure of the set of values assumed by the solution. f,g,h
can be both, vector-valued and scalar. Whether they are vector-valued or not, can be seen
from whether vector valued compartments are used or not.

By classical initial conditions, we mean u(t = 0) € C(I) or u(t = 0) € C(£2), if the dynamics
of u(t,x) is described by an ordinary differential equation in each x € I respectively x € (2.
Moreover, we mean by classical initial conditions that u(t = 0) € C?(I) or u(t = 0) € C?(02)
if the dynamics of u(t) is described by a reaction-diffusion equation.

For functions f(U,V,W), g(U,V, W), h(U,V,W), we define the matrix

Vuf(A, B,C) = (0f;(u1, .-un, v1,..0m)/0ui(A, B,C));j, sometimes also denoted Vi f|(a,5,0)-
Vvf(A,B,C), Vwf(A, B,C),Vyg(U,V,W),... are defined analogously. In case of scalar
u,v or w and f(u,v,w), the notation 0, f(a, b, c) is equal to Jf(u,v,w)/du(a,b,c). Symbols
Do f(a,b,c) and 05f(a,b,c) are defined analogously. The Laplace operator is denoted A or
A,, while V,u(z) denotes the Jacobian matrix with respect to the spatial variable. Dy, D, if
used as coefficients of A, denote non-negative constants if the corresponding compartment
is scalar and diagonal matrices with non-negative entries if the corresponding compartment
is vector-valued. If the compartment is vector-valued D, D > 0 means that all entries of
the main diagonal are positive. A non-exhaustive list of symbols is given at the end of the

thesis. Throughout the thesis, we assume that the following assumption is satisfied by all
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2 Important preliminaries and notation

compartments. Under kinetic system of a system of type , we understand the ordinary
differential equation resulting when setting all diffusion coefficients equal to zero. We call the
right-hand side of the kinetic system zero-order term or kinetic term. Under jump-type steady
states or steady states with jump-discontinuity, we understand steady states constructed in
Lemma

Assumption 2.1.

1. U = (ui)i, V= (vi)i, W = (wy)i, =& = (&),.. are uniformly bounded, i.e. there exist
constants Umin, Umax, Vimin, Vmax € R, such that

—00 < Upin < min inf ui(t,x) <  max sup  ui(t,z) < Upax < 00,
1<i<dim(U) (t,x)€R>( xI 1<i<dim(U) (¢ ) eRo o x T

—00 < Vipin < min inf vi(t,z) < max sup  v;(t,x) < Vipax < 00.
1<i<dim(V) (t,z)ERs(x T 1<i<dim(V) (1,2)eRog x 1

and for W, =, u,v,w,&,u’, .. analogously.

2. f,g,h are twice continuously differentiable in all increments on the set of assumed values

of their increments.

3. Initial functions are classical initial conditions.

14



3 Reaction-diffusion-ODE systems

In this chapter, we present results on systems of type

aa—[i(x,t) = f(U(x,t),V(x,t)), zel,t>0,
%(m,t) = DAV + g(U(x,t),V(x,t)), x€l,t>0, (3.1)

(U(0),V(0)) € (CDH™™) x c*(T)1m(1),
supplemented with homogeneous Neumann boundary conditions for V, i.e.
Opvi(x,t) =0, x€dl,t>0, (3.2)

for V' = (v1,...vgim(vy). In general, U and V' can be vector-valued. When giving specific
conditions for stability of steady states, we restrict analysis to scalar V and U being either
scalar or (in chapter 4 of low dimension, i.e. U = (uy,uz). If U respectively V are scalar, we
denote them u respectively v. First, we are concerned with so called de-novo pattern formation.

It means that

1. there exists a stable steady state (U, V) of the kinetic system (D = 0) of (3.1]), which

becomes unstable if diffusion is introduced, i.e. for D > 0, and

2. there exists a stable spatially inhomogeneous steady state of (3.1))-(3.2)) for D > 0, which

we call stable pattern.

For scalar u and v, Marciniak-Czochra et al give sufficient conditions on instability of both
spatially homogeneous and spatially inhomogeneous steady states of systems of type —
in [MCKS13]. In [KBHGI12], the authors give sufficient conditions for a spatially homogeneous
steady state to be unstable for D > 0. The conditions are similar to the concept of ‘unstable
subsystems’ for diffusive U and V' in [ASY12], meaning that the matrix (0, fi|(ﬁ’V))ij has
an eigenvalue with positive real part. In case of systems of one ordinary differential equa-
tion coupled to one reaction-diffusion equation, it is well known that auto-catalysis of the
non-diffusive component, i.e. 0, f|(ﬂj) > 0, is necessary since the system has to satisfy the
so called ‘compensation condition’, 0, f|@z) + Ovgl@mz < 0, due to stability with respect

to homogeneous perturbations. We recall these results and give conditions for stability of

15



3 Reaction-diffusion-ODE systems

spatially inhomogeneous steady states of systems of type —, assuming that U = u and
V = v are scalar (for U = (u1,u2), see chapter 4)) and I is a bounded interval. Unfortunately,
the use of a Sobolev-type estimate yields a restriction of the proof to one-dimensional spatial
domain. It is unknown to us whether the restriction on dimension can be weakened or not,
but numerical investigations of an example system suggest that there exist stable steady in
higher dimension. Also, stability in L?-topology, which is weaker than the topology used for

one-dimensional spatial domain, can be deduced from the proof.

3.1 Existence of solutions to reaction-diffusion-ODE systems

For classical initial conditions (U (0), V(0)) € (C(I)d™(V) x ¢+ (1)dm(V)) ocal existence of
classical solutions of the same spatial regularity yields from Assumption (2.), see [Rot84].
If, in addition, the local solution satisfies Assumption (1.), it can be extended onto the time
interval R>o. Even though Assumption [2.1[1.) is rather strong, a violation of this condition
can lead to nonexistence of classical solutions, such as blow-up in finite time, see e.g. [Bal77].
An example for grow-up (blow-up as time tends to infinity) has been given in [MCKS15],
where the authors show grow-up of solutions to the Grey-Scott model with trivial diffusion
coefficient of the compartment u. The Grey-Scott model has uniformly bounded solutions for

positive diffusion coefficient of the activator.

3.2 Diffusion-driven instability

In [Tur52], Turing introduced the notion of diffusion-driven instability for linear systems of

two reaction-diffusion equations,

g;L:DlAu—i—f(u,v), xel,t>0, (3.3)
Z:DAU—&—g(u,v), zelt>0, (3.4)
(u(0),v(0)) € C*(I)?, (3.5)
Opu = Opv = 0, x € dl,t>0. (3.6)

Turing defines diffusion-driven instability as the property of a system of type (3.3)-(3.6) having

a homogeneous steady state which is

1. stable with respect to homogeneous perturbation, i.e. is a stable steady state for
Dy =D=0,
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3.2 Diffusion-driven instability

2. unstable with respect to inhomogeneous perturbation, i.e. is an unstable steady state
for some D¢, D > 0.

We follow the definition in [MCO03], where Marciniak-Czochra adapts the notion of DDI for

some diffusion coefficients being trivial. She gives the following definition:

Definition 3.1. A system of type (3.3)-(3.6) exhibits diffusion-driven instability if there

exists a homogeneous steady state which is
o stable for D1 =D =0,
e unstable for some (D1 >0 and D >0) or (D1 >0 and D > 0).

This weakening of the notion of diffusion-driven instability facilitates modelling of immobile
or non-diffusive substances. The solution to the resulting system of ordinary differential
equations describes their concentration. Examples are cells, see [MRJT12, [Ham12] and
references therein, or chemically ‘immobilised‘ molecules. Such ‘pinned’ molecules were shown
to facilitate formation of a Turing type pattern in a gel reactor, [KCDB90]. However, the
result in [KCDBI0] actually considers the case D small, but positive and 0 < D large.
Recently, this type of diffusion-driven instability has drawn further attention, [KGM™15)
KBHGI12, Reild]. In [KBHGI2], the authors consider homogeneous steady states (U, V) of
a system of type with D1 = 0 and show that if the spectrum of Vi f = (0y, fi’(ﬁ,V))ij
contains an eigenvalue with positive real part, then this steady state is unstable for all D > 0.
We will recall the result that a system of one ordinary differential equation and one reaction-
diffusion equation exhibits diffusion-driven instability only if 0, f|mz) > 0 is satisfied. This
is a direct consequence of Theorem which shows that 9, f|@m ) < 0 implies stability for
Ovgl @z < 0 and (0ufOvg — OufOug)|mm) > 0.

First, we investigate destabilisation of spatially homogeneous steady states and state a

reformulation of a lemma in [KBHG12] for matrices,

Lemma 3.2 ([KBHGI12]). Given a quadratic block matriz of type

A B
My, = ) , (3.7)

where k € R,A € R, B e R» C € R™, D € R™™ and idgm s the identity on R™. There
exists an injective mapping from the spectrum o(A) of A into the spectrum o(My) of My,

c:0(A) = o(My),
A= C()\)k,
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3 Reaction-diffusion-ODE systems

such that for all X € o(A), it holds that ¢c(\)r — A as k — oo. For all A\, € o(My) \ c(o(A)),
it holds Re(\g) — —o0 as k — oo.

Proof. See [KBHG12], section 2. O
We apply Lemma to system (3.1)-(3.2):

Lemma 3.3. Consider system (3.1)-(3.2). Denote the linearisation of the kinetic system
around a constant steady state (U, V) by

Ao Voflew Vviloy
VUQ‘(UV) VV9|(U,V)

where VUf|(ﬁV) = (Ou; fil @w))ij and VUg|(Uy), va\(ﬁy), va|(av) analogously. Consider
the operator L, defined by

o (go) N Vuflgwye + Vviloyy
(8 Vuglgyye + Vval gy + DAY )

as operator in (LP(I))3O)+dm) yith domain (LP(I))3() s (W2P(1)3mW) If Vi f has
an eigenvalue with positive real part and no eigenvalue with trivial real part, the steady state

(U, V) is unstable.

Proof. Linear combinations of vectors multiplied by eigenfunctions of the weak Laplace operator
with homogeneous Neumann boundary conditions, denoted A, x, form an orthonormal basis
of (LP(I))dim(#)+dim(¥) which is LP-dense in the domain.Therefore, it is possible to investigate

the eigenvalue problem

Vollow)  Vvllow <€1> i\ <€1> , (3.8)
Vuglow) Vvalgy — D) \e2 e
for any eigenvalue-eigenfunction pair (A, ) of Ay, v in LP(I). A solution (A, ¢) yields the
following solution to the eigenvalue problem (3.8]),

(. ().

Since V, f has an eigenvalue with positive real part and no eigenvalue with trivial real part,
application of Lemma yields existence of a k*, such that the matrix in (3.8 has at least one
eigenvalue with positive real part and no eigenvalue with trivial real part for all £ > k*. Con-

sequently, the Hartman-Grobman theorem can be applied for initial conditions (¢1v, catk),
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3.2 Diffusion-driven instability

leading to nonlinear instability. O

Additionally, necessary conditions for DDI is stability under absence of diffusion. Under
absence of diffusion, the system is a nonlinear system of ordinary differential equations and the
Hartman-Grobman theorem can be applied if all eigenvalues have non-trivial real part. From
this, the following well known fact follows: A system of one ordinary differential equation
coupled to one reaction-diffusion equation exhibits diffusion-driven instability at a steady state
(w,v) if the Jacobian matrix of the kinetic system has only eigenvalues with negative real part
and the non-diffusive substance, described by the ODE, is auto-catalytic, i.e. 9y f|@z) >0
holds.

Lemma 3.4. Consider a system of type,

?;;:f(u,v), rel,t>0, (3.10)
%:DAUJrg(u,v), x el t>0, (3.11)
(u(z,0),v(z,0)) € (CT) x C*(I)), (3.12)
Opv =0, x € 0l,t>0. (3.13)

System (3.10))-(3.13)) exhibits diffusion-driven instability at a constant steady state (uw,v) if

i 000 DUy (U 00)

(u,v)

(w,v)

hold, where the derivatives are evaluated at the steady state (u,v). If one of the two last

inequalities is reversed (i.e. excluding the case of assuming value zero), no DDI occurs.

Remark 3.5. In Theorem and Lemma we prove that any weak steady state (4, v)
of class BV (I) x {v € C*(I)|v" € BV(I)} is stable if %\(aﬂ;), %kﬂﬂ;) <c¢<0and (%% —
%%”(ﬁﬂ?) > ¢ > 0 hold for all x € I, where the derivatives are evaluated at the steady state.
Proof. In case of homogeneous perturbations (¢, 1), it holds Ay = 0. Therefore, the spectrum
of the linearised operator considered on the subset of spatially constant functions coincides
with the spectrum of the kinetic system. Consequently, according to the Hartman-Grobman
theorem, the second and third condition are necessary and sufficient for stability with respect to
homogeneous perturbations, see e.g. [Tes12]. In case of spatially inhomogeneous perturbation,
application of Lemma [3.2] yields linear instability. Nonlinear instability can be conducted on a
Hartman-Grobman type result for systems of reaction-diffusion equations, see e.g. [Smo83],

which covers the case of trivial diffusion coeflicients.
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3 Reaction-diffusion-ODE systems

O
In case of vector-valued U, DDI can also occur if the spectrum of Vy f ‘(EV) consists only of
eigenvalues with negative real part, as it was shown by examples in e.g. [KBHGI12, MC03].
However, in this work, we restrict analysis to systems with DDI caused by ‘unstable systems’ in
the sense of [ASY12], i.e. we exclude the case that all elements of spectrum of V; f |(ﬁ,V) have
negative real part. Hence, we exclude the case in which only a finite number of eigenvalues

has positive real part, see Lemma [3.2

3.3 Existence of irregular steady states

In this section we show existence of infinitely many weak steady states on a finite interval.
All constructed steady states have representatives in BV (I) x C1(I). It is important to note
that this method provides weak steady states which do not necessarily have representatives
in C(I) x C?(I). The construction method resembles the so called shooting method used to
approximate solutions to one-dimensional boundary value problems numerically. The result
states that it is sufficient to find two branches of solutions to the steady state equation of
the ODE subsystem for which the kinetics term of the steady state equation of the reaction-
diffusion subsystem has different a sign. Moreover, under these conditions, a system of ordinary
differential equations coupled to one reaction-diffusion equation exhibits infinitely many steady
states of this type. The proof is based on the multiple shooting method and the basic idea has
been applied to a specific system of one ordinary differential equation coupled to one specific
reaction-diffusion equation in [MTHS0]. Another specific model has been investigated by
Kothe in [K6t13] based on potentials, resembling the theory of oscillators, but with nonlinear
kinetics. We generalise the idea in [MTHS0] to cover a class of systems of ordinary differential
equations coupled to one reaction-diffusion equation with homogeneous Neumann boundary

conditions.

Lemma 3.6. Consider a system of type
0= f(U(ZL’),U(:E)), TE [07 1]7
Dv"(z) = —g(U(x),v(x)), 2 €(0,1), (3.15)
v'(0) ='(1) = 0,
where v is scalar, U can be vector-valued and f is continuous. Assume that there exists v* € R,

such that
f(U,v") =0, (3.16)
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3.3 Existence of irregular steady states

has two solutions U~ (v*) and U™ (v*) satisfying
g(U™(v*),v*) <0 < g(UT(v*),v"). (3.17)
Moreover, assume that there exists an € > 0, such that
1. there exists an ‘tmplicit’ relation with continuous branches,
U~ (v) and U™ (v), (3.18)
satisfying f(UT (v),v) =0= f(U (v),v) on [v* —&,v* + €],

2. g s continuous on

min Ut (v), max UT(v)| x [v*—e,v* +¢l,
_ve[v*—s,v*+e] vE[v*—g,v*+£]
and )
min U (v), max U (v)| x[v*—¢e,v" +¢].
_UE[U*—E,U*+E] vE[V* —g,v* e

Then there exist infinitely many weak solutions of (3.15) which have representatives in
BVI0, 1]4™) x ¢10,1].

Remark 3.7. If f,g € C' and det(Vu flw-(w)w)) # 0 # det(Vu fl+w)v)), then items
1. and 2. are satisfied.

Proof. The proof is illustrated in Figure First, we assume D = 1 and prove that there
exists x,, > 0, such that for all 0 < z* < =z, there exists a solution of on a domain
I = (0,2*). For arbitrary D > 0, rescaling the spatial variable yields existence of z,, > 0
such that for all 2* < x,,/v/D there exists a solution of for I = (0,2*). By a mirroring
argument, this solution can be extended onto domain I = (0, 2z*) satisfying periodic Dirichlet
boundary conditions and homogeneous Neumann boundary conditions. Choosing z* = 1/(2n)
for sufficiently large n, this can be extended periodically onto I = (0,1/v/D).

*

Since g(U*(v),v) and g(U™ (v),v) are continuous on [v* — g,v* + ¢, there exist strictly

positive €9 < € and ¢, C' < oo, such that

O<c§g(U+(v),v),—g(U‘(v),v) < C < o0, (3.19)
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Y

-~ Vg

Figure 3.1: Illustration of the proof of Lemma The loosely dotted line represents the
bounds following from ([3.19)). Left: Construction of periodic steady states. Right:
Construction of non-periodic steady states.

holds for all v € [v* — e3,v* + €2]. Consider problem
V(@) = —g(UT (ni(2)),v1(2)), @0 <, (3.20)

with initial values (vi(zo),v](z0)) € ((v* — e2,v* +€2) x (—¢,¢)). For any solution of ([3.20)
with sufficiently small 0 < Z, the mapping x; — (v(x1),v'(21)) is continuous on [0, Z]. For
sufficiently small x1, , inequality (3.19) implies that

vy (x0) — C(x1 — w0) < vy(21) < vp(0) — (21 — T0),

v1(x0) + v (o) (21 — o) — %($1 — z0)* < vy (1), (3.21)

vi(w0) + v} (a0) (21 — 20) — 5 (a1 — 20)?,

IN

hold. Hence, for zg = 0 and v}(0) = 0 and v1(0) € (v*,v* + €2) and 2% < 2e2/(C + C?/c), the

estimates

282

—— < vi(z1) < —cx1 <0, 3.22
c 262
v = ——— < wi(zq) <+ eo, 3.23
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3.3 Existence of irregular steady states

hold. Consider problem
vy (x) = —g(U™ (v2(2)),02(2))), a1 <, (3.24)

with initial values (ve(x1),v5(21)) = (v1(x1), v} (x1)). Due to (3.19)) and condition (2.) and an
analogous reasoning to (3.21)), there exist solutions to (3.24) and a mapping

n:x1 = (va(z1),v5(21)) = min{z € Rjvy(z) =0Ax > 21}, (3.25)

which is continuous on the set of initial conditions defined by (3.21)). It satisfies

c C+e 269 CH+ec
< < < . 2
C+ cx1 <n(z) <o c = \/ C(1+ %) c (3.26)

It holds n(x1) \ 1 as v'(x1) — 0. Additionally, it holds v/(z1) — 0 as 1 — 0. Consequently,
for all 9 > 0 sufficiently small, there exists a weak solution of (3.15)) for D =1 on I = (0, x2).

Now, there are different ways to proceed:

1. Periodic steady states: It is possible to extend this weak solution onto the set (0, 2z2)
by defining a solution v(ze + x) = v(x2 — x). For arbitrary I = (0,%,), T, < 2x2, we

constructed a solution. This solution satisfies
a) homogeneous Neumann boundary conditions,
b) periodic Dirichlet boundary conditions,

on I = (0,1/(v/Dn)) for sufficiently large n. Consequently, it can be extended periodically
onto (0,1/+/D) satisfying homogeneous Neumann boundary conditions.

2. ‘Irregular’ steady states: Defining a problem for vs and v4 analogously to ve and v
respectively (note the exchange in order), but with initial conditions (v3(0),v5(0)) =
(va(n(x1)), vh(n(x1)) leads to a non-periodic solution satisfying homogeneous Neumann-
boundary conditions on some domain (0,Z). If the solution assumes values not in
[v* — &,v* + ¢], the mirroring argument in item (1) can be used instead of irregular
extension. Analogously to item (1), a solution on I = (0,1/v/D) is constructed for

sufficiently large n.

By rescaling & = x/ VD, we obtain, for arbitrary D > 0, existence of weak solutions to problem
(13.15)). O
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3 Reaction-diffusion-ODE systems

3.4 (&g, A)-stability for reaction-diffusion-ODE systems

In this section, we introduce (&g, A)-stability according to [Wei83] and give conditions for
stability of steady states of systems of type — in this topology.

For I = (0,1), the neighbourhood basis in BV (I) of a function of bounded variation, denoted
U, with values in [Unin Umax]dim(U) is defined as

Nngmin,Umax(ﬁ) = {u GBV(T7 [Umirh UmaX]dlm(U)) |
there exists R C I such that ||U — UH%w(R) < €2 and meas(I \ R) < *}.

We are particularly interested in the situation where the initial function U(x,0) is close to a
steady state U with finitely many jump-type discontinuities, but U(z,0) is continuous on 1.
If we assume (U(z,0),V(x,0)) = (Up(z), Vo(z)) € (C(I)I™U) x 02(T)4m(V)) then the
solution (U(x,t),V (z,t)) of the initial-boundary value problem is continuous for ¢t > 0 due
to Assumption If the steady state U is ‘stable’, then U (z,t) is expected to converge
or at least stay close to a spatially discontinuous function. Therefore, the uniform norm
is not appropriate to measure the closeness, see Figure 2.1. On the other hand, in case of
stability in LP(I) for p < oo, very small ‘spike’-like perturbations are admissible and may
persist causing the solution to be unstable in L>°(I) and changing qualitative characteristics
of the solution. Using this topology, we want to exclude the case of uncontrolled emergence of
spikes within most parts of the domain. Note that the (g9, A)-neighbourhood of a function
includes patterns with spikes arbitrarily close to the discontinuities. Even though a proof of
non-occurrence of such spikes is missing, numerical observations imply that no spikes occur
close to the jump-points. It turns out that Na,Umin,Umax(f] ) provides us with a reasonable
topology for our purposes.

Following [Wei83], (¢, A)-stability in this topology is defined as

Definition 3.8 ((cg, A)-stability). A stationary solution (U, V) of system (3.1)-(3.2) is said
to be (g9, A)-stable for positive constants eg and A if the initial functions (Uy, Vi) satisfy

U0 = UllZoo(ry + IVo = Vi < €7, (3.27)
or some R C I with meas(I \ R) < &*, and ¢ € (0,¢q), then
[ (I\ R) ; (0, ¢€0),
1UCot) = UllZoo(ry + IV (5 8) = Vg < Ae®. (3.28)

for allt > 0.
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3.5 Conditions for (g¢, A)-stability

Hlustration [3.2 shows that the idea of the topology is very close to measurement of concen-
trations by the human eye: The solution is L®°-close to the steady state on a subdomain R
of the domain which has almost the same measure as I, but it is not controlled around the
transition layers, i.e. on I\ R. However, it must not blow-up or grow-up. We showed that it
is possible to construct infinitely many steady states which are not isolated in LP(I)-topology

and have jump-type discontinuities. Hence, the topology can be applied.

Umax

Figure 3.2: Illustration of the (gg, A)-topology applied to problem (3.1) for scalar u. A
discontinuous steady state and global existence of classical solutions is assumed.
@ represents the steady state while u(t) represents the solution for some ¢.

3.5 Conditions for (gq, A)-stability

It is important to note that for systems of type — for vector-valued compartments
UP1 and VP, the limit D; — 0 is not necessarily regular in the sense of stability of steady
states. In [NF87], the authors construct steady states (U°, V°) with jump type discontinuity
for D1 = 0, D > 0. Using a perturbation approach, they construct infinitely many steady
states (VP1, VP1) of class C? for Dy = ¢, D > 0. These steady states are LP(I)-close (p < o)
to (U, V0). In other words, for every steady state (U°, V?) with jump-type discontinuities,
there exists a sequence of steady states (UP1, VP1) converging towards it in LP(I) as D; tends
to zero. However, in [NF8T7], for D; > 0, stability of steady states with hysteresis depends
highly on the position of the transition layer and on the type of nonlinearities on the set of
values assumed on the transition layer. This is not the case for D; = 0, since the transition
layer is of jump-type. Our conditions for stability are based on point-wise evaluation of the
Jacobian matrix on the subdomain on which the steady state is continuous. In section we
constructed steady states with arbitrary position of the jump-type discontinuities for D; =0

and under rather weak conditions. The authors of [NF87] showed that stability depends on
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3 Reaction-diffusion-ODE systems

the position of the transition layer for D; > 0. Consequently, there exist infinitely many
stable steady states (U 0, VO), for which none of the elements of the approximating sequence
(UD L yb 1) is stable. Therefore, we investigate conditions for stability of steady states with
or without jump-type discontinuity of system —. We do not exclude the case that
kinetic terms f, g depend continuously differentiable on .

Definition allows us to give conditions for (gg, A)-stability of possibly discontinuous steady
states. Since the proof follows the same lines, we first give general conditions for (¢g, A)-stability
of steady states of systems of ordinary differential equations coupled to reaction-diffusion
equations. We suspect that the conditions can be weakened, but for more technical conditions,
the possibility of a reasonable biological interpretation is unlikely. We first state the theorem
in the most general version. The proof is similar to [Wei83] for a particular system, but is a

generalisation.

Theorem 3.9 (Stability theorem).
Let I C R be bounded. Under Assumption consider system

%Z: (U,V,x), zxel,t>0,
oV o2

=D 1

5 ax2V+g(U,V,:c), xel,t>D0,

supplemented with homogeneous Neumann boundary conditions for V and classical initial
conditions (U(z,0),V (z,0)) € (C(I)3) x ¢2(1)d(V)). Moreover, assume that f,g are
twice continuously differentiable in all variables.

Let (U, ‘7) be a weak steady state with finitely many discontinuities of U in x. Denote the

Jacobian matriz of the kinetic system at the steady state by

B(z) =

(va (x) Vvf (a?)> | (3.29)

Vug(z) Vvg(z)

where Vy f(z) = (Ou, fil(g,77(2))ij and Vv f,Vug, Vg are defined analogously. If

1. the spectrum of the operator

. (:Z) s B(x) (;) +D ( 3%) , (3.30)
0z2

considered as operator in (L?(I))(@@)+dim) yith domain (L2 (I))3™() x (W]%,Q(I))dim(w,
is contained in {\ € C|ReX < ¢ < 0}. The space W]%;Q(I) is the subspace of W22(I)

whose elements satisfy homogeneous Neumann boundary conditions.
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3.5 Conditions for (g¢, A)-stability

2. for all x € 1, the spectrum of Vy f(x) is contained in the left complex half-plane,

uRe(o(VUf(:c)) C (=00, —c), (3.31)
zel

for some ¢ > 0, and
3. forall x € I, Vyg(zx) is negative definite,
then (U, V) is (g9, A)-stable for a pair (e, A) with 0 < g9, A < 0.
For scalar v and v, more precise conditions can be found:

Corrolary 3.10. Consider scalar u and v and let (4,v) be a jump-type steady state. Assume
that for all x € 1,

of

au\(ﬁ,ﬁ) (r) <c <0, (3.32)

dg

%‘(ﬂ,ﬁ) (r) <c <0, (3.33)
df 0g  Of 0g
e = )| (1) > 34
(auav 87_} 8u)‘(u,v)(x) —C>07 (33 )

hold. Then the conditions of Theorem[3.9 are satisfied.

Remark 3.11. Stability conditions for vector-valued U = (u1,u2) are shown in chapter [}
There, the case of different time scales for different components is investigated, similar to the

Tikhonov reduction for ordinary differential equations.

Proof of Theorem [3.9,
Define o(t) := U(t) — U, ¢(t) := V(t) = V, po = ¢(0), o = 1(0). We write the differential

equations for the perturbation of the steady state as

7 (Z) - (Z) " @ | (3.35)

where £ denotes the operator resulting from a linearisation around (U, f/),

E:<<p>—>< Vol e+ Vvi-v ) (3.36)
(0 DAY +Vyg-p+Vvg -9

A proof that £ is a sectorial operator is deferred to Lemma and was provided by Izumi
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3 Reaction-diffusion-ODE systems

Takagﬂ Now, condition (1.) implies that there exists a k > 0 such that

“(0)

< e (Ilel oy + 1922y (3.37)
LQ(I)Q

holds.

Hence,

le@®113 + @)l < C<(Ilsoo\|§ + [toll3)e ™

t (3.38)
+ [Ules) 1B+ los)Be-as ),

0

holds. Furthermore, because of condition (2.), it holds:

t

(. )] < lpo(x)le™™ + /(WJ(% $)| + lo(x, )|~ ds, (3-39)
0
le@)z < ¢ (\@011362“ + /(IW(S)H% + H@(S)H%)ek(”)dS) : (3.40)
0

Since for all x € R, the real part of the spectrum of Vi f is contained in (—oo, —c¢), it holds

that on the subset R C I which does not contain discontinuities of ,

lellzw(ry < lpolleme™ + e [ leliom + 1012 + [l ds,

o

t
el Foe(ry < | ol Foe rye™ +/((H<P||2Loo(3) +1el13)* + Ilelio)e_k(t‘s)dS) ,
0

t
< | lpollZeme™™ + /((lel%w(m +elin)? + W!\%l)e_k(t_s)dS) ,
0

t
< c | leollfoeme™ + sup (lollfoe(m) + HI/}H%I)QJr/IWH?pe_k(t_s)dS) :
0

se(0,t
(3.41)
Further, we are interested in estimating [|¢|3,,. For this purpose, we rewrite the second
equation of as
0 pv_ Vuge + Vvgd +o(t) (3.42)
ot D2 ' '

!Tohoku University, Japan
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3.5 Conditions for (g¢, A)-stability

Testing (3.42)) with )T e yields

t
1
2/ ( vk +Dr|w||2) eFds
0

. (3.43)
= // (l/)TVUgsO +TVygw + ¢Ta(t)) dzeFsds,
07
/ k 1 s=t
[ (=511 + DIVwIg) ods + [t
" t (3.44)
= // (lz)TVUgsO + TV g + ¢Ta(t)) dxersds.
07
Testing with 9yT /0t e*| we obtain due to condition (3.) that
¢
/ (H ’ Daukuz> o s
ot
0
0
_ oy’ 10(p"Vygy) | 0T ks
= // <8tVU9<P+ 3 5 + T o(t) | dee™ds,
o (3.45)

2

Dk ) D ,
- 2||w|%> ds + | S 190 (s) Be

s=t

s=0
s=t
oY 1
< 5 Vuge + 5 5 ‘@Z)TV glﬁ’ + —U( )) dreFsds — [/ 3 ’wTVng‘ ekS]
I s=0
The terms involving 0 /0t are rather hard to handle. To obtain an estimate independent of
0 /0t, we consider the right-hand side of (3.45|) with the following two estimates for arbitrary

c* >0 )
* [0
2 vvget < S (2) 4 g (Vugor (3.46)

and

(3.47)
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3 Reaction-diffusion-ODE systems

Using ([3.46)), (3.47)), estimating (3.45) further, leads to
/ D s=t 7 / o |?
ks 2 ks *
- — — —1 T
[ (-5 wige ) st [FIvvelEe] < (Ge >0/H "
0

+ 2; 0/ ( / (Vuge)® + (e’ + ¢4)) e ds (3.48)

I

t
+ [ [ 5hrevgulactds - & o Vvau| ) )
0 I

For ¢* = 4/7, we obtain an estimate independent of ||0/0t||2.
Multiplying (3.44)) by k/2, adding it to (3.48]), choosing ¢* = 4/7 and using the estimate

lowl < el + [W2DIel < cllel* + 191" + [0f), (3.49)

yield an estimate of the type

ol < e ool + Bollz)e™
t (3.50)
+ [ (S + I + () B+ [6()IE) e 0-9ds ).
0

The estimate on H'-norm allows to estimate (3.41)). But first, taking Upin < U < Upax and
Vinin <V < Vinax and f, g € C? into account, the Taylor expansion yields (note boundedness
of solutions and regularity of f,g) that

lo(2)] < c(le(@)” + [ (2)), (3.51)

o ()] < e(lp(@)* + [ () ), (3.52)

holds, hence
lo®) 13, lo @13 < e (Ielld + 1914) .

(3.53)
le(®) . lo @l < e (llell3 + 113) -

holds.
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3.5 Conditions for (g¢, A)-stability

Applying the first estimate of (3.53]) to (3.38) yields

t t
[ 1l ¢=as < c(_[Qleall + ol
0 0

S

+ [ Ul + lerB)e™ e dre =9ds).

[e=]

t

—k

<c( [ ool + ol
0

s

+ [l + o le e dre -9ds),
0

< C<(HSDOH% T olZe)

t s
+ [ el + ) iheteDdrett-9as ).
00
Now, see that
lellp < el ) + [Umax — Uninlpax #(1 \ R)- (3.54)

Applying (3.54) and Sobolev inequalities to (3.50)) yields
9 < e (ool + Iolly) e

t
[ (I By + 19E) e s+ w1\ B ).
J (3.55)

< ¢ (Isollwi + ol ) ¥

+(sup (I g + [W6E) ) + I\ B)):

s€(0,t)

Using this estimate for |[¢)[|%,1, we obtain from (3.41)) that
2 2 2 2 2 )2
ol 7oy < c(<||soo||mm + [Iol3) + ( sup (el + 19 13:1)) +u<I\R>), (3.56)
se(0,

holds.
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Combining the estimates for ||g0(t)||%oo(R) and |[1(t)||%1, we obtain

o) l[Zoe ) + IONFn < C((H@oll%w(m + 1ol )

, (3.57)
+( oo (IO mn + ) )+ AT R)).
Choosing A > max(C, 1) and &g such that
22, 2 A
14+ A%y +¢5 < rok (3.58)
allows to estimate for all 0 < € < gg, hence
IO oo (ry + 10 O)7n < = Visollo()|[Foo(ry + 1)1 71 < A?, (3.59)
holds. We proved (g9, A)-stability. O

Lemma 3.12. (Provided by Izumi Takagi)
Under the assumptions of Theorem[3.9, the operator L, defined in Theorem [3.9, is sectorial.

Proof. Define n = dim(y) and m = dim(¢)) and N = n+m. It is clear that L?(I)" x Wif([)m

lies dense in L2(I)"V due to the Rellich embedding theorems. The numerical range is bounded:

‘Re (g (Z) | (Z)) ‘ Ao feo+ Vv i Do) + [(Toge+ Tvgo )zl (3.60

+ 1D ) L2 ()l (3.61)

Due to Assumption all entries of Vi f, Vv f, Vg, Vi g, considered as z-dependent ma-
trices, are in L*°(I). Hence, there exists a constant C, such that we can estimate further
by

< C (IlBagm + 101 200ym + 192y ) (3.62)

The imaginary part of the numerical range can be estimated analogously. Hence, the numerical
range is contained in some set [—C, C] x i[—C, C|] for some C < oo. It is left to prove that
there exists a A\g > 0 such that range of A\gid —£ is L2(I)V.

Due to Assumption (Vuf — Aid) is invertible for sufficiently large A\. Hence, problem

(£ — \id) (i) - (5 ) : (3.63)
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3.5 Conditions for (g¢, A)-stability

can be reformulated as

= (Vuf—Xid)"'(f = Vv fy) (3.64)
Vug(Vuf —Md) "N (f = Vv fy) + (DA, + Vg — Aid)y = g. (3.65)

The operator in the second summand of the left-hand side of (3.65)) is invertible for A sufficiently

large. Moreover, its inverse is compact on L?(I)™. Now, see that
IVug(Vuf = Ad)ll,, = A7 [Voglid -2V )| =on™), (3.66)

as X tends to oo. Hence, for sufficiently large A, the operator on the left-hand side of
is invertible and the inverse is compact on L?(I)™. Now, since the inverse is a bounded
operator from L%(I)™ into the domain of £, we can show that the range of £ — \id is closed
for sufficiently large A. This shows that the range of £ — \id is L2(1)"N. We obtained that the

operator L is sectorial. ]

Proof of Corollary[3.10. In the following proof, ¢ denotes a strictly positive generic constant.
We investigate the spectrum of the operator resulting from linearisation around the steady
state (1, ).

Define

oy, af
L: (:Z) — (gg:(ijﬂj)ig‘ﬂi g;"(vjvﬁ)gﬂﬁ;Zj) _. (l;llixsgoil;lggx;z) (5.67)
au l(@0)\ )P T gy l(a,p)\ ¥ 21 (% )P 22(X

We investigate the eigenvalue problem

P U
(L—=XN) (1/)) + (DA¢> = 0. (3.68)
For A ¢ U, 5(b11(7)) C (—o0, —c), we obtain
bio
= (3.69)

Inserting this into the equation for ¢, we obtain

( ba1b12

— + boo — /\) P+ DAY = 0. (3.70)
b1 — A

Testing this expression formally with 1, yields

I/ (—bliliu)\ + b2 — /\) Vide = DI/(Vzw)2da:. (3.71)
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Defining A = A1 + i), the imaginary part of the equation reads

. b12b21 ) 2
— A — = +1 dxr = 0. 72
H/(Ibu—APJF Ve =0 (3.72)

It follows that Ao is uniformly bounded. Moreover, for b11b22 > 0, it follows that Ay = 0 or

1 = 0. In case of Ao =0, (3.71)) reads

/(bn — )7t ()\% — (b1 + b22) A1 + (b11b22 — b12b21)> PP d = /(Vx¢)2d$a (3.73)

I I
A1 (z,A1)

where Aj(x, A1) is strictly negative for —¢ < A;. Consequently, 1 = 0.
In case of by1bea < 0, consider the real part of (3.71)), which reads

/ <_ (b12b21)(b11 — A1)
|b11 — A2

Ao (z,M1,\2)

+ bogy — Al) Y2dz = D / (Vo) ?de. (3.74)
1

Again, As(x, A1, \2) is strictly negative for —¢ < A; for some 0 < ¢ and ¢ = 0 follows.
Summarising, there exist ¢y, cy > 0 such that the resolvent set of the operator £ contains the
set

{A € C|Re(N\) > —cy or |[Im(N)| > ea}. (3.75)

d

3.6 Application to example models

3.6.1 A receptor-based model
Derivation of the model

In [MCO03], Marciniak-Czochra considered a model of type

0

5= — pu — buw + dv + myu?, (z,t) € T x (0,T), (3.76)
gtv = — p2v + buw — dv, (z,t) € T x (0,T), (3.77)
%w =DAw — pzw — buw + dv + mau?, (z,t) € I x (0,T), (3.78)
(u(z,0),v(z,0),w(z,0)) €(C(T)* x C*(I)), (3.79)
pw =0, (z,t) € OI x (0,T), (3.80)
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3.6 Application to example models

to model pattern formation in hydra.
Model ((3.76)-(3.80) exhibits diffusion-driven instability. Numerical investigations performed
in [MCO3| show blow-up in finite time. We modify the right-hand side of the model to obtain

uniformly bounded solutions,

%u = — pu — buw + dv + mll—fjmﬂ’ (x,t) € I x (0,7T), (3.81)
%v = — v + buw — dv, (x,t) € I x (0,T), (3.82)
0 u?

Py =DAw — pgw — buw + dv + M (xz,t) € I x (0,T), (3.83)
Opw =0, (x,t) € OI x (0,7, (3.84)

supplemented with classical initial conditions. We consider the so called 'quasi-steady state’

approximation, a differential-algebraic equation arising from setting 6 = 0 in

o 2

Gt =~ U= buw + dv + mlﬁ, (z,t) € I x (0,7T), (3.85)
(5;1) = — pv + buw — dv, (z,t) € I x (0,T), (3.86)

0 u?

pri =DAw — pgw — buw + dv + M (xz,t) € I x (0,7, (3.87)
Opw =0, (x,t) € 0I x (0,7, (3.88)

supplemented with classical initial conditions. We consider the case § = 0 to be an approxima-
tion for ¢ small, if (3.86) has a unique solution v(u,w) for § = 0. Later, we show that § = 0

can be considered to be a suitable approximation. For § = 0, we obtain the following system:

2

0 d U _
Hel = T (1_M2+d> buw+m1m, (x,t) € I x(0,T), (3.89)
0 u?
Frid =DAw — pzw — (1 i d) buw + mgm, (x,t) € I x(0,T), (3.90)
(u(z,0), w(z,0)) € (C(I) x C*(I)), (3.91)

supplemented with homogeneous Neumann boundary conditions for w. Substituting @ =

(1- dfw)#%u, w=(1- dﬁ#z)l%w and = ﬁ, we obtain the rescaled quasi-steady state
approximation,
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-2
8 =DA®W — o — 4w + m @ (x,t) € I x (0,17 (3.93)
8 M 21 N I{u2’ ) y M1 ) .
O =0, (x,t) € I x (0,11 T),  (3.94)
(@(0,z),@(0,x)) €(C(I) x C*(I)). (3.95)

For simplicity, we drop the notation * in the following and define

u2

fr(u, 'LU) = —u—uw + mlm, (396)
U2
gr(u,w) = —pw — uw + M 2 (3.97)

In this chapter, we focus on investigation of ([3.92))-(3.94) and show in chapter[d]that (in)stability
as well as existence of steady states of system ([3.85))-(3.88) for small § can be derived from

system (3:92)- (3:99).

Remark 3.13. Note that for uy = 0, pu1 can be replaced by s for rescaling, resulting in a
system of type

au uw + m o

—=U = — | B ~—

ot 1+ ka2

S v e (3.98)

—w =DAW — W — W + 1M —.
ot 1+ ka?

In case of d = 0, (3.85) and (3.87) do not depend on v and a reduction is therefore not

necessary.

Existence and boundedness of solutions

In this section we show that model (3.92)-(3.94) satisfies Assumption i.e. the solution is
uniformly bounded and the right-hand side is twice continuously differentiable. Regularity of

the right-hand side can be seen directly. It is left to prove uniform boundedness:

Lemma 3.14. System (3.92)-(3.94) has a unique solution of class C*(0,T;C(I) x C*(I)).
Moreover, for all non-negative initial conditions and € > 0, there exist 0 < t* < 0o such that
for all t > t* and all x € I it holds that

1
0 <u(z,t) < % (m1 +\/m3 — 4/<:> +¢, (3.99)
2
ma /
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3.6 Application to example models

Proof. Existence of a unique local-in-time solution yields from regularity of the right-hand
side, see [Rot84]. For 0 < u,w, it holds that

—(1+w)u§§u§(—1+m1

o )u, (3.101)

v
1+ ku?
A(u)

and A(u) < 0 for u > (my +\/—4k +m?)/(2k).

Consequently, it holds for some t* > 0 that

2
(ml + \/ —4k + m%) mao

d
DAw — (p+uv)w < pr < DAw — wp + K2,

(3.102)

Consequently, for all € > 0, there exists a t* > 0, such that it holds for all ¢ > ¢* that

1 2
0<ule1) < o <m1 b~k ml) e, (3.103)
2
mo / 2

O
Existence of steady states
First, note that all steady states satisfy the following equation
u? -
2
0 =DAw — (u+u)w+m2ﬁ, xel, (3.106)
Opw =0, x € 0l. (3.107)
Equation (3.105)) is equivalent to
(u=0) or (—(1+w)(1+ku2)+m1u:0> , (3.108)
hence (3.105)) has the following solutions:
uo(w) =0, (3.109)
u_(w) ;:# (m1 — \/m2 — 4k(1 + w)2> (3.110)
2k(1 + w) ! ’
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uy (w) :—M (m1 + \/m% —4k(1+ w)2> . (3.111)

In Lemma[3:20] we show that stability of steady states depends highly on the branch. Therefore,

we define the different branches,

Definition 3.15 (branches of steady states).

We say that a piece-wise continuous steady state (a(x),w(x)) of system (3.92))-(3.95) is of
class uy (resp. u— orwug) at x € I if

(z) = uy(w(x)), (resp. u—(w(x)) or ug(w(x))), (3.112)

holds.
We summarise and note that we can distinguish branches u_ and u4 by a simpler criterion:

Lemma 3.16.
The solution u*(w) of —(1 4+ w)u +myu?/(1 + ku?) = 0 has three branches,

up(w) =0, (3.113)

m m 2
ug (w) = % (2(14:10) + ¢<2(1+1w)> —k) : (3.114)

Foru#0 and 0 < w < w, :=my/(2Vk) — 1,

1. u*(w) = ug(w) if and only if %u*(w) <0,

2. u*(w) = u_(w) if and only if %u*(u}) >0

hold.
Proof. Deriving,
ur(w) = % (Q(ITTUJ) + \/(2(17?:—111}))2 B k) ’ (3:115)
locally with respect to w implies -u (w) < 0. Combining this with
ug (w)u—(w) = %, (3.116)

yields
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3.6 Application to example models

—u_(w) > 0. (3.117)

O
Using this characterisation, we can prove existence of spatially homogeneous steady states

and classify them:

Lemma 3.17 (Existence of steady states).

1. For arbitrary parameters,

(@) = (0,0), (3.118)
is a spatially homogeneous steady state of model (3.92))-(3.95)).

2. Let mq < mo and

1 (2mg— 2
p> L (mzml 49 (mz> _ mz) , (3.119)
mi mq my ma

hold. Then exists a strictly positive k*, such that for all k < k* exist exactly two strictly

positive homogeneous steady states of model (3.92))-(3.95)).

If k < min(k*, ((mg —m1)(miu))?), then both strictly positive homogeneous steady states

are of class u_.

3. For 2Vk < my < my there exist infinitely many weak steady states (ii,w) € (BV(I) x
CY(I)) of model ([3.92)-(3.95) which are for all x € T of class uy or ug.

Proof. Proof of Items 1. and 2. Item 1. can be seen immediately by inserting (u,w) = (0, 0)
into (3.92)-(3.95)). To obtain nontrivial spatially homogeneous steady states, see that a solution

(u,w) is a spatially homogeneous steady state only if

8u u2
5 = frww) = —(1+wju+t Mg =0, (3.120)

holds. Solving f,(u,w) = 0 yields u =0 or

U 1
—=— . 3.121
e il Chal) (3.121)
Inserting (3.121)) into
ow u?
i gr(u,w) = —(p+ w)w + R 0, (3.122)
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and solving for w yields
mo u

myp+ (1 —22)y

mi1

wf, g, (u) = (3.123)

Note that wy, 4. (u) is k-independent.
The nullclines of f, and g, for u # 0 are described by

w

. wfrygr
/

1 _maps U
\/E mo—mi

Figure 3.3: Nullclines of f, and g, and wy, 4, for parameters m; = 1.44,my = 2,2 =
4.2,k =0.1.

u

wa:O(u> =—1 + mlm, (3124)
2
mo u

_ = —_—— 3.125

If there exists u > 0, such that wy,—o(u) = wy, 4. (u), then (u,wy, 4, (u)) is a homogeneous
steady state.

Note that wy —o(u) has a unique positive maximum at u = 1/ Vk, is strictly concave on
[0,v/3/Vk), strictly convex on (v/3/vk, 00) and satisfies

ql}{{r(l) wy,—o(u) = uh/r{.lo wg,—o(u) = —1. (3.126)

Recall my < mg. Defining I(u) := maou?/(p + u),

— - = 1—-— 12

l(u) wgrfo(u) LA+ u ( 1+ kUZ) u, (3 7)
l(u) — wg,—o(u) > 0, (3.128)

lim |l = wg, ~o| L= (0,) = 0, (3.129)
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3.6 Application to example models

holds on any finite interval (0,c|. Moreover wy, 4. (u) is strictly increasing and continuous on
R>0 \ {(m1p)/(me — m1)}, non-negative and convex on [0, (myu)/(mg — m1)), negative on

((myp)/(mg —my),00) and satisfies

lim Wy, g, (1) = 00, (3.130)
uﬂ"er*ml
lim — wy, g.(u) = —o0. (3.131)

mip
u\‘mzﬂm

Furthermore, it holds that

W, g,(0) = wy,—0(0) = 0, (3.132)
dwg =0 d’l,Uf g
——(0) =0 < —==(0). 1
9200) = 0 < S () (3.133)

It follows that wg,—o(e) < wy, 4, (¢) holds for e small.

Combining this fact with , the uniform boundedness of wy,—g and the strict convexity
of wy, 4. on (0, (mip)/(ma —my)), it follows that if and only if (u,l(u)) and (u,wy, 4, (u))
intersect twice on (0, (myu)/(ma —my)) x (0,00), there exists ki such that for all k < kf, it
holds that (u,wy —o(u)) and (u,wy, 4. (u)) intersect twice.

‘We solve

m2u2 ma u

Hu) = T nr (T 3.134
(u) pwtu  mypp+(1—22)y wf, g, (w), ( )

mi

for u and obtain the following solutions for u # 0:

mip —1 ( mip—1 )2 W
Uy = — £ _ ] - 3.135
* 2(mg —myq) \/ 2(mg —my) (mg —my) ( )
Inequality u4+ > 0 holds if and only if
1
> —, (3.136)
mi
and
( map 1 )2> K (3.137)
2(m2—m1) (mg—ml)’ ’

hold. If (3.136) is satisfied, (3.137) is equivalent to

9 (mq — 2ms) 1
22— — > 0. 3.138
LI R . (3.138)
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Recall mg > my. Inequality ((3.138)) is satisfied if and only if

1 [ 2my— 2
pe L (mzml 9 (m2> _ mz) , (3.139)
miy my my mi
or
1 [ 2mg— 2
p> L (mzml 49 (W) _ m?) 7 (3.140)
mi my my mi

hold. Note that )
(mz> Mg
my mi

holds. Inequality (3.139) is never satisfied, because

1 [ 2my— 2 1
L (””‘27”1 _9 (7”2> _ m2) <, (3.141)
mq mi my mi mi

implies u < 1/myq if (3.139) holds. Hence, it contradicts (3.136)).
Since mg > mq,

2 _ 2
By () (3.142)
my

holds. It follows for

1 [ 2mg— 2
b L (M 49 <m2> _ m2) 7 (3.143)
mq mi my mi
mo > my, (3.144)

that (u,{(u)) and (u,wyg(u)) intersect twice on (0, (miu2)/(me —mq)) x (0,00). It follows
existence of two homogeneous steady states for sufficiently small k.

To prove that both steady states are of type u_, we use the fact that the steady state
component u is bounded by (miu)/(mg —my).

Since wy,—o(u) = —1 + myu/(1 + ku?) is strictly increasing on (0,1/Vk),

(u*) > 0, (3.145)
holds at any steady state u* for vk < (mg —mq)/(myip).

By the characterisation Lemma both spatially homogeneous steady states are of type
(u—(w),w) for k < ((ma —ma)/(m1p))*.
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g(ut(w), w)

Figure 3.4: Illustration of the right-hand side of —0%w/0x? = g, (u,w) for different branches
of the solution u*(w) of du/0t = f,(u,w) = 0. The parameters for illustration
are D = 1,m; = 1.44,mo = 2, u = 4.2. We can observe that all nontrivial

homogeneous steady states are of type u_.

Proof of Item 3.
Item (3.) is a direct consequence of Lemma and the following Auxiliary Lemma.

Auxiliary Lemma 3.18.
Assume 2VEk < mi < mg and w € (0,w,), where w, is defined as in Lemma . Then,

gr(uo(w), w) <0, (3.146)

holds, where g, is defined in (3.97)). If there exist two positive spatially homogeneous steady
states of type u_, then

gr(ug-(w),w) > 0, (3.147)

holds.

Proof of Auziliary Lemma. For w = 0,

90 (12(0),0) = my—2(O”

= —— >0 3.148
T hua (02 (3:148)
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holds. Moreover, g,(u4(w),w) is strictly decreasing since derivation with respect to w yields

d (L +w)m? + 2k(1 + w)*maps
dwg,«(u+(w), w) = 2k(1 4+ w)3my
B m3 + 4k(1 + w)3 (ma — my)

Y
—4k(1+w)24+m?
(I4w)?

(3.149)
2k(1 4+ w)3my

<0,

for w > 0.
If there exist two spatially homogeneous steady states of type u_, then g(u_(w,),w,) =
g(us(wyr),wy) > 0 holds due to the fact that g(u—(0),0) > 0 holds, because g(u_(w),w) has

exactly two roots of order one. Then, inequality (3.149) and uy (w,) = u_(w,) yield (3.147).
Inequality (3.146)) follows immediately from the fact that

holds for w € (0, w;). O

Stability of steady states

To check if the conditions of Theorem respectively Lemma [3.10] are satisfied, we need to
investigate the signs of the entries of the Jacobian matrix of the kinetic system and the sign

of its determinant.

Lemma 3.19. Consider a system of type

(‘?tu =f(u,w), rel, (3.151)
Batw =DAw + g(u,w), xel, (3.152)
Opw =0, x € 0I, (3.153)
(u(0,z),w(0,z)) €(C(T) x C*(I)) (3.154)

Denote the Jacobian matrix of the kinetic system, evaluated at (u,w) as B(u,w) and let u*(w)

be defined implicitly by f(u,w) = 0, where we assume that |0 f| (= (w),w)| = ¢ > 0 holds. Then

d d

Aet(Bu* (w),w)) = ~ 0o (u (), w) g us* () ) (dwu*(w)>_ , (3.155)

holds, where 5 f(a,b) := afg‘fv’w) (a,b).
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Proof. Define 0; f(a,b),019(a,b),d29(a,b) analogously to 02 f(a,b). First, note that

gt w),w) = P20y g0 ), ) + g (), ),
d et det() (3-156)
L gt ), )™ a0, 0) P = gt ), ),

holds, where w*(u) is defined as the local inverse of u*(w). Inserting this into the determinant,

we obtain

det B(u" (w), w) = 01 f (u” (w), w)dag(u” (w), w) — Oz f (u* (w), w)Org(u*(w), w),

= 00 (), ) g (u” () ) + B f (), ) g ) ) 2 L
— 0 ). ) g ) ) P L
= agla ), w) (915" ), 0) + P20y (0 ).
0 (u ) ) g (), ) P L
= g (u* () 10) - () B f (), ) g (), ) P,
=0
= () w) gl ) ) 2

Lemma 3.20. Let 2Vk < m; < my and denote the Jacobian matriz of the kinetic system of

(3-92)-(3.95)), evaluated at (u(z),w(z)) by

Oufr(u(z), w(z)) awfr(U(w),w(x))> . (bn(fﬂ) bm(ﬂﬁ))

Ble) = B(“(”’“’(@):(augrw(x),w(m)) Ougr (u(e),w(@))) — \ba(z) ba(r))”

Then, for 0 < w(z) < m1/(2Vk) — 1 =: w, it holds that

>0, u(x)=u_(w(x)), <0, u(x)=u_(w(x)),
bii(z)q <0, u(z)=uy(w(®), bi2(z)] <0, ul@)=uy(w(x)), (3.157)
<0, u(z)=uo, =0, wu(x)=up,
o (w(x <0, u(z)=u_(w(z)),
bau () { >0 ) =u(wle) ol <0, ) = up(w()), (3.158)
<0, u(x)=u, _
<0, u(z)=wuo,
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where u_,u,uy are defined in Definition[3.15 Moreover, it holds that
det(B(uy (w(z)), w(x)) > 0. (3.159)

Proof. First, we calculate the Jacobian matrix of the kinetic system for given arbitrary (u,w):

B(z) = Blu, w)(z) = (b“ b12> - (_(Hmel(Hﬁ?)Q - ) (3.160)

ba1 bz —w + mz(lﬁg#)z —(p 4 )

The signs for u = ug = 0 follow immediately from inserting « = 0. The signs of b12 and byy for
arbitrary u can be derived directly, too.
For f,(u,w) = —(1 +w)u +mqu?/(1 + ku?) = 0,

u
1—|—k:u2m11+ku2’

(14 w), (3.161)

bip = —(1+w)+

= (1 s
( +w)+1—|—ku2

—(1+2> (1+w)
B 1+ ku? w

holds. Combining (3.161)) with Lemma ie. u_(w) < 1/VE < uy(w), yields the result
for b11.

We investigate be1: Now, f.(u,w) = 0 implies

2u
bo1 = —w+m2m7
m2 mo 2u
- —w+ 20 M2 S 3.162
w+m1( +w)+m1( w+m1(1+ku2)2), ( )
m m m
:2+<2—1)w+2b11.
mq mq mq

The continuity of be; and by1(w,) = 0 implies the result for by;. Recall (3.149)), i.e.

d
—gr(ug(w),w) <0, (3.163)
dv
and Lemma [3.16] i.e.
d
%u+(w) < 0. (3.164)
Now, application of Lemma yields the sign of the determinant. O

Combining the results, we obtain the following Theorem for model (3.92))-(13.94]):
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Theorem 3.21 (Coexistence of DDI and hysteresis for model (3.92)-(3.94)).
Under conditions

my, ma, k?,u >0,

my < min(mg, \/77’112),

1 [ 2mg— 2
M>(m2ml+2 (m) _ma>,
mi mi m1 mq

there exists

. 2 2
0 < k* < min ((M) m) (3.165)
M 4

such that for all 0 < k < k*, the following hold:

1. system (3.92))-(3.95)) has exactly two strictly positive spatially homogeneous steady states,
(u—(wy),w1) and (u—(we),ws) with wi < wa,

2. (u—(wy),wr) is an unstable steady state of system (3.92))-(3.95)) and its kinetic system,

3. (u—(w2),ws) is a stable steady state of the kinetic system of (3.92))-(3.95|) and an unstable
steady state of (3.92))-(3.95)),

4. (0,0) is a stable steady state of system of (3.92)-(3.95|) and its kinetic system,

5. system (3.92))-(3.95)) has infinitely many (g9, A)-stable, weak jump-type steady states
which are at all x € T of class uy or ug.

3.6.2 Lengyel-Epstein model

In [LE91], Lengyel and Epstein consider the model

0 v

0 v

Opu = Opv = 0, (x,t) € 01 x (0,T), (3.168)
u(z,0),v(z,0) € C*(1), (3.169)

where a,b € R>q, to describe pattern formation in the CIMA reaction, which was described

chemically in [KCDB90]. The authors of [KCDB90|] conducted an experiment involving two
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reactive species. One of the species acts as inhibitor (v), the other one as activator (u). Since
both chemicals diffuse at similar rates, the experiment was performed in a gel reactor, binding
the activator and therefore reducing its ‘average’ diffusion rate. We investigate the behaviour
for trivial activator’s diffusion rate, i.e. it is ‘pinned’. We suggest performing an experiment of
this type to give further implication for validation or falsification of the model suggested in
[ILE9I].

By setting D = 0 in the system proposed in [LE91], we obtain system

%u:a— <1+41+”u2>u, (z,t) € I x (0,T), (3.170)
gtv—DAv—i—b(l— 1fu2>u, (z,t) € I x (0,T), (3.171)
Opv =0, (x,t) € 01 x (0,T). (3.172)
(u(z,0),v(x,0) € (C(I) x C*(I)) (3.173)

Uniform boundedness

Lemma 3.22. (Variant of [NT05], Proposition 2.2, for D1 =0)

Let € > 0 be arbitrary. For a solution (u,v) of system (3.170))-(3.173|) with non-negative initial
conditions, there exists a t* > 0, such that for all t > t* it holds that

0 <u(z,t) <a+e, (3.174)

0 <v(z,t) <1+a’+e. (3.175)
Proof. First, note that

0 u

—v > DAv—b 1

50 2 v b e (3.176)
implies v > 0. Hence,

%u <a-—u, (3.177)

holds and implies u < a + €. Finally, due to u < a + ¢,

(3.178)

implies v < 1 + a® +«. O
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Existence and (In)stability of steady states

In [NTO05], diffusion-driven instability in model (3.166)-(3.169) for Dy > 0 and sufficiently
large D > 0. Moreover, existence of Turing patterns for D1 > 0 is investigated. We recall the
result for DDI, extend it to D; = 0 and prove existence and stability of jump-type steady
states for D; = 0 and arbitrary D > 0.

Lemma 3.23. Consider system (3.170))-(3.173)).

1. For sufficiently large a > 0, there exist three branches

u—(v) <wup(v) < uy(v), (3.179)
of f(u,v) :=a— (1+4v/(1+u?))u=0.

2. For sufficiently large a > 125/3, there exist infinitely many weak, (g9, A)-stable steady

states of type
u(@) =x(@)us (v(@) + (1= x(@)u-(v(z), (3.180)
v 601(1)7

where x s the characteristic function of a fat subset of 1.

3. For sufficiently large a > 125/3 and a < b/2 + /(b/2)? + 25, model (3.170)-(3.173))

exhibits diffusion-driven instability at the unique spatially homogeneous steady state

(w,7) = <§’ 1+ <§)2> : (3.181)

Proof. First, note that (a/5,14 (a/5)) is the unique non-negative spatially homogeneous

steady state. We investigate stability of discontinuous steady states, i.e. steady states of type

(13.180]). All steady states satisfy

4ou
Identity (3.182) is equivalent to
—ud +au?+ (4v—Du+a=0, (3.183)

and, for u # 0, to
v = . (3.184)
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Identity (3.183]) shows that f(u,v) = 0 has three branches and (3.184)) implies that
1111{% v(u) = oo,

lim v(u) = —o0,

u oo

(3.185)

holds. Both sequences are monotone for sufficiently small respectively sufficiently large w.
Consequently, we obtain either exactly one branch u(v) of f(u(v),v) = 0 or exactly three
branches u_(v) < ug(v) < ug(v). If we show d%v(u)|u:% > 0, existence of exactly three
positive branches follows.

Using the implicit function theorem and s f(u,v) = —4u/(1 + u?), we obtain

2, v0)) =T 3 fa,v(w)) + 007, w(a), 150
=0,
and consequently
dv(u) _ 0 (u,0(w)
sgn () =sgn(01f (u, v(w).
For a > 125/3, inequality
a a\\ _ ,a% — (2)2
Ouf (5,v(5>) = 15?(%5)2—520, (3.188)
holds. Consequently, there exist three branches
u—(v) <wup(v) < uy(v), (3.189)
of f(u,v) = 0 satisfying
O1f(u—(v),v), 01 f (us(v),v) <0 < 1 f(uo(v),v). (3.190)

Inequality (3.190) shows that the unique positive spatially homogeneous steady state is
unstable for D > 0, see Lemma [3.2]
Define g(u,v) := b (1 — v/(1 4+ u?)) u and denote the Jacobian matrix of the kinetic system at

(u,v) as B(u,v). Since

u

—m < 0, (3191)

Dag(u,) = J0uf (u,0) =
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det(B(u,v)) =5 > 0, (3.192)

14+ u?

holds, equations (3.190)), (3.191)), show that steady states of type (13.180|) satisfy the conditions

of Lemma Therefore, they are (g9, A)-stable. To prove existence of discontinuous steady
states, recall that (u,v) = (a/5,v(a/5)) is the unique root of g(u,v) satisfying f(u,v) = 0.

Moreover, recall that

0<u_(v)< mi < < <a, 3.193
u-(@) < min u() < max uo() < i) <a (3.193)

holds. Consequently, it holds that

Av >0, u=u_(v), (3.194)
Av <0, u=us(v), (3.195)

showing that the conditions of Lemma are satisfied, hence steady states of type (3.180))
exist. It is left to prove stability of (@, )=(a/5,1+ (a/5)?) for D = 0. We already showed that
det(B)(u,v) > 0 holds, see (3.6.2). Therefore, it is left to prove that tr(B(a/5,1+ (a/5)?)) < 0

holds: Derivation yields

(B v)) = 4% 1

1Y (3.196)
v v

a a 2 (12 a
tr (B (5,1+ (5> )) & 5 -be <0, (3.197)

is satisfied if and only if

hence

b b\ 2
a<s+4\(35 + 25. (3.198)

holds. This concludes the proof. ]

3.6.3 Numerical results

In this section, we present numerical results. All simulations in this work are performed
using the finite element library deal.ii, [BHKOT7]. If not specified differently, cell-wise constant
finite elements are used to discretise the ODE and cell-wise linear, globally continuous finite
elements are used to discretise the PDE. Crank-Nicholson time-stepping scheme is used for
discretisation in time. If used, adaptivity in space is based on a dual estimator proposed in

[ELWOQ0], where also an a priori error estimate is given. The scheme is also described in [Har11]
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and the order of convergence has been studied in [Harll HMC14] for a reaction-diffusion-ODE
model in the case of emergence of spikes. Since sharp gradient patterns are, in the sence of
the H' semi norm, similar, we refer to [IMCT14] instead of repeating the results. However,
for completeness, we show the order of error reduction under mesh refinement for Figure [3.§
in the Appendix. During pattern selection, the solutions are more regular. Hence, stability
factors in the sense of [ELWO00], which are linked to the constants of the dual error estimate,
remain relatively small during pattern selection (due to regularity). However, they increase
for large time. But in that case, the analytical results imply stability.

The numerical results motivate the following hypotheses:
1. For D large, the arising pattern depends highly on initial conditions,
2. For D small, the arising pattern depends on the size of the diffusion coefficient,

3. The ‘more irregular’ the initial conditions, i.e. ‘high-frequency’, the larger the threshold

on D in items 1. and 2.

The first hypothesis in particular is a natural consequence of the fact that, as D tends to
infinity, the solution of system (3.1) converges towards the solution of the so called ‘shadow

system’ on a finite-in-time interval, see e.g. [Bobl15].

De-novo pattern formation

In the first part of the numerical investigations, we choose very smooth initial conditions
and decrease the diffusion coefficient. We observe that the number of ‘plateaus’ (respectively

number of jump-discontinuities) of the pattern rises as the diffusion coefficient tends towards

zero. As parameter set, we choose, for model (3.92))-(3.95)),

Parameter set 3.24.

my = 1.44, my = 2, p=4.1, k = 0.01, (3.199)

u(0, ) = 6.36 + 0.12° cos(47z?),
w(0,x) = 5.54.

Component u of (3.200)) is shown in Figure .

In Figure [3.5] we observe, for large D, that the shape of the arising pattern resembles the

(3.200)

shape of the initial conditions. However, note that the ‘plateaus’ in Figure [3.5(right) do
neither intersect nor touch any steady state of the kinetics system. The largest steady state of
the kinetic system assumes value u =~ 6.412. This implies that stability of the pattern does
not solely yield from a sufficiently strong stabilising effect of the kinetic system. Moreover, for

small D > 0, the arising pattern depends on both, initial conditions and diffusion coefficient,
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Figure 3.5: Left: Component u of . Right: Solution’s component u for
Parameter set[3.24, D = 10, ¢t = 20. The shape of the pattern resembles
the shape of the initial conditions. Note, however that v = 6.41 is
the largest spatially homogeneous steady state. The phenomenon is
therefore not bi-stability as in [Ko6t13].

as we can observe in Figures where solutions for parameter set are shown for
different D. The following trend can be observed: As the diffusion coefficient becomes smaller,
the number of jump-type discontinuities of the pattern rises. In [HMC14], we already observe
a similar phenomenon in another reaction-diffusion-ODE model exhibiting dynamical spike
patterns, i.e. grow-up (blow-up in infinity). For models of type exhibiting DDI, the first
np modes are stable and the other modes are unstable. As D tends towards zero, np tends

towards infinity. We suspect the following distinction of cases:
e In case of in Fourier-sense low-frequency initial conditions, the first unstable mode,

e In case of in Fourier-sense high-frequency initial conditions, the dominating unstable

mode of initial conditions,

induces a pre-pattern due to DDI. Once the solution is sufficiently far away from the steady
state with DDI, the hysteretic effect shown in this work stabilises the pattern. Note that this
effect is de-novo formation of irregular patterns. Moreover, note that the DDI observed is
different from classical models with finitely many unstable modes.

Another hypothesis is that there exists a maximal measure of the support of a ‘plateau’” which
is determined by D. This corresponds to the rescaling argument in the proof of Lemma
[3:6l The second hypothesis is strengthened by the following observation: In the left part of
Figure we observe breakdown of a too ‘large’ plateau. Moreover, we observe emergence of

patterns ‘piece by piece’ instead of amplification of modes.
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O i
Y iy 1

igure 3.6: Component u of the solution of (3.92)-(3.95) for parameter set (3.24)).
Left: D =10. Right: D=5

igure 3.7: Component u of the solution of (3.92))-(3.95) for parameter set (3.24).
Left: D = 2. Right: D =0.2



3.6 Application to example models

Hysteresis: Grafting experiment

As described within the introduction, it is well known that after transplanting head cells of
a hydra, an axially shaped fresh-water polyp, it grows an additional head at the position
where head cells were transplanted to. While classical systems of reaction-diffusion equations
have been shown to be suited for modelling of de-novo formation of regular patterns, see
[Tur52, [GM72, HPT99L VEQ9], no results showing their capability for modelling the grafting
experiment is known to us. Some proposed reaction-diffusion-ODE models have been shown
to reflect the behaviour of the grafting experiment, but lack de-novo pattern formation,
[MCKOG, [K6t13]. In the previous section, we showed that construction of irregular patterns is
possible for models of type (3.1). In the previous subsection, we presented numerical results
indicating that de-novo formation of patterns can be observed. Based on the analytical
result given in this work, we conclude that irregular patterns are stable. Here, we will show
numerical results implying that model - might reflect the behaviour of the grafting
experiment.

We choose the following

Parameter set 3.25.
mi =144, ms =2, u=4.1,k=0.01, D =15, (3.201)

u(0,2) = 6.36 — 0.1 cos(mx),

(3.202)
w(0,x) = 5.54,

and approximate the solution until £ = 20. Component u of is shown in Figure
Since the diffusion coefficient is large, the appearing pattern resembles the shape of the
initial conditions. Therefore, there exists a subdomain in which u assumes high values and a
subdomain in which u assumes low values. u is assumed to represent the concentration of
head cells. At t = 20, we ‘transplant’ head cells onto another position of hydra’s body. This is
modelled by approximating the solution to the boundary value problem taking (20, x) + f(x)

as initial conditions, where

f@yz{mamax—anm 0.1<2<0.3, (3.203)

0 else.
In Figure right), we observe that the concentration of head cell stabilises at the position onto
which cells were transplanted. However, the steady state becomes unstable in a neighbourhood

of x = 1 and u becomes locally trivial. A possible explanation is that the initial values of
problem (3.24)) are changed at the point of discontinuity defined on the right-hand side of the
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3 Reaction-diffusion-ODE systems

left arising ‘plateau’ and therefore reducing the maximal feasible size of the second ‘plateau’ in
order to satisfy the homogeneous Neumann boundary conditions. The solution’s component

w is shown in Figure [3.9]

Remark 3.26. We will address the problem of strong dependence on initial conditions in

chapter[5 when investigating the shadow system.

agr
—

Figure 3.8: Component u of the solution of (3.92)- (3.95) for parameter set [3.25
Grafting (with perturbation (3.203)) to u) is performed at ¢ = 20. Left:
0 <t < 20. Right: 20 < ¢ < 40.

Figure 3.9: Component w of the solution of (3.92))- (3.95) for parameter set [3.25
Grafting (with perturbation (3.203]) to u) is performed at t = 20. Left:
0 <t < 20. Right: 20 < ¢ < 40.
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Introduction of weak diffusion of u: Breakdown

In this subsection, we perform the same simulation as above, but instead of performing the
grafting experiment, i.e. adding f(z) to u(15, ), we introduce diffusion of u at t = 15, i.e. we

approximate the solution to

o —u—uw%—mllf%, (x,t) € T x (0,15],
&u_{ﬁA“_“_uw+m11f,;2, (z,t) € I x (15,T),

d u?

Y =DAw — pw — uw + M e (z,t) € I x (0,T), (3.204)
Onw =0,

Opu =0, t> 15,

(note that compartment u satisfies homogeneous Neumann boundary conditions at ¢t = 15 in
Figure [3.10) with

Parameter set 3.27.
mi =144, mo =2, pu=4.1,k=0.01, D=1, D =0.01, (3.205)

u(0, ) = 6.36 + 0.1 cos(3mz)x?,

w(0,x) = 5.54 (3:200)

The numerical scheme changes here. For t < 15, we use cell-wise constant elements for
the ordinary differential equation and cell-wise linear, globally continuous elements for the
reaction-diffusion equation. At ¢ = 15, the solution for w is interpolated by cell-wise linear,
globally continuous elements. As values on the discontinuities of the cell-wise elements, the
mean value between neighbording elements is used. This interpolation is then used as initial
conditions for ¢ > 15, where for both components cell-wise linear, globally continuous finite
elements are used for discretisation in space. As before, the Crank-Nicholson time-stepping
scheme is used. In Figures [3.10] and [3.11] the numerically approximated solution is shown.
We observe a breakdown, even if very small diffusion is introduced, and convergence to-
wards a regular pattern of class C2. This illustrates the fundamentally different character of

arising patterns as D tends towards zero, i.e. the singular nature of the limit regarding stability.
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3 Reaction-diffusion-ODE systems

Figure 3.10: Component u of the solution of for parameter set .
Diffusion of w is introduced at t = 15. Left: 0 < t < 15. Right:
15 <t < 30. We observe a breakdown and emergence of a classical
regular Turing type pattern.

Figure 3.11: Component w of the solution of for parameter set .
Diffusion of w is introduced at t = 15. Left: 0 < t < 15. Right:
15 <t < 30. We observe a breakdown and emergence of a classical
regular Turing type pattern.
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4 Quasi steady state approximation for

reaction-diffusion-ODE systems

In this chapter, we investigate the behaviour of solutions of a certain class of reaction-diffusion-

ODE systems under so called ‘quasi-steady state reduction’. We are interested in the question
whether

o diffusion-driven instability,
o stability of steady states,
e dynamical behaviour on finite time intervals,

are invariant (respectively the dynamical behaviour is similar) under so called quasi-steady

state approximation. For U® = (u?);, V® = (v?); and W? = (w?);, consider a system of type

ou° 5 18 o -
W :f(U ,V 7‘/V, ), (x,t) & I X (0,T>7 (41)
ove 7
o —q(U°, VO W9, (z,t) € T x (0,T), (4.2)
ow?
o0 =DAW?® 4+ h(U°, V°, W?), (z,t) € I x (0,T), (4.3)
dpw? (x,t) =0, xedlt>0, (4.4)

supplemented classical initial conditions,
(U° (,0), V*(2,0), W (x,0) € (C(T)HmUI im0 o c2(TydmWh) - (4.5)

The variables U?, V° W? can be vector-valued and D is a diagonal matrix with positive

entries, i.e. D = diag(di, ..., dgimmws (). If U, V. W, U, VO, W9 are scalar, we denote them

w, v, w,u’, v, wl. If they are vector-valued, we denote their components ul,v? w?. Under

79 Y1
‘quasi steady state’ approximation, we understand the differential-algebraic equation resulting

from setting § = 0, i.e.
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4 Quasi steady state approximation for reaction-diffusion-ODE systems

ou°

W = f(anvoa Wo)a (l’,t) € I x (OvT)a (46)

0=g(U%V° W, (z,t) € I x(0,T), (4.7)
aWO 0 0 0 0

5 = DAW® + h(U”, V", WY), (z,t) € I x (0,T), (4.8)

also supplemented with homogeneous Neumann boundary conditions for W0 and initial
conditions (U°(z, 0), W*(,0) € (C(T)mU") x C2(I)tim"),

By definition, system (4.1)-(4.5) and system (4.6])-(4.8) have exactly the same steady states if
they exist. Under

Assumption 4.1. Assume that (4.7) can be solved uniquely for VO(U°, W°) for all (U, W0)
and that VO(U°, W°) is continuous in both variables,

equations (4.6[)-(4.8]) can be rewritten as

0
O = S, VO, W), W), (5,0) €T % (0,7), (49)
8W0 0 0 0/770 0 0
S = DAW® + h(U°, VOU°, W), W), (z,t) € I x (0,T), (4.10)

having exactly the same steady states as -. In [Tik52]E|, Tikhonov assumes for D =0
that a solution V*(U®, W?) of g(U%, V9, W?) = 0 is a globally stable stationary solution of
oV /ot = g(U®, VO, W?) for any fixed (U°,W?). Then, the solution (U°, V9, W?) converges
uniformly on any finite time interval towards the solution (U°, V°, W?) of the corresponding
system for § = 0 as § tends towards zero. Since Tikhonov’s result holds for finite time, it
does not imply ‘transfer of stability’ as 6 — 0, only instability. In Lemma [4.5] we prove an
analogous result for D > 0, showing that the solution for § — 0 converges uniformly on any
finite time interval towards the solution for 6 = 0. This shows that instability is invariant
under quasi-steady state approximation for sufficiently small . Tikhonov’s result is extended
onto the time interval (0, 00) by Hoppenstaedt in [Hop66], showing that in the neighbourhood
of an exponentially stable steady state of the reduced system, stability is preserved. We
give an alternative proof for D = 0, based on investigation of the spectrum. We do not
restrict our analysis to the neighbourhood of asymptotically stable steady state of the reduced
system, since it is performed for linearisation around an arbitrary state. Consequently, we give

conditions under which diffusion-driven instability of the quasi-steady state approximation

(4.9)-(4.10) implies diffusion-driven instability of system (4.1)-(4.5) for ¢ sufficiently small.

!The paper is in Russian and referred to usually within this context. The result can be found in [BL14].
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4.1 Existence of solutions and steady states

More precisely, we can deduce the following implications under certain conditions:

1. From Lemma it follows: Assume D = 0 and let (U,V,W) be a constant steady
state. Assume that no eigenvalue of the linearised operator for § = 0, evaluated at

(U, W), has real part equal to zero.
a) If (U,V,W) is stable for § = 0, it is stable for all sufficiently small 4,
b) If (U,V,W) is unstable for § = 0, it is unstable for all sufficiently small 4.
2. Assume D > 0 and let (U,

it follows: instability of (I, V, W) for § = 0 implies instability for all sufficiently

small §.

W) be a constant or jump-type steady state. From Lemma

Item 2 shows that stability of a steady state for § = 0 is a necessary condition for stability for
small 4 > 0. Note that up to this point, analysis is not restricted to scalar U, V,W. We can
prove the reverse implication of item 2 under stricter conditions only. It is not proved based on
the technique used to prove the Tikhonov-type result for D > 0: the order of divergence from
an unstable steady state may depend on §. Therefore, it is possible that for any fixed J, the
solution ‘waits’ until time T to cross the boundary on H(|U‘5 — U, VO — VO, |[W?° — WO|)H
(given in Theorem [4.5). The investigation of ‘invariance’ of stability of steady states for
D > 0 is therefore addressed based on (g, A)-stability, see Definition It is performed in
Lemma [£.7) and is limited to the reduction of a system of two ODEs coupled to one RDE, i.e.
U=u,V =v,W = w. Note that if the conditions for the Tikhonov-type result and invariance
of (in)stability are satisfied, even pattern selection for sufficiently small § > 0 can be deduced
from the reduced system, i.e. the case § = 0.

In subsection we show that models — and the Lengyel-Epstein model satisfy
these conditions. Consequently, the results in section [3.6] carry over to the unreduced models

for sufficiently small § > 0.

4.1 Existence of solutions and steady states

Existence of local-in-time solutions yields from regularity of the right-hand-side, see chapter

System (4.6))-(4.8) has exactly the same steady states as system (4.1)-(4.5) if they exist.

Existence of global-in-time solutions yields from Assumption [2.1
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4 Quasi steady state approximation for reaction-diffusion-ODE systems

4.2 Invariance of (In)stability of steady states of the kinetic

system under Tikhonov reduction

Consider a system of ordinary differential equations of type

gtu;? = f(U°,V°), 1<i<n,, (4.11)
5;”3 = g:(U°,V°), 1<i < ny, (4.12)
with initial conditions in R™«*™ and where U° = (ug, .., uflu) and V? is defined analogously.

We prove that, under suitable conditions, the limit § — 0 is regular regarding stability of
steady states. In order to see this, we investigate the spectrum of the linearised operator.

We show that any eigenvalue of the linearised operator for § > 0 at a steady state converges
either towards an eigenvalue of the linearised operator for § = 0 or its real-part converges

towards —oo with at least the same order as the imaginary part can diverge.

Lemma 4.2. Consider system ([A.11)-(E12). Assume that g(U°,V?) = (g:(U°,V?%)); = 0 has

an isolated solution V*(U5) and that the subsystem describing VO is a ‘stable subsystem’, i.e.
Re(o(Vysglws v=wsy))) C (—o0, —c), (4.13)

for some ¢ >0, where Vysg|ws v=wsy) = Oy il s v+wsy))ij. For § >0, denote the Jacobian
J

matriz of (E11)-(E12) at (U, V*(U?)) by A%(z) and denote the spectrum of A° by a(A%).
For f = (fi):, denote the Jacobian matriz of

%u? = iU, V*(UY), 1<i<n,, (4.14)

evaluated at U°, by A°. Then there exists a function i : (0,€) x o(A%) — o(A°) C C which
is continuous in the first and injective in the second variable, such that for all \s € o(A°)

exactly one of the following items holds true:
o there exists a A € o(A?), such that A\s = i(5,\) = X as § — 0 or
e Re(A\s) = —o0 and limsup;_,o | Im(As)]/| Re(As)| < oo.

The statement of the Lemma is illustrated in Figure [{.1].
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iR i6,%) L 5N\0
L . o L < U(.AO) = {)‘j} R
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4 )\1 ‘ “
Z(57 )‘1)

Figure 4.1: Illustration of the statement of Lemma

Proof. We denote the Jacobian matrices of systems (4.11)-(4.12) and (4.14)), evaluated at
(U°, V*(U?)) respectively U° by

4 ( Vusf  Vysf

d
d A" .= — r(U°, v*(U%), 4.15
Vysa/6 Vvag/5> an dUOf( (") (4.15)

and note that df (U, V*(U))/(dU®) = df (U, V*(U?))/(dU?).
Re A > 0 implies that Vs — 0 is regular for all 6 > 0, hence

-1
det(A® — \) = det (V?Q - )\) det (anf A= Vysf (V?Q /\) V’gw) . (4.16)

holds. The second factor can be rewritten as

-1
det (Vysf = A= Vysf (vV‘;g - A) stg)

4] 0

Visf —A+ Vs f—=V*(U’) = Vysf

Vyisg -1y 5g
5y vig U
dU<S dU5 v VV“f( 5 A) 5 )

(dgéf CVyef (MV*(U6) <V‘gég B )\)1 V[gtsg)) 7
=det (dgéf A—=Vysf (V‘gag _ A>1 ((v?g _A> dgév*(yé) + v?g» ;

V S -1 d * 1 d *
Of A — Vvaf< ‘gg—A> ( )\d—UOV (U0)+5dU09(UO,V (UO)))>,
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4 Quasi steady state approximation for reaction-diffusion-ODE systems

where %5 f := A°. Since

dU5
d 0 * 0 4 * 770\ __
(U0 VA (U) = —Eg(UP, v (U%) =0, (4.17)
holds, this is equal to,
d d * 0

Consequently, if A € 0(Vys5¢g), then

det(A° — \) =

d
avof = A Vvef ) (4.19)

1
—————det
(Sdlm(vvég) <(5A d[cjlvo V*(UO) VVég — oA

holds. First, note that Vs f, Vs f, Vs g, Vs f,df /(dU°) do not even implicitly depend on
J since we fix the point around which we linearise. Note o(Vys9) {A € C|Re(X) > 0} = 0.
Since both sides of are polynomials and the equality holds for all §\ & o(Vys9), where
0(Vysg) is discrete and finite, it holds on C. Considered as polynomials in A, the coefficients
are polynomials in §, hence they depend continuously on §. Roots of polynomials depend
continuously on the coefficients. If the m leading coefficients vanish in the limit ¢ towards zero,
m roots converge towards infinity. Consequently, dim(V?)-many eigenvalues of .A° converge
towards infinity while the other eigenvalues of A° converge towards the eigenvalues of A%=0,
We need to exclude the case that the eigenvalues tending to infinity have positive real part.
To see this, consider (4.18). We show that for all sufficiently large |A| with Re()\) > 0, this
matrix is strictly diagonally dominant. Then, it is regular due to Gerschgorin circles and the

determinant is nontrivial.

Indeed,

Vs FON(Vysg = X)” %v*<v°>|oo§c|vwf\oo\dm (OB (Tysg = 33,
<0\Vvsf\oo\d70‘f*( D) e o
< AV ol 1V () e

(4.20)

where equivalence of the maximum-norm |.|, and the spectral norm |.|, has been used and
Ai={X € Vysg||A =) < [N =68\ for all X € Visg},

denotes the eigenvalue of Vys¢g which is ‘the closest’ (in Euclidean sense) to dA. The last
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estimate holds due to the fact that Re(A\) < —c and Re(d\) > 0 hold. Consequently, it holds
for all large |A| with Re(\) > 0 > ¢ > max(Re(M\)|A € 0(Vysg)) that, for sufficiently small
§ > 0, A is not an eigenvalue of A%. This proves the statement of the lemma except the ratio of
the real and imaginary part of the diverging eigenvalues. To conclude this, apply the findings
of [BG09), Theorem 3. O

Corrolary 4.3. Consider a system of type (4.1)-(4.5)) satisfying the conditions of Lemma .
If, at a steady state (U,V,W), the system exhibits DDI for § = 0, then it holds that there
exists 0* > 0, such that for all 0 < § < 6%, the system exhibits DDI.

Proof. Stability with respect to spatially homogeneous perturbation is shown in Lemma [.2]
Instability with respect to spatially inhomogeneous perturbation is shown in Lemma
O

Remark 4.4. The following examples show that §* in Corollary[{.3 is not necessarily greater

or equal to 1.

e For the system

%m = 2uy + ug — 4w, x€l,t>0, (4.21)
gtug = u1 — 0.5uy — 20, xel,t>0, (4.22)
gtv:DAv—i-url-UQ—v, x€l,t>0, (4.23)
v =0, z€dl,t>0, (4.24)

supplemented with initial conditions in C(I)% x C*(T), the trivial steady state is unstable,
while it is stable as steady state of the quasi-steady state approximation with respect to

ug.

e The System

gtul = 1.5u1 — uz — 3v, x el t>0, (4.25)
gtUQ = 2u; —ug — 1.5v, x el t>0, (4.26)
;v:DAv+u1+u2—3v, rzel,t>0, (4.27)
Onv = 0, redl,t>0, (4.28)
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4 Quasi steady state approximation for reaction-diffusion-ODE systems

supplemented with initial conditions in C(I)? x C*(I), exhibits diffusion-driven instabil-
ity. Howewver, the trivial steady state is a stable steady state of the quasi-steady state

approzimation with respect to us and its kinetic system.

4.3 Tikhonov-type result

In this subsection we prove a Tikhonov-type result for reaction-diffusion-ODE models. The
conditions on the component with accelerated reaction are the same as in Tikhonov’s theorem.
However, additionally to these conditions, we impose a condition on the kinetics of the
subsystem of diffusive components. This condition is satisfied if the spectrum of Vyh,
evaluated at the steady state, is, for all € I, not contained in the right complex half-plane,

but actually weaker.

Lemma 4.5. Consider a system of type

ou° § 16 it 7
é
68;/t :g(Ué,V5,W5)7 (x’t) clx (O,T), (430)
é
agz = DAW’ + h(W°,V°, W?), (z,t) € I x (0,T) (4.31)

supplemented with homogeneous Neumann boundary conditions for WO and
(U°(2,0), V°(2,0), W’ (,0) € (C(T) U +amV2) o c2(1ydimVD), (432)

For 6 = 0, no initial conditions for V° are given. Assume that the solutions for 0 < § < §*
are uniformly bounded. Denote the spectrum of Vv glw,v,wy as o(Vvglwvw)). Assume that

there exists some ¢ < 0, such that

Reo(Vvglwyw)) <c <0, (4.33)

holds for all (U, V,W),

2. for all vectors ¢ € Rggl(w(x’t)),

¢! Viwhe <0, (4.34)

holds for all (U, V,W).
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Then, for any given T < oo,

%g% HUO B HL°° (O.1)xI) 0, (4.35)
b [0 el =0 (4.36)
%1—1}(1) HVO N ‘ L1(0,T;Lo(I)) =0, (4.37)

hold.

Proof. First, we rewrite the difference between the solution for 4 > 0 and § = 0, i.e.

a=U-U%B8:=V2-V0 ~:=W° - WP, (4.38)
as solution of system
Oa _
e =Vufa+VyvfB+Vwfy, (z,t) € I x(0,7), (4.39)
(Zf = Vyga+VvgB+ Vwgy+ ago (z,t) € I x (0,T), (4.40)
% = Vyha + VyhfB + Vyhy + DAy, (z,t) € I x(0,T), (4.41)

with homogeneous Neumann boundary conditions for + and initial conditions («, 8o, Y0) €
(C(I)% x C?(I)). The derivatives are evaluated according to the Taylor-Lagrange residual
formula. We choose an equidistant partition {t,},—o . n of the given interval (0,7) and

conclude the result by induction over n. The base case is satisfied by assumption since

||a0HL°°(]) ; ||70||Loo(1) =0 < 5,

4.42
J 18y dr =0 < 6. (4.42)
0

First, we construct a barrier-functional C; : [0,T") — R for v, such that [y 1o (g 4, 100 (1)) < C(1).
Define (+)4 := max(-,0) and (-)— = (—)4+.

We test equation with ¢ = (C,+7v)—. Using the identity v = —C,+(Cy+7)-+(Cy+7)+,
we obtain that

—/(7+C)Tjtc +25t/(7+c /\vwc*) DV(y+C.)_|
I

4 /(’y + )TV hC, + /(7 + OV h(y + ) = /(7 + ) (Vuha + Vyhb).
I I I
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4 Quasi steady state approximation for reaction-diffusion-ODE systems

Due to condition (4.34)), it is sufficient to consider the ODE

0

— 5,0y + VwhCy = Vyha + Vyhp. (4.43)

To conclude (y + Cy)- = 0, i.e. v > —C,, we need Vyha + Vyhf < 0. Define d =
dim a(z,t) + dim (z, t) + dim y(z, ).

Indeed, we obtain for

O’y(tn) = Cyn, (4.44)
aC,
5~ UVwhlle Oy = dlIVuhllo |l poe(ry + dIVV Rl 1B | oe(ry,  (4:45)
that
t
O’y(t):/ WNwhloe (Ve g | oo 1y + IV VPl 1B oo 1)) (4.46)

ln
+ edHVWh||°°(t’t")C’7(tn),
and consequently

+ VW oo =tn) [ly() ] oo )

<de MV Mloc 010 (1 () | o 1y + (¢ = ) [0 Rl 0] oo 1 112 ()

FIVvhlloo 18N L1t t:000(2)) )
(4.47)

Step 2: We estimate «,

t
HOZ( )HL <€dHVUf|| (t—tn) ||a(tn)||L00([) 4 /ed”VUfHoo(t*T) ||VVfB + VWf’YHLOO(I) dT?

tn
SeQdHVUfHLOO (t_t”)(HO((tn)HLOO(I) + / ||va5(7')||Loo(I) d’T + Hva’ﬂ‘Ll(tn,t;Loo(Q)))’

<2V T (=) (o) oy + ANVl 18] 1 202

+ (t—t)d ||V fll H’YHLoo(tn,t;Loo(Q)))'
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Using estimate (4.46)) and (4.47)), it follows that

la®)ll oo ry <d (ot ooy + (& = ta) 1V Flloo [7(t) | oo 1y ) 2207 oot 1V0 )0 t)

+d(IVV Fllo + (¢ = ta) VW flloo [Vvhllog) de? @IV Wt VUl 51y )

t
+ (= ) [V F o V0l [ la(5) gy €170,
tn

We can therefore apply Gronwall’s lemma to the entity ||l o0, ..1oo(p)) * (tns tnt1) — R and
obtain,

()l poery <e( et lgooqry + (= ta) 19w Flloo vl poe 1y

IV Flloe + (¢ = ) 19w Flloo oo lloo) 1811230, 22 )
eIV oI Tl (=) 2e T W oo C=0) a1V 3w Rl I V0 fll o) ().
(4.48)

Step 3: Estimate on [|8]| 11, ¢.1.00(2))-

Note that He_”/‘SH = 6V for 1 < ¢ < 0.

La(0,t)
Now, write the solution as
! §=0

8(t.2)| <leha VIR0, 0) - [ oJ! vatw.is OV

- —(7,2)dr

tn
t
+ % /e$(t’T)IVUga + Vwgyldr,
tn
where \(7) denotes the eigenvalue of Vy g(7) with largest real part. Recall ReA < ¢ < 0.
Using Young’s inequality yields

H®=0
or

18N L (5200 (2)) < | 1B ooy + 0 (4.49)
L (tn ;Lo (1))

—C
+ CIVuglloso el i, sn0o2)) + C VWl IVl 1, 000 (0)) > (4:50)
<C™0+ (t—tn) |l ooty tino0(2)) T O = ta) 1Vl ooty tiroe (), (4:51)
<C*6+ (t = tn)C(llatn)ll Loy + C W = tn) 17(tn) | oo (1) (4.52)
+ (c+c(t =) 1Bl L1ty 1,000 (02))) (4.53)

+ (vt oo (ry + IVURllog (8 = tn) [l oo e, 1000 (02 (4.54)
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4 Quasi steady state approximation for reaction-diffusion-ODE systems

19y Al 18] 21 00 () (E = ), (4.55)

(

(

+ Ot —ta)(c+c(t —ta) + [IVvhll o) 1Bl 1t 1000 (2)) (
+ c|[Vuhllo (6 = tn) (o)l poory + (8 = ) V(&) Loo 1)) (4.58

+ c|[Vwhllo (t = tn)(c+ c(t = ta)) (1Bl 14, 15000 (02)) » (

<C*6 + Ot — tn)(la(tn)ll oo (1) + (8 = tn + 1) [V ()l oo (1 (

+ Ci(t = )1+ = ) 1Bl 1t 100 (2) - (

where C) does not depend on ¢. Consequently, we can choose (t,4+1 — t,) equal for all n and
so small that C\(tp+1 — tn)(1 + (tn+1 — tn)) < 1/2. Then,

BN L1 (b tsrizoo(ryy < €0+ (nr — o) lov(tn) || oo 1y + (Enr =t + 1) [[7 ()| oo (1)) (4-62)

Combining (4.47)),(4.48]) and (4.62)) yields the result by the principle of induction over n.
O

4.4 Stability of spatially inhomogeneous steady states

We gave conditions for stability of steady states with jump-type discontinuity in Theorem [3.9]
and Corollary Lemma states that the solution (U?,V?) remains close to (U°, V?)
in a suitable topology until a time T5. It does not imply limsup;s_,, 75 < oo. Therefore, the
solution may have a qualitatively different dynamical behaviour for ¢ > T5 and consequently
different stability properties. However, in Lemma [3.10] we found conditions for stability of
steady states. If the quasi-steady state reduction satisfies these conditions and the reduction is
of certain type, we derive conditions under which stability of a steady state to the unreduced

system can be deduced from the reduced system. In order to prove this, we need the following

Lemma 4.6 (Algebraic dependencies: quasi-steady state reduction). Consider a system of
type (@E.1)-(.5) for scalar u®,v°,w’. Denote the Jacobian matriz of this system, evaluated at

a steady state (4,v,w), by

of of Of

5 aaué 8@ 83w5 ail a2 a13
A’ = 6755/6 671;(]5/6 78155/6 = CL21/6 6@2/5 CL23/5 . (463)
oh oh oh
ud 08 B asi as2 ass
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4.4 Stability of spatially inhomogeneous steady states

Denote the Jacobian matriz of the quasi-steady-state system (4.6))-(4.8), evaluated at (u,v) by

Af (u0 w* (uf,w®),w®)  af (ul v* (ul,w),w’) b b
B= Oh(u® v*(‘()zg w?),w®)  Oh(u’ U*ézlzfg w?),w®) = < H 12) . (4.64)
7 “ou0 ba1 b2

Denote the matriz resulting from A% by omitting the i — th row and the j — th column as

.A%. = (aij)i;é%,j;éj' The following algebraic dependencies hold:

b1 = ag9 det(.A;lg;g) = a99 det(.Agg)é, (465)
bog = ao9 det(.A%l) = a9y det(A‘{l)d, (4.66)
det(B) = agy det(A') = agy det(A%)d. (4.67)

Proof. Recall Assumption Since f(u?, v*(u®,w?),w") = 0, it holds that

ov* (u®, w?)
ouf

ov* (u®, w?)

=0 and asg3 + a9 900 =0. (4.68)

ag1 + asg

By differentiating f(u?, v*(u®, w®),w®) and h(u?,v*(u®, w®),w?), we obtain

ov* (u®, w) ov* (u®, w?)
b =an +a2——F5— bz = a3+ a2 R
b — ov* (u®, w?) by — ov* (u®, w) .
21 = G31 F 31— 55—+ 022 = a33 + a2~ 5
Using these identities, we obtain
ov* (u?, w?
det(Azz) = an1age — a12a91 = a2 (an + am(auo )> = azab11, (4.70)
ov* (u?, w?
det(A}}) = assazs — aszazs = az <a33 + a3259u10)> = ag2baa. (4.71)
Rewriting A' as
Ov* 0,,0 Ov* 0,,0
b — %alz aiz bz — %012
det(Al) = det asi asg as3 y (4.72)
Ov* 0,,0 Ov* 0,,0
boa — %%2 agz  bao — %632
yields the result by calculation using identities (4.68]) and (4.69). O

Lemma [£.6] allows us to give conditions for stability of steady state of a system of type
(4.1)-(4.5) based on investigation of its quasi-steady state approximation.
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4 Quasi steady state approximation for reaction-diffusion-ODE systems

Lemma 4.7. Consider system (4.1)-(4.5) and its quasi-steady state approzimation (4.9))-
(4.10). Let u®, 0, wd be scalar. Given a weak jump-type steady state (U, ), assume that the
reduced system satisfies the conditions of Corollary[3.10 and Assumption [2.1. Denote the

Jacobian matrix analogously to (4.63)). If

1. the unreduced system (4.1))-(4.5)) satisfies Assumption and

2. ag,a3zz3 < c <0,

holds, then exists a positive §* such that for all non-negative 6 < §*, it holds that (@, v*(@, @), w)
is an (g0, A)-stable steady state of system (4.1))-(4.5)).

Remark 4.8. It is possible to generalise conditions for a 3-compartment system to general
d as we did in joint research, see [HMCT15]. Then, the conditions read: There exists some
Kk > 0, such that

3
tr (A%(z)) <0, tr(A%(x)) > det(A);) < det(A’(z)) <0, (4.73)
7=1
jg:(iet ) < det(A%(z)) + tr (A°(z)) det(A3s(z)), (4.74)
0 < 3det(A3(x)) < tr (A°(x)) tr (Ads(z)) + Z det(A (4.75)
as3(x) < =3k <0 and det(A}s(z)) > —3ktr (Ad3(z)) > 18k2, (4.76)

hold at the steady state. The proof is analogous to the proof of Lemma[{.7.

Proof of Lemma[{.7 Denote the matrix resulting from omitting the 7-th row and the j-
th column of A° by A% = (@ij) i 25
3.10. For sufficiently small §, it holds that Agg has only eigenvalues with negative real
part, see Lemma Therefore, 0 < det(A3;) and tr(A3;) < 0 hold. Hence it holds that
Re(c(A%3)) C (—c1, —c) and Im(0(A%3)) C (Ctm,1,Cim 2) due to regularity of u,v, f, g and for

¢, €1, Clm,1, Clm,2 > 0. Assume A € (—c1, —¢) X i(€im,1, Cim,2). Then, the equation

The proof follows the same principle as Lemma

p1 0 0
(A =N |2 | +D| 0 | =10}, (4.77)
921
L 927 0
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4.4 Stability of spatially inhomogeneous steady states

can be rewritten as the scalar problem

2
- <a31 a32) (A% — ) <a;13/5> Y+ (azz — M)y + Dg v =0, (4.78)

which then can be rewritten as

det (A% — \) 0% det(A° — N)det(AJ; — \) o)
+ D~ = +D
det(AJ; — A) Ox? | det(AS; — \)? Ox2

=0. (4.79)

Analogous to the case of one ordinary differential equation coupled to one reaction-diffusion
equation, we test formally with v and consider the real part of the resulting equation. To do
so, we first calculate the real and imaginary parts of det(A° — \) and det(.A3; — \) and define
A= A1+ X with Ay, As € R.

Re(det(A° — X)) = det(A° — A1) + A3(3)\; — tr(A%)),

3

Re(det(AJ; — \)) = det(A%5 — A1) — A2,
m(det(A3; — \)) = Aa(2A; — tr(Ass)).

Now, we calculate Re(det(A° — \) Re(det(A%; — A) + Im(det(A° — X)) Im(det(A%; — \)):
(= A3+ tr(A%)2F - Zdet AN + det(A) + 3A1 A — tr AA3)
=1
(A% = tr(Adp) M + det(Af;) — 23) (4.81)

+23 (A3 + 2 (AN — 83X — Zdet 2) (27 = tr(Al)).

Now, we can interpret this as element of (R[A2])[A1] taking the form

5 -
i=0
where

q5(A2)
ga(A2) =tr(Afg) + tr(A?),

I
|
—_
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4 Quasi steady state approximation for reaction-diffusion-ODE systems

g3(Xa) = — (det(A%3) — A2) — tr(A%) tr(AS3) Zdet A2) 4303 — 62,
i=1
= —((det(A3;) + tr(A°) tr( A, +Zdet (A3) +223),
=1

g2(Xa) =tr(A%) det(Ag;) — tr(A%)N3 + Zdet (A%) tr(A;) + det(A%) — 3A2 tr(AJ;)

=1
— tr(A%)A3 + 4tr(A5)>\2 + 3tr(A5) A2,

= tr(A°) det(A3,) + Zdet (A%) tr(AS3) + det(A%) + 2tr(A°)A2,

=1

Zdet (A2) det(A33) + Zdet (A%)N2 — det(A%) tr(A%s) + 3det(AJ;) A3 — 373
=1

=1
+ tr(A%) tr(A%3) A3 + 205 — 2tr(A%) tr(Ad5) A2 2Zdet (A%)N2,
(Zdet (A2) det(ASs) + det(A?) tr(Al +Zdet (A2)AZ — 3 det(ASs) N2
+ A3+ tr(A°) tr(Ads) A3,
qo(Xa) = det(A%) det(A%;) — det(A2)AZ — tr(A%) det(AJ3) A2 + tr(A°)AS — tr(AJ) A3
3
+ Z det(AY) tr(A3s) A3,
=1
= det(A”) det(AYs) — ( det(A%) + tr(A°) det (A, Zdet ) tr(A3) ) A3
i=1
+ ((tr(A%) — tr(Af3) ) A3
Due to Lemma it holds for sufficiently small § that

1. qo < —|c|/6%, since age,det(A') < 0 and det(Al;), det(Al;) > 0 and tr(A?%) — tr(Ad;) =
a3z < 0. The only term which is not necessarily negative for arbitrary § > 0 is the
coefficient of A\3. To see negativity for small § > 0, note first, that the first term
— det(A%) = —det(A") /8 is of order O(671). The sum of the second and third summand

reads (note that it is multiplied by (—1) arising from the negative sign before the

bracket):
det(AL det(A! det(A}
B et( 33)( 11+a22+a33)+ et(Ajp) + det( 33)(a11+@)
1) 1) 1) )
a
— det(ALy)(a11 + “22).

J
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4.5 Application to example models

D.

6.

Due to the different orders of §, this term is, for sufficiently small § > 0, dominated by

—det(Aly) + det(Al;) + det(ALs) det(Af;)
52 422 = """

a9 < 0.

. q1 < —|c|/d?, since ag, det(AY) < 0 and det(Al,), det(A};) > 0.

The only term which is not necessarily negative for arbitrary ¢ > 0 is the coefficient of
M2. To see this, note that for sufficiently small § < 0, the term tr(A%) tr(.A3;) is of type
©(672), while the other summands are of type O(6~!). An analogous reasoning as for

qo shows that —(ag2/d)? < 0 dominates for small § > 0.
q2 < —lc|/8?, since age < 0 and det(Al;), det(Aly) > 0,
q3 < —|c| /92, since agy < 0,
qa < —|c|/d, since agzy < 0,

g5 =—1<0.

Consequently, for all sufficiently small § and all Ay € R,

qi()\g) <c< 0,

holds.
Argumentation analogous to the scalar case (beginning from (3.73))) yields the result.
O
4.5 Application to example models
4.5.1 A receptor-based model
Consider system (3.85))-(3.87)), i.e.
gu—— u—buw—|—dv—|—mui2 (x,t) € I x (0,T) (4.82)
ot - H1 1 1+ ku2’ ) ; ) .
666tv = — pov + buw — dv, (z,t) € I x (0,T), (4.83)
gw—DAw— w—buw+dv+mu72 (x,t) € I x (0,T) (4.84)
ot - u3 2 1+ ku2’ ) ; ) .
Opw =0, (z,t) € 01 x (0,T), (4.85)

with classical initial conditions (u(0,z),v(0, ), w(0,x)) € (C(I)? x C*(I)).

D, 1, pha, p3,d, b, my, mo, k, 0 are non-negative constants.
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4 Quasi steady state approximation for reaction-diffusion-ODE systems

In order to prove that the system has stable discontinuous steady states, we have to prove

boundedness of solutions first.

Lemma 4.9. Consider and let all parameters be positive. For non-negative
initial conditions, system - ) has a global solution in C'(0,00; C(I)? x C?(I)). For
all € > 0 there exists a t* > O, s.t. for allt > t* the solution satisfies

mi

0 Sgi:relgu(t,w) < ||u(t)HSup < m +¢, (4.86)
0 < info(t,) < oOlly < ey TS (48D
0 < inf w(t,x) < Jw(t) |, < cm te. (4.88)
Proof. For 0 < u,v,w and 0 < § < 1, it holds
u 0
(—(,ul + bw) + mll—i—lmﬂ) u §au, (4.89)
—(u25+ d)v < % v, (4.90)
DAw — (us + bu)w §%w, (4.91)
gt (u+ ov) < —min(ug, p2)(u + dv) + ? (4.92)

Inequalities (4.89)-(4.91)) imply that the solutions stay non-negative. Now, (4.92)) implies that

mi
lim sup lu+ 6vllgyp < Fmin(un, ) | (4.93)
leading to
mi
1 _om 4.94
1£nsup el p ~ kmin(uq, pu2) ( |

due to non-negativity of v and v.

Now,
gt (w+ 0v) < DAw — pgw — pov + %, (4.95)
holds. We estimate only at 2*(t), such that w(z*(t)) > w(x) for all = € I. This allows to
construct a subsolution to w (note: not for v). It holds Aw(z*) < 0.
0 . . . * « mo
5 (W(@") +0v(2")) < —min(pz, p3)(w(z”) + dv(a™)) + == (4.96)

Therefore, we found a boundary on w. Since u and w are uniformly bounded, equation (4.83))
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4.5 Application to example models

yields the result due to existence of a subsolution. This finishes the proof.

O
It holds
o(— buw — d
(Cpavtbuw =dv) Ly <o, (4.97)
ov
O(—psw — buw +dv +m _u?
(Chs 2Tke) _ (3 + bu) < 0, (4.98)

ow

hence all conditions of Lemmas and [£.5] are satisfied. Consequently, for small §, system
(4.82)-(4.84) exhibits DDI and hysteresis and has a dynamical behaviour similar to that of

system ({4.9)-(4.10) (resp. (3.81))-(3.83))) on a finite time interval (0,Ty), where T5 — oo as
0 —0.

4.5.2 Lengyel-Epstein model

In [LE92], the authors derive model (3.166])-(3.169) as quasi-steady state reduction of

gtu = Di1Au+ f(u,w) — cru + cav, (4.99)
0

5l = h(u,v) == c1u — cav, (4.100)
%w = DAw + g(u,w). (4.101)

supplemented with homogeneous Neumann boundary conditions for v and w and classical
initial conditions (u(z,0),v(x,0),w(z,0)) € (C(I)? x C*(I)). For D1 = 0, the model is of the

type investigated in this work. Moreover,
1. h(u,v) = 0 is uniquely solvable for v, and
2. satisfies % = —co <0,

3. the kinetic terms for w coincide for the reduced and unreduced system, hence the

unreduced system satisfies g—i(u, v,w) < ¢ <0 for all (u,v,w).

Consequently,
0
Frike f(u,w) — cru + cav, (4.102)
5;1/ = h(u,v) := cqu — cav, (4.103)
%w = DAw + g(u,w), (4.104)
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4 Quasi steady state approximation for reaction-diffusion-ODE systems

supplemented with homogeneous Neumann boundary conditions for w and classical initial
conditions, exhibits, for sufficiently small positive 9, diffusion-driven instability at the same
steady state as model —, see Lemmas and . If we show uniform bounded-
ness, system — satisfies all conditions of Lemma The uniform boundedness
follows from the following observation: f(u,w) < a — u holds, hence f is strictly negative for

u > a + . Since the kinetics of the system of ordinary differential equations is of type

3}
au = f(u,w) — h(u,v), (4.105)
0
Frike h(u,v)/é, (4.106)

Ou/0t > 0 implies Ov/0t < 0 for u > a + . Using the framework of invariant rectangles and
stable manifolds, we obtain uniform boundedness for u. Then, an argumentation analogous
to the proof of uniform boundedness for 6 = 0 yields the result. Note, however, that this
argumentation is valid in this generality only for § < 1.

Summarising, model — satisfies the conditions for regularity of the limit § — 0,
i.e. the conditions of Lemmas and Consequently, it exhibits coexistence of DDI
and hysteresis. Moreover, the solution converges uniformly on any finite time interval towards

the solution of the quasi-steady state approximation.

4.5.3 Numerical results

In the previous sections, we showed analytically that DDI and existence as well as stability
of spatially inhomogeneous steady states can be deduced from the reduced model. In this
section, we show numerical illustrations of this phenomenon.

However, the analytical results imply that the solution of model — converges towards
the solution of —. Moreover, it implies that stability of certain steady states can be
deduced as well. A detailed look at the proofs may yield an upper boundary on ¢ to ensure
‘transfer’ of stability, but this boundary is not proved to be necessary. We therefore show
numerical approximations for the solution to model — for

Parameter set 4.10.
pr=pe=d=1u3=41,b=2,m; =144, me =2,D = 1. (4.107)
Initial conditions for u,w are defined in Parameter set . v(x,0) = 2.48.

for different § > 0 in Figures [4.2 We observe that the solution converges towards the

solution for § = 0 as ¢ tends towards zero. Moreover, the solution tends towards a pattern
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which is close in LP-sense. This illustrates the results proved in Lemma and 4.7 However,
we observe that even for relatively large ¢, the solution converges to a similar pattern. This
illustrates that if g(u(zx,0),v(z,0),w(x,0)) ~ 0 and v(z,0) is regular, the transition phase
between destabilised steady state and discontinuous pattern may just be extended. Stability
appears to ‘transfer’ onto the unreduced model for larger 6. However, Figure [£.4] shows that
the Tikhonov-type result indeed needs small §. It shows an example with very irregular v(z, 0)
in Figure [4.4l We observe that the solution converges towards a locally stable steady state
which is different from the one the solution converges to for § = 0. On the other hand, for
sufficiently small J, the Tikhonov type result ensures that the solution stays close to the
solution for § = 0 up to a time Ts5. We see that in case of large §, Ts is so small that the
pattern selection takes place at a time ¢ > Ts. For small §, it appears that the pattern selection

takes place at a time t < Tjy.

Remark 4.11. Note that the above parameters correspond to the parameter set[3.2]] for model

(4.9)-(4.10), as can been seen from the rescaling conducted to obtain system (3.92))-(3.93)).
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4 Quasi steady state approximation for reaction-diffusion-ODE systems

Figure 4.2: Numerically obtained solution to model — for parameter
set We observe convergence towards the solution for § = 0 (see
Figure (left)) as 6 — 0. Upper left: § = 20. Upper right: § = 10.
Lower left: § = 8. Lower right: 6 = 4.
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Figure 4.3: Numerically obtained solution to model — for parameter
set We observe convergence towards the solution for § = 0 (see
Figure (left)) as § — 0. Upper left: § = 1. Upper right: § = 0.25.
Lower left: § = 0.125. Lower right: § = 0.0625.
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4 Quasi steady state approximation for reaction-diffusion-ODE systems

Figure 4.4: Numerically obtained solution to model — for parameter
set [4.10] but v(z,0) = 2.48 + 0.12%sin(107z): Left: § = 10. Right:
0 = 0.002. We observe that another pattern is selected for § large. For
d small, a pattern similar to 6 = 0, (see Figure (left)), is selected.
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5 The shadow system

Let 2 C R be a bounded domain. For reaction-diffusion equations of type —, we call
the limit system for D — +oo the shadow system. The idea of this approximation is that
existence and stability of steady states may be similar for the shadow system and for D large.
We investigate whether the properties of these steady states are reflected by steady states of

the shadow system, which reads

;U@@:fwumyﬂm, (t,2) e (0,T)x 2, (5.1)
;E@ﬁi/ﬂU@wLE@Wh, te (0,7), (5.2

2
(U(0,z),2(0) € (C(2) x R), (5.3)

If U respectively = is scalar, we denote it u respectively . Heuristically, as described in [Nill],
this system arises from the assumption that component V (¢, ) of system (3.1))-(3.2)) tends
towards a spatially homogeneous solution as D — oco. To illustrate this approach, multiply by

D~ and obtain
9
ot

which, heuristically, tends towards

D'V =AV + D7 lgU, V), (5.4)

0=AV, (5.5)

as D tends towards infinity. Considering homogeneous Neumann boundary conditions, this
leads to the assumption that the limit solution’s component V is constant. Note that for
constant V', it holds that V(t,z) = ﬁ [oV(t,x)dx. T V(t) € RE™V) for all ¢ > 0 holds,
the second equation of is over-determined due to spatial inhomogeneity of the right-
hand-side. Keener’s idea is to substitute the equation for V by the equation for the mass
Z(t) = [, V(z,t)dz for p(2) = 1, leading to system (5.1)-(5.3). Invariance of Turing-type
destabilisation is insofar intuitive as it is the limit D — oo and introduction of the diffusion
operator changes stability. Following the proof in [MCHKSI3|, performed for a system of one
reaction-diffusion equation coupled to one ordinary differential equations, it is possible to
show that solutions behave similar for finite time, if D is sufficiently large. This result has

been generalised by Bobrowski in [Bob15], where the author proves, under suitable conditions,
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5 The shadow system

that the solution of system — converges uniformly on any finite time interval towards
the solution of system — as D tends towards infinity. We restate this result of
Bobrowski in Theorem due to its broader generality. Together with coinciding conditions
for stability, it is likely that the solution approaches a steady state which is qualitatively
similar. Spatially inhomogeneous steady states of — are locally constant if the roots
Z(U) of f(U,=Z) = 0 are isolated, hence the steady states cannot be equal if they are not
steady states of the kinetic system. However, for v scalar, Lemma [3.6] and section [5.4] imply
that for all D > 0 there exist infinitely many steady states of the reaction-diffusion-ODE
system in a neighbourhood of a steady state of the integro-differential equation, see Lemma
For D sufficiently large, numerical simulations suggest that the qualitative difference of
the steady states lies, as (gg, A)-stability suggests, within a small subdomain surrounding the
‘jump points’ of the steady states.

Another - from the perspective of modelling ambivalent - finding is high dependence of arising
patterns on the choice of initial conditions. For scalar wu, this follows immediately if the
solution to the equation for u(x) is unique and its right-hand-side does not explicitly depend
on x € §2 since well-posedness implies a maximum principle. The numerical simulations in
section [3.0] showed that the pattern does not solely depend on the initial conditions if they
are sufficiently regular and D is small. Consequently, considered globally on {2, the shadow
system is truly just an approximation with respect to pattern selection for D large. On
the other hand, the shadow system could be interpreted as an approximation of the local
behaviour of the solution. However, this interpretation is speculative and is not investigated
rigorously. Note that in the previous sections we already pointed out that the set of stable
steady states for non-diffusive u is not the LP-closure of the set of stable steady states for
diffusive u as diffusion’s strength tends to zero. In other words, not all stable steady states
for non-diffusive u are approximations of stable steady states for weakly diffusing u. This
observation is carried over onto shadow-systems. Namely, we show that infinitely many,
non-monotone patterns with jump-type discontinuities are stable. However, consider a system
of type and d, — oo and one-dimensional spatial domain. Stable patterns of its shadow
systems satisfy a non-monotonicity implies instability principle, as shown in [NPYO01]. This
implies that introduction of small diffusion with diffusion coefficient d,, = € to w is no suitable
approximation for non-diffusive u with respect to stability: Even if there exist steady states
for weakly diffusing u, which are in LP-sense close to a stable steady state for non-diffusive w,
they must be unstable due to their non-monotonicity. Combined with the result of [Bob15]
respectively [MCHKS13], the breakdown of pattern in subsection appears analytically
plausible for large d,. Let u be diffusive with diffusion coefficient d,. Denote the solution for

diffusion coefficients d,,, d,, by (ud“’d" , udu’d“) and the solution to the respective shadow-systems
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by (udw>°, 42, For large d,, the estimate

C(t) S Huduyoo _ udu:dv

+ Hudu,du — 0

+ Huo,dv . uO,oo

: (5.6)

shows breakdown for large d,, since there exists a t* such that ¢(t*) > ¢ and d,, can be chosen
large such that Huovdv - uO’OOH + Hud"’oo —ydwde|l < ¢/4 on (0,2t%).

5.1 Existence of solutions

Consider model — with twice continuously differentiable f,g. Then, local Lipschitz
continuity yields local existence of a solution (U, =) € C(0,t; (C0(£2)4mU) x RIm(Z))) for
initial conditions in (C?(2)4mU) x R4m™(Z)) Since examples such as f(u, &) = u? show that
global existence cannot be derived in general for f, g € C'(R?), global existence of solutions
to nonlinear models has to be proved for every model separately, or uniform boundedness of

solutions has to be assumed, see Assumption [2.1]

5.2 Shadow limit

Denote the solution of a system of type - for scalar compartments and diffusion-
coefficient D by (u”,v”) and the solution of the corresponding shadow system —
by (u,€). Then, in [MCHKSI3], it was shown that, under suitable conditions, (u”,v”)
converges almost uniformly on (0,7") towards (u,£) as D tends to infinity. This result has
been generalised by Bobrowski in [Bob15] onto a broader class of spatial operators and for

vector-values U and V:

Theorem 5.1 ([Boblh]). Let S be a compact metric space, No < N natural numbers. Let
A, i e N :={1,..,N} be generators of conservative Feller-semigroups in C(S). Assume
that there are € > 0, M > 0 and rank-one projections P;,i € Ny := {1,..No} such that
HetAi — PzH < Me™c fort>0,i € Ny. Let A; =0 fori € N\ Ny. Consider the system

Dupy = FwP,vP) (5.7)
%uf}(t) = DAVP + q(UP, VD), (5.8)

where UP = (uP); and VP = (vP); are vector-valued with dimension No resp. N — No and A
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5 The shadow system

generates the product semigroup

vt (0) e 1P (0)
Al L= . : (5.9)
U]?[O etAno vf,o

Let F, G be locally Lipschitz continuous maps from C(S)N to C(S)No and C(S)N=No. Moreover,
let (UP,VP) be uniformly bounded.
If D tends to infinity, then (UP,VP) converge to the solution of

0
U = GU(),U(1), (5.10)
gtv = PE(U(t),V(t), (5.11)

with initial conditions (U(0),V(0)) = (UP(0), PVP(0)) almost uniformly in t € (0,T) for any
finite T, where P(vP) = P;(vP).

1

Proof. See [Bobl15], Theorem 4.1. O
The Laplace operator with Neumann-boundary conditions generates a Feller-semigroup on
C?(02) converging towards a rank-one projection for £2 C R" convex (otherwise, the limit
might not have rank one) and bounded. If Assumption is satisfied, F' and GG are sufficiently
regular and solutions are uniformly bounded. However, in order to generalise the result onto a
far wider class of operators, the result of Bobrowski lacks order of convergence. The order for
systems of type — for scalar u,v has been investigated in [MCHKS13], yielding, for
each a € (0,dim(£2)/2), that

gim g ¢ ([ —u  [o” =] ) =0 (5.12)

5.3 Integro-driven instability

Similar to the concept of diffusion-driven instability, we introduce the concept of integro-driven
instability of the corresponding shadow system. To simplify calculation, we assume without

loss of generality that [, 1dx = 1.
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5.3 Integro-driven instability

Definition 5.2 (Integro-driven instability). Assume that a system of ordinary differential

equations
%U(t) = f(U(t), Z(t)), te(0,7), (5.13)
%E(t) =g(U(t), Z(1)), te (0,7), (5.14)
(U(0), 5(0)) € Rt +dim(2), (5.15)

has a stable stationary solution (U, E).
We say that system (5.13)-(5.15)) exhibits integro-driven instability if (U(x),Z) = (U, Z) is an
unstable stationary solution of system ((5.1])-(5.3]).

In [KBHGI12], the authors investigate the idea of unstable subsystems for systems of type
(B-1)-(B-2) for D > 0, in [ASY12] for small diffusion coefficient for U. It turns out that the
idea of unstable subsystems can be extended onto systems of type —. The following
lemma is a generalisation of Theorem 2.1 in [MCHKS13].

Lemma 5.3. Consider a system of type — for vector-valued U and vector-valued =
and let f, g be twice continuously differentiable. Let (U, :;) denote a stationary solution of —
which is constant on a subdomain 21 C §2 and denote the value assumed on 1 by (U, Z).
Moreover, assume that the Jacobian matriz of the ODE subsystem, VUf‘(UE) = (3uj fi|(U,§))ij;
has an eigenvalue \g with

ReXp > ¢ >0, (5.16)

and that all other eigenvalues of Vu f| =) (x) satisfy |ReA(z)| = ¢ >0 on 2. Then ( L 5)

is unstable.

Im(\)

Re())

rg(Vu f) o(Vufla) C op(£)

Figure 5.1: Illustration of the spectrum of the operator £ in Lemma
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Proof. We consider an initial value problem for the perturbation ¢(x,t) = U(x,t) — U(zx) and
Y(t) = Z(t) — Z. The pair z = (p,v) is a solution of the following initial value problem,

gtz:ﬁz + N (), (5.17)
2(0) =20 = (Up - U, 5 - 2), (5.18)
where
oo <80(37>> Vuflgze@) + Veflpzw 7 (5.19)
(0 fg vUQ’(U ”)‘P(ﬂf )dx + fQ vEQ’(U,é)¢d$

and N is a nonlinear term obtained via Taylor expansion, since f and g are twice continuously
differentiable. Define (X, ||.[[x) := ((L>(£2))" x R™, [[¢|l 1 () + [¢]) and consider £ an
operator in X with domain X. £ is a bounded operator and therefore generates a strongly
continuous semi-group.

By assumption, Vi f | has an eigenvalue \g with Re g > 0. We show that Ag is an
eigenvalue of the operator L. Let (Ao, ey,) be the eigenvalue-eigenvector pair of Vs f’(UE)‘
It is easy to see that (ex,@0,0) is the corresponding eigenvector of £ for every non-trivial
o€ {peC%(N)] [g,¢=0and ¢ =0o0n 2\ 2}

Vu fl g, 5)ex%0 = AoexPo, (5.20)

and

< agz i 891
/Z (5 |@.2))ieri00(z )dw—Z(au 0.5))ii€o.i /soo (5.21)
J

Consequently, we find L(ex,po0(x),0) = Ao(er,v0(z),0). f and g are twice continuously differ-
entiable by assumption. Therefore, since N results from a Taylor expansion and meas({2) < co
holds,

IV )llx < ell=ll (5.22)

holds. It follows nonlinear instability of the steady state, see e.g. Theorem 1, [SS00]. O

5.4 Existence of spatially inhomogeneous steady states

Consider scalar £. By definition, a steady state (U(x),£) satisfies the following equation for
all z € (2,

= f(U(x),8). (5.23)
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5.4 Existence of spatially inhomogeneous steady states

Assume that this equation has n isolated roots for given £ and denote these roots Ui(é), 1<
i < n. Consider a partition of {2 by disjoint sets §2;,1 < i < n, where U(z) = U;(§) on 2.
Then, we can write 9¢/0t = 0 as

= Z/Q(Ui(f)f), (5.24)
£

since U;(€) is constant on (2;. This equation can be solved for coefficients 0 < p(£2;) < u(£2)
satisfying >, u($2;) = wu(82) if and only if one of the following conditions are satisfied:

1. there exist at least two roots U (), Ua(€) of f(U,€) = 0 satisfying

9(U1(£),€) < 0 < g(Ua(§),9). (5.25)

This condition allows construction of discontinuous steady states. It is similar to the
condition for existence of spatially inhomogeneous steady states for the corresponding
reaction-diffusion equation, see Lemma [3.6] For reaction-diffusion equations, this con-
dition is implied by homogeneous Neumann boundary conditions for inhomogeneous

steady states.

2. there exists U;(§), such that g(U;(§),£) = 0. This allows construction of steady states

assuming the values of steady states of the kinetic system.

Assume that (X7, x(£2:)U;(€),€) is a steady state of (5.1)-(5.3). It is possible to construct
steady states of system ([3.1))-(3.2) assuming only values in a neighbourhood of some values

Corrolary 5.4. Assume that (37— X0, (2)Ui(€),€) is a steady state of system (5.1)-(5.3).

Moreover, assume that |det(Vy f)| > ¢ > 0, evaluated at the steady state, holds point-wise.
Then, for all e > 0, there exists a jump-type steady state of system (5.1)-(5.3) which assumes

only values in |J; B:(U;(€)) x B:(§).

Proof. If g(Us(€),€) = 0, the steady state is a steady state of the kinetic system, hence the
result is clear.

If w.lo.g. g(Ui(€),€) > 0, then it holds for some j # i that g(Uj(é),g) < 0. Since f,g € C!
and det(Vy f) # 0, all conditions of Lemma are satisfied. By choosing a sequence (&,)nen
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5 The shadow system

with &, \, 0 in the proof of Lemma [3.6] the proof yields existence of steady states assuming
values only in a neighbourhood of |J;(U;(€), €). For &, sufficiently small, the Jacobian matrix
of the kinetic system, evaluated at the steady state is in a neighbourhood of the Jacobian
matrix of the kinetic system of the integro-ODE system. Due to continuity of f, g, results on
the signs of entries are valid for the steady state of the reaction-diffusion system for sufficiently
small ,. Due to continuous dependency of the determinant and trace on the entries, results
about the signs of them are valid for the steady state of the reaction-diffusion-system for
sufficiently small &,,. O
Note that the constructed steady states do not necessarily have discontinuities a the same

spatial positions. More general, for m integro-differential equations and n roots U;(§) of
f(U,€) =0, the equation

: o . . o _ . ’ (526)
L T o)

must admit a solution satisfying 0 < u(£2;) for all i. Note that the last row of the matrix is
dispensable. In case of >°1" | 11(§2;) # 1($2), the constructed solution on (0,7 1(§2;)) can
be rescaled by & = zu(£2)/ > i, 1w($2;). If not specified differently, we consider scalar = =
and U = u.

5.5 (&9, A)-stability for integro-ODE systems

We define (g, A)-stability for integro-ODE systems analogously to the definition of (g9, A)-
stability for reaction-diffusion-ODE systems in Definition [3.8 However, for shadow systems of
reaction-diffusion-ODE systems, the ‘diffusing’ component is constant in space. The subspace
of constant functions is complete if equipped with Sobolev norms, hence the Sobolev norms
are equivalent to the euclidean norm. Therefore, the neighbourhood basis can be defined

equivalently by
N (@, ) = {(u,€) € L"(2) xR| Ircor : Jlu— il poogy +16—E] < cand p(2\R) < £2}. (5.27)

We define (g9, A)-stability analogously to Definition

Definition 5.5. A stationary solution (@i, &) of regularity as in Comllary of system (|5.1))-
(5.3) is said to be (eg, A)-stable for positive constants eg and A if initial functions (u(x,0),£(0))
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satisfy
[u(z,0) — @l oo (r) + 1€(2,0) = €] <, (5.28)

for some R C I with meas(I \ R) < &%, and ¢ € (0,¢0), then
[u(t) = @l (ry + 1€(2) — €] < Ae, (5.29)

for allt > 0.

5.6 Conditions for stability of spatially inhomogeneous steady

states of the ‘shadow system’

In section we investigated conditions for stability of steady states with jump-type dis-
continuity of reaction-diffusion-ODE systems. The conditions for (gg, A)-stability for shadow
systems turn out to be similar. However, the similarity of conditions for stability can be
misleading, since in general steady states are only steady states of both systems if they are
piece-wise constant.

On the other hand, Corollary implies that existence of steady states and the signs of
entries of Jacobian matrix evaluated at them can be derived from the shadow-system. Conse-
quently, existence of stable steady states of reaction-diffusion-ODE systems can be derived
from existence of certain steady states of the shadow systems. The concept of the proofs of
stability is analogous to the proofs in section

First, we linearise the right-hand-side of (5.1)-(5.3) around a jump-type steady state (4, £)
and identify the linearised operator £ as bounded operator from X = LP x R to X. Therefore,
the spectrum of the operator determines the stability in LP x IR since the nonlinearities are
sufficiently smooth. Then, we use the (g9, A)-topology. A striking difference between the
proof for shadow-systems and reaction-diffusion-ODE systems is that it is not restricted to
one-dimension spatial domain for shadow systems. For reaction-diffusion-ODE systems, the
presented proof requires a one-dimensional spatial domain, I C R respectively 2 C R, even
though numerical investigations, which are not shown within this thesis, imply existence of

stable discontinuous patterns for two- and three-dimensional spatial domain.

Lemma 5.6. Let {2 C R" be bounded.
Consider a spatially inhomogeneous steady state (@i, €) € (L®(2) x R) of a system of type

%u(x,t) = f(u(x,t),£&(t)), (x,t) € 2 xR, (5.30)
aat (t) = / glule, t), £())dx, teR,. (531
(0]
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5 The shadow system

(u(z,0),£(0) € (C(2) x R). (5.32)

Consider the operator

r <cp> :: Ouflag + Oeflag? : (5.33)
(0 I 0uglg gypda + [ Ocgl g ¢y od

an operator in LP(§2) x R with domain LP(£2) x R. If

1.
Ouf a8y Ocfliag) Oudl (g Oeglag € L(92), (5.34)
8uf|(ﬂ£),6§g|(a£) <c<0and (0yf0cg — 8§f8u9)|(ﬁ£) >c>0, (5.35)
then there exist cre,crm > 0, such that
{Ae C|ReX > —cpe V| Im A| > ¢} C 0(L), (5.36)

holds for the resolvent set o(L) of L.

Figure 5.2: Illustration of the spectrum of the operator £ in Lemma

Remark 5.7. Note that for f,g € C?(R?) and steady states L>°(£2) x R with finitely many
Jjumps, Assumption (5.34) is satisfied. Even more, we can choose p = oo and obtain local
exponential stability in L>(82) x R if sup;>q(||u(t)| - + [£(2)]) < oo.

Proof. Throughout the proof 9, f, 0¢ f, 0ug, Ocg are always evaluated at (@, é) By application

of Holder inequality, we see that £ is a bounded operator if considered an operator in

92



2

5.6 Conditions for stability of spatially inhomogeneous steady states of the ‘shadow system

X = (LP(£2) xR) to X. First, we investigate the resolvent set of £: Let (¢1,11) € LP(£2) x R

be given and consider the following equation for A € C:

(Ouf = N + Ocfh = ¢1, (5.37)
[ ugio+ (Beg — Nda = wn. (5.38)
02

For A\ € rg(0,f), it is possible to solve (j5.37) for ¢,

o - S

NN (5.39)

Substituting ¢ in ((5.38)) yields

Jous (B2EE) + 0cg - Mo = un,
N

~ OugOcf _) _ [ Ougpn
([( 8uf_)\+agg A) dx =y Qauf—X

=A(N)

Analogously to Corollary we note that there exist cgre, cim > 0, such that
1. for —cre < Re(A), it holds Re A(\) < 0,
2. for ¢y < Im(A), it holds Im A(A) > 0.

Consequently, we can write the formal solution as

Ou
1 — Jo pifesde

Y = o . (5.40)
Jo(— 555, + 0eg — Nda

It is left to show sufficiently high regularity of the solutions ¢ and . For ¢, € LP(S2), we

obtain
| < el|vr] + / 1Ougllier|dz) < c([thr] + [|0ugll o 1011l o) (5.41)
(9}
and, due to ([5.39)),
lelle < Cllerllpe + 110 fll Lo (1] + 10ugll Lo l1ll £o))- (5.42)
O
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Theorem 5.8. Consider a system of type — for scalar compartments (u,§). Assume
that there exists a spatially inhomogeneous steady state (11,5) with finitely many jump-type
discontinuities. If the model satisfies the conditions of Lemmal[5.0 at the steady state, then
there exist A,eq > 0, such that (i, €) is (g9, A)-stable.

Remark 5.9. Note that, unlike in Theorem [3.9, no Sobolev type estimate ||.|| oo < C'||.|| ;1
is used. Consequently, stability of steady states of the shadow system can be obtained for

arbitrary, finite, finite dimensional spatial dimension.

Remark 5.10. Note that the stability result can be extended onto systems with vector-valued

U = (u1,u2) analogous to Theorem[3.9 and [{.7.

Proof. The proof follows the lines of the proof of stability of steady states for the reaction-
diffusion-ODE system.

Again, we write equation (|5.1)-(5.3)) as

0 @(%ﬂ) ’ (@(%ﬂ) (@(%ﬂ)
el = + , 5.43
ot ( ¥(1) ¥(t) o(z,1) >4
where
r (@(x, t)) :: 5uf|(a(x),g)<P(l‘, t) + 8§f|(ﬁ(x)7g)¢(t) (5.44)
»(t) o 3uf(a($),g)80(957 t)dz +¥(t) [ a§f|(a(x),g)d93 ’
and
1
o(z, 1) =3 (3uuf|(a,ﬁ)902 + 20:0u f (a,8) 0% + 3§£f\(a,5)¢2) ; (5.45)
1
o(x,t) =3 (/ 8ng(a/ﬁ/)g02dm+2/6§8ug|(a/7ﬁ/)<pdx¢ +/a§g\(a/ﬁ,)dm2> , (5.46)
o) 2 2

where (a(z),8), (o/(z), 8') € ((u(z),d(x)) x (&, €)) according to the Taylor-Lagrange residual
formula. Recall, that Assumption holds, hence the solution is uniformly bounded and f, g

are twice continuously differentiable. Lemma [5.6| allows us to use the following estimate:

le@ll + )] < ¢ ((Ilwolll + [yol)e ™ + /(”Q(S)Hl + IU(S)I)e_k(t_s)dS) - (547)

0

By integration, we obtain:

oz, )| < |po()le™ +/(|Q(Saw)| + 10 f (@) (s)]) e ds, (5.48)
0
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D)1 < e [ [wole™ + / (ra )|+ / 0u9( >|dw> - S>ds), (5.49)
t
< (ol + [ (o)l + o)) e f%), (550)
0
< | gl + WoDe ™ + [ (lo(s)] + lle(s)) e ) (551)
0

Note that due to the regularity of f and g,

lo(z, )] < C(lp(a, ) + [9()%), (5.52)
lo(®)] < Cle@®l3 + 1w (OP), (5.53)

hold. Hence,

t
90 < e | Upolly + [ole™ + [ (I3 + ()P0 $>ds)),
0

< e Upolly + [obe™ + [ (llp(s) Ewry + I\ B + w<s>|2>e-k<t-s>ds)) ,
0

2
< ¢ | (lpoll o gy + 1T\ R) + [tho)e™ + ( s (lo(s >||Loo(R)+|w<s>|>> +M(I\R)),
(5.54)

and

t
ey < Mool €™ + [ (19O i + 1)) +105)] ) eH¢as,
0

2 t
c (Hworm(m et ( sup ([(5) o0y + r¢<s>\>> +f r¢<s>\e—k<t-s>ds) :
s€(0,t)

0
(5.55)

follow. Applying ([5.54) to (| -, we obtain

s€(0,t

2
o(t) ooy < € (<|r<,oo||Loo(R> + o)) + ( o (1(6) =) + rw<s>|>> + ua\m) ,
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and therefore with (5.54))

s€(0,t)

2
() Lo (r)+Y (1) < C ((H‘POHLOO(R) + [ol) + ( sup ([le(s)ll oo (r) + |¢(8)I)> +M(I\R)) :

Choosing A > max(C, 1), and g¢ so small that

14+ Asg 469 < g, (5.56)

it follows for all 0 < § < gg that
leollpoe(ry + |0l <6 = Viso: ) poory + [¥(E)] < Ad. (5.57)
O

We showed that under suitable conditions, a steady state of an integro-ODE system is (¢, A)-
stable.

A natural question arising is whether it is useful to investigate the behaviour of the shadow
system if it leads to the same conditions for stability and existence of steady states. A striking
difference between reaction-diffusion-ODE systems and their shadow-systems is that we can
algebraically reduce a shadow system using a quasi-steady state approximation for a component
with integro-right-hand side. If the right-hand side is uniquely solvable for &, the resulting
reduced system can be investigated easier than a quasi-steady state reduction of a reaction-
diffusion-ODE system involving the inverse of A or even a shift of type (A + (u+u(z,t))id) ™,
where A is considered with homogeneous Neumann boundary conditions. This reduction will
be addressed in chapter [6]

5.7 Application to example models

5.7.1 A receptor-based model

In this section, we apply the shadow-reduction to system ([3.92)-(3.94]),

0 u? _

au——(1+w)u+m1m, x e 2,te(0,T), (5.58)

0 u?

Opw =0, x €02, te (0,7), (5.60)
(u(0),w(0)) €(C(£2) x C*(R2)). (5.61)
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This system satisfies the conditions of Theorem respectively of Theorem A.2 in [MCHEKS13].
Therefore, for large D and finite T', component u of the solution of system (5.58])-(5.60]) exhibits

a similar behaviour like the solution of

0 u? _
Oe_ +/d)£+ /“2d te(0,7) (5.63)
ot 3 J uax m29 1+ ku? €z, ) ) .

with initial conditions (u(z,0), [, w(x,0)dz) defined by the initial conditions of (5.58)-(5.61).
However, Theorem is limited to finite 7', hence it does not imply stability of steady states.
We investigate stability based on Theorem [5.8]

Lemma 5.11. Consider system (5.58)-(5.61) and let the parameters satisfy the conditions of
Theorem [3.21 Then system (5.58)-(5.61))

e has a positive, unique, uniformly bounded solution u € C1(0,00; C(£2) x R) for positive

initial conditions,
o exhibits integro-driven instability at a spatially homogeneous steady state (T, €),
e has infinitely many spatially inhomogeneous, (g9, A)-stable steady states.

Proof. Existence of a local-in-time solution yields from regularity of f, g. Boundedness and pos-
itivity of u can be obtained analogously to (3.101]). Due to [, mou?/(1+ ku?)dx < p(2)ma/k
and [pudr < p(2)my/k, &, positivity and boundedness can be obtained analogously to

(13.102)).
By setting

2

v
14 ku?’

0=—(1+&)+m z e, (5.64)

2
u

and solving the first equation for different branches of u, as in Lemma [3.17] we obtain, similar
to Lemma that there exist three branches, ug, u_,us satisfying the following:
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For 0 < & < my/(2Vk) — 1 =: &, it holds that

>0, u(@)=u(E) <0, u(@)=u(£)

Ouflue(®) ¢ <0, w(@) =us(§)  Iefuelr)§ <0, ul@)=uy(§)
<0, u(x)=mwug =0, u(x)=mup (5.66)

>0, u(z)=u <0 @) =u-(5)

OuGu.e () { _ 07 ulz) = uf Oegue(®) <0, u(x)=uy(€)

' 0 <0, u(z)=wuo
and,

(OufOeg — 8ug<9§f)|(u+(§)7§) (x) > 0. (5.67)

Consequently, for 2,° = 2, C 2 with meas(£2,) # 0, steady states of type

i = xo (w)us (), (5.68)

satisfy condition . Condition can be verified easily, since the right-hand side is twice
continuously differentiable and @ is uniformly bounded on 2. Therefore, 9, f, O¢ f, 9,9, Ocg €
L*>®(£2) holds at (i, £).

e R implies V,u = 0, except on the points of discontinuity. We are particularly inter-

ested in steady states connecting one strictly positive branch u with the trivial branch wyg.
Consequently, equations ((5.64))-(5.65]) can be written as

2

u
0=—-(1 — P .
( +§)+m11+ku2, x € (2, (5.69)
2
0 = — (u3 + meas(£24)u)§ + mo meas(!?”lfw. (5.70)
Multiplying the second equation by 1/ meas({2), we obtain the system
u? _
- (1 — :
0 ( +§)+m11+ku2, x € (2, (5.71)
2
H3 U
O=—(—— —_—. 5.72
(meas(fh) +u) §+m21 + ku? (572)

Consequently, existence of spatially inhomogeneous steady states of type (/5.68|) follows imme-
diately from Lemma (2.). O

98



5.7 Application to example models

5.7.2 Lengyel-Epstein model
The shadow system of model ((3.170))-(3.171]) exhibits integro-driven instability and has infinitely

many spatially inhomogeneous, (g, A)-stable steady states. Existence follows analogously

to model ((5.64)-(5.65) from (3.193)). Integro-driven instability and stability of steady states
follows from (|3.190)), (3.191)) and (3.198) and Lemmasand

5.7.3 Numerical result

In this subsection, we illustrate the finding that there exist spatially inhomogeneous, stable
steady states. Similar to the reaction-diffusion system, the solution converges towards such
steady state. Moreover, the behaviour of solutions is similar on a finite time interval if
D is sufficiently large. In Figure [5.3] the solutions to the reaction-diffusion-ODE system
— (for large diffusion coefficient) and its shadow system — are plotted
for the parameter set [3.27] We use cell-wise constant finite elements for u. The spatial integral
is interpolated using the rectangle method on the same mesh (since it is exact then and of the
same order). Temporal discretisation is performed using the explicit Euler method. Note, that
the right-hand side of the differential equation is Lipschitz-continuous. We observe that the
dynamical behaviour as well as the pattern is similar. In Figure the solution’s component
u at time t = 20 of both systems is plotted. However, in Figure [5.5] we observe that for less
regular initial conditions, larger D is necessary for selection of the same pattern. While the
solution of the reaction-diffusion-ODE system has a jump-type discontinuity close to = = 0,
the solution of the shadow system does not. However, the pattern close to the maximum of

the initial conditions is similar.

Figure 5.3: Solution u for parameter set Left: Reaction-diffusion-ODE system
(5.58)-(5.61]) for D = 100. Right: Shadow system ([5.62)-(5.63)).
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5 The shadow system
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Figure 5.4: Solution u for parameter set Left: ¢t = 0. Right: t = 20.
Discontinuous plot: Reaction-diffusion-ODE system ([5.58))-(5.60]) for
D = 100. Continuous plot: Shadow system (5.62)-(5.63). Mesh size:
h =278

16 T T T T 16 T T T T

Figure 5.5: Solution u at t = 20 for parameter set but initial conditions
u(x,0) = 6.36 — (0.04 + 0.0622) sin(27z?). Left: Reaction-diffusion
system-ODE ([5.58)-(5.60|) for D = 100. Right: Shadow system ([5.62))-
(15.63)).
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6 A scalar integro-differential equation

exhibiting a qualitatively similar pattern

This chapter is devoted to investigation of a steady state approximation of a particular system

of type
oud _
o (62) = Fd(t,x),&(t)), (t,z) € (0,T) x £2, (6.1)
9
53;;@) _ /g(u‘;(t,x),é‘s(t))d:z, te(0,7). (62
2
(u?(0,2),£°(0)) € (C(R2) x R). (6.3)

In case of the kinetic system, stability of steady states is invariant under the limit if V¢g,
evaluated at the steady state, has only eigenvalues with negative real-part. In the first section,
we show that under this condition, the solution for § > 0 converges towards the solution for
0 =0 as d — 0 on a finite time interval. The system is an approximation of a system of type
(3-1)-(3-2) with U = (u1,u2) and scalar v. If the right-hand side of the compartment which
is assumed to be in the quasi-steady state has exactly one root, there exists a one-to-one
mapping between the set of spatially homogeneous steady states of system — ford =0
and the set of spatially homogeneous steady states of the system of one reaction-diffusion
equation and multiple ordinary differential equations. Consequently, we want to know if basic
properties like Turing-type destabilisation are preserved. For the kinetic system or equivalently
spatially homogeneous perturbations, Lemma confirms equivalence. Throughout this
chapter, we give conditions under which a Tikhonov-type reduction is regular for systems of
type (6.1)-(6.3). The system itself results from a Tikhonov-type reduction of a system of type
followed by a shadow-reduction, which have been proved to be regular for finite time.
Consequently, we conduct that integro-driven instability of (6.1)-(6.3) implies diffusion-driven
instability of a system of type

o’ 5 )08 o0 0

W(w,t) = f(u®, v, w’), x € {2, (6.4)

o0’ 5 )8 0 0
a(é)ﬁ(x,t) = h(u’,v°, w°), x € 12, (6.5)
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6 A scalar integro-differential equation exhibiting a qualitatively similar pattern

~(9) (98112 (z,t) = B(6) ' DAW’ + g(u®, v, w?), x € £, (6.6)
A’ (t,z) =0, x € 012, (6.7)
(u®(z,0),2°(x,0),w’ (x,0)) € (C(2)? x C*(12)), (6.8)

under suitable conditions on the nonlinearities and «(d), 5(0),v(d) are scalar and converge
towards zero as § — 0 in suitable orders. Since we are interested in what ‘key property’ of the
system remains after reduction it is natural to investigate the counterpart of diffusion-driven
instability in the same sense as for the previously investigated shadow system.

We consider the quasi-steady state approximation of

o _ s 560 4 _wh)? (z,t) € 2 x (0,00),  (6.9)
Era U U m11+k( 5)2, T, ,00), .
9
51— u+/ 5dm£6+m2/1+k_ >da: t>0, (6.10)
(u’(2,0),£°(0)) € (C(R2) x R). (6.11)

Setting § = 0, then solving (6.10]) for £ and inserting this into , we obtain the following

problem

ou® 0
2|1
ot e (“+/ dx) /1+ku0 "

A —F(lli:()uo)z’ (z,t) € 2 x (0,00),

(6.12)
+mq

u’(z,0) €C(0).

If investigating (6.12]), we drop the --notation for convenience.

6.1 Existence of solutions

Theorem 6.1. Problem (6.12)), supplemented with positive initial conditions, has a unique,
positive, uniformly bounded solution u € C1(0,00; C(£2)).

Proof. We show existence based on the classical argument of Lipschitz-continuity. Define

) (u)2

w)2
F(u) :=—|1+mg (,tH—/ud:n) /14—(k>(u)2d$ u—{—mlm. (6.13)
Q Q
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6.1 Existence of solutions

First, see that

2 U2

U
1+ ku2 14 ko2

3v3
< <1+m18\\/fE> lu—v|+m

We continue by estimating the second term (dropping dz in the first line for convenience):

'lL2 'U2
Jo T3 a2 4 Jo 352 47

_ < oy — _
|F(u) = F(v)| < |u—v]4+m u+f9uda:u T [, vde

+ mo

2 2
Jo 1+uku2 dmu B Jo 1+vkv2 dx
lu+ foude  p+ [vde

2 2
o T u— Jo g da
p+ fou p fou

2 2 2 2
I-Q 1:](51.1,2 w— fQ lfka ff? 1+vkv2 . fQ lfka
p+ fou p+fou  op+fou o op+ [pu

| = v, (6.14)

[ul / —/UZda: (6.15)
u—i—fguda: 1—|—ku2 J 1+ kv? '
/ v
1+k:v2 u—i—fnudaz o+ [pudx|’
3
< By (6.16)
b+ [ udz| 8v/k

u B v
p+ [oudr  p+ [pvude|

+

2
v
d
/1+kv2 v
0

Estimating the last term (again dropping dx in the first line for convenience)

‘/ v? . u _ v <l u _ v n v _ v
) L+kv2 | \p+ fou p+ fov]| " k|p+ fou p+ fou  p+ fou  p+ [pv|
< polu—l+ |/<u—vda:|
Sflu—vlﬂL 2 = vl
Consequently,
|f<u>f<v>|s<1+;’f2(m AT erriRa >|uvr+k2||u Vs (617)

holds. Hence, we obtain local existence for [, udx > 0. To obtain global existence, it is left to
prove that for positive initial conditions, the solution remains positive and uniformly bounded.

Then, [, udz > 0 follows and the Lipschitz constant remains bounded. We prove positivity of
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6 A scalar integro-differential equation exhibiting a qualitatively similar pattern

the mass [, udz for positive initial mass. To see this, integrate (6.12)) over {2 and

0 u? [ udz u?
— [ udr = — [ udx — dx—2 /7d
at/u:c /u:z: m2/1+ku2 x,u+f0udx+m1 gy T,

0] £ 0] 0]
> _/u_"wfnudw7
- k p+ [oude

(9}

follows. From positivity of mass, it follows that u stays positive for positive initial conditions

since

For positive initial conditions, we obtained local existence of a strictly positive solution. To

obtain global existence, we show that u is bounded,

o Y dr 2
= —u— QfQ Itku? 7, m v ,
ot o+ [oude 1+ ku?
c g™
o

Therefore, the Lipschitz constant is uniformly bounded and we obtain existence of a unique

global, positive, uniformly bounded solution. O

6.2 Tikhonov type result

Throughout this subsection, we assume existence of solutions to problem (6.1))-(6.2) for all
sufficiently small § > 0.

Lemma 6.2. Consider a system of type (6.1)-(6.2), but with vector-valued compartments
U,=Z. Assume that system (6.1)-(6.2) has for all § € [0,0*) a unique classical solution (U°, 59)
and the set of solutions (U°, Z%) is uniformly bounded in time and [0,6%). If the spectrum o

of V=glw,=) is contained strictly in the left complex half-plane for all (U, Z), i.e.

Re(0(Vzglw,z))) < e <0, (6.18)
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6.2 Tikhonov type result

then (U°, Z%) converges towards (U°, Z°) as § — 0:

HU‘s— —~0asé—0, (6.19)

HLoo (0,712 (£2)
|=2- =]

—

L) —0asd—0. (6.20)

Proof. Note that o := U? — U and /8 := =% — =0 satisfy the following equation

0
= = Vufa+V=/p, (6.21)

o8 1 9="
a = 3 (([ Vugadz +Q/V:gd$ﬂ) — W; (6'22)

with a(z,0) = U%(z,0) — U%(x,0) and B(0) = Z9(0) — U°(0), and where the derivatives are
evaluated according to the Taylor-Lagrange residual formula. Now, the proof essentially
follows the lines of the proof of Lemma First, we estimate o,

()l oo 2y < €V It ()| oo ) /”W”tTHVfHI(HM,

swwﬂ¢“mommwwmyMVﬂwrwmwm).

The solution S can be written in the form

¢ t
t t =
S O T A =N P P R A

tn 0

16(t)] =

and consequently, it holds due to Young’s inequality and V=g being stable that

t
0=0
\mywﬁs(mwn+ o u—mﬁcw+/
L (tn,t)

tn

/VUgadx
(9}

dr,

Lo (tn,T)

=0
< (W(tnﬂ il s (t— tn)) OO+ IVUglipoe g0 (2)) (¢ = tn) 1l oo 1, 20 (2 -
< C8+ (t—t2)C6 + Ot — t)ell VU lloclt=tn) (Iloz(tn)HLoo(n) + Vo £l Hﬁllp(tn,t)) ,

Choosing (tp4+1 — tn) so small that

C(tn-‘rl - tn) < C(tn—i-l - tn)GHVUf”oo(titn) < %7 (623)
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6 A scalar integro-differential equation exhibiting a qualitatively similar pattern

yields the result by induction over n analogously to the proof of Lemma O

6.3 Integro-driven instability

The approach for investigating integro-driven instability for system is similar to the
approach used to investigate integro-driven instability for the shadow system. We showed
that, under certain conditions, system — has a spatially homogeneous steady state
(u, &) which is stable under spatially homogeneous perturbation. If we perturb system —
only with spatially homogeneous perturbations (¢, 1), then f and g are constant in z.

Consequently, the kinetic system reads in all z € £2,

oud 5 s
—p (1) =F’(1).£(1)),
§
meai((z)aai = g(u’(),£°(1)), (6.24)

(1°(0),£°(0)) = (T + ¢,& + ).

Consequently, if dggl(,s ¢(u5)) < ¢ < 0 holds for all u®, where §(u’) is defined implicitly by
g(u?,€%) = 0, then regularity Lemma can be applied to the limit § — 0 and we obtain that
a steady state is stable for 4 = 0 if and only if it is stable for all sufficiently small § > 0. To
investigate instability under spatially inhomogeneous perturbation for § = 0, we first consider
the linearised operator and investigate linear stability. Then, we conclude nonlinear instability
based on Theorem 1 in [SS00]. To investigate (in)stability of steady states with respect to

inhomogeneous perturbations, we investigate the linearised operator.

Lemma 6.3. Consider a system of type

?;;(t, ) = flult,z), (1), (2,1) € (0,T) x 2, (6.25)
0= / gu(t, ), £(1))de, t € (0,T), (6.26)

N
w(0,2) € C(9). (6.27)

Assume that there exists a spatially homogeneous steady state (U, €) and assume that afg](ﬁg)

is either strictly positive (> ¢ > 0) or strictly negative (< ¢ < 0). Moreover, assume that the

solution & = £(u) of (6.26]) is isolated.

1. The spectrum of the linearised operator L considered as operator in C(§2) consists only
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6.3 Integro-driven instability

of the eigenvalues of the linearised kinetic system and 0y f(u,&(w)):

o) = { LD b {2y | (629

2. If 8uf\(ﬂ’@ > 0 and the eigenvalue of the kinetic system linearised at (u, &) have nontrivial

real part, then (u, &) is non-linearly unstable for initial conditions u(0,x) € C(£2).

Proof. First, note that g is twice continuously differentiable, hence

G (C@) ) * (R 1) —+(R, ), (6:29)
(w8 = [ glu@).&)ds. (630
2

is Frechét-differentiable in a neighbourhood of the root (@, &) with

Gl €)(pv) = [ Drglu ) + daglu, )b, (6.31)
(9]

where 019(a,b) := ag( )(a b) and dag(a,b) := ag(“ £) (a,b). We keep this notation. Note
DG € C(C(2) x R,E(C(Q) x R)). Moreover, fQ Oag(u,&)dx # 0, thus D(u,£)(0,v) =
Jo O2g(u, §)Ydz is a Banach space isomorphism from R to R, thus we can apply the implicit

function theorem. Therefore, there exists a continuously differentiable implicit function,

£:C(2) = R, (6.32)
u— &(u), (6.33)

satisfying G(u,&(u)) = 0 in Be(u) for some positive C.
It holds p
- / g(u+ 7, ¢(u+79)|r—nda,
(6.34)
- /819 (u,(u))pdo + /an (0, €(u)) € + 7)ot

Therefore, the Frechét derivative (due to regularity coinciding with the Gateaux derivative)

reads,

Jo 019(u, §(u))pdx
Jo O29(u, §(u))dx

DE(w)(0) = -6+ T9)lrmg = - (6.35)
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6 A scalar integro-differential equation exhibiting a qualitatively similar pattern

and consequently

Lt 0,6+ 7)) = O, €+ 0o (0, E(w)) €+ 7)o,

dr
ot et o ety Jo D190 € pdz (630)
Now, consider the operator
L: (C(§)7 H'Hsup) - (C(§)7 ”'Hsup)?
Jo O19(u, E(w))pd (6.37)

= 01 f(u,&(u)p — Oaf (u, §(u))

Jo O29(u, &(u))dx '

Since f, g are twice continuously differentiable, this operator is bounded in (C(£2), ||-|| sup) and
consequently generates a uniformly continuous semigroup on (C(2), [l sup)-

Note that the operator

Jo O19(u, §(u))pdx
Jo 029(u, §(u))dx

is compact and that u and Ja f(u,&(u)), 01g(u, &(u)), O2g(u, &(u)) are constant. If A = 0, then

Jo O19(u, §(u))pdx

T o — 0af(u,&(u)) (6.38)

A=T)e=Xp —af(u,&(u)) [ Bag (w0 d =0, (6.39)
implies [, pdz = 0, hence
ker(£ — 1/ (u () = {¢ € C(@)| [ =0}, (6.40)
2

If A # 0, it implies that ¢ is constant, thus ¢ = 0 or 01 f(u,&(u)) is element of the spectrum

of the linearisation of the kinetic system, i.e.

d _
A= o7 g)) e { L g g} (6.41)
Consequently, due to Fredholm’s alternative, applied onto 7, the spectrum of £ is
d . .
o) = { D o) Jgons a ey, (6.42)

This concludes the statement concerning the spectrum.
For nonlinear instability, apply item 1) to obtain a spectral gap.

It is left to prove that the residual, when approximating using the uniformly continuous
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6.3 Integro-driven instability

semigroup constructed in the proof of item 1, is at least of order Hcp||(1>:a Then, Theorem 1 in
[SSO0] can be applied.

Due to Taylor expansion, identity

0= / g(u+ o, £(u + @))de, (6.43)
(]

— [9wdo+ [ orglaélur @)pdo+ [Orglu B+ )~ €@)ds, (64
n N n

holds for some a(z) € (u(x), (u+ ¢)(x)) and 8 € ({(u),&(u+ ¢)). Due to continuity of &(u)

and g being twice continuously differentiable, it holds for sufficiently small ¢ that

o dg(en E(u+ 9))pda

C
JoOug(u Bdr | = o2

< 73 19le.

[§(u+¢) —&(u)| = | (6.45)

where 02g(u, f) < ¢ < 0 holds by assumption. Inserting this into a Taylor expansion of
flu+ ¢, &(u+ ¢)) around (@, &(w)) yields that

f@+ e, 8(@+ @) =Df(u, (@) ( ; ) (6.46)

E@+¢) - £@)
2
wﬂQm+@—aw>’ (647

=L@+ N(p), (6.48)

P 2
Qw+wwfw9 v

where «, 8 are determined by the Taylor-Lagrange residual formula. Moreover,

V@l < C (el + el 16 +9) — €@ + 6@+ ) —E@P).  (6.49)

holds. Component ¢ is continuous, f is twice continuously differentiable and (6.45]) holds, thus
C' does not depend on ¢ (if it is sufficiently small), thus

IV (@)l < Cligllz - (6.50)

This concludes nonlinear instability due to the spectral properties of £(@) as shown in (6.42]),
see [SS00], Theorem 1. O

Corrolary 6.4. Under the conditions on parameters in Theorem system (6.12)) exhibits
integro-driven instability at u(x) = u_(wq), where u_(ws) is defined in Theorem |3.21).

Proof. System (6.12)) is a quasi-steady state approximation of system (6.9)-(6.10). Therefore,

109



6 A scalar integro-differential equation exhibiting a qualitatively similar pattern

u_(wy) is a spatially homogeneous steady state since it is a spatially homogeneous steady

state of system —.
In Theorem it has been shown that system (6.9)-(6.10)) exhibits integro-driven instability.

Therefore, the determinant of the Jacobian matrix of system |i is positive at this

steady state. Since

2

O¢ (—(1—|—u)§+m2 ) =—(1+u) <0,

U
1+ ku?

we can apply Lemma [4.6] and obtain

U2 2
u

implying stability with respect to spatially homogeneous perturbation. Moreover,
Oufl(u_(ws)ws) > 0 holds, see Lemma Hence, instability with respect to spatially

inhomogeneous perturbations follows from Lemma [6.3 O

6.4 Remarks on dynamical behaviour

Even though numerical investigations imply that the solutions of system (|6.12) converge
towards spatially inhomogeneous steady states, an analytical proof remains an open question.

However, we present some results on the dynamical behaviour

Lemma 6.5. Consider problem . Define u_(w2) as in Theorem . Let all parameters
satisfy the conditions in Theorem M Then holds u_(wy) < 1/v3k < w_(ws). Moreover,
if u_(w1) < [pu(z,t*)dz < 1/v3k and /0t [ou(t*)dz < O for some t*, then erists a
k* > 0 such that for all 0 < k < k*, there exists a non-zero measure subset (2, , such that
u(z, t*) > u_(wy) for all z € 2.

Proof. Write the equation for 0 [, udxz/0t as

-1
0 u? u?

2 9 [0}

Defining, f(M(t)) = M(t)?/(1 + kM(t)?) and M(t) = [, u(z,t)dz, we obtain,

M(t)?
D ) — MO _M@®?
at/\/l(t)_ (1+m2u+/\/l(t) /\/l(lt)+m11+k/\4(t)2
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6.4 Remarks on dynamical behaviour

2 p+ Mt

where

M(2)

ma2

2 — 6kn(x)
(u(x) — M(t))dz
>([ (T k()P
my [ 2—6kn(x)
] raory

5 | T ey ) — M),

M(t
k:/\/l THEM(D)2 M@
‘(” = )M M)
5 (mi—m ) e u(a) - M),
Do+ [ L2200 oy )2,

[ ) = F(M() + £/ (M)
9/

2 (1 + kn(z)?)3

b\
=
&

=0

and p(£2) = 1 have been used and 7n(z) is defined by the Taylor-Lagrange residual formula,

hence n(z) €

([ udx,u(x)) respectively n(z)

€ (u(z), [udx).

u_(wy)

1/V/3k u—(w2) 1/Vk

Figure 6.1: Shape of the right-hand side of the kinetic system of (6.12) for parameters
satisfying the conditions of Lemma

System ((6.12)) is a Tikhonov type approximation of system (4.9)-(4.10). The steady state
equation of (4.10]) can be solved uniquely for £(u), hence both kinetic systems have the same

steady states. Moreover, stability respectively instability of steady states is preserved due
to Lemma since instability of steady states of (4.9)-(4.10) arises due a strictly negative
determinant of the Jacobian matrix, see Lemmas [3.20 and [3.17] Consequently, the right-hand

side r(u) =

—(1 4 mou?/(1 4+ ku®)(1/ (1 + w)))u + myu?/(1 + ku?) of the kinetic system of
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6 A scalar integro-differential equation exhibiting a qualitatively similar pattern

(6.12) satisfies
r(0) = r(u(w1)) = r(u_(ws)) =0, (6.53)
r(u) <0, for0<u<u_(w), (6.54)
r(u) >0, foru_(w;) <u<u_(ws), (6.55)
r(u) <0, foru_(ws), (6.56)
as illustrated in Figure
Note that
>0 if0<n<1/v3k,
7"(n) =<t (6.57)
<0 if1/V3k<mn,
and
(1 ) >0 (6.58)
r ) :
V3k
holds for sufficiently small k. We can rewrite the equation for the kinetic system as
M(t) ) M(t) )
M(t) =(-1 — M(1), 6.59
r@) = (1 (mn =m0 ) T ) MO (0:59)

hence r(M(t)) > 0 is equivalent to

M(t) 14 kM(t)
(W‘m%+M@>> M(t)

Therefore, M(t) € (u—(wy), u—(w2)) implies

(ml — mQI%) > 0.

r(1/v/3k) > 0 implies 1/v3k € (u_(w1) + &, u_(wg) — ¢). Consequently,
M(t) € (u_(w1),1/V3k)

implies either 9/9tM(t) > 0 or u(x) > 1/v/3k on a subset of strictly positive measure.  [J

Lemma 6.6. Consider model (6.12). Assume that the parameters satisfy the conditions of
Theorem [3.211

If 0 < u(0,x) < <m1 —/m3 — 4k) /(2k), then 0 < u(z,t) < u(0,z)e™ for some positive

constant c.
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6.4 Remarks on dynamical behaviour

Proof. It holds

2

5] Jo H_“ngj u?
—u=—|1 LT — 6.60
ot ( +m2u+f0udm u+m11+ku2’ (6.60)
<—(1- . 6.61
- ( MY ku2> “ (6.61)

The roots of (6.61]) are
up =0, (6.62)
my & /m? — 4k

uy = o . (6.63)

Moreover, Ou/0t < 0 for u € (0,¢) due to the order in u of the summands and their sign. The
term in is concave on (0,u_), hence du/0t < —cu for u € (0,u_ — £). This concludes
the statement.

O

Lemma 6.7. Consider model (6.12). Assume that the parameters satisfy the conditions of
Theorem [3.21.
If additionally pn > 4ma/m3 and k < (u?>m3 —4ms)/(4p), then the following implication holds:

If |lu(t = 0)||,, > t—, then exists a t* > 0 such that for all t > t*, it holds that
where
. = \/,uQm% — 4(kp + mo)
iy = , (6.65)
2(mg + kp)
satisfies i < 1/v/3k < u_(wy) and u_(w) is defined as in Lemma |3.21]
Proof. The proof uses the principle of super-solutions. It holds
2
9 Jo e de lu(t)]
— [Ju(t =— |14+ me——— | [u(t)| o + M1 ——"5-, 6.66
= ulo)le ( e | @l i B (6.60)
a5, ()2
L+k[u(@)]l u
> L4+ mo———== | [lu(t) || oo + m1——25-, 6.67
ot Jude | 1M e
1|2 t)I>
#ol+ Eflu()]ls L+ Eflu()]l5
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=:rs([lu(®)ll ), (6.69)

where monotonicity of f(u) = u?/(1 4 ku?) and p(£2) = 1 have been used.

The roots of rs(u) read

fip = 0, (6.70)

o pmy \/,u?m% — 4(kp + mg)
= 2(mg + k) ’

(6.71)

and (Ors(u))/(0u)(0) < 0 holds, hence the assertion follows, if the roots are real-valued:

pPm? — 4(kp + mso) > 0, (6.72)
2,2
wemiy — 4mg
k 6.73
o ok (6.73)
yields the condition on k.
2,2
pmi —4ms > 0, (6.74)
p>oV"2 (6.75)
mi
yields the condition on u.
Moreover, it holds that
R iy pmy
u_ < < , 6.76
2(mo + kup) — 2mg (6.76)
hence, for sufficiently small k& > 0, it follows
i < ! < u_(wr) (6.77)
I < — < u—_(wq). .
V3k !
It follows the assertion:
[u(0)lloe > - = Vex0Toom 720t [[u(t)] oo = g — & (6.78)
O

Proposition 6.8. Consider model (6.12)). Assume that the parameters satisfy the conditions
of Theorem [3.21] and Lemma [6.7. Moreover, assume that the initial conditions satisfy for

some small, but positive o

w(0,7) < (mq —\/m? — 4k)/(2k) — g9 =: €, (6.79)
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6.4 Remarks on dynamical behaviour

on a subset 2. C 2, and ||u(0)|| o, > @—, where 4_ is defined as in Lemma[6.7 Then

L fimd = Ak ma(1 — p(22))

liminf ||u(t)||,, > (6.80)
t—00 o0 ma(1—p(92))
- (=) F kp
Proof. Tt holds
u? u? u?
—_— = — —_— . 6.81
/1+ku2 /l—i—ku2+ / 1+ ku? (6:81)
.Q Ql Q\Qa

where (2, C (2. Define pu(£2;) = a. and p(£2,) = a. Then, it holds for all a € [0,a;) that

u? e? lu(®)]12
<a T (1—a) oo 6.82
!HW BT R Y PO (052
2 2
€ [u(®)]5
<a +(1—a)————2. 6.83
Ea= A IOl .
Therefore, it holds, analogously to (6.68]), that
Q Hu(t)H > (14 maa g2 m2(1 - a) Hu(t)Hio Hu(t)H +my Hu(t)Hgo
5 %0 0 1+ ke? 1+ k@) Tk u®))

Hence, by rescaling time, we can apply the result of Lemma with (abusing notation),

- %M, (6.84)
i+ mega
mi %H"[;zlligza' (6.85)
Hence, it holds
2
_“*J“(> i) (6.6

a:l:<a7 E) -
2 77”2(21_&) + ku
I

£
— MM2a
TRz ™2

Since 14 (a,€) is continuous in a on [0, 1] and continuous in € on [0, ¢| for sufficiently small
c and due to Lemma (u(0,7) < e = u(z,t) < ce”), there exists a function c(e, t), such
that 44 (a,e) € By (4 (a,0)) with c(e, ) — 0 uniformly on any finite (0,7') as ¢ — co and
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6 A scalar integro-differential equation exhibiting a qualitatively similar pattern

c(e,t) — 0 uniformly as t — 0. Therefore, we approximate

oy \/,uzm% —4(kp+mo(1 —a))

t+(a) = t+(a,0 , 6.87)
) = i2(a,0) e, (
and notice d/da(ty(a)) > 0. Hence, for all t* € (0, 00),
G4 (as,0) —c(e,t¥) < litrginf lu(t)] o (6.88)

where lim(c(e, t)) = 0 ast — oo due to Lemmal6.6} since the super-solution depend continuously

on the parameters and

Vi2m? — Ak ma(1 — a))
fL+ - fL_ -

>c>0, (6.89)
1200 oy,

for a < 1. O
We summarise our results about the scalar equation (6.12)).

Proposition 6.9. Consider system (6.12) and let the parameters satisfy the conditions of
Theorem [3.21] and Lemma [6.7.

1. There exist three spatially homogeneous steady state uy =0 and u_o < 1/v3k < u_ ;.
u_ s stable with respect to spatially homogeneous perturbations and unstable with

respect to spatially inhomogeneous perturbations.
2. If ||lu(t = 0)||, > 1/V3k, then |u(t)||,, > 1/V3k for allt > 0.

3. Ifu(t =0) < 1/mq on a subset 2_ and ||u(t = 0)|| > 1/v/3k, then it holds that

u(t) = 0 on £2_ ast — oo,

_ rEmd = a(kp 4 ma(1 - p(2-))) (6.90)
< ma(1—p(£2-)) '
275 ke

lim inf {|u(2)]]
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6.4 Remarks on dynamical behaviour

4. For parameters chosen to comply with the rescaling (3.92)-(3.95), the solution of system

0 u? —
= — e — (9 T
pre JIeLY buw+dv+m11+ku2, (x,t) € 2 x(0,7T),
a(é)%v = — pov + buw — dv, (z,t) € 2 x(0,T),
0 _1 u?
7(5)aw =/(9) DAw—ugw—buw+dv+m2m, (x,t) € 2x(0,7T),
Opw =0, (x,t) € 9002 x (0,T).
with initial conditions
(u(z,0),v(z,0),w(z,0) € (C(R)% x (C*(12))), (6.91)

converges almost uniformly on any finite time-interval towards the solution of (6.12])
with the same initial conditions for u as § tends towards zero under suitable conditions

on the convergence rates of a(d), (0),v(6) — 0 as 6 — 0.
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7 Conclusion and Outlook

In this dissertation, we showed that reaction-diffusion-ODE models exhibit, under rather
general conditions, infinitely many weak stationary solutions with irregularly distributed
jump-type discontinuities. Moreover, we gave conditions for stability of such stationary
solution in a suitable topology, for general twice continuously differentiable zero-order term.
We proposed a prototype model exhibiting both properties, DDI and hysteresis. Numerical
investigations of the prototype model suggest that the arising pattern resembles the shape of
the initial conditions if the diffusion coefficient is large. However, simulations also suggest
that the pattern does not resemble the shape of the initial conditions for small diffusion
coefficient. We suppose that the pattern selection mechanism is similar to the spike-pattern
selection mechanism in [HMCI14], where we observed dynamical spike patterns numerically.
For large diffusion coefficient, the strong dependence on initial conditions is plausible since
the dynamical behaviour is proved to be similar to the dynamical behaviour of the shadow
system. The jump-type pattern does not assume values of the non-trivial stationary solutions
of the kinetic system, unlike for bi-stable models. The proposed prototype model allows for
manipulation of the pattern, similar to hydra’s grafting experiment. However, sufficiently
regular initial perturbation is necessary in order to avoid very irregular patterns. Moreover,

we showed that the Lengyel-Epstein model exhibits both properties as well.

Numerical simulations show that stability of steady states changes if diffusion is introduced
in the ODE-subsystem. But then representation of hydra’s grafting experiment would not be
possible for large time. This fact points out clear difference between reaction-diffusion models
and reaction-diffusion-ODE models.

On the one hand, natural systems at molecular level exhibit very weak diffusion. On the
other hand, reaction-diffusion-ODE models may arise due to application of homogenisation
techniques, see e.g [MCPO8|]. Then, exclusion of diffusion can be reasonable, for example for
cells. Certain cells would not spread in space since their movement is limited by neighbouring
cells. The measure of this small region may vanish with the same order as the measure of the
single cell (relative to the measure of the domain since more cells are considered within the
domain). Hence, classical diffusion, with an infinitely fast transport of information to any point
of the domain, may not be appropriate. Moreover, even if very weak diffusion is considered,
the result of Reichelt [Reil4] implies that the dynamical behaviour of the solution of the
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7 Conclusion and Outlook

reaction-diffusion-ODE model is similar for finite time. Hence, stability of steady states of the
reaction-diffusion-ODE system implies that the solution for weak diffusion stays close to the
steady state on a finite time interval. The finite time interval is determined by the size of the
diffusion coefficient, what explains the almost immediate breakdown of patterns in simulations.
This observation and the results proved within this work might give rise to a possible field
for future research: Reaction-diffusion model in which one diffusion coefficient vanishes in
time. Growing domains might be feasible for this type of model: one species diffuses until
the size of the spatial domain reaches a certain threshold, while the other continues diffusing.
Examples might be cell clusters [vdBBJB™14] which, after achieving a certain number of cells,
may form a matrix and the cells become immobile. Another example might be certain types
of morphogens: One the one hand, some morphogens, such as Swim [MFC™T12|, diffuse in cells
and in the aquaneous extracellular matrix. On the other hand, certain morphogens, such as
Wnt [MFCT™12], are hydrophobic. The transport mechanism of Wnt through the extracellular
matrix is unknown. Indeed, sharp gradient patterns of morphogen concentrations are observed
in [MSHSO07] in fruit flies at a certain stage in development.

Additional to de-novo formation of irregular patterns with jump-discontinuities, we inves-

tigated reductions of ordinary differential equations coupled to reaction-diffusion equations.
We gave conditions under which ‘stable subsystems’ can be reduced. We gave a proof for
invariance of stability under reduction for systems with few ordinary differential equations,
and for one-dimensional spatial domain. We suppose that the idea can be extended to larger
systems and to two- or three-dimensional spatial domain. Numerical investigations for two-
and three-dimensional domains suggest stability preservation under reduction of ‘stable subsys-
tems’. Such investigations are not included in this work. A proof might be addressed in future
research. Within the proof of stability, a Sobolev-type estimate is used, but this estimate does
not hold for two-dimensional domains. Hence, any generalisation might need a fundamentally
different strategy of proof.
The Tikhonov-type result allows to consider a subsystem as a single species from the view-
point of modelling. This hypothesis is common in biology, and widely applied for systems of
ordinary differential equations. The result shows that this biological hypothesis is reflected
in reaction-diffusion-ODE models as well. Even more, it allows to identify such ‘reducible’
subsystems, leading to an easier analytical investigation of models after reduction. On the one
hand, limitation to ‘stable subsystem’ is a drawback. On the other hand, arbitrarily strong
acceleration of an unstable sub-reaction is unlikely to stabilise a steady state. Hence, the
drawback is physically plausible.

Regularity of the shadow system approximation has been shown. Moreover, conditions for
existence and stability of qualitatively similar patterns were given. We derived conditions under

which patterns of reaction-diffusion-ODE models can be investigated based on the shadow
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system approximation. On finite time intervals, qualitatively similar dynamical behaviour of
reaction-diffusion-ODE models and their shadow system has been shown in [Bob15] before.
If well-posed, the arising pattern in a shadow system of a system of one ODE and one RDE
depends highly on the initial conditions. For biological application, the dependence might be
too strong. However, qualitative modelling, such as the question whether the original exhibits
certain qualitative properties, can be addressed using this approximation. This investigation
of mechanisms of pattern formation is the strong aspect of this reduction.

In the last part of the thesis, we reduced the shadow system of our prototype model to a
scalar integro-differential equation. We showed that the dynamical behaviour of the shadow
system is reflected by the scalar equation on finite time intervals. The main finding of the
investigation of the scalar equation is that Turing’s’ activator-inhibitor pattern formation
hypothesis can be extended to non-local operators. It may even be a common pattern forming
mechanism of scalar integro-differential equations and reaction-diffusion-ODE models. A
question for future research might be the following: Can reaction diffusion models be reduced
to scalar integro-differential equations with diffusion? Or systems with a transport term?
However, instability of non-monotone stationary solutions of shadow systems of reaction-
diffusion systems poses a problem. Unlike for the original model or the shadow system, we
were able to prove existence of a lower boundary of the L°°-norm. Moreover, we showed,
for suitable initial conditions, that the solution decays on parts of the spatial domain. The
corresponding theorem states that the lower bound increases if the solution decays on a larger
part of the spatial domain. The numerical investigation undertaken in this work suggest a

similar trend for the original reaction-diffusion-ODE system.
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Symbols

We give a non-exclusive list of commonly used symbols.

U, V, W
Uuv,w
Ui, Vi, Wi

w,U,7, ...

< g

<
S

)

Vuf

y Uy eun

T = (bij)ij
A’ (aij)ij

1

02

BV (I)
cn(2)
C(12)
Wra(Q)
Q)

a@f(uv v, ’UJ)
Owf(a,b,c)

fi9.h
p(£2)
meas(§2)
xa(x)
Onu,x € OI

If lower case letters are used, described compartments are scalar

If upper case letters are used, described compartments vector-valued
Components of vector-valued compartments U,V ,W

Refers to a spatially homogeneous steady state respectively stationary solution
Refers to spatially inhomogeneous steady state respectively stationary solution
Defines the Jacobian matrix (9, fi) for a vector-valued function f = (f;(U));
and a vector U = (u;);.

Jacobian matrix

Jacobian matrix

Spatial one-dimensional finite, connected domain, i.e. a finite interval

Spatial multidimensional domain, connected

Space of functions with bounded variation

Space of n-times continuously differentiable functions on {2

C%(92), i.e. space of continuous functions

Sobolev space

Lebesgue space

Space of elements of W22 satisfying homogeneous Neumann boundary
conditions

Weak Laplace operator with homogeneous Neumann boundary conditions
Vet

Jacobian matrix with respect to the spatial variable x, see also Vi f

lull Lo(ry ot lull 1o sy, depending on the context.

If A is a matrix, it defines the supremum norm for matrices, i.e. sup,, , [@nm|
If A is a function, it is equal to the L*°-norm.

Spectral norm of a matrix A

Identity-operator; The space depends on the context

Partial derivative with respect to the i-th increment of f, evaluated at (u,v,w).
Partial derivative with respect to the increment w, evaluated at (a, b, c).

The function is the previously defined as function in w.

If not specified otherwise, f, g, h are twice continuously differentiable functions.

Jo ldx
(£2)
Characteristic function of a set A.

n denotes the outer unit vector, orthogonal to the boundary 91 of I.
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We deferred figures illustrating the order of error reduction under mesh refinement for the
approximation in Figure to the Appendix. As reference solution (uyef, wyef), we consider
an approximation with spatial mesh size h = 2715 and temporal mesh size k = 1073. We
refine the spatial mesh. Until ¢ = 3, the order of convergence is as expected in [ELW00]. The
solution for ¢ = 3 is shown in Figure For t > 3, the order of convergence differs from the
expected order. However, for ¢t > 3, the analytically proved (A, ep)-stability holds. We assume
that the different order of convergence originates from the following: While the solutions up,
are already very close to the projection of the steady state onto the subspace of finite elements
associated with their mesh, the reference solution can still approximate a continuous solution
on the transition layer. When the transition layer of u,et continues sharpening, values of uyet
on cells in the transition layer converge either towards the upper or the lower branch. Then,

the error depends on the position of the jump-discontinuity of the solutions wuy,.

14 T T T T

12 .

10 | ]
= 87 1
T 6L i

4 L i

92 L i

0 1 1 1 1

Figure .1: Reference solution at ¢ = 3. The approximated solution is mirrored at x = 0.5, i.e.
initial conditions for u are u(x,0) = 6.36+0.1 cos(mx). Due to the point-symmetric
mesh and the point symmetric initial conditions, the result is not different.

127



128

Log(plun—tetlg2 ) /7,00(2)

”uh/Q_uref”L?

COOO  HEme

OR300 o300
T T
oS >
(R
B DO DO RO
doLoLL
W N = O
B
il
| (Q
1 1 1 1 1 1

Figure .2: Order of the L?(I)-error reduction for component u. Temporal mesh
size = 0.001. Spatial mesh size of the reference solution is h = 2715,
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Figure .3: Absolute value of the L?(I)-error for component u. Temporal mesh size
= 0.001. Spatial mesh size of the reference solution is h = 271°.
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Figure .4: Order of the H'(I)-error reduction for component w. Temporal mesh
size = 0.001. Spatial mesh size of the reference solution is h = 271°.
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Figure .5: Absolute value of the H'(I)-error for component w. Temporal mesh
size = 0.001. Spatial mesh size of the reference solution is h = 271°.
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