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Für die Wissenschaft





“Denn es mag wohl eben keiner von uns beiden etwas Tüchtiges oder Sonderliches wissen;

allein dieser doch meint zu wissen, da er nicht weiß, ich aber, wie ich eben nicht weiß, so meine

ich es auch nicht. Ich scheine also um dieses wenige doch weiser zu sein als er, daß ich, was ich

nicht weiß, auch nicht glaube zu wissen"

- Ich weiß, dass ich nichts weiß -

Sokrates





Abstract

Photochemical reactions are ubiquitous in nature. Furthermore, they play an important role
in organic and inorganic synthesis. In such reactions, light energy is used to induce chemical
transformations. Two prime examples of such reactions are photosynthesis – the conversion
of light energy to chemical energy, and the cis-trans isomerization reaction in the retina which
enables vision. Upon absorption of light, the electrons in a molecule are promoted to higher
energy levels; the molecule is elevated from its electronic ground state to an electronically excited
state. Once in the excited state, different processes may take place such as the emission of
light, interactions with the environment, or chemical reactions. One class of processes often
involved in photochemical reactions and of particular importance are charge-transfer processes.
A charge transfer can occur intermolecularly i.e., between different molecules or within a
molecular complex from a ligand to the center and vice versa. These intermolecular charge-
transfer processes, for example, occur in organometal complexes and play a crucial role in
numerous catalytic reactions. In intramolecular charge-transfer processes, charge is transferred
from one part of a molecule, the donor moiety, to a different part of the molecule, the acceptor
moiety. Among those, so-called twisted intramolecular charge-transfer (TICT) processes and the
corresponding TICT states are of particular interest. TICT molecules are characterized by the
fact that they undergo a rotation about a single bond connecting the donor and acceptor moiety
in the excited state. This twisting is accompanied by a charge transfer from the donor to the
acceptor, resulting in a highly polar CT state exhibiting a mutually perpendicular orientation of
donor and acceptor subsystems. Due to this process, TICT compounds show a very interesting
unusual fluorescence behavior, named dual fluorescence, in medium polar and polar solvents.
Dual fluorescence means that there are two fluorescence bands observable: one corresponding to
the transition from the TICT state and the other from the transition from a planar excited state.
In this dissertation, photochemical reactions of different small- and medium-sized organic
molecules have been investigated with a particular focus on intramolecular charge-transfer. The
well-known and experimentally well-investigated small donor-acceptor TICT compound N-
pyrrolobenzonitrile (PBN) and its thiophene derivative 5-(1H-pyrrole-1-yl)thiophenecarbonitrile
(TCN) are studied, among others. For this purpose, different quantum chemical electronic
structure methods are employed. Especially when used along with spectroscopy, these ab

initio methods are powerful tools to study the molecular structure and photochemical reactions.
Quantum chemical methods can provide reliable excitation energies, excited state properties, and
absorption strengths and allow for the computation of deactivation pathways.
In this work, it is shown that the chosen quantum chemical methodology is well suited to describe
the photochemical behavior of the considered organic compounds and new insights into the
photochemistry of these systems are provided.
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Zusammenfassung

Photochemische Reaktionen stellen eine sehr wichtige Klasse an chemischen Reaktionen dar.
Sie sind zahlreich in der Natur zu finden und spielen eine wichtige Rolle in der organischen und
anorganischen Synthese. Die wohl wichtigste und bekannteste photochemische Reaktion ist die
Photosynthese. Hier wird Lichtenergie photosynthetisch in chemische Energie umgewandelt.
Somit bildet die Photosynthese die Hauptenergiequelle für nahezu alle Organismen auf der Erde.
In einer photochemischen Reaktion wird die für die Reaktion benötigte Energie durch Absorption
von Lichtenergie gewonnen. Das molekulare System wird dabei in einen elektronisch angeregten
Zustand überführt. Im angeregten Zustand können unterschiedliche Prozesse stattfinden, über
die das System die überschüssige Energie abführt und in seinen Grundzustand, den Zustand
niedrigster Energie, zurückkehrt. Diese Prozesse werden auch Deaktivierungsprozesse genannt.
Die Energie kann z.B. durch Stöße mit anderen Molekülen teilweise oder ganz in Wärme umge-
wandelt oder für eine chemische Reaktion genutzt werden. Alternativ kann die überschüssige
Energie durch Emission von Licht abgegeben werden.
In zahlreichen photochemischen Reaktionen treten sogenannte Ladungstransfer Prozesse und
Ladungstransfer Zustände auf. Eine besonders interessante Klasse an Ladungstransfer Zuständen
sind sogenannte TICT (twisted intramolecular charge-transfer) Zustände. Bei der Bildung eines
TICT Zustandes findet der Ladungstransfer, intramolekular, von einem Part des Moleküls, dem
Donor, zu einem anderen Part des Moleküls, dem Akzeptor, statt. Donor und Akzeptor sind
durch eine Einfachbindung miteinander verbunden. Während dieses Prozesses kommt es zu einer
Drehung um die Einfachbindung. Es resultiert eine Geometrie in der Donor und Akzeptor, mehr
oder weniger, orthogonal zueinander orientiert sind, was in einer starken räumlichen Ladungstren-
nung resultiert. Aus diesem Grund weisen TICT Zustände auch typischerweise große elektrische
Dipolmomente auf und somit eine hohe Polarität. TICT Zustände wurden vor allem durch das mit
ihnen verbundene Auftreten von dualer Fluoreszenz bekannt. Duale Fluoreszenz bedeutet, dass
neben der in der Gasphase und in unpolaren Lösungsmitteln auftretenden “normalen“ Emission,
in polaren Lösungsmitteln zusätzlich eine zweite, stark rotverschobene “anomale“ Emission beob-
achtbar wird. Mit der Entdeckung der dualen Fluoreszenz des kleinen Donor-Akzeptor Moleküls
5-cyano-N,N,-dimethylanilin (DMABN) im Jahre 1959, begann eine intensive Erforschung von
Ladungstransfer Zuständen und Ladungstransfer Prozessen.
Die Untersuchung photochemischer Reaktionen und Prozesse kann entweder spektroskopisch
oder theoretisch erfolgen oder durch Kombination beider Analyseverfahren. Für eine theoretische
Untersuchung stehen zahlreiche quantenchemischen ab initio Methoden zur Verfügung. Mit
Hilfe dieser Methoden können allein aus der Struktur eines Moleküls, ohne weitere Annahmen,
verschiedene Eigenschaften, wie z.B. Energie, Übergangsstärke und Schwingungsverhalten und
Deaktivierungpfade berechnet werden.
Das zentrale Thema dieser Dissertation ist die theoretische Untersuchung photochemischer Ei-
genschaften und Reaktionen kleiner und mittelgroßer organischen Moleküle. Ein besonderer
Augenmerk liegt dabei auf der Rolle von TICT Zuständen. Für die Untersuchungen werden
unterschiedliche quantenchemische ab initio Methoden verwendet.
Zunächst werden in Kapitel 2 TICT Zustände eingeführt und näher beschrieben. In Kapitel 3
werden grundlegende quantenchemische Konzepte, wichtige Näherungen und die verwendeten
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Methoden vorgestellt und diskutiert. In den anschließenden Kapiteln 4-7 werden schließlich
die zuvor eingeführten Methoden angewandt, um photochemische Prozesse in einer Anzahl an
molekularen Systemen zu untersuchen.
Bei den in Kapiteln 4-6 untersuchten Systemen, P-pyrrolbenzontril (PBN), 5-(1H-pyrrol-1-
yl)thiophencarbonitril (TCN) und 4-Fluoro-N,N-dimethylanilin (FDMA) handelt es sich um
kleine Donor-Akzeptor Moleküle, die dem bekannten, in polarem Lösungsmittel dual fluores-
zierenden DMABN Molekül strukturell sehr ähnlich sind. Die vier in Kapitel 7 untersuchten
Systeme sind Derivate des Hemithioindigo-Hemistilben (HTI) Moleküls. HTI ist ein sogenannter
Photoschalter. Unter Bestrahlung mit Licht verändert HTI seine Struktur und rotiert dabei um
seine zentrale Kohlenstoff-Kohlenstoff Doppelbindung. Das letzte Kapitel umfasst eine Grund-
zustands Studie. Hier werden intermolekulare Wechselwirkungen in vier verschiedenen Dimer
Systemen untersucht um Aufschlüsse über ein auffälliges Kristallstrukturmotiv zu gewinnen.
In dieser Arbeit wird gezeigt, dass sich die verwendeten quantenchemischen Methoden gut
für die Untersuchung der Photochemie der betrachteten organischen Moleküle eignen und sie
experimentelle Daten gut reproduzieren können. Des Weiteren werden neue Erkenntnisse und Ein-
sichten über die photochemischen Eigenschaften und Deaktivierungsmechanism der behandelten
organischen Moleküle präsentiert.
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PREFACE

1.1 QUANTUM CHEMISTRY

“If quantum mechanics hasn’t profoundly shocked you,

you haven’t understood it yet."

Nils Bohr

It is the work by the physicist Erwin Schrödinger on the formulation of the famous Schrödinger

equation in 1926 [1,2] and the subsequent work by physicists Walter Heitler and Fritz London

in 1927 [3] on the first application of the Schrödinger equation for the hydrogen molecule that

might be considered as the historical beginning of quantum chemistry. Ever since quantum

chemistry has become a constantly evolving field of science and industry. Along with the rapidly

developing computer technology, it is still growing and becoming more and more important. As

the name suggests, quantum chemistry is a field of chemistry whose focus is on the application of

quantum mechanics to study electronic properties of molecular systems, chemical and physical

processes and reactions. A current google scholar search with keywords ‘quantum chemical

study’ produced 2,530,000 results showing the significance of this research field. For comparison,

the keywords ‘global warming’ resulted in 3,040,000 hits.

Ever since the advent of quantum mechanics in the early 20th century, which caused a revolution

in natural sciences, it has become more and more evident that quantum mechanical laws govern

matter. Thus, it also became clear that many chemical, and physical processes and reactions

can only be substantially understood and adequately described within a quantum mechanical
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2 1 PREFACE

framework. Some important examples are: i) photosynthesis, [4–8] i.e. the cyclic sequence of reac-

tions in which light energy is converted into chemical energy by a number of different pigment

molecules, ii) light-induced DNA damage and repair mechanism(s) [9–12] occurring in a variety of

organisms, iii) the process of visual perception involving a light-induced isomerization reaction of

the retinal pigment molecule [13–15]and charge-transfer in semiconductor materials [16–20]. Apart

from its relevance in fundamental research in natural science, the study of quantum chemical pro-

cesses and reactions is also important for industry, especially high-tech industry. This is mainly

because such processes and reactions strongly determine the properties of the employed materials

(typically semiconductors) and thus the performance and efficiency of the corresponding devices.

1.2 PHOTOCHEMISTRY

The primary focus of the thesis lies in the investigation of the photochemistry of small- and

medium-sized organic molecules using different quantum chemical electronic structure methods.

Here, a particular emphasis is on the role of so-called charge-transfer states.

However, before I introduce charge-transfer states and elucidate their role in photochemical reac-

tions, their influence on electronic properties of organic semiconducting materials and especially

their relation to the phenomenon of dual fluorescence, I will briefly present some basic concepts

of photochemistry.

For a chemical reaction to occur, energy is required in two ways. One the one hand as activation

energy and on the other hand as reaction enthalpy. Activation energy is needed because the

two charge distributions of the reacting molecules repel each other. Hence, the reactants must

have sufficient energy to overcome this energy barrier. The reaction enthalpy, in turn, results

from the change in energy due to bond breaking and reformation leading to the products. [21]

Besides thermal reactions, which need heat energy to be activated and take place in the ground

state of the chemical system, there exist numerous other reactions in which the activation energy

barrier is bypassed due to electronic excitation by absorption of light energy. These so-called

photochemical reactions, in contrast, proceed in the excited state.

Typically, if not perturbed by an external force, a chemical system, e.g., a single molecule resides

in its energetically lowest state, the electronic ground state. Interaction with light may promote an
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electron from an occupied molecular orbital to an energetically higher-lying unoccupied molec-

ular orbital leading to the population of an energetically higher-lying so-called electronically

excited state. This process, called photoexcitation, is very fast on the femtosecond (fs) time

scale, and orders of magnitude faster than nuclear motion. Therefore, it is also termed vertical or

Franck-Condon excitation, based on the Franck-Condon principle [22–24], which will be discussed

in more detail in chapter 3 of this thesis.

Usually, the molecule is not only excited electronically but also vibrationally, meaning that the

atoms in the molecules start to move. In the excited state, many different photochemical processes

can ensue (see Fig. 1.1). Due to the energy conservation law, the acquired excess energy is

directly dissipated or ‘quenched’, and the molecule decays back to its electronic ground state. The

decay may happen radiatively, e.g., through fluorescence or phosphorescence, or it can proceed

nonradiatively, e.g., through internal vibrational relaxation, interaction with an environment,

geometry relaxation, or conversion into chemical energy by some photochemical reaction. [25]

These processes are not mutually exclusive and may even compete with one another.

Internal vibrational relaxation (IVR) (see Fig. 1.1) is the most rapid decay process, occurring on

the femtosecond to picosecond (ps) time scale and thus the most likely process. During IVR the

molecule relaxes from a higher vibrational level of an electronically excited state towards the

vibrational ground state level of the excited state. In this case, the molecule stays in the same

electronic state. However, when vibrational levels of two excited states overlap, another mode of

relaxation, named internal conversion (IC) (see Fig. 1.1), becomes available. Here, the transition

proceeds to a higher vibrational level of an energetically lower excited state potential energy

surface, i.e., the electronic state is changed. However, the spin multiplicity is the same for the

initial and final state. The time scale of IC typically is of the same order as for IVR. However,

it can also fall in the sub-nanosecond (ns) range, depending on the character of the involved

states. The nonradiative transition between a singlet and a triplet state named intersystem crossing

(ISC) is spin-forbidden (forbidden by selection rules [26]). The rate of ISC is dependent on a few

different factors, i.a., the energy separation of the involved electronic states and a relativistic

effect named spin-orbit coupling (SOC) [27,28]. In this context, relativistic means that extremely

fast motions, at speeds approaching that of light, are involved. SOC results from interaction

(coupling) of the magnetic moments of electron spin and electron orbital angular momentum.

Roughly speaking, a strong SOC between energetically close-lying electronic states enables

efficient ISC.
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Figure 1.1: Jablonski-diagram illustrating possible decay processes occurring after vertical
excitation at the Franck-Condon geometry. Spin singlet (S) and triplet (T) states are separated
for clarity. The ionization level I is shown at the top. Ground state (S0) and the first three
lowest lying excited singlet states (S1-S3) together with the three lowest lying excited triplet
states (T1-T3) are shown in bold lines while vibrational sub-levels are represented by dashed
horizontal lines. Typical nonradiative relaxation processes such as internal vibrational relaxation
(IVR), internal conversion (IC) and intersystem crossing (ISC) and radiative decay processes
like fluorescence and phosphorescence are shown.

According to Kasha’s rule [29] spontaneous emission (fluorescence or phosphorescence) com-

monly occurs from the lowest vibrational level of the lowest lying electronically excited state.

Fluorescence emission results from a spin-allowed transition between two states with the same

spin and has short lifetimes typically in the order of a few nanoseconds. Phosphorescence

emission, in contrast, results from a spin-forbidden transition from an excited triplet to the singlet

ground state. The lifetime of phosphorescence can vary from sub-picoseconds to several seconds.

In solution some, additional effects emerge which can strongly affect the photochemical behavior.

After IVR and IC the excess vibrationally energy can be dissipated to the solvent molecules.

This can either lead to wavelength shifts in absorption and emission spectra, reduce fluorescence

emission or quench it completely. The induced shift in the absorption or emission spectrum of

the molecule in response to interactions with the solvent is known as solvatochromism. [30] The

extent of the effect on the photochemistry of a molecule can vary significantly from solvent to

solvent. If the spectral bands are shifted to larger wavelengths (lower energies) one speaks of a



Photochemistry 5

bathochromic or red shift. A shift of the bands to shorter wavelengths (higher energies) is called

a hypsochromic or blue shift.

One central concept in computational photochemistry is the so-called potential energy surface

(PES) of an electronic state. A PES (see Fig. 3.1) is a mathematical function that gives the

relationship between the potential energy of a molecular system and its geometry. It is a very

powerful and convenient tool for aiding analysis of photochemical reactions. This concept

assumes that each molecular geometry has its unique energy. Thus, geometric changes create

a smooth energy “landscape". Each electronic state has its own PES. After excitation to an

excited state, the molecule can take different paths on the energy landscape. It can either stay

on the PES of the initially excited state and relax to a nearby minimum. It can also change the

PES through a so-called conical intersection. A conical intersection (CI) [31,32] is a particular

molecular configuration for which the energies of two (or more) PESs of the same symmetry

are degenerate (see Fig. 3.1). At this particular point in the nuclear configuration space the

two PESs intersect. CIs are very important regions of the molecular energy landscape because

their position, relative to the Franck-Condon point, determines the photostability of a molecule.

Generally, the larger the molecular system, the more complex the topology of the PESs, and thus

the more variable the photochemistry of the molecular system.

Experimentally, photochemical processes and reactions can be studied using stationary and time-

resolved spectroscopy. Two widely used spectroscopic techniques are absorption and fluorescence

spectroscopy. Stationary absorption and fluorescence experiments yield sample properties, such

as concentrations and photophysical properties. While information on optically allowed bright

electronic states can be easily obtained from absorption or fluorescence spectra, this is not the

case for forbidden dark states. The reason for this is that due to the small transition strength

of forbidden transitions, coupling to the electromagnetic field is small, and thus signals are

very weak and can hardly be detected. Information on excited-state dynamics, e.g., decay rates

and life times, can be obtained by using time-resolved transient absorption and fluorescence

up-conversion spectroscopy [33], with which one can achieve very high temporal resolution of a

few tens of femtoseconds [34,35]. For more details of these methods, the reader is referred to the

book “Ultrafast Dynamics of Chemical Systems " by J.D. Simon [33]. With transient absorption

spectroscopy, not only ultrafast processes like IC and ISC, but also the evolution of dark states

can be investigated due to their high sensitivity. These methods are based on the pump-probe

technique. Here, the sample is excited by an ultrashort laser pulse (the pump pulse) at a given
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frequency. After a certain adjustable delay time, a probe pulse is applied, of which transmission

is measured by a detector. The probe signal is monitored as a function of the time delay yielding

information on the decay dynamics of the different excited state species.

Besides many advantages, these spectroscopic methods also present some severe limitations.

They are usually not able to provide information on the nature of the excited states involved in a

photochemical reaction. Furthermore, experimental setup related effects, such as noisy optical

signals, background scattering and broadening of spectral lines often encumber the interpretation

of experimental data. For instance, it is possible that two or more energetically close lying

excited states are hidden behind one broad absorption band. However, to obtain fundamental

insights into reaction mechanisms or structure-property relationships, it is substantial to receive

detailed information on all excited states, including forbidden dark states. This information can

be obtained from quantum chemical electronic structure calculations. For this reason, many

photochemical studies involve both experimental and computational methods which complement

each other well.

A profound understanding of photochemical processes and reactions can help to further improve

and refine current ideas, principles, and theories in the research area of chemistry and related

fields and can also be profitable for industry. Accurate information on excitation energies, transi-

tion probabilities and possible reaction pathways is needed to gain such a profound understanding.

This information is provided by quantum chemical electronic structure methods.



2

INTRODUCTION

“Anybody who has been seriously engaged in scientific work of any kind realizes

that over the entrance to the gates of the temple of science are written the words:

Ye must have faith. It is a quality which the scientist cannot dispense with"

Max Planck

Charge-transfer (CT) states are ubiquitous in chemistry and biology. [36–40] They participate

in many photochemical reactions and processes and can strongly influence reaction dynamics

and the photophysical behavior of a molecular system. [41–44] In general, CT states involve a

pronounced electron density transfer, and thus typically exhibit strikingly large electric dipole

moments. This property, in most cases, distinguishes them from the other photochemically

relevant excited state types like optically allowed bright ππ∗, local ππ∗, nπ∗ or Rydberg states.

The charge transfer can occur within a molecule (intramolecular CT) or between different

molecules (intermolecular CT). In an intramolecular CT transition electron density is transferred

from one part of the molecule, the donor moiety, to a different part of the molecule, the acceptor

moiety. An example for a typical intramolecular CT state is shown in Fig. 2.1. In an inter-

molecular CT transition an electron is transferred from one molecule to another molecule or in a

molecular complex, e.g., dimers, oligomers, polymers or inorganic metal complexes, from one

molecular entity to another.

Inter- and intramolecular CT states, for instance, play a crucial role in organic semiconducting

materials applied in photovoltaics. [43,45] Here, commonly electron donor compounds like conju-

gated polymers are combined with electron acceptors, e.g., fullerenes to form charge-transfer

7
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D Aintramolecular CT

Figure 2.1: Schematic illustration of the energetically lowest intramolecular charge-transfer
state of the donor- (D) acceptor (A) molecule N-pyrrolobenzonitrile (PBN) at its ground state
equilibrium (or Franck-Condon) geometry. The surface plots correspond to molecular orbitals.

complexes. [45–47] Upon photoexcitation of the donor, an electron is transferred to the acceptor

and subsequently the charges (hole and electron) get either separated or the electron-hole pair

recombines. In order to generate an electrical current efficient charge separation and thus sta-

ble CT states are needed. Intermolecular CT states also play an important role in photoredox

catalysis [48,49], a powerful tool in synthetic organic chemistry, namely in form of metal-to-ligand

charge-transfer (MLCT) states. In a MLCT state, charge is transferred from the ligands to the

metal center and vice versa. The spatial separation of charge within the molecular complex is the

underlying reason for the redox activity of the excited state.

2.1 TWISTED INTRAMOLECULAR CHARGE-TRANSFER

A particularly interesting class of intramolecular CT states are twisted intramolecular charge-

transfer (TICT) states. [40,50–55] It has been found that when a molecule has an electron donor

group and an acceptor group, joined by a flexible single bond, after photoexcitation to a bright

optically allowed excited state often an electron is transferred from the donor to the acceptor,

thereby undergoing a torsional motion about the flexible connecting single bond. This process

results in the formation of a highly polar TICT state in which the electronic π-system is decoupled.

In the molecular orbital (MO) picture this means that the involved π MOs are (almost) completely

decoupled. In this state, typically, the molecule has a conformation in which donor and acceptor

groups are twisted against each other by ≈ 90◦. The energies of TICT state are strongly solvent

polarity dependent. This is because TICT states typically exhibit unusual large electric dipole

moments. Generally TICT states are stabilized in polar solvents; thus, their energies are lowered.

TICT compounds find a wide range of applications in chemistry and biology [51,56,57], e.g., as

fluorescent “molecular rotors" for probing microenvironmental viscosity, the stability of biomem-

branes or conformational changes in macromolecules. [40,58] TICT compounds can also be used
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for DMABN [54,74–79], but also for numerous other donor-acceptor systems. [80–86] Corresponding

to the TICT model [87,88], which, today is the most generally accepted one and also effective in

DMABN [54,89], the polar CT state corresponds to a TICT state (see Fig. 2.2 a)). In contrast, the

alternative PICT model [75,90] postulates a planar structure of the CT state. A direct measurement

of the structure of the emitting excited states is experimentally challenging.

Here, ab initio quantum chemical electronic structure calculations come into play, since they

provide stable excited state geometries, so-called equilibrium geometries, energies and also

information on the nature of the excited states.

The major part of this thesis is concerned with the application of quantum chemical electronic

structure methods to study the photochemistry of some small- and medium-sized organic donor-

acceptor compounds with a focus on intramolecular CT states.

The subsequent part of this thesis is organized as follows. A short introduction and discussion

of the employed methods is given in chapter 3. Here, the focus is on the key concepts of these

methods. Chapter 4 considers the fluorescence behavior of the small donor-acceptor molecule

N-pyrrolobenzonitrile (PBN). New insights concerning its dual fluorescence and the underlying

TICT mechanism are presented. In chapter 5 the photochemistry of thiophene analogues of PBN

is investigated; notably the two isomers 5-(1H-pyrrole-1-yl)thiophene-2-carbonitrile (2-TCN)

and 5-(1H-pyrrole-1-yl)thiophene-3-carbonitrile (3-TCN). This study reveals the interesting and

somewhat unexpected fact that TCN exhibits a different photochemistry compared to the dual

fluorescent molecules DMABN and PBN even though it is structurally closely related to those

molecules. Here, ab initio computations show that TICT formation is efficiently quenched by

internal modes of thiophene.

Chapter 6 deals with the question whether 4-Fluoro-N,N-dimethylaniline (FDMA), the fluori-

nated derivative of DMABN, like DMABN exhibits dual fluorescence or not. It is shown that

FDMA most likely shows only single fluorescence. In chapter 7 the photochemical cis-trans

isomerization of four different donor substituted hemistilbene-hemithioindigo (HTI) derivatives

is investigated. Hereby, special emphasis is put on the role of TICT state formation as competing

deactivation mechanism in polar solvents.

The content of chapter 8 concerns a unique crystal packing motif found in a particular π-extended

pyracaacene based molecule named tris(quinoxalinophenanthrophenazine (tQPP) and the influ-

ence of attractive dispersion interactions on the molecular structure and the crystal packing. In

chapter 9 the primary results of this work are summarized and a brief outlook on possible further
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steps and future projects are given.

Overall, this work aims to provide new insights into the photochemistry of several organic donor-

acceptor molecules and thus to make a small contribution to the field of quantum chemistry.

Some of the results presented and discussed in this dissertation have already been published by

myself and by my coauthors. These publications are listed below in chronological order:

• Solvent Polarity Tunes the Barrier Height for Twisted Intramolecular Charge Trans-

fer in N-pyrrolobenzonitrile (PBN), Bohnwagner MV, Burghardt I, Dreuw A, Journal

of Physical Chemistry A, 2016 , 120(1), pages 14-27.

• Attractive Dispersion Interactions Versus Steric Repulsion of tert-Butyl groups in

the Crystal Packing of a D3h-Symmetric Tris(quinoxalinophenanthrophenazine) Kohl

B, Bohnwagner MV, Rominger F, Wadepohl H, Dreuw A, Mastalerz M, Chemistry-A Eu-

ropean Journal, 2016, 22, pages 646-655.

• Regular and red-shifted fluorescence of the donor-acceptor compound 5-(1H-pyrrole-

1-yl)thiophenecarbonitrile (TCN) is efficiently quenched by internal modes of thio-

phene, Bohnwagner MV, Burghardt I, Dreuw A, Physical Chemistry Chemical Physics,

2017, 19(21), pages 13951-13959.

• Regular Fluorescence of 4-Fluoro-N,N-dimethylaniline: No Charge Transfer and No

Twisting, Bohnwagner MV, Dreuw A, Journal of Physical Chemistry A, 2017, 121(31),

pages 5834-5841.





3

THEORETICAL BACKGROUND AND METHODOLOGY

This chapter aims to provide the theoretical background on which the quantum chemical studies

presented in the subsequent chapters are based. It is organized into two parts: Since quantum

chemical investigations always involve the solution of the Schrödinger equation, at first I will

introduce both the time-independent and time-dependent versions of the Schrödinger equation. In

this context also some important quantum mechanical concepts, approximations and tools which

were developed to reduce the complexity of the mathematical problem of solving the Schrödinger

equation are presented and discussed. In the second part, an overview of some conventional

ab initio methods is given, which are based on those concepts and approximations and aim to

approximately solve the Schrödinger equation. To keep the whole work as compact and concise

as possible, the focus thereby lies on the basic ideas of these methods, relations between them

and their advantages and limitations. From a detailed mathematical derivation is refrained here

and the reader is referred to the cited literature.

At first, I will present and discuss ground state methods. For this purpose, I will begin with the

Hartree-Fock (HF) method since firstly, it is one of the early ab initio methods and secondly,

because, even though conceptually very simple, it is highly relevant because it forms the basis

for a variety of more sophisticated, so-called post HF methods. After this, I will proceed to

Density Functional Theory (DFT) which was developed shortly after the HF method and the

development of which was honored with the Nobel Prize in Chemistry 1998. At next, two more

advanced, post HF methods will be presented namely second-order Møller Plesset perturbation

theory (MP2) and second-order approximate coupled cluster singles and doubles theory (CC2).

At the end, the employed excited state methods are discussed such as time-dependent variants

13
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of DFT, i.e. TD-DFT and CC2 i.e. linear response CC2 and the Algebraic Diagrammatic

Construction (ADC) scheme of the polarization propagator methods. One method I want to

mention here, a version of which has been used in chapter 8 to compute the total intermolecular

interaction energy of a number of dimers, which, however, will not be further discussed, is

symmetry-adapted perturbation theory (SAPT) [91–94]. Due to technical reasons, instead of the

original, computationally very demanding SAPT method (with scaling of O(N7) with N being

the number of electrons) a hybrid approach including empirical dispersion corrections named

XSAPT(KS)+D [95–97] has been employed. Some details about this method are given in the

context of the respective study. More information can be found in the paper by J. Herbert et al. [97]

Concerning the notation used in the equations given in this chapter, I adopt the convention to use

lower-case italic letters i, j to refer to general orbitals. The letters a, b refer to occupied and r, s

to unoccupied (virtual) orbitals. Capital letters are used to index nuclei. Lower-case Greek letters

are used for basis set functions. Matrices and vectors are written in bold letters.

3.1 THE SCHRÖDINGER EQUATION

In 1926 Erwin Schrödinger [1] formulated a differential equation of which solution produces

eigenfunctions in the form of spherical harmonics multiplied by polynomials in the radius

and eigenvalues yielding the correct emission spectrum of the hydrogen atom. This work was

motivated by the idea of finding a quantum mechanical atomic model able to describe the emission

spectrum of the hydrogen atom by extending Niels Bohr’s original atomic model from 1913 [98].

In this model, Bohr assumed electrons to behave like particles moving in circular quantized orbits

around the nucleus as in classical mechanics. The crucial advantage of Schrödingers work on this

problem which probably is also the reason why it became so popular is that the whole derivation

and discussion is well comprehensible. This wave equation which is one of the fundamental

equations in quantum mechanics and which was of great importance for the development of

quantum chemistry, is named, after its inventor, Schrödinger equation. The time-independent

nonrelativistic molecular Schrödinger equation as an eigenvalue problem may be formulated as:

Ĥ Ψ = E Ψ (3.1)
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where Ĥ is the systems Hamilton operator, or Hamiltonian,Ψ the wave function (an eigenfunction

of Ĥ) containing all information about the quantum state of the system and E (an eigenvalue of

Ĥ) its total energy. The molecular Hamiltonian eq. (3.2) [99] contains five energy contributions,

i.e., the kinetic energy of the nuclei T̂N , the kinetic energy of the electrons T̂e, the Coulomb

attraction between nuclei and electrons V̂Ne, the Coulomb repulsion between the electrons V̂ee

and the Coulomb repulsion between the nuclei V̂NN and can be expressed as follows (using

atomic units for simplicity: Planck-constant ~, the elementary charge e, the electron mass me,

and the speed of light c are set to 1):

Ĥ = −
∑

I

1
2MI

∇2
I

︸          ︷︷          ︸

T̂N

−
∑

i

1
2
∇2

i

︸   ︷︷   ︸

T̂e

−
∑

i

∑

I

ZI

|ri − RI |
︸              ︷︷              ︸

V̂Ne

+
∑

j>i

1
|ri − r j|

︸        ︷︷        ︸

V̂ee

+
∑

J>I

ZIZJ

|RI − RJ |
︸          ︷︷          ︸

V̂NN

(3.2a)

with

∇2 ≡
∂2

∂x2
+
∂2

∂x2
+
∂2

∂z2
,

where Z is the nuclear charge and M the atomic mass. The time-dependent variant of the

Schrödinger equation may be expressed in the following form:

i~
d

dt
Ψ(t) = Ĥ(t)Ψ(t) (3.3)

In general, for computation of the ground state energy the time-independent Schrödinger equation

has to be solved for the lowest eigenvalue E0 and associated eigenfunction. To obtain excitation

energies, transition moments and other properties like electric dipole moments the time-dependent

Schrödinger equation has to be solved. This, however, is an extremely challenging or rather

impossible endeavor, since, for the exact solution of the Schrödinger equation, the exact wave

function has to be known. The exact wave function contains all information about the system,

e.g., number and position of electrons and nuclei and their mutual interactions, the mathematical

problem quickly becomes too complex to be solved exactly, at least at the current state of

computer technology. The largest molecular systems for which exact solutions can be obtained

consist of maximal two atoms the famous ones being the hydrogen atom and the hydrogen

molecule H2.
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3.2 BORN-OPPENHEIMER APPROXIMATION AND FRANCK-CONDON

PRINCIPLE

Fortunately, only one year after publication of the time-independent Schrödinger equation, Max

Born and J. Robert Oppenheimer [100] presented a brilliant idea how to simplify it. Roughly

speaking, they showed that the motion of nuclei and electrons can be separated, resulting in

a separate nuclear Ĥnuc and electronic Ĥelec Hamiltonian and thus also in an electronic and a

nuclear part of the Schrödinger equation, which can be solved separately. [100] This approach is

today known as the Born-Oppenheimer approximation or adiabatic approximation and is the

heart of almost any quantum chemical treatment. Born and Oppenheimer assumed, that such

a separability of the total energy is possible since atomic nuclei are much more heavy than

electrons, and thus stay still while the electrons move. This means that the correlation between

the movements of electrons and nuclei is neglected. It is assumed that electrons adiabatically

follow geometry changes in the molecule. Consequently, it can be assumed that the electronic

wave function Ψelec depends on the electronic coordinates ri and only parametrically on the

nuclear coordinates RI and the electronic Schrödinger equation can be expressed as:




−

∑

I

1
2MI

∇2
I −

∑

i

∑

J

ZI

|ri − RI |
+

∑

j>i

1
|ri − r j|





︸                                                           ︷︷                                                           ︸

Ĥelec

Ψelec(ri; RI) = Eelec(RI)Ψelec(ri; RI) (3.4)

Parametric dependence means that for a different arrangement of nuclei, Ψelec is a different

function of the electronic coordinates. The total energy Etot also includes the constant nuclear

repulsion VNN(RI) and is thus given as:

Etot(RI) = Eelec(RI) + VNN(RI) (3.5)

When Etot(R) is computed for different nuclear configurations a potential energy surface (PES)

is obtained. An example for two simple one-dimensional PESs along an arbitrary reaction

coordinate, e.g., a bond length, is depicted in Figure 3.1. These one-dimensional PESs represent

cuts through the multidimensional energy landscape of the molecule along the excited nuclear

motion coordinate. Local minima on a PES correspond to equilibrium geometries, meaning

stable molecular configurations with minimal energy. Since all quantum chemical investigations

presented in this work involved solution of the electronic Schrödinger equation only, I will omit
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will only have a small intensity, if observable at all.

The FC principle is also related to another famous rule named Fermi’s Golden Rule [106]. Based on

time-dependent perturbation theory it yields an expression for the transition rate k f i eq. (3.6) of a

transition between two electronic states of a molecule induced by an oscillating electromagnetic

field and can be expressed as:

k f i =
2π
~
| 〈 f | V |i〉 |2̺ (3.6)

where 〈 f |V|i〉 is the transition dipole matrix element of the perturbation determining the coupling

strength between electrons and electromagnetic field and ̺ is the state density. For a quantum

chemical investigation of absorption and emission processes, the corresponding computable

quantity is the transition dipole moment matrix element D f i = 〈Ψ f |µ̂tot|Ψi〉 with µ̂tot being the

molecular dipole operator including an electronic and a nuclear part. However, within the BO

approximation the total wave function Ψ and also the dipole moment operator can be separated

into electronic and nuclear parts yielding the following expression for D f i:

D f i =
〈

ψ f |µelec|ψi

〉 〈

ϑ f ,v f
|ϑi,v0

〉

(3.7)

where 〈ψ f |µelec|ψi〉 being the electronic transition dipole moment µ f i and 〈ϑ f ,v f
|ϑi,v0〉 the overlap

integral of the two vibrational wave functions of final and initial states. While, as pointed

out above, the FC factor |〈ϑ f ,v f
|ϑi,v0〉|

2 determines the intensity of the vibrational transitions

the square of electronic transition dipole moment |µ f i|
2, also called dipole strength determines

the magnitude of the pure electronic transition. The dipole strength, in turn, is related to the

quantum chemical quantity determining the strength of a vertical electronic transition referred to

as oscillator strength f . The oscillator strength [107] is proportional to the square of the electronic

transition dipole moment µ f i and can be expressed as:

f = K|µ f i|
2
� 10−5ν̃|e r f i|

2 (3.8a)

with K given as

K =
8πmeν̃

3he2
, (3.8b)

where me is the electron mass, ν̃ the energy of the transition (in cm−1), h the Planck constant and

r f i the length (in cm) of the transition dipole. f is a unit-less value and is used throughout this

work as a measure of the strengths of the considered electronic transitions.
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Even though the BO approximation significantly reduces the complexity of the molecular

Schrödinger equation, the remaining electronic problem is still to complex to be solved ex-

actly for molecules having more than three atoms. The reason for this lies in the Coulomb

repulsion term Vee =
∑

j>i
1
|ri−r j |

which describes the electron-electron interaction between each

pair of electrons of the system. It means that the behavior of each electron affects that of all others.

Due to this correlated behavior, it is not possible to simply solve the electronic Schrödinger

equation one electron at a time. This effect is also called electron correlation that, obviously, is

a very crucial effect. For this reason, many different approaches have been developed to treat

electron correlation at least in an approximate manner.

3.3 GROUND STATE SELF-CONSISTENT FIELD METHODS

The following chapter strongly follows the books “Modern Quantum Chemistry" by Szabo et

al. [108] and “Essentials of Computation Chemistry Theories and Models" by C. J. Cramer [99].

A very convenient way to approximately solve the electronic Schrödinger equation is given

by the self-consistent field (SCF) method which is the basis of many other ground and excited

state methods. Here, an approximate trial wave function and an approximate Hamiltonian are

employed to iteratively solve the Schrödinger equation to obtain a more accurate solution which

is then used for the next iteration step to solve the equation again until the results converge. The

trick of this method is, to transform the Schrödinger equation of an N-electron system into a set of

easily solvable equations, one for each electron. As the name suggests, it in some way involves a

field. In the following two subsections, I will present and discuss two basic and widely used SCF

methods namely Hartree-Fock (HF) and Kohn-Sham density functional theory (KS-DFT) and in

this context, I will also elaborate on the nature of the field mentioned above. For this purpose,

first, some important mathematical concepts will be introduced like the Slater determinant.

The Slater Determinant

A very convenient mathematical tool with particularly advantageous properties is the Slater

determinant [109], a determinant of one-particle orbitals eq. (3.10). In connection with the

development of the Hartree-Fock method, Fock and Slater were looking for a way to express
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the many-electron wave function Ψ(r) such that the electron spin being an essential quantum

mechanical property is considered and the Pauli exclusion principle [110] is satisfied. This principle

states that no two electrons in an atom or molecule can be in the same quantum state. In other

words, this requires that the wave function must be antisymmetric with respect to the simultaneous

interchange of both the spatial and spin coordinates of two electrons. [108] They found that a

determinant build up of single-electron wave functions (or single-particle orbitals), is well suited

for such a description since it naturally satisfies the Pauli exclusion principle namely by changing

sign when two rows (columns) are interchanged. For the construction of the Slater determinant

commonly, spin orbitals χ(x) are used which are defined as products of a spatial ψ(r) and a spin

α(ω) (spin up) or β(ω) (spin down) function i.e., χ(x) = ψ(r)α(ω) and χ(x) = ψ(r)β(ω) with x

indicating both space and spin coordinates. For mathematical convenience, spatial orbitals ψ(r)

which are also called molecular orbitals (MOs) are expressed in terms of a (finite) basis set, i.e. as

linear combinations of known spatial basis functions. This ansatz is also called linear combination

of atomic orbitals (LCAO). For this purpose, typically Gaussian functions are used, since they

have the great advantage that they are easy to integrate, both analytically and numerically.

However, Gaussian functions are not optimal basis functions as their functional behavior deviates

from the known functional behavior of MOs. Thus, in practice, a number of so-called primitive

Gaussian functions is linearly combined (contracted) in a way, such that the resulting contracted

Gaussian functions (or Gaussian type orbitals GTOs) approximate the functional form of the

spherical harmonic solutions of the hydrogen atom (which represent optimal basis functions

for MOs). [99] The resulting Gaussian basis sets can be categorized according to the number of

contracted GTOs used to describe a single orbital. A double-ζ (DZ) basis set e.g., would have

two contracted GTOs per single orbital. Optionally, the default basis sets of which most of them

already include some diffuse and polarization functions can be extended with additional diffuse or

polarization functions or both which can be advantageous or also necessary in certain situations.

By adding extra diffuse function, for instance, the charge distribution of heavy atoms like sulfur

is better described. Thus, a set of MOs {ψi(r)} may be obtained by the following expansion:

ψi(r) =
K∑

µ=1

cµiφµ(r) (3.9)

where {φµ(r} are the known spatial basis functions. An SCF calculation aims to optimize the

expansion coefficients cµi with respect to the ground state energy. The details about this procedure

will be given further below.
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A further important feature of the Slater determinant is that it introduces exchange-correlation

effects which means that the motion of electrons with parallel spin (↑↑ or ↓↓) is correlated, or

in other words, electrons with the same spin naturally avoid each other. exchange-correlation,

however, only arise in the case of parallel spin. For electrons with opposite spin, the motion

remains uncorrelated. For an N-electron system with corresponding N spin orbitals (χi, . . . , χk),

or any other one-electron orbital) the antisymmetric wave function can expressed as follows

(using a generalized form):

Ψ(x1, x2, . . . , xN) = (N!)−
1
2

∣
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∣
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∣
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(3.10a)

or alternatively

Ψ(x1, x2, . . . , xN) = |χiχ j · · · χk〉

Every electron appears in every spin orbital somewhere in the expansion accounting for the

indistinguishability of electrons.

3.3.1 Hartree-Fock Theory

One reason why the Hartree-Fock method or HF approximation is so essential is that its result

namely the variationally-optimized HF wave function serves as starting point for various other

more advanced ab initio methods like Møller Plesset perturbation theory which will be discussed

in the next sections.

The central ideas of the HF method are the following: Firstly, a single Slater determinant |Ψ0〉

is used as approximate ground state wave function of the N electron system described by the

electronic Hamiltonian H . H is replaced by the one-electron Fock operator f (i) eq. (3.11)

containing the so-called HF potential vHF(i).

f (i) = −
1
2
∇2

i −

nuc∑

I

ZI

|ri − RI |
+ vHF(i) (3.11)

Note here, that there is a key distinction between the HamiltonianH and the Fock operator f (i).

H returns the electronic energy of the many-electron system. The Fock operator, however, is the
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one-electron operator used to find the optimal HF one-electron MOs from which the HF wave

function (Slater determinant) is constructed.

Thirdly, instead of solving the exact electronic Schrödinger equation, the variational principle

is used to derive HF equations which yield the best possible (variational) ground state wave

function and the best possible ground state energy EHF
0 which can be expressed as:

EHF
0 =

occ∑

a

haa +
1
2

occ∑

ab

(

〈ab|ab〉 − 〈ab|ba〉
)

=

occ∑

a

εa −
1
2

occ∑

a

occ∑

b

〈ab||ab〉 = E
(0)
0 + E

(1)
0 ,

∑

a

εa

(3.12)

using the following shorthand notation for two-electron integrals:

〈i j||i j〉 =

∫ ψ∗
i
(r1)ψ∗

j
(r2)ψi(r1)ψ j(r1)

|r1 − r2|
dr1dr2 −

∫ ψ∗
i
(r1)ψ∗

j
(r2)ψ j(r1)ψi(r2)

|r1 − r2|
dr1dr2

The term a = b does not make any contribution to the sum because the two terms 〈aa|aa〉−〈aa|aa〉

exactly cancel in this case. Hence, in HF theory self-interaction is corrected. This is one major

difference between HF theory and DFT which will be discussed in more detail further below.

The variational theorem assures that the HF energy EHF
0 is an upper bound to the exact ground

state energy E0. It is noteworthy here, that EHF
0 is not the sum of one-electron energies (or

eigenenergies of f (i)) εi, unlike the case of truly independent electrons. This discrepancy stems

from the description of a true many-electron system in terms of single-electron functions. If one

simply adds up all orbital energies, the electron-electron interaction is counted twice. This is

because εa includes Coulomb and exchange interactions between the electron in orbital φa (or

χa) and electrons in all other occupied orbitals, hence, also with the electron in φb. The same,

however, is true for εb. The term − 1
2
∑

a

∑

b〈ab||ab〉 corrects for the double counting. This term is

important and will reappear in the section on second-order Møller-Plesset perturbation theory

(MP), namely in form of the first order energy E
(1)
0 given as 〈Ψ(0)

0 |V |Ψ
(0)
0 〉 = −

1
2
∑

a

∑

b〈ab||ab〉

The essence of the HF method is to simplify the whole electronic problem by replacing the

explicit electron-electron repulsion term in the Hamiltonian by the single particle potential vHF(i)

(see Fig. 3.3). The trick hereby is to treat electron correlation in an average way. The HF potential

vHF(i) can be viewed as the “field" seen by the ith electron which is generated by all other

electrons on average. For this reason the HF method it is also often referred to as mean field

approach. The general form of the HF equations eq. (3.13) is obtained by minimizing the energy

expression E0[Ψ0] = 〈Ψ0|H|Ψ0〉. In the spin-orbital basis they have the following form (where
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Accounting for self-interaction 〈aa||aa〉, the corresponding expressions for occupied and unoccu-

pied orbital energies are [108]:

εa = 〈a|h|a〉 +
∑

b,a

〈ab|ab〉 − 〈ab|ba〉 (3.16a)

εr = 〈r|h|r〉 +
∑

b

〈rb|rb〉 − 〈rb|br〉 (3.16b)

Since the Fock operator f (i) contains the potential vHF(i) depending on the orbitals of all electrons

(but the ith) which means that f (i) depends on its own eigenfunctions, the eigenvalue problem

must be solved iteratively. The corresponding iterative procedure is called Hartree-Fock self

consistent field method.

The exchange term K in the HF equation has no intuitive classical interpretation, it arises from

the antisymmetric nature of the Slater determinant. The Coulomb term arises due to the fact that

electron 1 occupying orbital χi experiences the Coulomb potential vi(1) =
∑

j,i

∫

|χ j|
2 1
|r1−r2 |

dx2

which since the summation runs over all j , i is the total averaged potential arising from the

N − 1 other spin orbitals. According to this classical interpretation the Coulomb operator can be

expressed as:

J j(1) =
∫

|χ j(2)|2
1

|r1 − r2|
dx2 (3.17)

or alternatively:

Ji j = 〈i j| ji〉 (3.18)

In this way it represents the average local potential (the locality is important and should be kept

in mind) at x1 arising from an electron in χ j. A similar definition can be formulated for the

exchange operator Kb(1), however, in an indirect way by defining it by its effect on an electron in

spin orbital χi(1):

K j(1)χi(1) =
[∫

χ∗j(2)
1

|r1 − r2|
χi(2)dx2

]

χ j(1) (3.19)

or alternatively:

Ki j = 〈i j| ji〉 (3.20)

Hence, K causes an exchange of electron 1 and electron 2. K , in contrast to the Coulomb

operator J(1) eq. (3.17) is said to be nonlocal (again this is an important fact and should be kept

in mind) because there is no potential K(x1) defined at a single point in space x1.

Instead of using spin orbitals, a computationally more convenient alternative approach to solve
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the HF equations introduced by Clemens C. J. Roothaan [111] is to use a set of simple and easily

integrable basis functions. In this context, it should be taken into account that there exists two

types of spin orbitals: restricted ones which are constrained to have the same spacial functional

for α and β spin functions and unrestricted ones which have different spatial functions for the two

spins, which leads to two different formalisms. Namely the restricted HF and the unrestricted HF

formalism. For the sake of simplicity a restricted closed-shell systems will be assumed for the

following derivation and discussion of the Roothaan equation eq. (3.21). This means, that it will

be assumed that the ground state has an even number N of electrons all being spin-paired such

that N
2 spatial orbitals are occupied by two electrons with different spin. This formalism is called

restricted closed-shell HF. It is well suited for systems which do not have a radical or open-shell

character. For such systems alternative approaches are available such as restricted open-shell

HF, multideterminantal methods (both are not discussed here) or the spin-flip approach which

is presented further below. In order to convert the general spin orbital HF equation to a spatial

eigenvalue equation, the spin orbitals have to be converted into spatial orbitals. This is achieved

by integrating out the spin functions.

By introducing a set of K known basis functions {φµ(r) |µ = 1, . . . ,K} and using the expansion

ψi =
∑K
µ=1 Cµiφµ for the spatial orbitals the HF equations are converted into the following matrix

eigenvalue problem, i.e. the Roothaan equation:

FC = SCε (3.21)

This equation is solved by the SCF method. The Fock matrix F is a Hermitian matrix with

elements Fµν = 〈φµ| f |φν〉, S is named overlap matrix with elements S µν = 〈φµ|φν〉, being a

measure for the overlap of the orbitals, C is a square matrix containing the expansion coefficients

and ε is the diagonal matrix of the orbital energies εi. For orthonormal basis functions, the overlap

becomes a delta function and the overlap, which induces inhomogeneity in the Roothaan equation,

vanishes, and it becomes a simple eigenvalue equation. For this reason, an orthogonalization

scheme e.g., the Gram-Schmidt scheme is sometimes employed in the SCF procedure in order

to obtain orthonormal basis functions. Typically, the orbitals are already normalized from

the beginning. One further important quantity connected to the Roothaan equation, which

also represents a connection between HF and DFT is the density matrix P which is guessed

initially and then used during the following iterations to check for convergence of the expansion

coefficients. This matrix with elements Pµν can be considered as a weight factor for the various
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four-index integrals contained in the expression of Fµν. It describes to which extent individual

basis functions contribute to the many-electron wave function. It is defined as

Pµν = 2

N
2∑

k

CµkC
∗
νk (3.22)

The factor 2 appears because the restricted closed-shell HF formalism is assumed which means

that each MO is doubly occupied. Expanded in a set of basis functions P yields the electron

density ρ(r) as ρ(r) =
∑

µν Pµνφµ(r)φ∗ν(r). ρ(r) is the central quantity in DFT. When the SCF

procedure has converged as results the density matrix P, the orbital energies εi and the set of best

possible orbital coefficients {Cµi} are obtained.

Concerning a physical interpretation of HF orbital energies the following interesting relation

known as Koopmans’ theorem [112] can be shown to exist between computed orbital energies εa

(occupied) and εr (unoccupied) eq. (3.16) and the experimental observables ionization potential

(IP) and electron affinity (EA). This theorem states that the IP, i.e., the energy required to remove

an electron from an occupied orbital to create a (N-1) electron Slater determinant is just the

negative of the energy of this orbital, −εa. While the EA, i.e., the energy required to generate a

(N+1) electron Slater determinant is just −εr. Obviously, this relation has its origin in a different

treatment of occupied and unoccupied orbitals. Analyzing the two expressions for the orbital

energies eq. (3.16), it becomes apparent that the energy εa of an electron in an occupied orbital

includes Coulomb and exchange interaction with each of the remaining (N-1) electrons in the

other (N-1) orbitals where b , a. Its artificial interaction with itself cancels out.

In contrast, the energy εr of an electron in an unoccupied orbital includes Coulomb and exchange

interaction with all N other electrons of the HF ground state |Ψ〉 (all occupied orbitals), thus

describes the energy of an (N+1)th electron. On the contrary, in DFT, for instance, both occupied

and unoccupied orbital energies are evaluated using the same N-electron potential.

Although HF theory exactly accounts for exchange correlation (which describes the correlated

motion of parallel-spin electrons and prevents electrons with parallel spins to coincide) it assumes

an average electron-electron interaction. Due to the mean field approximation, in the HF Slater

determinant two electrons will never “see" each other, but only their charge clouds. Thus, dynamic

correlation (which describes the correlated motion of electrons with opposite spin and prevents

electrons with opposite spins to coincide) is neglected. As a consequence, EHF
0 deviates from the
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exact ground state energy energy E0 by a contribution called correlation energy:

Ecorr = E0 − EHF
0 (3.23)

In general, the contribution of Ecorr to the total energy of a state is small, meaning less than

about 1%. [113] Nevertheless, electron correlation is essential for a correct physical description

of chemical properties, especially energy differences (such as activation energies or position

of bands in a spectrum). Thus, alternative methods have been developed to consider electron

correlation effects for both ground and excited state. Three of the most commonly used so-called

correlated methods are Møller-Plesset perturbation theory (MP), configuration interaction (CI)

and coupled cluster (CC) theory. Truncated variants of these methods namely MP2, CC2 and

CIS are presented and discussed in the following subsections.

In the context of electron correlation, a further important strong correlation effect should be

mentioned as well – namely static, or non-dynamic, correlation. It arises when occupied and

virtual orbitals are energetically (nearly) degenerate and implicates that a single determinant

description of the reference wave function is qualitatively wrong. In other words, in systems

with strong static correlation effects the wave function differs qualitatively from the reference

Slater determinant. Such systems are e.g., biradicals, twisted ethylene and electronic properties

of linear acenes.

One way to estimate the relevance of static correlation in a molecular system is to use the D1

diagnostic [114] provided by an MP2 or CC2 ground state calculation. D1 values which are larger

than 0.040 (MP2) and 0.050 (CC2) indicate that single reference methods are inadequate to

describe the ground state of the system correctly. [114] Common approaches to account for static

correlation are multideterminantal (or multireference) methods which employ linear combinations

of one or more Slater determinant to describe the reference wave function instead of a single

determinant or the Spin-Flip (SF) approach. The latter one will be discussed further below.

3.4 DENSITY FUNCTIONAL THEORY

Similar to the Hartree-Fock (HF) method density functional theory (DFT) can also be considered

as a mean field approach. Likewise, it assumes that electrons move independently in an external

potential. It also uses a Slater determinant to approximate the exact ground state wave function
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and the SCF method for minimization of an energy functional.

Yet, DFT differs from HF in one significant respect: It uses a physical observable, namely the

electron density ρ(r) to describe the ground state and to determine the energy of the electronic

system, instead of the wave function. In short, DFT is based on the fact that the electron density

ρ(r) completely characterizes the electronic system. This means that, if one could compute the

electron density exactly, one could also obtain exact properties like the energy.

Since its advent in the 1970s DFT has developed into a very popular and widely used ab initio

method. Its primary advantages are its efficiency, easy usage, comparably low computational

costs, reasonable accuracy and, most importantly, applicability to large molecular systems (up to

many hundreds of atoms). Additionally, an essential point is that DFT improves upon HF because

it accounts for electron-correlation, however, cleverly not through increasing the complexity of the

wave function (thus computational costs) but by introducing approximate exchange-correlation

terms.

The majority of today’s photochemical studies involve, at least to some extent, DFT (and TDDFT)

methods. The award of the Nobel Prize for Chemistry in 1998 to J. A. Popel and W. Kohn [115]

nicely demonstrates the vital role of DFT in the evolution of quantum chemistry.

The motivation behind this completely new approach to determine the ground state energy and

other properties of a many-electron system can be explained as follows. On the one hand, the

wave function Ψ(x) depending on four coordinates (spin and spatial) for every electron has a

very high dimensionality for a many-electron system and is thus mathematically very difficult to

handle. On the other hand, it has no intuitive physical interpretation and is not itself a measurable

quantity. Most likely it can be considered as an probability amplitude in the sense that its square

modulus |Ψ(r)|2 represents the measurable probability for electrons in specific states (Born inter-

pretation). [116] The electron density ρ(r), in turn, only depends on three spatial coordinates and is

a physical observable, hence, directly measurable. Additionally, ρ(r) compared to Ψ(x) it is more

tangible. A further huge advantage is that ρ(r) conveniently provides all information needed for

the a priori construction of the HamiltonianH . For instance, integrated over all space it gives

the total number of electrons N and it also gives the positions of nuclei since those correspond to

local maxima (and also cusps) in the electron density, and the nuclear charges ZI .

To evaluate the exact energy E0 using the electron density only, expressions for the different

terms contributing to the total energy, i.e., for the potential energy components Vne and Vee and

the kinetic energy T of the electrons are needed. First formulations of such expressions were
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developed by E. Fermi, L. H. Thomas, J. C. Slater, M. F. Bloch and P. A. M. Dirac and are based

on the uniform electron gas model. [117–123] Here, interacting electrons are assumed to move in a

uniformly distributed positive charge which can be considered as an external potential. Further-

more, the V and T terms are defined as ‘density functionals’ (i.e., as functions of the electron

density (function)).The resulting equations, together with an assumed variational principle can

be considered as the first attempt to define a density functional theory. This theory, however,

remained rather inaccurate for chemical applications because it is not able to describe chemical

bonding and computed molecular energies are far too high.

The foundation of modern ground state DFT was laid by P. Hohenberg and W. Kohn [115,124] by

proving two theorems which, on the one hand validate the use of ρ(r) to describe the ground state

of a many-electron system instead of Ψ, and on the other hand show the existence of a variational

principle for the energy functional that guarantees that the exact energy functional will be the

ground state energy E0 for the exact ground state density ρ(r)0 and higher than E0 otherwise. [125]

This means when a trial density is used instead of exact ground state density ρ(r)0 the energy

obtained is an upper bound to the exact ground state energy E0.

In short, the first Hohenberg-Kohn (HK) theorem states that a ground state density ρ(r) of a sys-

tem of interacting electrons in some external potential Vext(r) determines this potential uniquely

(up to an additive constant). Vext(r) in turn, gives, for a non-degenerate ground state, a unique

ground state wave function Ψ0. Consequently, both Vext(r) and Ψ0 are functionals of ρ(r) and

so are all expectation values of Ψ0. The second HK theorem states that since ρ(r) determines

H , the exact ground state energy E0 can be determined by minimization of an energy functional

E[ρ(r)] which depends on ρ(r) and Vext(r) with respect to some trial density, whereby no explicit

knowledge of Vext(r) is required.

Kohn-Sham DFT

An approximation fundamental for both ground state and time-dependent DFT was introduced by

W. Kohn [115] and L. J. Sham. [126] Their approach lead to self-consistent one-electron equations

analogous to the HF equations, called Kohn-Sham equations. The central idea of this approach

is to map the physical (exact) system of interacting electrons onto a fictitious, non-interacting

system of electrons moving in an effective potential for whichH can be expressed as a sum of
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one-electron operators. This system is named Kohn-Sham system. One advantage is that the

kinetic energy of such a non-interacting system Tnie is just the sum of the individual electronic

kinetic energies and can be computed exactly. Kohn and Sham validated their approach by proving

a theorem which states that two systems, specifically, the non-interaction and the interacting

one, have exactly the same electron density ρ(r) but different external potentials. [115] The KS

equations for non-interaction electrons moving in an effective external potential Ve f f (r) instead

of Vext(r) reads as follows:
N∑

i

hKS
i ψi(r) = εiψi(r) (3.24)

where the KS one-electron Hamiltonian is defined as:

hKS
i = −

1
2
∇2

i
︸︷︷︸

Tnie

+VKS
e f f (r) (3.25)

where Tnie refers to the kinetic energy of the noninteracting electrons and where VKS
e f f

(r) is the

effective KS potential defined as:

VKS
e f f (r) = Vext(r) +

∫

ρ(r′)
|ri − r′|

dr′

︸           ︷︷           ︸

VH

+Vxc(r)

with VH or Jee being the Hartree potential i.e., the classical electrostatic interaction of the electrons

among themselves. The exact effective KS potential VKS
e f f

(r) can be considered as the unique,

fictitious external potential which leads, for the KS system, to the same physical electron density

ρ(r) as that of the interacting electrons in the physical external potential Vext(r).

Vxc is the functional derivative

Vxc =
∂Exc

∂ρ

of the local exchange-correlation functional (xc-functional) Exc[ρ(r)]. The trick here is to

lump together the correction to Tnie deriving from the interacting nature of the electrons, all

non-classical corrections to the electron-electron repulsion energy and exchange effects by

introducing Exc[ρ(r)]. In contrast to HF theory, which by construction is approximate, when the

exact Exc[ρ(r)] and Vxc are employed DFT is an exact theory since all many-body effects are

considered.

To obtain the KS equations, it is assumed that the electron density ρ(r) for the Slater determinant
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Ψ0 (which is an exact eigenfunction for the non-interaction (KS) Hamiltonian) is simply

ρ =

N∑

i

|ψi〉〈ψi|

where, in the ground state, the sum runs over the N lowest eigenvalues. In order to convert the

KS eigenvalue equations eq. (3.24) into a more easily computable secular equation (which is

entirely analogues to that solved in the HF SCF method) the MOs ψi are expanded in a basis set

ψi(r) =
∑K
µ Cµiφµ(r). In contrast to the HF method in which the SCF procedure yields the Fock

matrix F and HF MOs, the KS SCF procedure yields the KS matrix K with elements Kµν given

by:

Kµν =

〈

φµ

∣
∣
∣
∣
∣
∣
∣

−
1
2
∇2

i −
∑

I

ZI

|ri − RI |
+

∫

ρ(r′)
|ri − r′|

dr′ + Vxc

∣
∣
∣
∣
∣
∣
∣

φν

〉

and KS orbitals.

A further difference to the HF method in which the final ground state energy EHF
0 is computed as

the expectation value ofH with respect to the HF Slater determinant is that in KS DFT the final

ground state energy is obtained by plugging the converged density into the expression for the

energy functional:

E[ρ(r)] =
∑

i

〈ψi| −
1
2
∇2

i |ψi〉 −
∑

I

〈ψi|
ZI

|ri − RI |
|ψi〉 +

∑

i

〈ψi|
1
2

∫

ρ(r′)
|ri − r′|

dr′|ψi〉 + Exc[ρ(r)]

= T [ρ(r)] + VNe[ρ(r)] + Jee[ρ(r)] + Exc[ρ(r)] (3.26a)

The exact KS orbital energies εi, in contrast to their HF analogues (which obey Koopmann’s

theorem) have no known directly observable physical meaning, except for the fact that the

energy of the highest occupied molecular orbital (HOMO) εa equals the negative of the exact

first ionization potential. Instead, the difference of the KS orbital energies (εa − εr) are usually

excellent approximations for excitation energies. This is because, in contrast to the HF method,

which evaluates the unoccupied orbitals for an N + 1 electron system, all KS orbitals are subject

to the same effective potential arising from an N electron system.

It should be mentioned, that today nearly all applications of DFT to chemical problems are

undertaken within the KS formalism. This also applies to all DFT and TDDFT studies presented

in the following chapters, thus, I will omit the abbreviation KS and only use the terms DFT and

TDDFT throughout the rest of this work.
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Since the exact form of Exc[ρ(r)] is only known for the uniform electron gas, numerous approxi-

mate xc-functionals have been developed over time leading to different flavors of DFT. It should

be noted here that many functionals contain empirically fitted parameters meaning that these

functionals are no longer fully ab initio and that not every functional is equally well-suited for a

particular chemical problem. In general, the choice of xc-functionals for a quantum chemical

study should be made with great care.

As the name suggests, these functionals consist of an exchange and correlation part. Very popular,

but rather crude approximate DFT functionals are the local density approximation (LDA) func-

tionals. LDA functionals depend on the (spin-)density ρ(r) only. To improve LDA functionals,

they were also made dependent on the gradient of the density, hence on the extent to which

the density is locally changing. This approach is known as generalized gradient approximation

(GGA). One famous correlation GGA functional is the LYP functional. Combined with Becke’s

three parameter GGA exchange functional [127], the well-known BLYP (Becke-Lee-Yang-Parr)

GGA xc-functional is obtained. Due to their supreme accuracy-to-numerical-costs ratio, the most

widely used class of xc-functionals are hybrid functionals. They are called hybrid functionals

because they incorporate both HF and DFT exchange. Their construction concept is based on the

adiabatic connection method [128] which considers two limits: no electron-electron interaction

and full interaction and thus connects the noninteracting KS system to the real interacting system.

The idea is to obtain a functional in which the amount of incorporated nonlocal (exact) exchange

can be varied by a number of adjustable parameters. B3LYP, the most popular and commonly

used hybrid GGA functional has the following form [99]:

EB3LYP
xc = (1 − a)ELS DA

x + aEHF
x + b∆EB

x + (1 − c)ELS DA
c + cELYP

c

It includes 80 % DFT and 20% nonlocal HF exchange.

A relatively recent class of hybrid functionals which gained increasing popularity in the last few

years are range-separated hybrid functionals. The basic idea is to decompose the electron-electron

interaction into a sum of short and long range terms by means of the error function ferr. DFT

exchange interaction is included using the first term (short-range), and the long-range orbital-

orbital exchange interaction is described with the HF exchange via the second term. One of the

most wildly used range-separated hybrid functionals is CAM-B3LYP [129]. Here, ‘CAM’ stands

for Coulomb-attenuating method. In CAM-B3LYP, the Coulomb potential 1
r12

is partitioned as
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follows:
1

r12
=

1 − [α + β ferr(µr12)]
r12

+
α + β ferr(µr12)

r12
(3.27)

where the adjustable parameter α determines the amount of HF exchange over the whole range by

a factor of α and the adjustable parameter β determines the amount of DFT (Slater and Becke’s)

exchange over the whole range by a factor of 1− (α+ β). The parameter µ determines the balance

of DFT to HF exchange over the whole range.

The reason for the great success of hybrid and especially range-separated hybrid functionals is

because they ameliorate two severe limitations of DFT namely the self-interaction error inherent

in most LDA and GGA xc-functionals and the resulting incorrect asymptotic behavior of the

xc potential Vxc. [130] Yet, one problem remains. The optimal fraction of exact exchange is not

known a priori. Hence, to obtain reliable DFT (and TDDFT) results different hybrid functionals

with different amount of HF exchange should be used and analyzed regarding the effect of HF

exchange.

3.4.0.1 Self-Interaction Error

A major drawback of DFT is that it does not correctly treat exchange-correlation. In DFT

both dynamic correlation and exchange are treated approximately by employing approximate

xc-functionals. As a consequence, the so-called one-electron self-interaction error (SIE) arises

which as its name suggests is the spurious interaction of an electron with itself. It can be explained

as follows. In HF theory exchange-correlation is treated exactly via the two electron exchange

integrals Ki j and self-interaction contributions Kii cancel out exactly with the Coulomb term Jii.

This becomes obvious by looking at the total energy which is given as:

E0 =

N∑

i

hii +
1
2

N∑

i

N∑

j

(Ji j − Ki j)

The Coulomb integral Ji j is the classical interaction energy between the charge density corre-

sponding to electron i in orbital i and that corresponding to another electron in orbital j. The key

point is that the double summation includes the terms where i = j which means that the energy

includes the repulsion energy of each electron with itself. But Jii is exactly equal to Kii such that

the self-interaction cancels out. On the contrary, in DFT, the final xc-functional Exc eq. (3.26 )

which is used to obtain the total energy, contains the Hartree potential Jee[ρ(r)] (VH) including
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the same self-interaction as the HF energy, which should be compensated by the exchange term,

however, since Vxc[ρ(r)] is approximate, this compensation happens only incompletely.

As a consequence, the orbital energies are also contaminated by the SIE since they are eigenvalues

of the KS Hamiltonian hKS
i

eq. (3.25) which contains Jee[ρ(r)] and Vxc[ρ(r)] and hKS
i

is the same

for all orbitals. Furthermore, it is assumed that the SIE causes the xc-potential Vxc[ρ(r)] to decay

exponentially in the asymptotic region, instead of decaying as − 1
r
. These problems of DFT are

especially relevant when ionization processes or charge-transfer systems are studied. It was found

that certain xc-functionals tend to overestimate intermolecular charge-transfer interactions. [99]

In those cases, the DFT results should be carefully checked. Additionally, it may lead to an

‘overdelocalization’ of the electron density. This can result in erroneous predictions of higher

symmetry geometries being preferred over lower symmetry ones and to poor or even wrong

predictions along coordinates like bond dissociation and rotation about single bonds in conjugated

systems. [99] Also in this case, range-separated functionals tend to show better performance than

LDA, GGA and standard hybrid functionals.

Besides the problem of self-interaction, there are some further drawbacks of DFT methods. For

example, there is no systematic way to improve the accuracy of the results. Moreover, DFT is not

able to describe London dispersion interactions which derive entirely from electron correlation at

long range. [99]

Nevertheless, commonly, DFT methods show a good performance for minimum energy structures

of small neutral molecules. Accuracies in bond lengths and angles for instance for all kind of

flavors are of similar accuracy as MP2, however, generally compare slightly less favorably with

experiment than do HF and MP2. [99] A great advantage of DFT over HF and MP2, especially

for computation of minimum energy structures is that it scales as O(N3) (N being the number of

basis functions) which is better than HF which scales as O(N4) and a significantly better than

MP2 which scales as O(N5).

3.4.0.2 Dispersion Corrections: DFT-D

London dispersion is a weak long range interaction, however, cumulative and therefore becomes

increasingly important for larger systems. Dispersion interactions play a crucial role in nonco-

valently bound systems, e.g. dimers, supramolecular host-guest complexes molecular crystals.

Furthermore, they are a key ingredient in the structure, stability, and response properties of
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many molecular materials like porous materials for instance. They arise because the motions of

electrons are correlated such that two nearby atoms simultaneously develop electrical moments

that are oriented so as to be mutually attractive. Due to their nature, dispersion interactions are

also often called induced dipole-induced dipole interactions. They have an inverse sixth power

dependence on the separation between the atoms.

As mentioned above, conventional DFT methods including hybrid and range-separated xc-

functionals do not contain the correct physics to describe dispersion interactions. Thus, over the

last few years there have been many efforts to overcome this deficiency, i.a., by the development

of simple empirical dispersion corrections. These corrections implemented within the conven-

tional DFT formalism results in dispersion-corrected DFT (DFT-D) which can be considered as

an “add-on" to standard DFT. The idea is to simply add damped, atom-atom pairwise empirical

dispersion corrections Edisp of the form C6 · R
−6, to the employed xc-functional. The total energy

is then given by:

EDFT−D = EKS−DFT + Edisp (3.28)

Different versions of these D corrections are available the most common ones being S. Grimme’s

D, D2 and D3 models. Some of the most widely used dispersion corrected xc-functionals are

B97-D [131] and the more recent B97-D3 [132]. Edisp in the B97-D functional is given by [131]:

Edisp = −s6

N∑

I

N∑

J<I

CIJ
6

R6
IJ

fdamp(RIJ) (3.29a)

CIJ
6 = (CI

6CJ
6)

1
2

fdamp(RIJ) =
1

1 + e
−d(

RIJ

R0
IJ
−1

)

Where N is the number of atoms in the system, s6 a scaling factor, CIJ
6 the dispersion coefficient

for atom pair IJ, RIJ the interatomic distance, R0 is the sum of atomic van-der-Waals radii, fdamp

the damping function which is needed to avoid near-singularities for small interatomic distances

and double-counting correlations effects at intermediate distances and d has the value 20.
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3.5 ELECTRON CORRELATION AND POST-HARTREE-FOCK METHODS

The error in the HF method lies in the use of one single Slater determinant |Φ0〉 as many-electron

wave function. Consequently, the central idea of correlated methods which aim at considering

dynamic electron correlation (at least to some extent) and thus to improve the HF method is not

to truncate the exact wave function |Ψ〉 too drastically. They are all based on the general approach

to include electron correlation by generating new terms in the total wave function via excitations

of electrons from the HF determinant. In practice, this is achieved by replacing MOs which are

occupied in the HF determinant by unoccupied MOs. Depending on how many-electrons are

excited the new so-called excited determinants (or excited configurations) Φµ ∈ {Φr
a,Φ

rs
ab
, · · · }

are classified as single (S), double (D), triple (T) etc. excitations (see Fig. 3.4). Consequently, if

all possible excited state determinants (in a given basis set) are included the complete correlation

energy would be recovered. Approximate many-electron wave functions are then constructed

HOMO

LUMO

S DHF

Figure 3.4: Schematic representation of the Hartree Fock reference determinant ΦHF, three
possible single excitations resulting in three different singly excited determinants ΦS and three
possible double excitations resulting in three different doubly excited determinants ΦD.

by expanding the wave function in terms of the HF determinant as leading term and different

excited determinants. This, in turn, can be achieved in different ways. In configuration interaction

theory, for instance, a linear expansion is used. Coupled cluster theory uses an exponential,

and Møller-Plesset perturbation theory a perturbative expansion. Due to practical reasons, the

particular expansion is truncated at some order.
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3.5.1 Møller-Plesset Perturbation Theory

Second-order Møller-Plesset perturbation theory (MP2) is one of the most useful and most

popular ground state methods beyond Hartree-Fock theory. The basic idea is to improve upon

the HF approach by treating the effect of the correlated motion of electrons perturbatively. The

general concept of Møller-Plesset perturbation theory (MP) [133] is a partitioning of the exact

HamiltonianH into two parts, namely, an unperturbed H(0) and a perturbed one V:

H = H(0) + λV (3.30)

where λ is an arbitrary real parameter determining the strength of the perturbation. Thus, the

perturbed electronic Schrödinger equation which has to be solved is given by:

H|Φ0〉 = (H(0) + λV)|Φ0〉 = E0|Φ0〉 (3.31)

It is noteworthy hereby, that the perturbation V is assumed to be time-independent and small

(which in most situations is true).

In MP theory the unperturbed Hamiltonian H(0) is chosen to be the sum of Fock operators. This

choice is mainly made because it fulfills the requirement of perturbation theory that the solutions

to the unperturbed Schrödinger equation should be known. V is therefore given as the difference

between the HF mean-field interaction and the exact Coulomb operator [108]:

V = H − H(0) =
∑

i< j

1
|ri − r j|

−
∑

i

vHF(i) (3.32)

Starting point for the derivation of the expression for the second-order correction to the energy

E
(2)
0 is the exact HF solution i.e., the HF determinant Φ0 as zeroth-order wave function |Ψ(0)

0 〉.

Conveniently, the HF solutions form a complete orthonormal basis. The corresponding zeroth-

order perturbation energy E
(0)
0 or E(MP0) is given as the sum of MO energies:

E
(0)
0 = 〈Ψ

(0)
0 |H

(0)|Ψ
(0)
0 〉 =

∑

a

εa (3.33)

Note here, that the electron-electron repulsion is counted twice. Since the perturbation is increased

from zero to a finite value, the new energy and wave function must also change continuously.
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Thus, E0 and |Φ0〉 can be written as a Tailor expansion [134]:

E0 =
∑

n

E
(n)
0 = λ

0E
(0)
0 + λ

1E
(1)
0 + λ

2E
(2)
0 + . . . (3.34a)

|Φ0〉 =
∑

n

|Ψ
(n)
0 〉 = λ

0|Ψ
(0)
0 〉 + λ

1|Ψ
(1)
0 〉 + λ

2|Ψ
(2)
0 〉 + . . . (3.34b)

In practice, intermediate normalization of the perturbed wave function is assumed i.e.: 〈Ψ(0)
0 |Φ0〉 =

1 and thus 〈Ψ(0)
0 |Ψ

(n)
0 〉 has to be zero meaning that all corrections terms are orthogonal to the HF

reference wave function. When all correction terms are computed, the total wave function can be

easily normalized.

Inserting the expansions eq. (3.34) into the exact Schrödinger equation eq. (3.31) and collecting

terms with the same power of λ yield a set of perturbation equations:

λ0 : H(0)|Ψ
(0)
0 〉 = E

(0)
0 |Ψ

(0)
0 〉 (3.35a)

λ1 : H(0)|Ψ
(1)
0 〉 + V |Ψ

(0)
0 〉 = E

(0)
0 |Ψ

(1)
0 〉 + E

(1)
0 |Ψ

(0)
0 〉 (3.35b)

λ2 : H(0)|Ψ
(2)
0 〉 + V |Ψ

(1)
0 〉 = E

(0)
0 |Ψ

(2)
0 〉 + E

(1)
0 |Ψ

(1)
0 〉 + E

(2)
0 |Ψ

(0)
0 〉 (3.35c)

...

By requiring the nth order correction to be orthogonal to |Ψ(0)
0 〉, i.e. 〈Ψ(0)

0 |Ψ
(i)
0 , multiplying from

the left by 〈Ψ(0)
0 | and integrating, the corresponding expressions for the energy corrections eq.

(3.36) [108] are obtained. For the sake of compactness, only those expressions which are relevant

for this work are given here.

E
(1)
0 = 〈Ψ

(0)
0 |V |Ψ

(0)
0 〉 = 〈Ψ

(0)
0 |

(∑

i< j

1
|ri − r j|

−
∑

i

vHF(i)
)

|Ψ
(0)
0 〉

=
1
2

∑

ab

〈ab||ab〉 −
∑

a

〈a|vHF |a〉 = −
1
2

∑

ab

〈ab||ab〉 (3.36a)

E
(2)
0 = 〈Ψ

(0)
0 |V |Ψ

(1)
0 〉 (3.36b)

The first order energy correction E
(1)
0 represents the difference between the expectation values

of the Fock operator and exact Hamiltonian and yields a correction for the over-counting of

electron-electron repulsion at zeroth-order (see E
(0)
0 eq. (3.33)). Consequently, the HF energy

EHF
0 (see eq. 3.12) is given by the sum of E

(0)
0 and E

(1)
0 which also means that the first correction

to the HF energy occurs at the second-order in perturbation theory. By analyzing the expressions
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for the energy corrections eq. (3.36) it can be seen that in MP theory the nth order energy

correction can be obtained from the (n-1) order wave function.

For the computation of the second-order correction to the energy E
(2)
0 eq. (3.36b) the first

order wave function |Ψ(1)
0 〉 is needed and products of the type 〈Φ j|V |Φi〉〈Φi|V |Φ0〉 where i and

j represent different excitation levels of the excited determinants have to be evaluated. Since

canonical HF orbitals are used (which are orthogonal to each other) and due to Brillouin’s

theorem [135] (which, in short, states that singly excited determinants do not mix with the HF

ground state i.e., 〈Φr
a|H|Φ

HF〉 = 〈ΦHF|H|Φr
a〉 = 0 ) matrix elements with single excited states

are zero. Furthermore, since V is a two-electron operator, all matrix elements involving triple,

quadruple, or higher excitations are zero as well. As a consequence the expression for E
(2)
0 or

E(MP2) only includes a sum over doubly excited determinants ΦD (or |Φrs
ab
〉) (see Fig. 3.4).

Those determinants are generated by promoting two electrons from occupied HF orbitals a and b

to unoccupied orbitals r and s. Thus, the second-order energy correction can be explicitly written

as [108]:

E
(2)
0 =

occ∑

a<b

unocc∑

r<s

(〈ab|rs〉 − 〈ab|sr〉)
εa + εb − εr − εs

(3.37)

Since the two electron integrals are zero for a = b and r = s and because the result is invariant

with respect to an interchange of ab and rs when real orbitals are used, the restriction in the

summation can be dropped and the expression becomes [108]

E
(2)
0 = E(MP2) =

1
2

∑

abrs

〈ab|rs〉〈rs|ab〉

εa + εb − εr − εs

−
1
2

∑

abrs

〈ab|rs〉〈rs|ba〉

εa + εb − εr − εs

(3.38)

From eq. (3.38) it can be seen that MP2 improves the HF energy by including the energetic effect

of a simultaneous excitation of two electrons.

MP2 theory is not variational, thus, the calculated energy may be lower than true ground state

energy. This, however, is rarely a problem. But instead, MP theory is size-consistent at any order

which is generally more important for practical application.

Due to its reasonable computational cost and the availability of highly efficient implementations

(with which the formal scaling can be reduced to O(N2), MP2 has become one of the workhorses

of modern computational chemistry for the computation of structures, energies and other ground

state properties. Commonly, the so-called resolution of the identity (RI) approximation [136,137] is

applied to the MP2 correlation integrals to reduce the computation time and memory demands.

The idea of the RI approximation is to express the correlation integrals in a so-called auxiliary or
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fitting basis set.

3.5.2 Coupled Cluster Theory

The second-order approximate coupled cluster singles and doubles (CC2) [138] method is an

approximate version of the well-known coupled cluster singles and doubles (CCSD) method, a

truncated coupled cluster method including single and double excitations. The key point of the

CC2 approach is that the singles equations which do not affect the energy to first oder (but to

second) are retained in their original form; whereas the doubles equations are retained only to first

order. CC2 theory can be employed to treat both ground and excited states. For the generalization

to excited states, usually, either the equation of motion (EOM) [139–141] or the linear response

(LR) [141–143] formalism, are invoked. Using the LR formalism results in the LR-CC2 method

which is discussed in subsection 3.6.2.

This section aims to briefly introduce the key concepts of coupled cluster (CC) theory. [144–146] A

complete mathematical derivation and detailed discussion of CC theory and its variants would

exceed the scope of this thesis. For more details, the reader is referred to the review articles by R.

J. Bartlett [147] and Crawford and Schäfer [148].

The central tenet of CC theory is the exponential expansion of the exact wave function Ψ:

|Ψ〉 = eT̂|ΦHF〉 (3.39a)

= (1 + T̂ +
T̂2

2!
+

T̂3

3!
+ · · · )|ΦHF〉

where, again, the HF determinant |ΦHF〉 serves as reference function. T̂ is the so-called cluster

operator. By using this ansatz, the wave function is always (at each truncation level) product

separable and the energies are thus size extensive. The cluster operator T̂ in eq. (3.39a) has the

form:

T̂ = T̂1 + T̂2 + T̂3 + · · · + T̂Nelec
. (3.40)

The various T̂i operators generate all possible excited determinants, weighted by the correspond-

ing cluster amplitudes trs...
ab...

, by simultaneously exciting i electrons from occupied to unoccupied

orbitals. T̂1, for instance, generates singly excited determinants weighted by tr
a and T̂2 generates
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doubly excited determinants weighed by trs
ab

. These two operators can be defined as [148]:

T̂1|Φ
HF〉 =

∑

a

∑

r

tr
a|Φ

r
a〉 (3.41a)

T̂2|Φ
HF〉 =

1
4

∑

ab

∑

rs

trs
ab|Φ

rs
ab〉 (3.41b)

Clearly, by operating on the HF determinant with T̂ all possible excited determinants would be

included in eq. (3.39a) and the wave function would be exact, and thus the exact energy within a

given one-particle basis would be obtained. In configuration interaction (CI) theory, which is

discussed further below, this is called ‘full CI’.

In practice, however, T̂ is truncated at specific excitation levels resulting in a hierarchy of CC

models. When only T̂1 and T̂2 are kept, the cluster operator reduces to T̂ = T̂1 + T̂2 and the

aforementioned CCSD method is obtained. The advantage of the CCSD approximation is that

it only lacks T̂4 and T̂3T̂1 contributions to be complete through fourth-order of perturbation

theory. Important higher-order excitations, in particular the quadruple-excitations are still quite

accurately reproduced in CCSD. This is because the most important contribution to the quadruple-

excitations are the T̂2
2 disconnected terms and those are included in the CCSD wave function.

Thus, this truncation is a very reasonable approximation yielding very accurate energies. [149]

It is noteworthy here, that the T̂2 operator makes a direct contribution to the total energy, whereas

the T̂1 operator does not contribute to first-order to the energy due to Brillouin’s theorem, but

allows the MOs to relax from their HF reference form i.e., it accounts for orbital relaxations.

Due to the exponential ansatz, the CC amplitude equations eq. (3.43) cannot be conveniently

solved in a variational approach. The reason for this is that due to the exponential ansatz of eq.

(3.39a) the expectation value of the Hamiltonian would not truncate before the Nelec electron

limit, even when the cluster operator T̂ is truncated. This results in a computational effort similar

to the one of full CI. Consequently, instead of solving the CC amplitude equations variationally,

the so-called projection method is used. This means that the CC wave function eq. (3.39a) is

inserted into the Schrödinger equation and multiplied by e−T̂ from the left to give the Schrödinger

equation eq. (3.42a) of the so-called similarity transformed (non-Hermitian) Hamiltonian H̄
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(3.42b).

H̄|ΦHF〉 = E|ΦHF〉 (3.42a)

with

H̄ = e−THeT (3.42b)

where intermediate normalization 〈ΦHF|Ψ〉 = 1 is assumed. By projecting the Schrödinger

equation (3.42a) onto |ΦHF〉 and the excited determinants, expressions for the cluster amplitudes

are obtained. Projection against all singles and doubles configurations, for instance, provides the

amplitude equations (3.43) for tr
a and trs

ab
, respectively, which can be written as:

0 = 〈Φr
a|H̄|Φ

HF〉 (3.43a)

0 = 〈Φrs
ab|H̄|Φ

HF〉 . (3.43b)

Once the amplitudes are determined they can be used to compute the energy.

As mentioned before, CC methods are non-variational. However, they are size-consistent just

like MP theory, which is one of the major advantages of CC and MP theory over CI.

Since the CCSD method is still very demanding in terms of computational costs and its formal

scaling of O(N6) (with N being the number of basis functions), further approximate CC methods

were developed. The most widely used one is CC2. The CC2 energy is correct to second-order

of perturbation theory. For CC2 gradients and (numerical) Hessians are available for geometry

optimizations and frequency analyses. CC2 scales formally as O(N5) [138], hence, slightly less

favorable than MP2. Both ground state energies and equilibrium geometries obtained at CC2

level of theory are of comparable accuracy to those obtained using MP2. [138,149–152] In general

both CC2 and MP2 methods outperform ground state DFT methods concerning energies. In

practice commonly CC2 calculations, like MP2 ones, employ the RI [136,153] approximation to

increase the efficiency of CC2.

3.6 EXCITED STATE METHODS

In this chapter a selection of ab initio excited state methods applied within the framework of

this thesis are presented and discussed. In general, excited state methods are used to compute
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geometries, energies and other properties of electronically excited states which are needed to

investigate photochemical reactions. With respect to this, the computation of vertical excitation

energies and oscillator strengths is of particular interest because they are needed to simulate

absorption and emission spectra. Similar to ground state approaches, the description of dynamic

electron correlation is also a central problem in the excited state methodology. For comparison

with experimental data, e.g., absorption and emission spectra, the accuracy of the methods has to

be sufficiently high.

I will start with one of the simplest and also most inaccurate wave function based excited

state approach, namely configuration interaction singles (CIS). After this, linear response CC2

and linear response time-dependent density functional theory (LR-TDDFT) are presented and

discussed.

3.6.1 Configuration Interaction Singles

Configuration interaction singles (CIS) can be considered as the excited state corollary of the

ground state HF method. Thus, it similarly neglects electron correlation effects. It is a very simple

and computationally efficient method which is why it is often used for excited state studies of

large molecules (> 70 atoms). Moreover, due to the variational nature of the employed CI wave

function, gradients are available such that excited state geometry optimizations and frequency

analyses can be performed at comparably low cost.

A major drawback of the CIS method is its poor performance concerning the computation of

vertical excitation energies which mainly originates from the neglect of electron correlation. It

was found that excitation energies are overestimated by up to 2 eV. [154,155] However, in contrast

to conventional TDDFT, it yields reliable results for charge transfer transitions.

CIS is based on the well-known variational configuration interaction (CI) approach for the

treatment of electron correlation. CI, analogues to MP and CC theory, is usually also based

on the HF reference function |ΦHF〉. In CI the exact wave function Ψ method is formed as a

linear combination of several Slater determinants. In the expansion |ΦHF〉 appears as leading

term. Since the HF determinant is obtained by variational optimization, it is the best single slater

determinant describing the wave function. Hence, its coefficient is by far the largest in the CI

expansion (3.44). Like in CC theory the different excited determinants Φrs...
ab...

included in the

expansion are formed by exciting electrons from occupied orbitals a,b,. . . to unoccupied orbitals
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r, s, . . . .The CI wave function is given as:

Ψ = c0Φ
HF +

occ∑

a

unocc∑

r

cr
aΦ

r
a +

occ∑

a<b

unooc∑

r<s

crs
abΦ

rs
ab + · · · . (3.44)

CI, if not truncated, is named full CI which, within the choice of basis set, is one of the

most accurate methods for solving the Schrödinger equation available. Full CI within the

BO approximation and a reasonable infinite basis set provides an exact solution to the time-

independent electronic Schrödinger equation. However, due to its extremely high computational

cost and its factorial scaling (with system size), full CI is unfeasible for all but the smallest

systems. This is the reason why in practical calculations the linear expansion is typically truncated

after a given number of excitations such as in CC theory. While full CI is size consistent, the

truncated CI methods (except CIS) are not. The exception for CIS will be discussed in more

detail further below.

The aim of the CI approach is to find the expansion coefficients crs...
ab...

for each excited determinant

which is included in the expansion (3.44). This is achieved by solution of the CI secular equation

which is equivalent to diagonalizing the Hamiltonian (also called CI) matrix eq. (3.45) (i.e. the

matrix collecting the matrix elements between the different Slater determinants)

Hmn = 〈Φm|H|Φn〉 (3.45)

with Φ0 = Φ
HF. The coefficients can then be determined from the eigenvectors and the energies

(eigenvalues) from the roots. For this purpose the various matrix elements eq. (3.45) have to be

evaluated. This in turn is achieved by exploiting some very useful rules named Slater-Condon

rules [108] which significantly reduce the complexity of the mathematical problem. Since H

contains only one and two electron operators, if two excited state configurations differ in their

occupied orbitals by three or more orbitals the corresponding matrix element will be zero (due to

occurrence of orthogonal HF orbitals). The same holds for the remaining cases of configurations

differing by two, one and zero orbitals. These rules, e.g. dictate that the matrix element between

the HF determinant and a singly excited determinant

H0n = 〈Φ
HF|H|Φr

a〉 = 〈φr | f (i)|φa〉 (3.46)

is equal to the product εaδar. To be singly excited, r must not be equal to a, thus, this matrix

element is zero and thus all matrix elements between the HF determinant and singly excited
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determinants are zero. This result for the Slater-Condon rules for the case of the HF reference

determinant and a singly excited determinant is known as Brillouin’s theorem [135]. Consequently,

both Slater-Condon rules and Brillouin’s theorem ensure that the CI matrix is reasonably sparse

and thus more easy to handle.

As already mentioned before, the CI expansion eq. (3.44) is typically truncated at a certain

excitation level. If only single configurations Φr
a are included, the CIS method is obtained. The

CIS matrix is block diagonal with one block corresponding to the HF energy H11 and the other

being the singles/singles block. Since, the HF block is already diagonal, only the singles block

has to be diagonalized.

Since singly excited determinants do not couple to the HF ground state due to Brillouin’s theorem,

the lowest energy root i.e., the ground state HF energy, is unaffected by inclusion of single

excitations. Thus, unlike full CI and truncated CI methods, CIS does not improve the HF energy

since it does not introduce any electron correlation. This is also the reason why CIS is not used

as a ground state method.

Diagonalization of the CIS matrix takes place only in the excited state space, hence, it pro-

vides eigenvalues and associated eigenvectors corresponding to excited state energies and wave

functions. The CIS wave function for an excited state k can be written as

Ψk =

occ∑

a

unocc∑

r

carkΦ
r
a (3.47)

To obtain excitation energies ωCIS, H is shifted with respect to the HF ground state energy

H = H−EHF
0 . This Hamiltonian is then called the shifted Hamiltonian, and the following secular

equation:

(A − ω)C = 0 (3.48)

has to be solved. In eq. (3.48) C is the matrix of the expansion coefficients, ω is the diagonal

matrix of the excitation energies and A is the matrix representation of the Hamiltonian in the

space of the singly excited determinants with elements given as

Aar,bs = (εs − εa)δabδrs + 〈ar||sb〉 . (3.49)

In practice, the eigenvalue equation (3.48) is solved by diagonalization using the Davidson

algorithm [156] which computes only the lowest eigenpairs (eigenvectors and eigenvalues).

While all other truncated CI methods suffer from size inconsistency, CIS is in fact size consistent
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(like full CI) due to Brillouin’s theorem. If the main target are excitation energies, the related

CIS(D) [157,158] (a doubles correction to CIS) method should be used. Based on perturbation

theory, CIS(D) introduces the effect of double excitations which are absent in CIS excited states.

Excitation energies obtained in this way are still size consistent.

3.6.2 Linear Response CC2

Linear response CC2 [138] is a powerful and widely used method for the computation of excited

state geometries and properties. It is the excited state extension of the ground state CC2 method

discussed before. One of the main advantages of this approach is that it does not require the

explicit calculation of an excited-state wave function for the computation of excitation energies

and other properties. Excitation energies are obtained as eigenvalues of the non-symmetric CC

Jacobian A matrix, the CC2 linear response function, which is defined as derivative of the vector

function with respect to the cluster amplitudes (the explicit form is given in refs. [138,150]). For

this purpose the eigenvalue equation

Abk = ωkbk (3.50)

has to be solved. In eq. (3.50) bk are the eigenvectors (or Cholesky vectors) [159] and the ωk

correspond to the excitation energy. In practice, this is achieved by employing both a modified

Davidson [153] and a simple DIIS [153,160] (Direct Inversion of the Iterative Subspace) algorithm.

Since A is non-symmetric, left and right eigenvectors are not simply each other’s adjoints and to

obtain excited-state properties such as oscillator strengths and electric dipole moments, the two

corresponding left and right eigenvalue problems have to be solved separately.

The typical error for vertical excitation energies at LR-CC2 level is of the order of 0.2-0.3 eV. For

LR-CC2 analytic gradients [161] are available as well, hence, geometry optimizations of excited

states are possible. Just as in ground state calculations, commonly, the RI approximation is

employed in LR-CC2 calculations. A major drawback of LR-CC2 is the restriction to rather

small molecules (< 40 atoms), particularly for geometry optimizations. Moreover, like all other

single reference methods, LR-CC2 breaks down in regions close to conical intersections.
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3.6.3 Algebraic Diagrammatic Construction Scheme

Besides LR-CC2 another very powerful and robust approach to compute excited state ener-

gies and properties is provided by the algebraic diagrammatic construction (ADC) scheme for

the polarization propagator [162–166]. Using Møller-Plesset perturbation theory, different ADC

schemes of different order n can be derived namely, ADC(1), ADC(2) and ADC(3). ADC(2),

the second-order scheme, for instance, is based on the MP2 ground state. ADC(2) is available

in two different variants: the strict ADC(2)-s and the extended ADC(2)-x variants. The latter

one is not used in this work and will thus not be discussed here. Among the three available

models, ADC(2)-s is the most commonly used one, which is most likely because it presents

a good compromise between computational effort and accuracy. Typically, the ending “-s" is

omitted and I will follow this convention in this work. While ADC(2) scales as O(N5), ADC(3)

scales as O(N6) and additionally requires huge amounts of memory and disk space. Moreover, it

provides a balanced description of the different excited states e.g. ππ∗, Rydberg, charge transfer

and doubly excited states.

Originally, the ADC scheme for the polarization propagator was derived from a diagrammatic

Green’s function (propagator) formalism. [162,163] However, a more convenient way to derive the

ADC equations, especially from a computational perspective, is via the so-called intermediate

state representation (ISR).

Intermediate State Representation

In the (algebraic) ISR reformulation the basic ADC secular matrix (see Fig. 3.5) is written as a

representation of the shifted HamiltonianH − E0 (where E0 is the exact ground state energy) in

terms of explicitly constructible states namely the intermediate states |Ψ̃I〉.

Firstly, based on the exact ground state |Ψ0〉, a set of correlated, precursor, excited states

|Ψ0
J〉 = ĈJ |Ψ0〉 (3.51)

is constructed, with ĈJ being excitation operators used to create different classes of excitations in

a way so that |Ψ0
J
〉 can be grouped into single, double, . . . excitations. The first class is named

particle-hole (p-h), the second two-particle-two-hole (2p-2h), etc.. [167] However, the |Ψ0
J
〉 states
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are not yet orthogonal to each other. Thus, at next, the precursor states |Ψ0
J
〉 are successively

orthogonalized with respect to the ground state Ψ0 (as the 0th-order class) and additionally with

respect to one another and each other excitation class, starting with the p-h class and continuing

with higher excitation classes. Eventually, the orthonormal basis of intermediate states |Ψ̃I〉 is

obtained. Those states are employed to construct the aforementioned matrix representation of the

shifted Hamiltonian

MIJ = 〈Ψ̃I |H − E0|Ψ̃J〉. (3.52)

The excitation energies ωn = En − E0 are eigenvalues of the Hermitian eigenvalue problem:

MX = Xω, with X†X = 1 (3.53)

for the ISR secular matrix M. Here, ω is the diagonal matrix of the eigenvalues and X is the

matrix of eigenvectors (corresponding to the transition vectors). Up to this point the formalism is

exact. However, since neither the exact ground state nor the exact ground state energy are known,

approximations have to be made.

By systematically truncating the configuration space and using a perturbation expansion for the

ISR matrix elements,

M =M(0) +M(1) +M(2) + · · · (3.54)

assuming the Møller-Plesset partitioningH = H0 + V the aforementioned hierarchy of approxi-

mation schemes ADC(1), ADC(2) and ADC(3) (see Fig. 3.5) is obtained. Using the nth order

MP theory results in the same nth order ADC equations. In practice, ADC excitation energies

are obtained by diagonalization of the corresponding ADC matrix M (see Fig. 3.5), like in CIS.

Transition moments (and thus oscillator strengths) can be computed from the eigenvectors. Since

building up the complete ADC matrix is quite cumbersome, usually only a few (of the lowest)

eigenvalues (ω) are computed using diagonalization procedures like the Davidson algorithm.

ADC methods are both size consistent and Hermitian. The beneficial unification of important

properties like size consistency, Hermiticity, fairly high accuracy and comparably low com-

putational cost makes particularly ADC(2) the method of choice for photochemical studies of

medium and large molecules (with up to 80 atoms, ≈ 500 basis functions). Like for MP2 and

CC2 calculations, the RI approximation can also be employed for ADC(2) calculations. All

ADC(2) results shown in this work have been obtained by using RI-ADC(2)-s.

In a benchmark study including 28 small to medium-sized organic molecules it was found that
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idea of TDDFT is to extend DFT to the treatment of time-dependent phenomena. Instead of

propagating the time-dependent Kohn-Sham wave function in time, like in real-time TDDFT [170],

in LR-TDDFT [170] excitation energies and oscillator strength are obtained from the linear time-

dependent response of the time-independent ground state density ρ0(r) to a time-dependent

external electric field.

The foundation of modern TDDFT lies in two theorems by E. Runge and E. K. U. Gross [171,172]

which provide the time-dependent generalization of the Hohenberg-Kohn theorems.

In short, the first RG theorem states that there is a one-to-one correspondence between the time-

dependent electron density ρ(r, t) evolving from a fixed initial state Ψ0 and the time-dependent

external potential Vext(r, t). Or in other words, it proves that ρ(r, t) is a unique functional of

Vext(r, t): Vext[ρ;Ψ0](r, t). This also means that the wave function Ψ(t) can be regarded as a

function of the density and the initial state and thus, that the expectation value of any Hermitian

operator Ô(t) is a unique functional of the density and initial state, analogous to the time-

independent case. This theorem also implies that if the density of a system is known, the external

potential can be obtained and with the external potential in hand the time-dependent Schrödinger

equation can be solved, yielding all properties of the system. It should be noted, that for the

original proof of this theorem two conditions are assumed to be fulfilled, namely that Vext(r, t)

can be represented as the electric potential due to a normalizable charge distribution and that it

has a time dependence that can be expressed as a Taylor series expansion in t about t = 0. Thus,

potentials that turn on adiabatically from t = −∞ are, strictly speaking, not covered by the RG

theorem, since they do not satisfy the latter requirement. Moreover, it should also be noted, that

even though the RG theorem proves the uniqueness of Vext(r, t) it does not prove its existence,

especially its existence for a non-interaction KS systems.

The second RG theorem presents a stationary action principle (the Euler equation eq. 3.55) in

analogy to the HK variational principle for the time-independent system by introducing the so-

called action integral (or action functional)Axc[ρ(r, t)]. Under appropriate boundary conditions

the variation of the action integral with respect to the density yields the exact density ρ(r, t).

δAxc[ρ]
δρ(r, t)

= 0 (3.55)

However, it turned out to be inadequate and was replaced later with a more appropriate action

formalism [173] by defining a new action functional. A detailed discussion including complete

proof of the relevant theorems of TDDFT can be found in the review articles by A. Dreuw et
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al. [154] and Casida et al. [174,175].

The difficulty in the formulation of a correct and conveniently applicable TDDFT formalism is

that in the time-dependent system, an initial-value problem, i.e., the time-dependent Schrödinger

equation:

i
∂

∂t
Ψ(r1, . . . , rN , t) = H(t)Ψ(r1, . . . , rN , t) (3.56)

has to be solved. In contrast to the stationary system, in which the (specific) ground state density

of a noninteracting system is used (this density ρ(r, t) is called noninteracting v-representable), it

is more difficult to find such a noninteracting v-representable density for a time-dependent system.

Or to put it differently, it is more difficult to prove the existence of a noninteracting system that

possesses the same ground state density ρ(r, t) as the interacting system.

One important step towards a solution of the so-called noninteracting v-representability problem

and towards the time-dependent extension of the ground state KS formalism was provided by R.

van Leeuwen [176,177]. Based on the fact that the initial state of the noninteracting system need not

be an eigenstate of the system, he showed that under certain mild restrictions on an initial state

with a right specified density and initial time derivative of the density, in a noninteracting system

with this initial state a unique time-dependent external potential Vext(r, t) exists that reproduces a

properly behaved density ρ(r, t) at all times. Additionally, assuming a linear response regime,

van Leeuwen proved the existence of a time-dependent Kohn-Sham scheme by proving the

invertibility of the density response function for perturbations from a non-degenerate ground state.

The huge advantage of this proof is that it circumvents the constraint of time analytic external

potentials.

In practical applications, most commonly instead of KS-TDDFT, the linear response approach is

used. Here, it is assumed that the system is perturbed by an external oscillating electric field with

the additional assumption that the amplitude of the electric field is small enough such that the

effects may be treated as a weak perturbation. Furthermore it is assumed that the perturbation is

turned on adiabatically (slowly).

In LR-TDDFT vertical excitation energies and oscillator strengths are obtained by solving the

following non-Hermitian eigenvalue equation also known as Casida’s equation:





A B

B∗ A∗









X

Y




= ω





1 0

0 −1









X

Y




(3.57)
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With matrices X and Y corresponding to excitation and “de-excitation" amplitudes and matrix

elements Aia, jb and Bia, jb are given by:

Aia, jb = δi jδab(εa − εi) + 〈i j|ab〉 + 〈i j| fxc|ab〉 (3.58a)

Bia, jb = 〈ib|a j〉 + 〈ib| fxc|a j〉 (3.58b)

with fxc being the so-called xc kernel eq. (3.60) which is the main ingredient of LR-TDDFT.

Such as in DFT, in practice approximations are made for fxc as well. The LR approach has

the advantage over the “original" KS-TDDFT method that solution of the time-dependent KS

equations can be avoided. A further approximation which is usually made in conventional TDDFT

is the so-called adiabatic approximation [175,178] eq. (3.59) (a local approximation in time). It

assumes that the xc-potential Vxc changes instantaneously when the electron density is changed.

This, however, also means that retardation effects and also the dependence on the history of the

density are neglected.

Vxc =
δAxc[ρ]
δρ(r, t)

adiabatic approximation
−−−−−−−−−−−−−−−−−→ Vxc =

δExc[ρ(r, t)]
δρ(r, t)

∣
∣
∣
∣
∣
ρ=ρ(r,t)

(3.59)

Although, at first sight, the adiabatic approximation appears to be a rather crude approximation, it

also brings with it a huge advantage, namely that all ground state time-independent xc-functionals

can also be used in TDDFT calculations.

Often, in LR-TDDFT calculations in addition to the adiabatic approximation the so-called

adiabatic local density approximation (ALDA) to the xc-kernel fxc is employed. This means that

fxc is assumed to be time-independent (and its Fourier transform to be frequency independent),

meaning fxc is local in space and time and takes the form:

fxc[ρ](r, t) =
δExc[ρ]

δρ(r)δρ(r′)
(3.60)

When hybrid xc functionals are used the matrix elements Aia, jb and Bia, jb have to be slightly

adjusted, whereas, the eigenvalue problem eq. (3.57) remains the same. In the canonical basis,

Aia, jb and Bia, jb can be written as:

Aia, jb = δi jδab(εa − εi) + 〈i j|ab〉 − cHF〈ia| jb〉 + (1 − cHF)〈i j| fxc|ab〉 (3.61a)

Bia, jb = 〈ib|a j〉 − cHF〈ia|b j〉 + (1 − cHF)〈ib| fxc|a j〉 (3.61b)
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with the coefficient cHF being a measure of the amount of exact HF exchange in the employed

hybrid functional. Neglecting matrix B leads to the so-called Tamm-Dancoff approximation

(TDA) [154].

Overall, TDDFT results for excitation energies tend to be fairly good but depend significantly

on the system and character of the excitation. The error for excitation energies of low-lying

valence excited states (e.g., ππ∗ and nπ∗) is typically small (≈ 0.1-0.5 eV) [154], when reasonably

large basis sets are employed e.g. triple-ζ sets), which is comparable with the error of high-level

correlated approaches. Errors for charge-transfer (CT) and Rydberg excitations, however, are

usually much larger. [154,169,179] Vertical excitation energies of CT states, for instance, are often

strongly underestimated and the PESs of CT states do not have the correct attractive 1
R

(Coulomb

potential) dependence along the charge-separation coordinate R, [179] even when hybrid function-

als like the popular B3LYP functional are employed.

3.6.4.1 Charge-Transfer Failure

The failures of TDDFT in the description of CT states [154,179,180] can be best understood by

analyzing the matrix elements of A eq. (3.61).

As mentioned above, in a typical CT state the involved occupied and unoccupied MOs do not

overlap (or overlap only weakly). Consequently, all terms containing products of such non-

overlapping orbitals i.e., the second and fourths term i.e., 〈i j|ab〉 and 〈i j| fxc|ab〉 corresponding to

the response of the Coulomb potential (having the appearance of an exchange term) and the xc

potential of the KS operator, respectively, vanish. The only terms of A which survive are the first

term containing the orbital energy difference and the third term cHF〈ia| jb〉 originating from the

non-local HF exchange part of the KS operator. This exchange term, however, can be much more

considered as a Coulomb term since the created “holes" (the positive charge in the CT state) in

the occupied orbitals and the electrons in the unoccupied orbitals attract one another. Thus, this

term is crucial for the correct 1
R

dependence of the PES of a CT state. Consequently, in the case

of pure (local) DFT functionals without the inclusion of non-local HF exchange, the xc potential

exhibits the wrong asymptotic behavior.

Moreover, since the terms of matrix B are all zero the excitation energy of a CT state in the case

when a pure local DFT functional is used is mainly determined by the orbital energy difference
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(εa − εi). Since the negative of the LUMO energy −εa in DFT is much larger than the true

electron affinity (EA) (the KS orbital energies are evaluated by using the same KS potential for

all orbitals), (εa − εi) is usually a strong underestimation of the correct excitation energy. It is

assumed that this 1
R

failure for CT states can be viewed as a self-interaction error (SIE) similar to

the one present in ground state DFT. This interpretation becomes more evident if one analyses

the matrix elements eq. (3.61) for two cases namely once for TDHF for which the amount of

non-local HF exchange is 100% and cHF = 1 and once for pure TDDFT i.e., cHF = 0. [154] As

mentioned above, for CT states the vertical excitation energy is dominated by the orbital energy

difference εa − εi. εa contains the Coulomb interaction of orbital a with all occupied orbitals

of the ground states (including orbital i). But, orbital i is no longer occupied in the case of

a CT transition. Nevertheless, the Coulomb interaction 〈ai|ai〉 is contained within the energy

difference εa − εi which means that the electron in orbital a experience the Coulomb interaction

with itself still occupying orbital i. In hybrid TDDFT, however, this effect commonly named

electron-transfer self-interaction error is canceled by the Coulomb-like term cHF〈ia| jb〉 arising

from the “hole" electron attraction being 〈ia|ia〉. If, this term, however, is cHF〈ia| jb〉 this effect is

not exactly canceled.

These deficiencies can be significantly mitigated by either using hybrid functionals with large HF

exchange or range-separated functionals.

3.7 SPIN-FLIP APPROACH

In certain situations, e.g. bond breaking or cis-trans isomerization about a double bond strong

static correlation effects arise which result in a strong multireference character of the system.

In such situations, usually the systems intermediately adopt diradical character. According to

Salem [181] diradicals can be described as systems with two electrons occupying two (near)-

degenerate bonding and anti-bonding MOs. Due to this near degeneracy a conventional single-

reference approach based on a single Slater determinant as reference wave function is no longer

adequate. Only a multireference (or multideterminantal) approach that treats the important

determinants on an equal footing provides an appropriate 0th-order reference function for a

diradical. The spin-flip approach [182,183] provides one solution for such a “special" electronic

situation. Here, the ‘high-spin’ triplet configuration Ψ̃t
Ms=+1 (↑↑) (see Fig. 3.6) which is accurately

described by a single-reference wave function is used as the reference. The “problematic" target
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states, e.g. open shell singlet or triplet states are then obtained by so-called spin-flip excitations

as:

Ψ
s,t
Ms=0 = R̂Ms=−1Ψ̃

t
Ms=+1 (3.62)

The operator R̂Ms=−1 is an excitation operator that upon excitation flips the spin of an electron. In

the SF approach, all three singlet determinants (Ψs) and the Ms = 0 triplet determinant (Ψt) are

treated on an equal footing. A further great advantage of this method is that due to the recent

implementation of analytic derivative couplings [184] it can also be used to optimize conical inter-

sections involving the ground state and an excited state at comparably low computational costs

which alternatively is only possible by employing cost-intensive and complicated multireference

approaches. For this thesis the SF approach has been used in conjunction with CIS and TDDFT,

MS=+1 MS=0MS=-1

T S

S

ST

T

+
-

1

2

Ref

Figure 3.6: Schematic illustration of the electronic structure of a diradical. Six Slater determi-
nants that can be generated by distributing two electrons in two molecular orbitals (φ) are shown.
From these three singlet ΨS and three triplet states ΨT can be composed.

respectively.

3.8 SOLVATION EFFECTS

Commonly, theoretical photochemical studies are based on equilibrium geometries, energies and

other properties computed in vacuum. Often, these are already sufficiently accurate to obtain

a qualitativly correct picture of the studied reactions and processes. But why is it common to

assume gas phase conditions, even though most chemical and biochemical reactions take place in

solution?

The main reason for this is the unfavorable scaling of the computational effort for ab initio

electronic structure methods with respect to system size. In most cases, it is simply not feasible to

account for explicit solvation, i.e. to include a sufficient amount of explicit solvent molecules to
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embed the solute and to correctly recover the bulk solvent effects and all possible intermolecular

interactions. [185]

However, since, in fact, solvation changes the solute’s electronic structure and thus also any

property that depends on it (e.g., electric dipole moments) it can become very important, if not

even necessary, to account for solvation effects. This is particularly relevant for the study of

biochemical or catalytic reactions, solvatochromic effects and for a realistic comparison with

experimental data which are often obtained in solution.

3.8.1 Continuum Solvation Models

One computationally very convenient and well-established approach for inclusion of approximate

solvent effects are implicit continuum solvation models (CSMs). There are several different

models which are closely related to another. Two very popular and widely used versions are the

conductor-like screening model (COSMO) [186,187], initially derived by Klamt and Schüürmann

and the conductor-like polarizable continuum model (C-PCM) [186,188,189] by Cossi and Barone.

I mention these two models here since they are the ones I use for the photochemical studies

presented in chapters 4-9 of this thesis. Their general ideas, basic concepts, advantages, and

limitations are briefly presented in the subsequent paragraph. The focus of this work lies on the

application of quantum chemical methods to study photochemical reactions of molecules and sol-

vent effects on molecular properties and such reactions. Thus, I refrain here from a mathematical

derivation and detailed discussion of the solvent models. Mathematical and technical details and

a comprehensive discussion of continuum solvation models can be found in the review papers by

Tomasi, Menucci and Cammi [190] and Cramer and Truhlar [191].

In short, the basic idea of CSMs is to approximate the solute-solvent interactions as electrostatic

interactions of a molecule with an isotropic environment. With this, the solvent itself is only

described by macroscopic properties.

The great advantages of implicit CSMs are their comparably low computational costs, straight-

forward application and efficiency, which are most likely also responsible for their widespread

use. By using CSMs one circumvents the partially very time-consuming computation of the large

number of possible energetically close-lying local minima arising from small variations in the

solvent structure, which often exhibits a poor convergence behavior. A significant limitation,

however, is that they mainly account for electrostatic solute-solvent interactions. Thus, one can
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expect them to be suitable for use only if other interactions like hydrogen-bonding and hydropho-

bic interactions and cavitation, dispersion and viscosity effects are negligibly small. Nevertheless,

even though CSMs are based on many approximations, they usually provide a reasonable estimate

of the influence of a solvent in a single calculation at comparably low computational costs.

CSMs compute the electrostatic component Gelec eq. (3.63) of the free energy of solvation G

which refers to the change in free energy for a molecule leaving the gas phase and entering a

condensed phase. [99]

Gelec = 〈Ψ|Ĥ
0|Ψ〉 +

1
2
〈Ψ|V̂ |Ψ〉 (3.63)

Where Ĥ0 is the solute Hamiltonian in vacuum and the operator V̂ (sometimes also named

R̂) accounts for the electrostatic solute-solvent interaction and depends on the solute electron

density. The second term in the expression of Gelec arises because one must account for the

work associated with polarizing the solvent which amounts to half of the electrostatic interaction

energy. Gelec is obtained by solving an electrostatic problem, the Poisson equation, nested within

a quantum chemical framework.

The main idea of CSMs is to mimic the solvent as a continuous, homogeneous, isotropic medium

at thermal equilibrium characterized by a dielectric constant (ǫ) having properties consistent with

those of the solvent itself. In the original mathematical formulation of the electrostatic problem

within the polarizable continuum model (PCM) [192] by Miertuš and coworkers the medium is

modeled as a dielectric characterized by ǫ (a finite value > 1). In this case, a set of dielectric

boundary conditions have to be considered.

On the contrary, in the COSMO and C-PCM models, the medium is modeled as a conductor

by defining ǫ = ∞, rather than as a dielectric medium, circumventing the exact dielectric

boundary conditions of the electrostatic problem. In this way, the mathematical formulation

of the electrostatic problem is much simpler. Corrections for dielectric behavior are made a

posteriori by introducing a scaling function ( fǫ). [190,191]

An essential concept in all CSMs is the cavity that is embedded in the continuous medium. Its

construction is non-trivial and often critical for the accuracy of the CSMs. Several different

construction schemes exist for the cavity, resulting in different versions of CSMs. The cavity

contains within its boundaries the largest possible part of the solute charge distribution (ρ(r)) (with

r ∈ R3). Commonly the exact electron density is used. In C-PCM and COSMO the molecular

surface representing the solute-solvent boundary has molecular shape instead of simply spherical.

It is constructed as an interlocked superposition of atomic spheres with radii close to the van der
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Waals values centered on the atoms of the solute to reproduce its shape as best as possible. Those

radii are then scaled by a factor of 1.1, 1.2 or 1.3, depending on the implementation of the model.

Different values for both scaling factor and radii can be chosen. The choice can strongly affect

the computational results. The most widely used set of radii is that defined by Bondi [193].

The electrostatic Problem

The physics of the electrostatic problem can be imagined as follows. First of all, it is assumed

that the solute has an electric moment and that the equilibrium electrostatic interaction with the

solvent is negative, meaning attractive. To keep it mathematically simple only dipole moments

are considered. It is further assumed that when the solute is brought into the solvent, the solvent

molecules reorient (are polarized) such that averaged over thermal fluctuations, their own dipole

moments oppose that of the solute. The net orientation (polarization) induced by introducing the

solute in the solvent results in an electric field, the reaction field (φ(r)).

Since, in conductor-like continuum models the medium is assumed to be conducting (ǫ = ∞)

the solvent reaction field is represented by a surface charge density or apparent surface charges

(ASC) (σ(s)) (with si being points on the cavity surface Γ) which develops on the conductor

surface in contact with the solute i.e., on the boundary. Calculation of the surface charge density

is approached through discretization of the surface into small elements of known area (ai ⊂ Γ)

and calculation of Gaussian-blurred point charges (qi) located at the center of each surface

element. [194] In practice, a term that is central to all CSMs namely the reaction field or response

operator (V̂ or R̂), accounting for the electrostatic interaction of the solute electron density with

the ASC, is added to the solute Hamiltonian (see eq. (3.63)). This is realized in a way such that

the solutes polarity increases proportional to its polarizability and the strength of the external field,

hence, that its dipole moment increases. In response, the solvent itself polarizes and increases its

own orientation to oppose the dipole moment of the solute and so on. Since it is assumed that

the response of the medium to the introduction of the solute charge density is linear, it can be

expressed in terms of the Poisson equation:

∇2φ(r) = −
4πρ(r)
ǫ

(3.64)

The solute charge density ρ(r) is inside the cavity, the induced reaction field φ(r), however, is on

the cavity surface. Consequently two regions, one inside and one outside the cavity have to be
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considered. Thus, the Poisson equation takes the form:

∇ǫ∇φ(r) = −4πρ(r) (3.65)

To solve eq (3.65) within a quantum chemical framework, usually the potential φ(r) is rewritten

as a sum of two terms: the potential produced by the solute charge density in vacuum and the

potential induced by the ASC, which is only due to the presence of the conducting continuum.

The Poisson equation (3.65) is reformulated to yield a set of linear equations of the form:

Kq = Rv (3.66)

The ASC qi are computed from the values vi of the solute’s electrostatic potential containing both

electronic and the nuclear part. The matrix K contains the Coulomb interaction between the ASC

and R consists of the product − fǫ1 [194]. In conductor like models K consists only of the matrix

S with matrix elements S i j =
1

|si−s j |
, for i , j, since then the product S i jq j is the electrostatic

potential due to q j and the diagonal elements S ii = 1.06
(

4π
ai

) 1
2 .

COSMO and C-PCM implementations differ in the scaling function fǫ . This is the main difference

between the two models. fǫ has the form ( ǫ−1
ǫ

) in C-PCM in compliance with Gauss’s law [195]

while in COSMO it has the dipole-form ( ǫ−1
ǫ+0.5 ) based on the Kirkwood-Onsager model [196,197]

for the solvation energy.

There are different approaches to consider solvent effects within a CSM framework depending on

the process investigated. The ones I will discuss in the following subsections are the nonequilib-

rium and equilibrium approach which can be combined with the so-called linear response (LR)

and state specific (SS) approaches. If the solute is in its electronic ground state the interaction

of the ground state electron density with the ASC has to described. This can either be achieved

by means of a simple single point SCF calculation or by performing a geometry optimization.

In the latter case the interaction between the ground state electron density of the solute with the

reaction field of the solvent is computed for every new geometry in a separate SCF calculation.

If, however, the aim is to compute solvatochromic shifts or to investigate solvent effects on excited

state properties further effects have to be taken into account. Upon photoexcitation the electron

density of the solute undergoes an instantaneous change. This change in the electronic charge

distribution induces a polarization of the solvent molecules, which in turn instantaneously adjust

to the new electron distribution in the solute resulting in a mutual interaction. This so-called
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electronic polarization of the solvent is very fast, on the fs time scale.

On a slower time scale, both the solute molecule and the solvent molecules relax geometrically.

This geometric relaxation induced by interactions between permanent dipoles of solute and

solvent molecules results in a so-called orientational polarization of the solvent. Since these

two components of solute-solvent interactions occur on very different time scales, they can be

considered separately. Thus, in a CSM calculation, solvent effects can be considered by either

taking account only the electronic polarization component or both components.

3.8.2 Ground State Equilibrium Solvation

In the most simplest case, the free energy of solvation Gelec for the ground state is obtained in

a single-point calculation by solving non-linear HF or the equivalent KS equations (3.67) in a

procedure named self-consistent reaction field (SCRF).

F′C′ = E′SC′ (3.67)

This procedure is formally equal to the usual HF and KS SCF for isolated molecules with

the difference that the equation contains the modified Fock matrix F′ which includes different

solvent related terms. Explicit expressions of these terms can be found in ref. [198] During a

SCRF calculation the solute’s wave function and its reaction field are iterated to self-consistency.

This approach ensures a variational optimization of both the MOs (either HF or KS orbitals)

and the ASC. Hence, the polarized MOs contain the interaction with the ASC in the form of

orbital energies and thus, every post-HF method necessarily include the interaction with the

equilibrated ground-state solvent field. The ground state SCRF procedure is very important since

every calculation of vertical excitation energies in solution needs a converged HF or KS SRCF

calculation.

For the ground state gradients for geometry optimizations are available for COSMO and C-PCM

implementations when HF, DFT or MP2 methods are used. Depending on the implementation

empirical corrections for non-electrostatic effects like dispersion, cavitation and exchange repul-

sion can be included optionally.
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Concerning the accuracy of ground state equilibrium CSMs it has been found that when non-

electrostatic contributions are included, CSMs are capable of providing free energies of sol-

vation with a reasonable accuracy of a few kcal
mol

for small- to medium-sized (< 50 atoms)

molecules. [199–202].

3.8.3 Considerations for Excited States

As mentioned above, investigation of solvatochromism or solvent effects on excited state proper-

ties requires consideration of two limit time regimes of solvation: nonequilibrium and equilibrium.

The former one being suited to describe “fast” solvation effects and the latter one being suited

to describe “slow” solvation effects. For studying solvatochromic effects on absorption and

emission, a nonequilibrium treatment is necessary. This is because these processes are ultrafast

(vertical) processes (occurring on a sub-fs time scale) and much faster than the solvent relaxation

time, typically being in the order of sub-ps to ps. Hence, the solvent molecules can be regarded

as frozen in place during absorption and emission.

Two well-established formalisms for the description of solvent effects in the excited state are

available: State specific (SS) and linear response (LR). It should be noted, that both can be used

for ground state calculations as well. In the LR approach [203–205], solvation effects are considered

as a coupling between a pair of transitions mediated by the solvent molecules. Excitation energies

for a whole set of excited states are computed in a single step calculation by diagonalization

of the response matrix. This makes the LR approach very fast, efficient and computationally

inexpensive, especially when used in combination with TDDFT which is often the case. For

the LR approach within the TDDFT framework gradients are available such that excited state

geometry optimizations in solution can be performed [189,206]. A severe drawback of the LR

approach is that the mutual relaxation between the solute’s electronic density and the reaction

field is completely neglected. Concerning the accuracy, it was found that it provides reasonably

accurate results for solvatochromic effects on absorption spectra, especially for excitations in-

volving bright states characterized by a large transition dipole moment but is rather unsuitable

for studying solvatochromic effects on emission spectra. [174,207–212] Particularly in the case of

CT excitations, which involve large changes in the solute’s charge distribution, the LR approach

was found to be unsuitable especially when combined with TDDFT [212–214]. To ameliorate these

shortcomings corrected versions like the cLR method [215] or the ptSS formalism [216,217] have
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been developed.

The state specific (SS) formalism [215,218–224] has a long history starting from the pioneering

paper by Yomosa in 1974 [218]. It computes solvation effects individually for a specific state

of interest. In contrast to the LR approach which uses the transition density of the solute to

describe the solute- solvent interactions, the SS approach uses the difference density to compute

the solvent response. Since the SS formalism employs the excited states density, it correctly

takes into account the variation of the solute-solvent interaction accompanying the change in

the electronic density due to the excitation. Its big advantage over the LR approach is that it

accounts for equilibrium effects since the electronic part of the solvent response is equilibrated

with the electron density of the solute excited state of interest. Hence, in the case of an excited

state calculation, not only the equilibrium free energy of solvation is obtained for the excited

state of interest, but also its wave function, self-consistently equilibrated with the ASC. Since

each excited state is treated separately, the SS approach is well-suited to study solvatochromic

effects on emission energies and solvent effects on CT state energies and properties.

One of the most popular and widely used approaches for studying solvatochromic effects on

absorption spectra is nonequilibrium LR-PCM/LR-TDDFT. An alternative is provided by the

recent perturbation-theoretical state specific (ptSS)-PCM approach which is implemented within

the ADC formalism [217]. Two very powerful methods to study solvatochromic effects on emission

spectra are given by the recent ADC(2)/SS-PCM [217] and ADC(2)/SS-COSMO [224] approaches

which only differ slightly in their implementations.

A general ansatz to describe nonequilibrium solvation is to explicitly separate response properties

of the solvent, i.e., the bulk dielectric response, into slow and fast components. [225–228] For the

fast ’optical’ component it is assumed that it relaxes at the same speed as electronic motions,

hence, is always equilibrated with the solute. The slow ’orientational’ or ’nuclear’ component is

assumed to remain fixed during vertical excitation since it relaxes on the time scale of nuclear

and molecular motions. For the two different regimes of the response two different dielectric

constants are defined. If the frequency of the external field is very small (static regime) it is

assumed that the apparent surface charges are always completely equilibrated to the field such

that the response is well described by the static dielectric constant ǫ. However, if the external

field oscillates at high frequencies, i.e., optical frequencies, it is assumed that only the electronic

polarization is fast enough to remain in equilibrium with the external field (electronic regime)

and the response is determined by a so-called optical dielectric constant which is defined as
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ǫoptical = n2.

In general, as already described above, the solvent response is described by means of ASC. Once

the ASC are computed they are used to correct the solute’s Hamiltonian. There exists various

partition schemes the most commonly used ones being the Pekar [227,229] and the Marcus [225,230]

partition which do in practice yield identical result. The more recent scheme by Cossi and

Barone [228] valid for all CSM versions, yields:

q f =

(

n2 − 1
ǫ − 1

)

q (3.68)

qs =

(

ǫ − n2

ǫ − 1

)

q = q − q f (3.69)

This scheme is employed in the nonequilibrium approaches which are briefly discussed in the

following subsections.

The LR-C-PCM/TDDFT approach

The following short description of the general LR approach within the CSM formalism largely

follows the one given by Cammi and Mennucci [204] and Cossi and Barone [203]. In short, within

the LR-C-PCM/LR-TDDFT approach excitation energies and transition strengths are obtained as

poles and residues of a response function of the form:

〈〈B; A〉〉ω =





∇B

B∇




[Ω − ω∆]−1





∇A

A∇




(3.70)

Equation eq. (3.70) expresses the time-dependent change in the expectation value of an arbitrary

quantity B (e.g., the free energy) as the result of a time-dependent perturbation containing the

arbitrary operator A in terms of the linear response matrix [Ω − ω∆]−1.

As a starting point for the derivation of the final LR equation eq. (3.70) within the CSM framework
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serves the time-dependent Schrödinger equation containing an effective Hamiltonian:

He f fΨ = i~
∂Ψ

∂t
(3.71a)

with

He f f = H0 + H′(t) (3.71b)

with

H′(t) = c(t)A (3.71c)

Here, H′(t) is the perturbation in which c(t) can be considered as the (real) “strength" and

A =
∑

i a′(i) is a “fixed" one-electron operator determining the shape of the perturbation; for an

external electric field, for instance it would take the form H′(t) = µE0(e−iω+ǫt + eiω+ǫt) with µ

representing the electric dipole operator and eǫt being a convergence factor. The Schrödinger

equation eq. (3.71a) can be solved variationally by exploiting Frenkel’s variational principle [231].

The time-dependent changes of the variational parameter are obtained by using the Frenkel

theorem [231] thereby using the gradient and Hessian components, (∇G)0, (∇G∇)0, (∇∇G)0 of the

nonequilibrium free energy functional G(p) and solution of

(∇G)0 + (∇∇G)0d∗ + (∇G∇)0d = i~(∇Q∇)0ḋ (3.72)

evaluated around the stationary point p0. Thereby, the linear response of d is obtained by

considering in eq. (3.72) only first order terms in the time-dependent perturbation. Assuming

that H′(t) is introduced at t = −∞ and the initial conditions are p = p0, (∇G) = 0, the linear term

d′ (dropping the subscript 0) can be expressed as:

d′ =
1
2

(X′e−iωt + Y′eiωt) (3.73)
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X′ and Y′ represent perturbation densities and are obtained as solutions from a set of linear

equations:





∇A

A∇




+ [Ω − ω∆]





X′

Y′




= 0 (3.74a)

with

Ω − ω∆ =





∇G∇ ∇∇G

G∇∇ ∇G∇∗




− ω





V 0

0 −V




,

and

V = ∇Q∇

(A∇) j =
〈Ψ|A| ∂Ψ

∂p j
〉

〈Ψ|Ψ〉
, (∇A) j =

〈 ∂Ψ
∂p j
|A|Ψ〉

〈Ψ|Ψ〉

Finally, the general form of the above mentioned linear response function eq. (3.70) can be

deduced by solving the generalized eigenvalue problem:





∇G∇ ∇∇G

G∇∇ ∇G∇∗









X

Y




= ω





V 0

0 −V









X

Y




(3.75)

where the vectors |X,Y〉 represent the frequency dependent linear response of the electron density

in the basis of the unperturbed molecular orbitals, which allows to convert the linear response

matrix [Ω − ω∆]−1 into a spectral form:

[Ω − ω∆]−1 =
∑

ωp





1
ω − ωp





Xp

Yp





(

X†pY†p
)

−
1

ω + ωp





X∗p

Y∗p





(

X∗†p Y∗†p
)




(3.76)

from which the general expression of the linear response function eq. (3.70) just follows.

This formalism can easily be adapted to the LR-TDDFT method. In this case the starting point
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for the derivation of the final response equation eq. (3.80a) is the time-dependent KS equation:

[

h(r) + vext(r, t) +
∫

ρ(r′, t)
|r − r′|

dr′ + vxc[ρ](r, t) + vPCM(r, t)
]

ψi(r, t) = i~
∂ψi(r, t)
∂t

(3.77a)

with

vPCM[δρ](r) =
∫

Γ

∫

Γ

δφ(s′, ω)Q(ǫoptical; s′, s)
1

|s′ − r|
dsds′ (3.77b)

δφ(s′, ω) =
∫

R3

δρ(r′, ω)
|s′ − r′|

dr′ (3.77c)

where Q is the response operator or response matrix (in terms of finite charges) which acts on

the solute’s electrostatic potential at the point s′ to generate a point charge at point s: qI =

∑sur f elem

J
Q̃IJφJ (with QIJ =

1
2 (Q̃IJ + Q̃JI), since Q̃ can be symmetrized with respect to the

exchange of the surface elements). Here, the solute-solvent interaction is introduced by using

an effective KS operator F̂KS(r) = F̂ 0
KS

(r) + vPCM(r) which contains the solvent related PCM

operator vPCM[δρ](r). The variation of the density matrix δP(ω) (in the frequency domain) eq.

(3.78a, 3.78b) [203] is obtained by expanding the time-dependent KS equations to first order in

the perturbation vext, thereby exploiting the diagonal nature of the unperturbed KS operator and

dividing it into its particle-hole and hole-particle parts (which yields to a reduction by a factor of

2 in the dimension of the matrix equations which have to be solved). δP(ω) contains the variation

of the PCM operator vPCM[δρ](r) due to the sudden change in the electron density due to the

external perturbation, thereby taking into account that, due to the idempotency condition for the

density matrix P, the only nonzero elements in the expression for the time-dependent change of

the density δρ(r, ω) =
∑

st δPst(ω)ψs(r)ψt(r) (in terms of time-independent KS orbitals) are those

relating occupied and virtual 0th order orbitals (particle-hole and hole-particle blocks) which

allows for its division as: [203,232]

(εa − εi + ω)δPia +
∑

jb

Kia, jbδP jb +
∑

jb

Kia,b jδPb j = −δv
ext
ia (ω) , (3.78a)

(εa − εi + ω)δPai −
∑

jb

Kai,b jδPb j +
∑

jb

Kai, jbδP jb = −δv
ext
ai (ω) (3.78b)

When the solvent response is expressed in terms of finite point charges the coupling matrix

element (on a molecular orbital basis) has the form

Kst,uv = K0
st,uv +

sur f elem∑

IJ

φst(sI)QIJ(ǫoptical)φuv(sJ) (3.79)
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Where K0
st,uv is the coupling matrix element for the isolated solute. With all the relevant terms

defined, equations eq. (3.78a and 3.78b) can be rewritten to yield a more compact form:









A B

B∗ A∗




− ω





1 0

0 −1













δP

δP∗




= −





δv

δv∗




, (3.80a)

where

Aai,b j = δabδi j(εa − εi) + Kai,b j (3.80b)

and

Bai,b j = Kai, jb (3.80c)

Looking at the contributions of matrices A and B it can be seen that the only difference between the

gas phase LR-TDDFT method and the one within the CSM framework is that to both expressions

(3.80b and 3.80c), simply CSM-type potentials are added namely
∑sur f elem

IJ
φst(sI)QIJ(ǫoptical)φuv(sJ).

This also reveals the difference to the SS approach. The LR ansatz follows because the reaction

field, determined by solution of the SCF equations for the ground state interacts with the excited

state density but is not changed by it.

Eventually, equation 3.80a is transformed into a non-Hermitian eigenvalue problem which is

solved to obtain excitation energies.

SS-PCM and ptSS-PCM Approaches

In the following, I will give a brief description of the SS-PCM/ADC(2) method with a focus on

the basic working principle of this method. For the sake of compactness, only the most important

equations are given. Readers interested in the mathematical derivation and implementation are

referred to papers by Mewes et al. [216,217,233] and Lunkenheimer et al. [224]. The SS-PCM/ADC(2)

method by Mewes et al. [217] involves either two or three separate calculations. In the first one

the “initial" electrostatic potential V(r, s) and electron density of the excited state of interest (the

one which is equilibrated) are computed in a nonequilibrium ptSS calculation using the ground

state density as reference. The subsequent macro iteration, after convergence, yields the free

(eq. 3.81), total and emission energy of the excited state |i〉 in the frozen reaction field of the

equilibrated reference state |k〉. In case of an excited state calculation, which is addressed here,
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the excited state |i〉 equals the solvent-equilibrated (reference) state |k〉.

G
(eq)
k
= 〈k|Ĥvac +

1
2

R̂k|k〉 (3.81a)

with

R̂i =

∫

Γ

V̂(r, s)σi(s)ds (3.81b)

During the macro iteration ASC (represented by R̂) and energies are converged to self-consistency.

In the first step, the electrostatic potential of the reference excited state from the initial SCF

calculation is used to compute ASC which are separated into slow and fast components, the

operator R̂ is split into slow and fast components R̂ f and R̂s and used in the SCF calculation to

obtain a new set of polarized MOs for the subsequent ADC(2) calculation which provides an

updated excited state density. In the second step, the actual first iteration of the macro iteration,

the electrostatic potential from the previous calculation is used to compute new ASC which

are again separated and employed in the SCF performed in the frozen updated ASC. After this

SCF calculation again the polarized MOs are subjected to an ADC(2) calculation in which a

new excited state density is computed. This procedure usually takes about 4-8 iterations until

convergence is achieved.

Besides the total and emission energy of the solvent-equilibrated excited state, also energies and

wave functions of the other out-of-equilibrium states (e.g., ground state and other excited states)

are obtained in each iteration, however, treated in the nonequilibrium limit eq. (3.82).

E
Noneq(k)
i

= 〈i|Ĥvac + R̂
f+s

k
+ λ(R̂ f

i
− R̂

f

k
)|i〉 (3.82)

This is realized by employing the ptSS formalism which based on the perturbation-theoretical,

state-specific Hamiltonian (in the case of absorption k = 0 refers to the ground state) yields the

1st order correction to the energy:

E
(1)
i
= 〈i(0)|R̂

f

i
− R̂

f

k
)|i(0)〉 (3.83)

and the respective 1st order correction to the |0〉 → |i〉 excitation energy:

G
ptS S

i
= 〈i(0)|R̂

f

i
|i(0)〉 − 〈i(0)|R̂

f

0 |i
(0)〉 −

1
2

(

〈i(0)|R̂
f

i
|i(0)〉 − 〈0|R̂ f

0 |0〉
)

+
1
2

∫

Γ

(

σ
f

i
(s) − σ f

0(s)
)

Vσs
0
(s)ds

(3.84)
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where 〈i(0)| refers to the 0th order wave function of state |i〉 in the nonequilibrium limit and

is computed a posteriori using polarized ground state MOs. In the third calculation, a ptSS

(nonequilibrium) calculation which is commonly performed, but not necessary, the emission

energy of the equilibrated excited state (and excited state properties) and if requested transition

moments for excited-state absorption are computed.The emission energy is obtained as the

vertical excitation energy from the reference state which is the equilibrated excited state plus the

ptSS energy correction for the ground state obtained in the reaction field of the reference state. In

contrast to the SS-PCM/ADC(2) method described above, the SS-COSMO/ADC(2) method by

Lunkenheimer et al. [224] self-consistently include LR contributions into the ADC(2) equations

and uses relaxed densities instead of ISR derived ones. However, despite some differences in

these methods, it was found that they agree to within 0.1 eV. [217]

As already mentioned above, the ptSS scheme which was originally derived to compute solvent

corrected vertical excitation energies (corrected to 1st order in perturbation theory eq. (3.83),

compared to the ptSS scheme used in the SS approach contains a small modification. This

modification is introduced to correct for the following “deficiency". The ASC used in the ADC(2)

calculations are obtained for the HF ground state density and can be assumed to provide a

poorer description of the electrostatic potential of the solute than ASC obtained for the correlated

MP density and may lead to systematic errors in the excitation energies. This is the case, for

instance, if the total MP2 dipole moment is significantly smaller than the HF dipole moment,

which was observed for nitroaromatics [216]. Hence, additive corrections to both 0th order and

1st order excitation energy based on the MP2 ground state density are introduced which can,

advantageously, be computed a posteriori. In short, for the computation of all terms which

depend on the ASC of the ground state the MP densities are used. The respective approach is

therefore named ptSS(PTD). A detailed derivation and implementation of this approach are given

in the original paper by Mewes et al. [216] All vertical excitation energies presented in this work

which have been obtained at the ptSS-PCM/ADC(2) level of theory refer to ptSS(PTD) corrected

energies.

3.9 CHARACTERIZATION OF ELECTRONIC STATES

For the investigation of photochemical reactions and processes, molecular properties and structure-

reaction relationships a basic understanding of the electronic structure of the studied molecular
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systems is an essential prerequisite. In this context, it is very useful to characterize the involved

electronic states not only with respect to the energetics but also with regard to certain key

properties e.g. static dipole moments and especially their nature. A simple and “universal"

characterization and nomenclature has the additional advantage of facilitating collaborative

studies among experimentalists and theoreticians.

One very convenient and common way to achieve such a description is by analyzing molecular

orbitals (MOs). This makes sense since in particular the low-lying excited states which are of

major relevance for the photochemistry are usually well-described by a single or a few one-

electron transition(s) from an occupied to an unoccupied orbital e.g. HOMO → LUMO or

HOMO-1→ LUMO.

For this purpose, the MOs are typically characterized with respect to their character (bonding,

nonbonding or anti-bonding (the latter character is indicated by a “∗")), shape and properties as

σ, π, n or Rydberg orbitals. The σ notation indicates orbitals that are symmetric to rotation about

the line connecting the nuclei. The π notation indicates a change in sign of the wave function

with a 180◦ rotation about the bond axis. The notation ‘n’ for orbitals typically stands for lone

pair orbitals on either nitrogen, sulfur or oxygen atoms. Rydberg orbitals are by nature very

diffuse compared to valence orbitals and display little, if any, bonding or antibonding character.

Accordingly, excited states can be described as S(ππ∗), S(σπ∗), S(CT), T(nπ∗) etc. transitions.

Such a description has the great advantage that certain properties of the excited states which

depend on the character of the involved orbitals are implicitly contained like for instance that ππ∗

states are usually optically allowed ‘bright’ states and nπ∗ or CT are forbidden, ‘dark’ states.

Additionally, electronic states can also be described by analyzing so-called natural transition

orbitals (NTOs) which are constructed through a singular value decomposition of the transition

density matrix (TDM) [234]

Tia = 〈ψi|T̂ (r)|ψa〉 (3.85)

This matrix, however, cannot be directly diagonalized, since it is non-symmetric. For this reason,

a singular value decomposition is performed yielding the NTOs as eigenfunctions of the TDM.

D0I
|MO| = Udiag

( √

λ1,
√

λ2, . . .
)

VT (3.86)

where U and V are unitary matrices. U is used to generate the hole NTOs and V to generate the

particle NTOs. [234]
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The TDM couples the electronic ground state with a given excited state. NTOs are specific for

one-electron transitions and always come in pairs (a “particle" “hole" pair) sharing the same

eigenvalue which measures the fraction of electrons transferred.

Alternatively, so-called attachment and detachment densities can be analyzed which are obtained

by diagonalization of the difference density matrix ∆

∆ = PES − PGS (3.87)

where PES is the single electron density matrix of the excites states and PGS the corresponding

density matrix of the ground state. The detachment density can be seen as the part of the one-

electron ground state density that is removed upon excitation and the attachment density is the

rearrangement of this density.
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tation in the gas phase to the bright S2 (ππ∗) state, PBN relaxes on the S2 (ππ∗) state surface

until a conical intersection with the energetically close-lying forbidden (dark) S1 (LE) state is

reached. After passing this conical intersection, PBN further relaxes on the LE state surface

towards a minimum from which emission may occur. In polar solvents, in contrast, the polar

S3 (CT) state is strongly stabilized and an energy barrier along the twisting coordinate vanishes.

Consequently, population of the twisted intramolecular CT (TICT) state minimum becomes the

dominating decay process and red-shifted fluorescence occurs. Furthermore, this study shows

that TICT formation in PBN not only involves twisting about the central C-N single bond but

also a pyramidalization of the central carbon atom (the one connected to the nitrogen atom) of

the benzene ring.

4.1 MOTIVATION AND BACKGROUND

PBN (see Fig. 4.2) is a typical donor-acceptor (D/A) molecule for which dual fluorescence has

been observed. [82,236–238] As already mentioned in section Introduction, today there is a consen-

sus in the scientific community that dual fluorescence results from emission from a locally excited

(LE) state as well as from a polar intramolecular charge-transfer (ICT) state. Energy and intensity

of the anomalous fluorescence band thereby strongly depend on the solvents polarity and viscos-

ity. [239] Just like in DMABN, the prototype dual fluorescent molecule and PBN (see Fig. 4.2),

Figure 4.2: Structures of of 4-(Dimethylamino)benzonitrile (DMABN) (left), 4-(1H-pyrrol-1-
yl)benzonitrile (PBN) (right)

dual fluorescence was also found in many other small D/A systems e.g. phenyl pyrroles [240–242],

aryldisilanes [242,243] 4-(dimethylamino)benzoic acid methyl ester (DMABME) [244], stilbenes [84]

and certain hemithioindigo photoswitches [245].
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In PBN, pyrrol serves as the donor (D) and benzonitrile as the acceptor (A) group. PBN in

contrast to DMABN exhibits a higher electron density at the donor group due to the pyrrol ring

possessing six π-electrons. Thus, an even more efficient ICT can be expected.

If slightly twisted (idealized) PBN has C2 point group symmetry [246]. This group contains only

two symmetry operations: E the identity operation without any effect and a twofold symmetry

axis C2 (see Fig. 4.3). Both in the planar conformation and when D and A groups are twisted by

90◦ (and not tilted), PBN has C2v symmetry [246].

Even though numerous experimental studies of PBN in the gas phase, the liquid phase at dif-

ferent temperatures and in solid phase and also a few theoretical studies have been carried

out [68,83,236–238,241,247–254], there remain open questions concerning the involved photochemical

processes and the nature of the CT.

4.1.1 Previous experimental studies

Cornelissen-Gude et al. [248] were the first to investigate the photochemistry of PBN spectroscop-

ically in liquid and solid phase using solvents of different polarity. At room temperature, one

broad absorption band has been observed at about 4.33 eV (286 nm), which was found to be

rather insensitive to solvent polarity. Cornelissen-Gude et al. suggest that this band arises from

an allowed La-type (in Platt’s nomenclature [255]) state as well as an Lb-type state, which is hidden

underneath the much stronger La-type band.

Platt’s nomenclature is a widely used nomenclature for spectra of aromatic molecules and origi-

nally developed to facilitate the comparison of the spectra of benzene, naphthalene etc., and their

derivatives. The lowest lying excited states of benzene are named: Lb, La, Bb and Ba. It has the

advantage that it is independent of the molecular symmetry.

In emission spectra recorded at room temperature in polar solvents one broad emission band at

about 2.58 eV (480 nm) has been found. This emission band has been assigned to a polar CT

state. Dual fluorescence has been observed only in apolar n-hexane solution and frozen ethanol.

In frozen ethanol, besides the broad red-shifted emission band at about 2.88 eV (430 nm), a

second weaker emission band was found at about 3.87 eV (320 nm). Cornelissen-Gude et al.

further report that the relative intensities of both emission bands and the solvatochromic shift of

the red-shifted band strongly depend on temperature and excitation wavelength.

Murali et al. [68] report about dual fluorescence in an apolar solvent mixture which, however, is
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only observed at room temperature. From the results of their fluorescence experiments Murali et

al. [68] infer that the broad band occurring at longer wavelengths results from emission from a

stable CT state while the vanishing vibrational feature observed for cooling of the sample results

from emission from a less stable LE state which is thermodynamically populated only at higher

temperatures.

Yoshihara et al. [241] report similar findings. It has been found that in n-hexane LE and CT

emission bands have similar intensities. In more polar solvents, only red-shifted fluorescence has

been observed.

In gas phase experiments under jet-cooled conditions [249] only single emission at about 4.0 eV

(310 nm) has been observed. The fluorescence with a lifetime of 17 ± 2 ns has been assigned to

the forbidden Lb-type S1 state. In the gas phase absorption spectrum one broad band has been

found which has been assigned to the allowed La-type S2 state. From their results Belau et al. [249]

infer only a small energy gap of about 0.05 - 0.06 eV between S2 and S1 states and suggest that

efficient coupling between them leads to the population of and emission from the S1 state.

Fuß et al. [251] report on results obtained from gas phase pump-probe experiments. They suggest

that after excitation to the allowed La-type state S2 state two possible relaxation pathways open

up: 1) an ultrafast relaxation to the Lb-type S1 state minimum through a conical intersection as

already proposed by Belau et al.. [249] 2) relaxation from the La-type S2 state to a CT minimum

without changing the potential energy surface. They further suggest that an equilibration between

the two minima (Lb and CT) occurs and that twisting around the central bond and elongation of

the bonds in the benzonitrile ring are two components of the CT reaction coordinate.

In a more recent publication Roznowska et al. [238] report on the observation of dual fluorescence

of PBN in different polyvinyl alcohol solvents and ethylene glycol and polymer matrices of

polyvinyl alcohol. In acetonitrile solution at room temperature, the normal emission band has

been found at about 3.44 eV (360 nm) and the anomalous band at about 2.61 eV (475 nm). In

the highly polar ethylene glycol solvent, the corresponding bands have been observed at 3.54 eV

(350 nm) and 2.45 eV (500 nm).

4.1.2 Previous theoretical studies

Besides experimental studies several theoretical investigations [83,250,252,254,256,257] have been

conducted as well. In those, however, mainly semi-empirical and DFT approaches have been
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used which have some severe limitations. Semi-empirical methods have the major deficiency

that they are parameterized. This means that their results are fitted by a set of parameters usually

so as to produce results that best agree with experimental data. Consequently, they may work

sufficiently well for the systems for which the parameters have been defined but are likely to

fail when the target system strongly differs from those. Generally, it is very difficult to assess

the reliability of their results and careful calibration is required. Moreover, they are typically

less accurate than ab initio methods. [258] As already mentioned in chapter 3 one of the biggest

deficiencies of DFT is that standard functionals often severely fail for charge-transfer states.

Additionally, in most of these theoretical studies solvent effects on absorption and emission

spectra are completely neglected or considered by using rather crude models [83] as the Kirkwood-

Onsager model [196,197,259,260].

Early semi-empirical CNDO/s-CI calculations performed by Rettig et al. [256] in which two

different solvation models have been used predict four energetically low lying TICT states for the

90◦ twisted geometry of PBN and also a low lying PICT state for the planar conformation. From

their results Retting et al. [256] conclude that the observed red-shifted fluorescence is more likely

emitted from the energetically lowest TICT state rather than from the energetically lowest PICT

state. However, it is emphasized that emission from a PICT state should not be generally ruled

out.

DFT/MRCI [83] excited state calculations for which point group symmetry [246] has been used

(PBN has been assumed to be C2 symmetric), provide two CT states 2B and 3A and two bright ππ∗

states 1B and 2A as the photochemically relevant excited states. At the ground state equilibrium

(or FC geometry) 2B is the S1 state and 2A is the S3 state. A ground state potential energy

surface scan along the twisting coordinate performed in the gas phase reveals a stabilization of

the 1B state (S2 at the FC geometry) which has a static dipole moment of µFC = 6.20 D at the

FC geometry and the 3A state (S4 at the FC geometry) which has a static dipole moment of µFC

= 18.48 D at the FC geometry and an increase of the corresponding static dipole moments. At

90◦ the 1B state (µ = 20.1 D) which upon twisting evolves into a CT state has been found to

be the lowest lying excited singlet state. Based on the computational results Parusel [83] suggest

that the red-shifted fluorescence [248] is due to emission from the 1B TICT state. In this study,

however, excited state geometry relaxation is completely neglected. But this structural relaxation

is important to obtain emission energies which are comparable to experimental data. Furthermore,

it should be considered that when molecular symmetry is used, principally, idealized conditions
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are assumed. Under “realistic" conditions e.g., in solution a molecule vibrates and rotates and

thus the symmetry is likely to be broken.

CASSCF/cc-pVDZ and CASPT2/cc-pVDZ calculations in which PBN has been assumed to be

C2v symmetric provide two CT minima located on the 21A S2 state potential energy surface. [250]

Zilberg et al. suggest that the 1B2 S1 state corresponds to the LE state. One of the two 21A state

minima is found to have a 90◦ twisted conformation and is assigned as TICT minimum and the

other one is found to be planar and is assigned as PICT minimum. Zilberg et al. report that the

TICT minimum has an anti-quinoid (AQ) geometry i.e. lengthened central benzene bonds and a

lengthened central C-Npyrrol bond and possesses a large static dipole moment of about 16 D. The

PICT state minimum is reported to have a quinoid (Q) geometry i.e. shortened central bonds of

the benzene ring and a short C-Npyrrol bond and to have a smaller static dipole moment in the

range of 6-13 D. In the gas phase, the AQ structure has been found to be about 0.63 eV more

stable than the Q structure. Zilberg et al. propose that the normal emission band corresponds

to the1B2 LE state and the anomalous emission results from either the Q or the AQ CT state.

However, Zilberg et al. note that the results refer to gas phase calculations only and in the gas

phase the computed energies of the two CT states is too high for efficient crossing with the LE

state.

A recent publication by Minezawa [254] focus on the effects of solvation on the CT states of PBN.

The strong dependence of the computed potential energy curves of ICT states of PBN on the

chosen solvation model is emphasized. Absorption and emission spectra of PBN have been

calculated at TDDFT/LC-BLYP/DH+(d) level of theory using the LRFE model for acetonitrile

solution, which predicts a bright S1 state of A symmetry which is assigned to the LE state and

two dark states S2 and S3 of B symmetry. Minezawa suggests that in gas phase the TICT (1B)

state minimum is spontaneously reached by twisting only. In contrast, the LR-RISM-TDDFT

level provided a completely different free energy profile for TICT formation being endergonic.

However, the LRFE-TDDFT method predicts an exergonic reaction which is in agreement with

experimental findings.

Conclusively, in view of the above-described studies, it is clear that still no common agreement

on the molecular coordinates involved in the ICT and the character of the involved excited states

has been reached.

The motivation of this study is to achieve this understanding of the reaction mechanism of dual

fluorescence of PBN. For this purpose high-level ab initio calculations and the inclusion of
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solvent effects using sophisticated solvent models are inevitable.

4.2 COMPUTATIONAL METHODS

Firstly the ground state (S0) geometry of PBN has been optimized using CC2 and DFT in

combination with the range-separated hybrid CAM-B3LYP functional. CAM-B3LYP has 19%

nonlocal exchange in the short range limit and 65% in the long range limit. In both calculations

the correlation-consistent, polarized valence triple-ζ basis set cc-pVTZ [261–263] has been used.

Additionally, molecular symmetry was exploited, i.e. PBN was constrained to have C2 symmetry

(see Fig. 4.3). For CC2 calculations the resolution-of-the-identity (RI) approximation with the

corresponding auxiliary basis set aux-cc-pVTZ [264] has been applied. Vibrational frequency

analyses have been performed at the corresponding level of theory to verify the stationary points

as local minima on the potential energy surfaces. For the investigation of TICT formation, the

dihedral angle β(C1’-N-C1-C2) (numbering scheme in Fig. 4.3) between D and A moieties was

chosen as the reaction coordinate β. A relaxed scan of the S0 PES along the twisting coordinate

β has been carried out in the gas phase at CC2/cc-pVTZ level of theory. Starting from the

equilibrium geometry, β was varied in increments of 10◦ and the geometry was determined by

relaxing the remaining degrees of freedom.

Vertical excitation energies of the six lowest excited singlet states have been calculated at the S0

(1A in C2) state equilibrium geometry obtained at CC2/cc-pVTZ level of theory. Different excited

state methods have been applied: ADC(3) and ADC(2), LR-CC2, CIS(D) and TDDFT (compare

sections 3.6.3, 3.6.2, 3.6.1 and 3.7) using two types of xc functionals: hybrid BHLYP [265,266] and

long-range corrected CAM-B3LYP. For ADC(2) and LR-CC2 calculations the RI approximation

has been employed. All excited state calculations have been performed using the cc-pVTZ and

corresponding aux-cc-pVTZ basis set.

To investigate solvent effects on absorption spectra I have employed state-specific (SS) equilib-

rium and nonequilibrium solvation approaches. Solvent effects on vertical excitation energies at

the Franck-Condon (FC) geometry have been estimated by using the C-PCM model employing

perturbative state-specific (ptSS) and linear-response-type (ptLR) [216] schemes as implemented

in a development version of Q-Chem 4.3 [267,268] and additionally the SS-COSMO model as im-

plemented in TURBOMOLE V6.6 [269]. The parameters of acetonitrile (ACN) (ǫ =36.6, n=1.344)

have been used for the solvent models for comparison with experimental data.
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Excited state geometries have been optimized at CC2/cc-pVTZ and TD-CAM-B3LYP/cc-pVTZ

levels of theory. All stationary points were confirmed as local minima or transition states by

vibrational frequency analysis at TD-CAM-B3LYP/cc-pVTZ level of theory. Solvent effects on

vertical excitation energies at the corresponding excited state equilibrium geometries have been

estimated at ADC(2), TDA/CAM-B3LYP and TD-CAM-B3LYP levels of theory in conjunction

with the cc-pVTZ basis set using COSMO as implemented in TURBOMOLE V6.6 and Orca

3.0.1 [270] as well as ptSS-PCM.

In order to investigate the TICT mechanism, a relaxed scan of the bright 2A (S2 at the FC

geometry) state potential energy surface (PES) along β has been performed first in the gas phase

at CC2/cc-pVTZ level of theory. Starting from the equilibrium dihedral angle β2A= 13◦, β was

varied in increments of 10◦. Hereby, the geometries were constrained to have C2 symmetry.

Along this scan TDDFT/CAM-B3LYP/cc-pVTZ and ADC(2)/cc-pVTZ single point calculations

were carried out to obtain vertical excitation energies for the photochemically relevant excited

states. The influence of polar solvents on the energy profile of the relevant CT state has been

studied by employing SS equilibrium solvation at TDDFT/CAM-B3LYP/cc-pVTZ/C-PCM and

ADC(2)/cc-pVTZ/COSMO and C-PCM level of theory, respectively, using the parameters of

ACN.

All vacuum CC2 and CIS(D) calculations have been performed using TURBOMOLE V6.3.1 [271].

Vertical excitation energies at ADC(2), ADC(3) and ADC(2)/C-PCM level of theory have been

computed using the Q-Chem [267,268,272] package versions 4.2.0 and 4.3.0. For the computation

of vertical excitation energies at TDDFT/CAM-B3LYP, TDDFT/CAM-B3LYP/C-PCM and

TDDFT/BHLYP level of theory Gaussian 09 Rev D01. [273] has been used.

4.3 RESULTS

4.3.1 Ground state properties of PBN

Full ground state geometry optimizations using CC2 and CAM-B3LYP levels of theory yield a

C2 symmetric equilibrium geometry of PBN (see Figures 4.5 and 4.3). At the theoretical level

of CC2/cc-pVTZ the rings are planar but twisted against each other by an equilibrium dihedral

angle of βS0 = 33◦. With bond lengths of C2’-C1’=1.379 Å, C1’-N=1.383 Å, N-C1=1.404 Å,

C1-C2 =1.400 Å, C2-C3=1.389 Å and C3-C4=1.402 Å (numbering scheme in Fig. 4.3) the rings



Results 81

C

N

N

C2

2’

1’

1

2

3

4

C

N

N

C2

2’

1’

1

2

3

4

Figure 4.3: Structure of PBN and numbering of the relevant atoms. Additionally the twisting
coordinate β (in red) and the twofold symmetry axis C2 are shown.

show the typical alternating bond length pattern of aromatic compounds. [274] At DFT/CAM-

B3LYP/cc-pVTZ level of theory an equilibrium dihedral angle of βS0 = 31◦ is obtained. The bond

lengths C2’-C1’, C1’-N, C1-C2, C2-C3,C3-C4 are shortened by only 0.006, 0.007, 0.009 and

0.011 Å, respectively, compared to the CC2 optimized structure indicating that the geometries are

very similar for both methods. The twist of the ground state geometry results in a less effective

π-conjugation between the rings as compared to a planar structure, yielding a central N-C1 bond

length of 1.404 Å, an intermediate length between a single and a double bond. [275] In the ground

state, PBN has a static dipole moment µ0 of 3.4 D and 3.8 D along the z-axis at CC2/cc-pVTZ

and DFT/CAM-B3LYP level of theory, respectively. At CC2/cc-pVTZ level of theory twisting is

characterized by a flat potential which is symmetric around the planar (β = 0◦) conformation.

The potential has two barriers: a small barrier of 0.05 eV (1.15 kcal/mol ≈ 2kBT ) for the planar

transition state, and a higher barrier of 0.13 eV (2.99 kcal/mol) for the perpendicular transition

state (β = 90◦) and two local minima corresponding to two “static" enantiomers with β = 32.5◦

and β = −32.5◦, respectively. The interconversion between the two enantiomeric conformers

at room temperature (298 K) is extremely fast, with a rate constant k of k = 8.12∗1011 1
s

(corresponding to a half life of 80 ps) using the simple Arrhenius equation for an estimate. Thus,

the enantiomers can not be isolated under experimental conditions at room temperature. Twisting

up to 90◦, however, is slightly hindered with k = 4.67∗1010 1
s

(corresponding to a half life of 0.46

ns). Our ground state calculations confirm the DFT/MRCI results by Parusel et al. [83] described

above.
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Table 4.1: Comparison of excited state properties of the first four lowest singlet excited states obtained at different levels of theory at the S0 state equilibrium
geometry (obtained at CC2/cc-pVTZ level of theory). Highest molecular orbital contributions and character of the states (in parenthesis), vertical excitation
energies ω (in eV), oscillator strengths (in parenthesis) and static dipole moments µ (in Debye) are given.

ADC(3) LR-CC2 ADC(2) TD-CAM-B3LYP TD-BHLYP

State MOs ω µ ω µ ω µ ω µ ω µ

1B H-1>L+1 (ππ∗) 4.58(0.00) 4.4 4.76(0.00) 5.7 4.74(0.00) 6.2 4.95(0.00) 5.8 5.09(0.00) 6.0
H-2>L (local ππ∗)

2A H-1>L (ππ∗) 4.81(0.64) 8.3 4.82(0.64) 11.0 4.76(0.65) 11.3 4.82(0.61) 8.4 4.88(0.61) 8.1
2B H>L (CT) 5.06(0.01) 14.1 4.93(0.01) 17.1 4.93(0.01) 18.1 4.78(0.01) 15.7 4.81(0.01) 16.0
3A H >L+1 (CT) 5.83(0.03) 15.8 5.52(0.02) 17.8 5.55(0.02) 19.6 5.54(0.02) 16.3 5.58(0.02) 16.4
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All applied levels of theory predict the S2 state to be a bright ππ∗ state exhibiting a large oscillator

strength of about 0.6. The S2 has A symmetry (in C2) and will thus be referred to as 2A state

hereafter. The 2A state is mainly characterized by the HOMO-1→ LUMO transition (77% at

ADC(3) level of theory) (see Fig. 4.4), in which an electron is transferred from a delocalized MO

to a MO localized on the benzonitrile moiety. Thus, this ππ∗ state acquires certain CT character

explaining its relatively large static dipole moment of about 11 D (see Table 4.1). Concerning the

prediction of vertical excitation energies and properties of the 2A state, wave function and density

based methods agree very well. LR-CC2 and TD-CAM-B3LYP even predict the same excitation

energy. Excitation energies of 4.81, 4.82, 4.76, 5.31, 4.82 and 4.88 eV are obtained at ADC(3),

LR-CC2, ADC(2), CIS(D), TD-CAM-B3LYP and TD-BHLYP levels of theory, respectively.

This state can be assigned to the optically allowed La-type transition that results in the broad

absorption band observed at about 4.40 eV (≈ 280 nm). [238,248,249]

All employed wave function based methods yield a dark S3 state of B symmetry exhibiting very

small oscillator strength which will be named 2B in the following. The 2B state is characterized

exclusively by the HOMO→ LUMO excitation (see Fig. 4.4). The localized nature of HOMO

and LUMO results in a large static dipole moment of about 18 D (see Table 4.1). For the 2B state

ADC(3), LR-CC2, ADC(2), CIS(D), TD-CAM-B3LYP and TD-BHLYP levels of theory predict

excitation energies of 5.06, 4.93, 4.93, 5,46, 4.78 and 4.81 eV, respectively. As compared to wave

function based methods TDDFT slightly underestimates the excitation energy of the 2B state.

The S4 state is predicted to be a dark state having a small oscillator strength (≈ 0.02) and

exhibiting A symmetry. It is mainly a HOMO→ LUMO+1 transition (75% at ADC(3) level of

theory) (see Fig. 4.4). Again, the localized character of the involved MOs results in a substantial

CT character and a large static dipole moment of about 18 D. This state will be referred to as

3A state. For the 3A state excitation energies of 5.52, 5.67, 5.54 and 5.58 eV are obtained at

LR-CC2, ADC(2), TD-CAM-B3LYP and TD-BHLYP levels of theory, respectively.

In general, the results obtained via LR-TDDFT are in good agreement with those obtained at

LR-CC2 and ADC levels of theory. One striking difference, however, is that at the FC geometry,

the energetic order of the two states 1B (LE) and 2B (CT) is interchanged at TDDFT level as

compared to LR-CC2 and ADC levels. To examine if the underestimation of the 2B (CT) state

is due to the well-known charge-transfer failure of TDDFT which is related to the electron-

transfer SIE (see subsection 3.7.1), the amount of HF exchange in CAM-B3LYP was varied. In

CAM-B3LYP the contribution of non-local HF exchange is incorporated by two parameters α
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and β, i.e. 19% HF exchange at short-range (α = 0.19) and 65% HF exchange at long-range

(α + β = 0.65) [276]. This study reveals that vertical excitation energies of the two CT states 2B

and 3A strongly depend on the amount of HF exchange. When going from α = 0.00 to α = 0.65

they are increased by 0.65 eV and 0.90 eV, respectively. In contrast, those of the 2A (ππ∗) and

1B (LE) states are less affected. They are increased only by 0.33 eV and 0.47 eV, respectively.

For 30% HF exchange at short-range (α = 0.30) and more, the energetic order of 2B (CT) and

bright 2A (ππ∗) is interchanged. With full (100%) HF exchange at long-range (α + β = 1.00) and

no short-range contribution (α = 0.00) the energetic order of the first three lowest excited states

changes again: 2A (S1) and 1B (S2) states become energetically almost degenerate. Vertical

excitation energies are 4.95 eV and 4.99 eV, respectively. And the 2B (CT) state becomes the S3

state, i.e. the energetic order predicted by ADC and LR-CC2 methods is obtained. This behavior

of the excitation energies demonstrates that the underestimation of the excitation energies of

the 2B (CT) state observed for TD-BHLYP and even for the range-separated TD-CAM-B3LYP

functional is indeed related to the electron-transfer SIE and hence artificial.

The results for the two states with A symmetry S2 and S4 agree among all methods but CIS(D).

The S4 state at CIS(D) level has B symmetry and no CT character.

All applied methods, except for CIS(D), provide nearly degenerate vertical excitation energies

of S1,S2 and S3 (1B, 2A and 2B) states and a very small energy gap (∆E(1B,2A)) between 1B

(ππ∗) and 2A (ππ∗). ∆E(1B,2A) is 0.08 eV at LR-CC2/cc-pVTZ, 0.02 eV at ADC(2)/cc-pVTZ

and 0.23 eV at ADC(3)/cc-pVTZ level of theory, respectively, indicating a strong mixing of

these states. The vertical excitation energies of the 1B and 2A states obtained at the ADC and

LR-CC2 levels of theory in gas phase are in very good agreement with gas phase experiments of

PBN. These measurements taken at 80 C◦ show a strong broad absorption band centered at 4.59

eV [251] which is assigned to the La state and a weaker precursor band which is assigned to the Lb

state [251]. Supersonic-jet spectra show the 0-0 band of this state at 4.27 eV. [249]

Solvent effects on absorption energies

To get a first estimate of the extent to which solvent effects are involved in the stabilization of

the photochemically relevant excited states, i.e. 1B (LE), bright 2A (ππ∗) and 2B (CT) vertical

excitation energies have been computed using ADC(2)/cc-pVTZ employing the equilibrium

state-specific (SS) COSMO and the nonequilibrium ptSS-PCM approaches. The parameters of
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ACN have been used for the solvation model. To obtain state-specific solvent-corrected vertical

excitation energies for each of the relevant states the apparent surface charges (ASC) of the

COSMO model are equilibrated with respect to the corresponding states. The vertical energies

of the other excited states are obtained as nonequilibrium corrections. For comparison, first the

ground state has been used to equilibrate the solvent model yielding corrected excitation energies.

In a second step the ASC are equilibrated with respect to the excited states and vertical excitation

energies are recalculated. The difference in excitation energies then reveals the pure contribution

of the fast solvent response to the solvatochromic shift at fixed geometry. The solvent-corrected

vertical excitation energy of the bright 2A (ππ∗) state of 4.65 eV is in good agreement with the

experimentally observed absorption maximum at about 4.36 eV [238,253] obtained in ACN solution

at room temperature. Independent on the excited state to which the ASC are equilibrated, a strong

red-shift of the vertical excitation energy of the 2B (CT) state is obtained in comparison to its

vertical energy obtained when the ASC are equilibrated with respect to the S0 density. When the

ASC are equilibrated with respect to the bright 2A (ππ∗) state, the red-shift of vertical excitation

energy of the CT state is already so pronounced that the energetic order of bright 2A and 2B

(CT) state changes: the 2B (CT) state becomes the energetically lowest excited state. In contrast,

vertical excitation energies of 1B (LE) and bright 2A (ππ∗) states are shifted very little. With

respect to the gas phase results, the dipole moments are generally enhanced. From these results

it can be inferred that already the fast electronic solvent response has a strong influence on the

stabilization of the 2B (CT) state and thus on the energetic order of the photochemically relevant

excited states at the FC geometry. The calculations suggest, that in the gas phase, the energy

of the 2B state is too high for efficient crossing with the bright 2A (ππ∗) state, while in polar

solvents the polar CT state is stabilized so that crossing becomes feasible.

4.3.3 Structural relaxation in the excited states

In order to obtain emission energies which can be compared to experimental data, geometries of

1B, 2A and 2B states have been optimized in the gas phase at LR-CC2/cc-pVTZ (see Fig. 4.5)

and TD-CAM-B3LYP/cc-pVTZ levels of theory enforcing C2 symmetry. For each stationary

point a vibrational frequency analysis has been carried out at TD-CAM-B3LYP/cc-pVTZ level of

theory in order to verify its identity as local minimum or transition state (TS).
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Table 4.2: Comparison of vertical excitation energies ω (in eV) of 1B (LE), bright 2A (ππ∗) and 2B (CT) states obtained at ADC(2)/cc-pVTZ, ADC(2)/cc-
pVTZ/SS-COSMO and ADC(2)/cc-pVTZ/ptSS-PCM levels of theory. Vertical excitation energies in gas phase and solvent-corrected vertical excitation
energies, static dipole moments µ (relaxed) (in Debye) and solvent shifts ∆∆ωsol

a and ∆∆ωb (in eV) are given.)

ADC(2)gas ADC(2)COSMO ADC(2)COSMO wrt 1B ADC(2)COSMO wrt 2A ADC(2)COSMO wrt 2B ADC(2)ptSS-PCM

State ω µ ω µ ω µ ∆∆ωsol ω µ ∆∆ωsol ω µ ∆∆ωsol ω ∆∆ω

1B 4.74 5.5 4.80 5.7 4.76 7.8 -0.04 4.60 13.2 -0.20 4.40 17.2 -0.40 4.79 +0.05
2A 4.76 10.4 4.65 11.2 4.50 13.2 -0.15 4.12 17.7 -0.53 3.82 20.0 -0.83 4.66 -0.20
2B 4.93 16.0 4.77 16.8 4.50 18.1 -0.26 3.90 21.8 -0.86 3.41 23.5 -1.35 4.60 -0.24

a ∆∆ωsol is the difference between the vertical excitation energies in solution within COSMO solvation when the reaction field is equilibrated with respect to the S0 density and with respect
to the respective excited state density
b ∆∆ω is the difference between the vertical excitation energies computed in gas phase and with the C-PCM solvent model.
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excited singlet states calculated at LR-CC2/cc-pVTZ level of theory at the 1BMin geometry are

summarized in Table 4.3. The TD-CAM-B3LYP level provides the same state order with vertical

excitation energies of the 1B, 2A and 2B states of 4.57, 4.59 and 4.85 eV, respectively. Emission

Table 4.3: Dominant MO contributionsa, character, vertical excitation energies ω (in eV),
oscillator strengths (in parenthesis), total excited state energiesb (in eV) and static dipole
moments µ (in Debye) of the four lowest excited states at the 1BMin geometry obtained at
LR-CC2/cc-pVTZ level of theory are given.

State MOs Character ω Etotal µ

1B H-1>L+1 (73) (ππ∗) 4.35(0.01) 4.56 6.1
H-2>L (22) (local ππ∗)

2A H-1>L (88) (ππ∗) 4.59(0.66) 4.80 9.7

2B H>L (96) (CT) 4.99(0.01) 5.20 16.3

3A H>L+1 (97) (CT) 5.39(0.14) 5.60 17.8

a the squared value of the wave function expansion coefficient in percent is given in parenthesis.
b relative to the S0 state equilibrium geometry obtained at CC2/cc-pVTZ level of theory.

energies from 1BMin in the gas phase obtained at LR-CC2, ADC(2) and TD-CAM-B3LYP levels

of theory are 4.35, 4.33 and 4.57 eV, respectively. These results agree well with gas phase

fluorescence measurements [236,249] of isolated PBN which show only a single emission band

at about 4.07 eV (305 nm) with an emission decay time of 17 ns [249], which is assigned to the

Lb-type state.

4.3.3.2 The bright 2A (ππ∗) state:

Symmetry-constrained geometry optimizations of the bright 2A (ππ∗) state performed at LR-

CC2/cc-pVTZ and TD-CAM-B3LYP/cc-pVTZ levels of theory converge to a nearly planar

minimum geometry (2AMin) (see Fig. 4.5). This structure has been confirmed as a local minimum

on the PES by vibrational analysis. No imaginary frequencies were found. The twisting angle β

has values of 12.9◦ and 8.6◦ at the LR-CC2 and TD-CAM-B3LYP levels of theory, respectively.

Energies and excited state properties of the first four excited singlet states calculated at LR-

CC2/cc-pVTZ level of theory at the 2AMin geometry are summarized in Table 4.5.

The total energy of 2AMin obtained at LR-CC2/cc-pVTZ level of theory is 4.60 eV (relative to

the ground state equilibrium geometry). Hence, the 2A state minimum (2AMin) lies energetically
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geometry) is 4.66 eV. Thus, this geometry lies only about 0.06 eV above the total energy of

2AMin. This result agrees well with gas phase fluorescence measurements [249], which suggest an

ultrafast internal conversion between the bright La-type (S2) and the forbidden Lb-type (S1) state.

Vertical excitation energies of the four lowest excited singlet states have been computed at the

Table 4.5: Dominant MO contributionsa, character, vertical excitation energies ω (in eV),
oscillator strengths (in parenthesis), total excited state energiesb (in eV) and static dipole
moments µ (in Debye) of the four lowest excited states at the 2AMin geometry obtained at
LR-CC2/cc-pVTZ level of theory are given.

State MOs Character ω Etotal µ

2A H>L (89) (ππ∗) 4.40(0.77) 4.60 8.6

1B H>L+1 (68) (ππ∗) 4.55(0.01) 4.75 5.7
H-2>L (25) (local ππ∗)

2B H>L (94) (CT) 4.92(0.01) 5.12 16.1

3A H-1 > L+1 (90) (CT) 5.82(0.14) 6.02 16.5

a the squared value of the wave function expansion coefficient in percent is given in parenthesis.
b relative to the S0 state equilibrium geometry obtained at CC2/cc-pVTZ level of theory.

2AMin geometry additionally at ADC(2), TD-CAM-B3LYP and TDA/CAM-B3LYP levels of

theory in conjunction with the cc-pVTZ basis set. The ADC(2) results agree very well with the

LR-CC2 results (see Table 4.5). The respective ADC(2) excitation energies for states 2A, 1B, 2B

and 3A are: 4.31, 4.52, 4.92 and 5.86 eV. At TD-CAM-B3LYP and TDA/CAM-B3LYP levels

of theory excitation energies of 4.37, 4.78, 4.72, 5.89 eV and 4.57, 4.80, 4.89 and 5.93 eV are

obtained, respectively. Comparing these energies with those obtained at LR-CC2 and ADC(2)

levels reveals that i) the agreement of TD-CAM-B3LYP with LR-CC2 is very good for states 2A

and 3A ii) TDA/CAM-B3LYP overestimates the excitation energies of states 2A, 1B and 3A. iii)

At TD-CAM-B3LYP level states 1B and 2B strongly mix. Both wave functions have the same

(most important) configurations, two of them having almost equal expansion coefficients. The

energetically lower lying B state with an oscillator strength of 0.01 is composed mainly of the

H-1→ L configuration (with an expansion coefficient of 0.56) and the H→ L+1 configuration

(with an expansion coefficient of 0.34) for the energetically higher lying B state which has an

oscillator strength of 0.00 the H-1→ L configuration has a coefficient of 0.41 and the H→ L+1

configuration has a coefficient of 0.49. According to the oscillator strengths it is reasonable to

assume that the energetically lower lying B state is the 1B (LE) state and the higher lying B state
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Unconstrained geometry optimizations of the S1 state starting at the 2BTS geometry performed at

LR-CC2/cc-pVTZ and TD-CAM-B3LYP/cc-pVTZ levels of theory converge to a C1 symmetric

equilibrium geometry (2BMin) with 90.0◦ twisted ring planes and a tilted pyrrol ring (see Fig. 4.5).

Both levels predict the same tilt angle θ(N-C1-C4) (numbering scheme in Figure 4.3) of 158◦.

Both geometries are almost identical. The 2BMin geometry was confirmed as a local minimum on

the PES by vibrational analysis; only real frequencies were obtained. This minimum is assigned

to the emissive CT state minimum observed in experiments [68,82,236,238].

In the course of the geometry optimization i) a pyramidalization of the C1 atom inducing a

bending of the pyrrol ring ii) quinoidization of the benzonitrile group i.e. a shortening of the

two central C-C bonds in the benzene ring and elongation of the other four C-C bonds and iii) a

bond length reversal in the pyrrol ring occur. Additionally, the central N-C1 bond is significantly

increased. Thus, facile rotation around the central bond is possible. The results concerning the

structure of the emissive CT state contrasts earlier studies [68,250], which report an antiquinoid

(AQ) structure of the possible TICT state possessing A symmetry. Geometric relaxation from the

FC geometry stabilizes the energy of the 2B (CT) state by about 0.61 eV (at LR-CC2/cc-pVTZ

level of theory). LR-CC2 predicts the 2BMin minimum to be the lowest-lying local minimum

(Etot,2BMin = 4.32 eV) on the S1 state PES compared to the other two minima (Etot,2AMin= 4.60 eV

and Etot,1BMin=4.56 eV).

Gas phase vertical excitation energies at the 2BMin minimum obtained at LR-CC2/cc-pVTZ,

ADC(2)/cc-pVTZ and TD-CAM-B3LYP/cc-pVTZ levels of theory are 3.07, 3.04 and 2.94

eV, respectively. Compared to the employed wave function based methods, TDDFT slightly

underestimates the excitation energy of this CT state. The results show, that twisting is not the

only important coordinate alone involved in formation of a stable TICT state. Instead, stretching

modes e.g quinoidization of the benzonitrile group and pyramidalization of the central C1 atom

are also involved. This result agrees well with results reported by Fuß et al. [251] obtained from

gas phase measurements. Vertical excitation energies and excited state properties of the first three

lowest excited singlet states at the 2BMin geometry obtained at LR-CC2/cc-pVTZ level of theory

in the gas phase are summarized in Table 4.7. Beside the lowest lying CT (HOMO→ LUMO)

S1 (2B) state, there is a second low lying CT (HOMO-1→ LUMO) S2 (2A) state present at the

2BMin geometry. This CT state evolves out of the bright 2A (HOMO-1→ LUMO) state along the

twisting coordinate because HOMO-1 in the C2 symmetric FC geometry is a linear combination

of HOMO-1 and HOMO-2 in theC1 symmetric equilibrium geometry of the 2B state. HOMO,
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Table 4.7: Dominant MO contributionsa, character, corresponding irreducible representation
(in C2 symmetry) vertical excitation energies ω (in eV), oscillator strengths (in parenthesis),
total excited state energiesb (in eV) and static dipole moments µ (in Debye) of the three lowest
excited states at the 2BMin geometry obtained at LR-CC2/cc-pVTZ level of theory are given.

State MOs Character Irrep ω Etotal µ

S1 H>L (95) (CT) 2B 3.07(0.00) 4.32 16.1

S2 H-1 > L (82) (CT) 2A 4.19(0.01) 5.44 11.8

S3 H-3 > L (65) (local ππ∗) 1B 4.65(0.01) 5.90 6.3
H-2 > L+1 (21) (local ππ∗)

a the squared value of the wave function expansion coefficient in percent is given in parenthesis.
b relative to the S0 state equilibrium geometry obtained at CC2/cc-pVTZ level of theory.

LUMO and LUMO+1 remain the same as in the FC geometry. The S3 state corresponds to the

dark 1B (LE) state.

In order to obtain emission energies which can be compared to experimental emission energies

of which most of them were obtained in solution, the vertical excitation energy of the 2B sate at

the 2BMin minimum has been recomputed employing solvent models. Again, SS-C-PCM and

SS-COSMO approaches and the parameters of ACN have been used for this purpose. In the

calculations the ASC were equilibrated with respect to the density of the S1 (2B) state. The

respective solvent-corrected emission energies obtained at TD-CAM-B3LYP/cc-pVTZ/SS-C-

PCM and ADC(2)/cc-pVTZ/SS-COSMO levels of theory are 1.57 and 1.72 eV. The solvent

corrected emission energy of 1.72 eV is in fair agreement with experimental emission energies of

the CT state which are about 2.69 eV (460 nm) [68] and 2.58 eV(480 nm) [238] . The computed

red-shift is 2.94 eV at ADC(2)/cc-pVTZ/SS-COSMO level of theory. For comparison with the

experimentally observed Stokes’ shift, it is computed with respect to the solvent-corrected vertical

excitation energy of the 2A state at the FC geometry obtained by employing SS equilibrium

solvation equilibrating the ASC with respect to the ground state density. The computed red-shift

is larger as the experimental Stokes’ shift of 1.6 eV (13104 cm−1 [68]). Both, solvent-corrected

emission energy and solvatochromic shift are overestimated at ADC(2)/SS-COSMO level of

theory. Nevertheless, the expected and experimentally observed trend is well reproduced.
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4.3.4 TICT formation mechanism

To relate the identified equilibrium structures of 1B (LE), bright 2A (ππ∗) and 2B (CT) states

to the experimentally observed occurrence of either single or dual fluorescence emission under

different conditions, the reaction paths connecting these structures are investigated. The focus

hereby lies on the formation of the TICT (2BMin) minimum on the S1 state PES. At first, a

relaxed gas phase scan along the twisting coordinate β of the 2A state PES has been performed

at LR-CC2/cc-pVTZ level of theory (see Fig. 4.8). This scan yields a direct pathway from the
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Figure 4.8: Relaxed scan of the PESs of the 2A state (green solid line) and 2B state (red dashed
line) along the twisting coordinate β at LR-CC2/cc-pVTZ level of theory. Energies are relative
to the FC geometry. The black arrow displays vertical excitation at the FC geometry.

FC geometry to the flat 2A state (light green solid line) minimum 2AMin at 13◦. The 2A state

potential energy curve has a maximum at 90.0◦ corresponding to an energy barrier of 0.39 eV

along the twisting coordinate. This increased rotational barrier can be explained by the partial

double bond character of the central N-C1 bond of PBN in the 2A state (see Fig. 4.5). The

potential energy curve of the 2B state (red solid line) has a flat local minimum at 43◦ and a

maximum at 13◦. Along the twisting coordinate, an avoided crossing between the two states

of B symmetry 1B and 2B is found around 60◦. At this geometry, these two states strongly

mix. The main contributions to both excited state wave functions arise from the HOMO →
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LUMO configuration (1B: 47%, 2B: 48%), HOMO-1→ LUMO configuration (1B: 27%, 2B:

25%) and the HOMO-3→ LUMO configuration (1B: 20%, 2B: 21%) (see Fig. 4.9). Such an

avoided crossing occurs since two potential energy curves corresponding to electronic states of

the same symmetry cannot cross due to the non-crossing rule [281,282]. Also, both states exhibit

LUMO HOMO-1 

HOMO-3 

HOMO 

LUMO+1 

HOMO-2 

Figure 4.9: HF molecular orbitals obtained at LR-CC2/cc-pVTZ level of theory:
HOMO, HOMO-1 , HOMO-2, HOMO-3, LUMO and LUMO+1 at β = 63◦) (isovalue =
0.05).

similar static dipole moments (1B: µ = 10.6 D, 2B: µ = 12.2 D). An analysis of the natural

transition orbitals (NTOs) (see Figures 4.10 and 4.11) computed at ADC(2)/cc-pVTZ level of

theory for states 1B and 2B at twisting angles of 50◦ and 70◦ reveals that the states 1B and 2B

are interchanged.

In the gas phase neither a TICT state minimum has been found on the 2A state PES along the

twisting coordinate nor a surface crossing between 2A and 2B states. This result is in agreement

with gas phase experiments of PBN in which only a single emission band at about 4.00 eV

corresponding to the forbidden Lb transition is observed. [249]

Since the equilibrium structure 2BMin has been identified as the lowest one in energy of all

photochemically relevant excited states, a relaxed gas phase PES scan of the 2B state (red dashed

line) along the twisting coordinate β has also been performed at LR-CC2/cc-pVTZ level of theory

(see Fig. 4.8, dashed lines). Already at β= 13◦, i.e. the β value at which the 2A state has its

minimum, the 2B state becomes the energetically lowest state when its geometry is relaxed. It

is also readily apparent that the 2B state potential energy curve exhibits a minimum at the 90◦
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Figure 4.10: Particle and hole NTO pairs of the 1B and 2B states of PBN at the geometry with
β = 50◦ obtained at ADC(2)/cc-pVTZ level of theory (isovalue = 0.05).

1B state

=73°

1B

=70°

2B

2B=73°

2B=73°

Figure 4.11: Particle and hole NTO pairs of the 1B and 2B states of PBN at the geometry with
β = 70◦ obtained at ADC(2)/cc-pVTZ level of theory (isovalue = 0.05).

twisted geometry, which corresponds to the previously identified 2B state TS. From this TS,

however, when the symmetry constraint is lifted PBN may relax barrierless to the 2BMin (TICT)

minimum.

From these results, it can be inferred that twisted ICT may only be possible in the gas phase if it is

possible for the excited molecules to reach from the initially excited 2A state to the 2B state prior

to twisting. The barrier height connected with this process can be estimated to be 0.2 eV. The

total energy of the 2A state at 13◦ is 4.60 eV, hence the energy of the approximate intersection

of states 2A and 2B of about 4.80 eV is as high as the initial vertical excitation energy of 4.82

eV. Hence, population of the 2BMin (TICT) minimum after vertical excitation to the bright 2A
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and 2B states is 0.34 eV. The energy shift of the CT states is equally large as observed at the

FC geometry. At 73◦, 83◦ and 93◦ the 2A state is shifted upwards by 0.55, 0.70 and 0.77 eV,

respectively, while the 2B state is shifted by 0.80, 0.81 and 0.82 eV, respectively. The reason

why the energy shift of the 2A (HOMO-1→ LUMO) state becomes more pronounced in twisted

conformations is that HOMO-1 and LUMO decouple during rotation i.e. the contribution on

the benzonitrile (of HOMO-1) and the pyrrol moiety (of LUMO), respectively, vanishes such

that the 2A state evolves into a pure CT state. This decoupling leads to a more pronounced CT

character of the 2B (HOMO → LUMO) state. Hence also the effect of the electron-transfer

SIE becomes more pronounced. This result is highly significant for the investigation of energy

profiles of CT states along twisting coordinates when using TDDFT and should be kept in mind

when undertaking such computations. [283] However, even though the 2B (CT) excitation in PBN

seems to suffer from the electron-transfer SIE and its vertical excitation energy is underestimated

by TD-CAM-B3LYP, also at this level of theory there is no pronounced stabilization of its energy

along the twisting coordinate and no TICT minimum is found in the gas phase.

To investigate solvent effects on the PESs of the 2A and 2B states, single point calculations

employing a solvation model have been carried out along the previously calculated relaxed PES

scan of β, respectively (see Fig. 4.13). Vertical excitation energies of the four lowest excited

singlet states have been recalculated at ADC(2)/cc-pVTZ/SS-COSMO level of theory. Hereby,

the solvent charges are equilibrated either for the 2A state or 2B state density, respectively. For

the solvent model, again the parameters of ACN have been used. Along the potential energy

curve of the 2A state, the 2A state is the lowest excited state at small twist angles β. However,

the potential energy barrier for twisting present in the gas phase disappears when state-specific

equilibrium CSOMO for ACN solution is used, and PBN can twist barrierless and reach a crossing

between the 2A and 2B states at 43◦. Once the 2B state is reached, the optimized geometry of

this state (2BMin) is adopted (see Fig. 4.5) corresponding to the TICT state. Since the energy

released is as large as 1.5 eV, the fluorescence wavelength is strongly red-shifted as shown above

(section ??). For the occurrence of red-shifted fluorescence in ACN compared to the gas phase,

the disappearance of the energy barrier along the twisting coordinate in the 2A state is decisive.

Obviously, the barrier disappears because the 2A state is energetically stronger stabilized in

polar solvents at twisted geometries than at planar geometries. The underlying reason is the

increasing static dipole moment of the 2A state along the twisting motion from 9 to 12 D at

LR-CC2/cc-pVTZ level, already in the gas phase, leading naturally to a stronger solute solvent
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Figure 4.13: Relaxed PES scan of the 2A state (solid lines) and 2B state (dashed lines) along
the twisting coordinate β at the ADC(2)/cc-pVTZ level of theory using SS-COSMO.

interaction.

At TD-CAM-B3LYP level this effect is strongly overemphasized since the static dipole moment of

2A along the twisting coordinate is much too large leading to even stronger solvent stabilization,

as already emphasized above. Using TD-CAM-B3LYP the 2A state itself exhibits an artificial

minimum at a twisted geometry (not shown here), however, this artefact of TDDFT has been

observed before. [283]

4.4 SUMMARY AND CONCLUSION

In analogy to DMABN, the prototype D/A molecule exhibiting dual fluorescence in polar solvents,

it has been found experimentally that PBN also shows dual emission under certain experimental

conditions. In frozen ethanol, apolar and medium polar solvents dual fluorescence has been

observed, while in strongly polar solvents at room temperature both dual fluorescence and only

red-shifted fluorescence have been observed. [68,236,238,248] In addition, the relative intensities of

the dual fluorescence bands depend on the temperature and excitation wavelength suggesting
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the existence of an energy barrier for red-shifted fluorescence to occur. [248,251] The red-shifted

anomalous emission band has been assumed to arise from the emission from a polar CT state

while for the normal band it is assumed that it arises due to emission from a locally excited (LE)

state.

In this study, the photochemical mechanism underlying the experimentally observed unusual

fluorescence behavior of PBN has been investigated theoretically with a focus on the intramolec-

ular CT states. For these investigations, different levels of theory have been employed including

high-level ab initio methods such as LR-CC2, ADC(2) and ADC(3). Solvent effects on transition

energies of the relevant excited states of PBN have been described within the conductor-like

polarizable continuum model (C-PCM) and the conductor-like screening model (COSMO) using

the parameters of medium polar acetonitrile (ACN) to enable a better comparison with experi-

ment.

CC2 and DFT/CAM-B3LYP methods predict PBN to have a linear ground state equilibrium

geometry with C2 symmetry in which the rings are slightly twisted towards one another. In

the gas phase to reach an orthogonal conformation a torsional barrier of only about 0.13 eV (3

kcal/mol) has to be overcome. Hence, rotation around the central C1-N bond, though not free, is

quite facile. All applied levels of theory predict the S1 state of PBN to be a local dark ππ∗ state

exhibiting B symmetry, here named 1B. This state can be assigned to the forbidden Lb-type (LE)

state observed in fluorescence experiments. The S2 state is predicted to be the spectroscopically

accessible bright ππ∗ state possessing A symmetry, here named 2A. This state can be assigned

to the optically allowed La-type state observed in absorption experiments. The lowest lying CT

state of PBN is the S3 state at LR-CC2, ADC(2) and ADC(3) levels of theory and the S1 state at

TD-BHLYP and TD-CAM-B3LYP levels of theory. All levels predict this CT state to exhibit

B symmetry, hence, here named 2B. In PBN these three relevant excited states: dark 1B (LE),

bright 2A (ππ∗) and 2B (CT) lie energetically very close together in accord with experiment.

To find a possible pathway leading from the initially excited bright 2A (ππ∗) state to a 2B (TICT)

state minimum, a relaxed scan of the PES of the 2A state along the twisting coordinate β has

been performed in the gas phase and treating solvation with the above-mentioned solvent models.

Based on my computations the following mechanistic picture of the photochemistry of PBN in the

gas phase, as depicted in Figure 4.14, can be drawn. If excited to the bright 2A (ππ∗) state PBN

only twists a few degrees until an intersection with the energetically very close lying 1B (LE) state

is reached. After passing the 2A-1B state intersection, PBN relaxes to the 1B (LE) state minimum
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Figure 4.14: Schemes of the photochemical reaction of PBN in the gas phase and polar solution.
In weakly polar solvents both pathways are possible and likely to occur.

from which emission can occur. This agrees with jet cooled fluorescence measurements [236,249]

in which only single fluorescence emission at about 4.00 eV with a relatively long fluorescence

lifetime of about 17 ns is observed.

The continuum solvent model calculations at the FC geometry reveal that already the electronic

polarization part of the solvation alone suffices to stabilize the 2B (CT) state strongly. The 2B

state even becomes the lowest lying excited state at ADC(2)/SS-COSMO level of theory. Fur-

thermore, the relaxed potential energy surface scan of the 2A state along the twisting coordinate

employing equilibrium state-specific solvation shows that solvation with a polar solvent not only

stabilizes the polar 2B state but also the 2A state. As a result, the energy barrier along the twisting

coordinate β vanishes and twisting is facilitated. Hence, the barrier height for twisting is tuned

by the solvent polarity. At about 60◦ the 2B state becomes the lowest in energy and the twisted

CT equilibrium structure of the 2B state is adopted. The occurrence of red-shifted fluorescence is

directly connected with the ability to reach the 2BMin (TICT) minimum.

Summarizing, in the gas phase and non-polar solvents, 2A and 2B states are not sufficiently

stabilized and an energy barrier for twisting exists such that only single emission from the 1B (LE)

state occurs. With increasing polarity of the solvent, both the 1B (LE) and 2A states, the latter
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exhibiting a larger static dipole moment, are stabilized and the energy barrier shrinks. Hence,

already in n-hexane dual fluorescence may occur, but, the red-shift of the CT state emission band

is not pronounced in this case. In solvents of medium polarity, the stabilization of both 2A state

and 2B states becomes more distinct such that the emission bands are more separated and the

red-shift is more pronounced. In polar solvents, the stabilization of the polar 2B (CT) state is so

pronounced that the energy barrier disappears and only red-shifted fluorescence occurs.
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REGULAR AND RED-SHIFTED FLUORESCENCE OF

5-(1H-PYRROLE-1-YL)THIOPHENECARBONITRILE (TCN) IS EFFICIENTLY

QUENCHED BY INTERNAL MODES OF THIOPHENE

In this chapter† the photochemical properties of thiophene analogs of PBN, namely the two

isomers 5-(1H-pyrrole-1-yl)thiophene-2-carbonitrile (2-TCN) and 5-(1H-pyrrole-1-yl)thiophene-

3-carbonitrile (3-TCN) are investigated. The aim of this study is to answer the question whether

the thiophene based donor-acceptor molecule TCN shows a fluorescence behavior similar to

its benzonitrile analogues PBN and DMABN. For this purpose high-level ab initio methods i.a.

CC2, ADC(2) and the highly accurate ADC(3) model (compare sections 3.5.2 and 3.6.3). Solvent

effects have been included using the COSMO and C-PCM solvation models (see section 3.8). In

the gas phase, TCN is excited to the bright S1 (ππ∗) state. Subsequently, it most likely deactivates

nonradiatively to the ground state via a low lying S1-S0 conical intersection. In polar solvents, the

dark S2 (CT) state is stabilized below the S1 state already at the FC geometry, however, despite

this stabilization, radiationless decay to the ground state remains the most likely deactivation

pathway. Nevertheless, population of a twisted minimum of the CT state becomes energetically

feasible. This study strongly suggests that TCN does not show any fluorescence in the gas phase,

and if at all only weak red-shifted emission from a twisted intramolecular charge transfer (TICT)

minimum may be observable in polar solvents.

†Parts of this chapter are reproduced from Bohnwagner, MV. Burghardt I. Dreuw, A. Phys Chem Chem Phys,
2017 , 19(21), pp 13951-13959 with permission from the PCCP Owner Societies
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5.1 MOTIVATION AND BACKGROUND

In organic optoelectronics, the underlying materials are often based on organic polymers with

donor-acceptor architectures possessing bipolar charge-transporting properties. [284–286] polymeric

materials usually enable efficient and tunable photoinduced charge transfer and transport with high

charge carrier mobilities, both of which are found to be crucial for efficient organic optoelectronic

devices. [287–290] Of particular interest for application as ambipolar materials in optoelectronic

components are thiophene-based donor-acceptor systems. [291–295] Reasons for this are that these

materials are easily processable, feature high versatility in structural modification [296], exhibit

high charge carrier mobilities [294,297,298] and are stable against oxidative doping.

This study aims to examine the photochemical properties of TCN (Figure 5.1) as a small thiophene

based donor-acceptor model compound with respect to its potential application as ambipolar

charge transport material. In Chapter 4 in which the photochemistry of PBN is discussed, I have

shown that the employed quantum chemical methodology is suited to adequately describe the

experimentally observed dual fluorescence in medium polar solution and single fluorescence

emission in the gas phase and to gain new insights into the photochemical behavior of this small

donor-acceptor molecule. In this study now the aim is to extend the previous study and to transfer

the methodology to molecules containing thiophene. While no experimental data concerning the

photochemistry of TCN is available yet, I hope to trigger experimental effort into this direction.
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Figure 5.1: Structures of the two investigated isomers of TCN: 5-(1H-pyrrole-1-
yl)thiophenecarbonitrile (2-TCN) (left) and 5-(1H-pyrrole-1-yl)thiophenecarbonitrile (3-TCN)
(right) and numbering of the relevant atoms. The twisting coordinate β is indicated in red.
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5.2 COMPUTATIONAL METHODS

Ground state (S0) PESs of both TCN isomers have been explored using the CC2 and MP2

methods (see section 3.5) in conjunction with the cc-pVTZ/aux-cc-pVTZ basis sets employing

the RI approximation. Vibrational frequencies have been computed at the respective optimized

geometries at the MP2/cc-pVTZ level of theory to verify them as local minima on the PES.

Ground state relaxed PES scans along the twisting coordinate β defined by the dihedral angle

β(C1’-N-C1-C2) (numbering see Fig. 5.1) have been performed at MP2/cc-pVTZ level of theory

simulating gas phase. The dihedral angle β was varied in steps of 10◦. For a fixed value of β, all

other geometric parameters were freely optimized.

Since it is known that photochemical reactions of thiophene containing donor-acceptor systems

often involve triplet excited states and intersystem crossing (ISC) [299–302], besides singlet excited

states the two lowest excited triplet states have been investigated as well. Vertical excitation

energies and excited state properties i.e oscillator strengths (f ) and static dipole moments (µ) of

the four lowest excited states have been computed at the ground state equilibrium geometries

employing various levels of theory. Like for the study of PBN (see chapter 4) in this study again

the ADC(2), ADC(3), LR-CC2, CIS(D) and TDDFT methods have been used. In addition to the

two different xc functionals BHLYP and CAM-B3LYP, for this study the range-separated hybrid

PBE (LRC-ωPBEhPBE [303]) functional has been employed as well. In general, the cc-pVTZ/aux-

cc-pVTZ basis sets have been employed, only for the ADC(3) computations, the smaller cc-pVDZ

basis set has been used. The reason for this is mainly that TCN has no molecular symmetry

which can be exploited in the calculation and thus the computational effort of a ADC(3)/cc-pVTZ

is extremely high. For the cc-pVTZ basis set there are 448 basis functions .

Due to the well-known charge-transfer failure of TDDFT (see section 3.7.1) the employed xc func-

tionals have been benchmarked against the most accurate wave function based method, ADC(3).

The solvent’s influence on vertical excitation energies and energy gap (∆E(S1,S2)) between S1

and S2 states at the FC geometry have been estimated using nonequilibrium ptSS-PCM solvation

as implemented in Q-Chem 4.3 [267,268]. To investigate how a solvent stabilizes the CT state (S2)

shortly after vertical excitation, two different time-scale regimes were approximately considered:

i) A short time-scale regime, to capture the effect of electronic solvent polarization assuming the

time-scale of solvent reorganization is faster than the decay of the initially excited state. For this

purpose, the nonequilibrium ptSS-PCM has been used. ii) A longer time-scale regime capturing
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also the effect of solvent polarization due to fast electronic and slow nuclear reorganization of

the solvent. Therefore, the SS-COSMO model as implemented in TURBOMOLE V6.6 [269] has

been used. For the solvent corrected vertical excitation energies obtained using SS-COSMO

the following nomenclature is used. When the apparent surface charge (ASC) is equilibrated

with respect to the ground state density the solvent corrected vertical excitation energies (ω) are

named ωex,sol@S 0. When the ASC is equilibrated with respect to the density of the bright S1

(ππ∗) state, solvent corrected ω’s are named ωex,sol@S(ππ∗). When the ASC are equilibrated with

respect to the CT state S2 the solvent corrected ω’s are named ωex,sol@S(CT).

Geometries of the photochemically relevant excited states, i.e. bright S1 (ππ∗) and S2 (CT)

states have been optimized in the gas phase using LR-CC2/cc-pVTZ, TD-CAM-B3LYP/cc-pVTZ

and TD-BHLYP/cc-pVTZ levels of theory. LR-CC2 calculations have been performed using

TURBOMOLE V6.3.1 [271]. For SS-COSMO calculations the TURBOMOLE V6.6 [269] has been

used. ADC(2), ADC(3), CIS(D), TDDFT and C-PCM calculations have been performed using

Q-Chem 4.3.

Spin-orbit coupling (SOC) constants have been computed with the atomic-mean-field integral

(AMFI) [304–306] program which has been interfaced to a developer version of Q-Chem 4.2. MO,

attachment/detachment and electron/hole density plots have been generated using TmoleX [307]

(for LR-CC2 computations) and VMD [308].

5.3 RESULTS

5.3.1 Ground state properties of TCN

At first, the S0 equilibrium geometries of the two isomers of TCN have been optimized simulating

gas phase. The geometrical parameters of the S0 equilibrium geometries of both TCN isomers

obtained at CC2/cc-pVTZ and MP2/cc-pVTZ levels are practically the same with respect to bond

lengths (Å), bond angels (◦) and dihedral angles (◦). Bond length deviations (∆x) between the

methods are 0.001-0.002 Å for C-C bonds and the central C-N bond. For the C-N bonds of

pyrrole and the C1-S bond ∆x is 0.005-0.006 Å. The largest deviation is observed for the cyano

triple and the C4-S single bond (∆x = 0.009 Å) (The corresponding x,y,z coordinates are given

in A.1, A.2, A.3, A.4 ). The S0 equilibrium geometries of 2- and 3-TCN have been verified as

local minima on the PES by vibrational frequency analyses. Only the geometries obtained at
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CC2/cc-pVTZ level of theory are discussed in the following in order to facilitate comparability

since excited state geometries have been optimized at LR-CC2/cc-pVTZ level of theory. The

thiophene and pyrrole rings are almost planar and show a very similar bond length pattern as

in isolated pyrrole [309] and thiophene [309], respectively (Table 5.1). In both isomers the rings

Table 5.1: Relevant bond lengths (Å) in the S0 equilibrium geometries of 2- and 3-TCN obtained
at CC2/cc-pVTZ level of theory and the corresponding ones in pyrrole [309] and thiophene [309].
For numbering of atoms see Figure 5.1.

Bonds 2-TCN 3-TCN Pyrrole Thiophene

C3’-C2’ 1.423 1.422 1.417
C2’-C1’ 1.378 1.379 1.382
C1’-N 1.384 1.384 1.370
N-C1 1.390 1.391
C1-S 1.730 1.734 1.714
C1-C2 1.383 1.376 1.370
C2-C3 1.407 1.421 1.423

are slightly twisted against each other by β = 141◦ (2-TCN) and 145◦ (3-TCN), possibly due

to steric hindrance between the sulfur atom and the hydrogen atoms of the pyrrole ring. The

twisted orientation results in a less effective π-conjugation between the rings as compared to a

planar structure, yielding central N-C1 bond lengths of 1.390 Å and 1.391 Å for 2- and 3-TCN,

respectively which is of intermediate length between a single and a double bond [275].

The energy barrier for twisting about β is relatively low (0.05 eV ≈ 2kBT at room temperature) i.e.

the rotation is only slightly hindered. In the ground state, both TCN isomers have static dipole

moments of about 4 D at CC2/cc-pVTZ level of theory.

5.3.2 The gas phase photochemistry of TCN

To identify the photochemically relevant excited states vertical excitation energies of the four

lowest excited states including singlet and triplet states have been computed at the FC geometries

of 2- and 3-TCN using ADC(3), ADC(2), LR-CC2, CIS(D), TD-CAM-B3LYP and TD-BHLYP

methods (Table 5.2). Hereby, the highly accurate ADC(3) method is used as benchmark method

for the TDDFT functionals. Not surprisingly, the electronic structure of the isomers is very

similar. In both cases, all employed methods predict the lowest lying singlet excited state S1 to

be a bright state having oscillator strengths of about 0.5 and 0.2 for 2- and 3-TCN, respectively.

Vertical excitation energies of the S1 state of 2-TCN are 4.32, 4.53 and 4.46 eV, respectively at



11
0

5
T

H
E

PH
O

T
O

C
H

E
M

IS
T

R
Y

O
F

T
C

N

Table 5.2: Comparison of gas-phase vertical excitation energies and static dipole moments of the first two lowest singlet and triplet excited states of 2- and
3-TCN calculated at the S0 equilibrium geometries obtained at CC2/cc-pVTZ level of theory. Molecular orbital contributions and character of the states (in
parenthesis), vertical excitation energies ω (in eV), oscillator strengths (in parenthesis) and orbital-relaxed static dipole moments µ (in Debye) are given.

ADC(3) LR-CC2 ADC(2) CIS(D) TD-CAM-B3LYP TD-BHLYP LRC-wPBEha

State MOs ω µ ω µ ω µ ω µ ω µ ω µ ω

2-TCN
T1 H>L (ππ∗) 2.79 4.5 3.31 5.0 3.28 5.2 3.51 4.8 2.56 4.7 2.26 4.2 2.29
T2 H-1>L (CT) 3.72 7.5 4.04 9.2 4.01 9.5 4.29 6.6 3.42 8.4 3.15 8.3 3.25

H-1 >L+1 (πσ∗)
S1 H>L (ππ∗) 4.32(0.46) 7.3 4.53(0.51) 9.2 4.46(0.52) 9.5 4.81(0.55) 6.2 4.38(0.46) 7.3 4.42(0.46) 7.2 4.59(0.47)
S2 H−1 >L (CT) 4.90(0.01) 12.7 4.88(0.01) 16.5 4.88(0.01) 17.7 5.33(0.05) 12.5 4.67(0.01) 15.3 4.68(0.01) 15.5 5.31(0.02)

3-TCN
T1 H-1>L (ππ∗) 3.12 3.7 3.54 4.4 3.51 4.7 3.75 3.5 2.81 3.8 2.49 3.3 2.56
T2 H>L (CT) 3.82 5.80 4.14 7.2 4.13 7.3 4.36 5.2 3.51 6.5 3.23 6.5 3.31

H >L+1 (πσ∗ )
S1 H-1>L (ππ∗) 4.80(0.21) 6.7 4.79(0.24) 9.2 4.75(0.24) 9.8 5.19(0.21) 5.0 4.70(0.19) 7.1 4.73(0.18) 7.0 4.95(0.20)
S2 H>L (CT) 5.14(0.01) 11.4 5.11(0.01) 14.8 5.12(0.01) 15.9 5.33(0.07) 8.9 4.95(0.01) 13.3 4.97(0.01) 13.7 5.57(0.03)

a the long-range corrected ωPBEh functional third derivatives are not avail yet, hence relaxed dipole moments could not be computed.
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ADC(3)/cc-pVTZ, LR-CC2/cc-pVTZ and ADC(2)/cc-pVTZ levels of theory and 4.80, 4.79 and

4.75 eV, respectively, for 3-TCN. Results of these three wave function based methods agree very

well among each other. Comparison of TDDFT with ADC(3) results reveals that CAM-B3LYP

and BHLYP xc functionals are in very good agreement with ADC(3) with excitation energies of

the bright S1 state showing deviations of only about 0.1 eV. The S1 state is mainly characterized

by an electronic configuration of a single electron excitation from HOMO to LUMO in the case

of 2-TCN and HOMO-1 to LUMO in the case of 3-TCN. These two excitations are identical

because HOMO and HOMO-1 are interchanged for 2- and 3 -TCN (see Fig. 5.2). Compared to

the ground state, the S1 states exhibit relatively large static dipole moments of 7-9 D (Table 5.2).

HOMO of 2-TCN and HOMO-1 of 3-TCN are π orbitals having four nodal planes, one along the

sulfur atom. They correspond to the HOMO (π3(a2 in C2v symmetry)) orbital of unsubstituted

thiophene [310–312]. The LUMOs are π∗ orbitals localized only on the cyanothiophene group

with a significant contribution on the sulfur atom. They correspond to the LUMO (π∗4(b1 in

C2v symmetry)) orbital of thiophene [310–312]. Analysis of the MOs reveals that the S1 state

possesses partial CT character. This is supported by an analysis of the attachment and detachment

densities [234,313] (see Figures 5.3 and 5.4). Since the involved orbitals are π orbitals this state

will be referred to as bright S(ππ∗) state in the following. It corresponds to the 11B2 (in C2v

symmetry) state of thiophene, which is one of the four valence excited states involved in its

ultrafast radiationless decay. [314–317]

a)

b)
LUMO LUMO+1

HOMO-1 HOMO

HOMO-1 HOMO

LUMO LUMO+1

Figure 5.2: a) HOMO-1, HOMO, LUMO and LUMO+1 of 2-TCN b) HOMO-1, HOMO,
LUMO and LUMO+1 of 3-TCN (bottom) computed at ADC(2)/cc-pVTZ level of theory at the
FC geometry (isovalues = 0.05). Kohn-Sham MOs are practical identical
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Figure 5.3: Electron detachment (blue) and attachment (red) density plots for the S1, S2, T1 and
T2 states of 2-TCN obtained at the ADC(2)/cc-pVTZ level of theory at the CC2 S0 equilibrium
geometry. TD-BHLYP and TD-CAM-B3LYP electron detachment and attachment densities are
practically identical.(Isovalues = 0.009 and 0.00225)

S1

S2

T1

T2

Figure 5.4: Electron detachment (blue) and attachment (red) density plots for the S1, S2, T1 and
T2 states of 3-TCN obtained at the ADC(2)/cc-pVTZ level of theory at the CC2 S0 equilibrium
geometry. TD-BHLYP and TD-CAM-B3LYP electron detachment and attachment densities are
practically identical.(Isovalues = 0.009 and 0.00225)

All applied methods predict the S2 state of both isomers to be a dark CT state with a small

oscillator strength of only 0.01. Vertical excitation energies of 2-TCN are 4.90, 4.88 and 4.88 eV,

respectively, at ADC(3)/cc-pVDZ, LR-CC2/cc-pVTZ and ADC(2)/cc-pVTZ levels of theory and

5.14, 5.11 and 5.12 eV, respectively, for 3-TCN (Table 5.2). The S2 state of 2-TCN is largely

dominated by a single electron transition from HOMO-1 to LUMO while the one of 3-TCN is

a transition between HOMO and LUMO (see Fig. 5.2). Both MO and attachment/detachment
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density analyses (see Fig. 5.3) reveal this state to have CT character. Hence, it will be named

S(CT) state in the following. Compared to S0 and the bright S(ππ∗) state, S(CT) exhibits a large

static dipole moment of 15-18 D (2-TCN) and 13-16 D (3-TCN), respectively.

CAM-B3LYP and BHLYP functionals provide very similar excitation energies and properties

for the S(CT) state. Despite the CT character of this state the agreement of vertical excitation

energies obtained using TD-CAM-B3LYP and TD-BHLYP with the ones obtained using ADC(3)

is good, though not as good as in the case of the bright S(ππ∗) state. Excitation energies of the

singlet CT states of 2- and 3-TCN are underestimated by only at most 0.25 eV with respect to

ADC(3). This deviation, however, is in the range of the error of TDDFT (≈ 0.3 eV). Hence,

both xc functionals CAM-B3LYP and BHLYP can be assumed to be suited to examine the ICT

mechanism of TCN.

In both isomers the lowest lying triplet state T1 exhibits the same ππ∗ character as the S(ππ∗)

state and will thus be referred to as T(ππ∗). The wave function of the T2 state has two important

electronic configurations: HOMO-1→ LUMO and HOMO-1→ LUMO+1 excitations (in 2-

TCN) and HOMO→ LUMO and HOMO→ LUMO+1 excitations (in 3-TCN) (see Fig. 5.2) .

The LUMO+1 orbital is a mixture of a delocalized π∗ orbital and a σ∗ orbital localized on the

thiophene ring. The attachment/detachment densities, however, show that the electronic structure

of T2 is practically identical to the second excited singlet state S2, which has charge-transfer

character. Hence, T2, will be named T(CT) in the following.

For the investigation of possible deactivation pathways via triplet states, following studies of

thiophene [315,318], the probability of ISC between the six lowest lying singlet and triplet excited

states have been estimated. In good approximation, the probability of ISC depends mainly on

two factors [319]: i) According to El Sayed’s rule [320] ISC is particularly efficient if the electronic

transition involves a change of orbital angular momentum leading to large spin-orbit coupling

(SOC) elements. ii) The energy gap between initial and final state (∆E) should be small (< 0.6

eV) for efficient ISC. [321] Considering these factors, for 2-TCN, S1 → T2, S1→ T3 and S3 → T4

are the most likely transitions for ISC. The corresponding transitions found for 3-TCN are S1 →

T3 and S4→ T5. Energy gaps ∆E’s and SOC constants have been computed at ADC(2)/cc-pVDZ

level of theory at the ground state equilibrium geometries. For 2-TCN, ∆E between S1 and T2

is relative large (0.51 eV) and the SOC is very small (1.92 cm−1). ∆Es between S1 and T3 and

S3 and T4 are smaller 0.12 and 0.33 eV, respectively, but the respective SOC constants as well:

14.17 cm−1 and 10.31 cm−1, respectively. For 3-TCN, ∆Es between S1 and T3 and S4 and T5 are
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double bonds (numbering scheme see Fig. 5.1). Six vibrational modes have been found to be

relevant for the relaxation path of the bright S(ππ∗) state of 2-TCN to the S1-S0 CI seam along

the reaction coordinate. These are symmetric stretching modes of the C1-C2, C3-C4 and C4-S

bonds, a ring puckering mode of the thiophene ring, and two out-of-plane bending modes of the

pyrrole ring and cyano group, respectively (see Fig. 5.5). For 3-TCN, mainly two modes have

been identified to be relevant for the relaxation path of the bright S(ππ∗) state to the S1-S0 CI

seam i.e. a stretching mode of the C1-S bond and the ring puckering mode of the thiophene ring.

In conclusion, this suggest an ultrafast radiationless decay of the bright S(ππ∗) state through a

ring-puckered (2-TCN) and an almost planar, ring-opened (3-TCN) S1-S0 CI, respectively. These

results suggest that even though TCN in contrast to thiophene exhibits a low lying CT state which

can be assumed to substantially change the photochemical behavior, its deactivation mechanism

is governed by the same vibrational relaxation dynamics occurring in thiophene [322,323]. For

thiophene it is found that the S1 state PES has multiple local minima, with the lowest energy

minimum corresponding to a ring-opened conformation. It can be populated either via multiple

CIs or via ISCs. The other two minima correspond to geometries, in which the sulfur atom is

distorted out of the ring plane. They are connected by a path along C-H out-o-plane vibrational

modes and the ring deformation mode that has only a very small energy barrier. Hence, these two

minimum structures can easily be converted into one another.

Like already stated in the previous chapter, CC2 as a conventional single reference method is not

suitable for describing CIs. Thus, geometries and energies of the intersection points found along

the reaction coordinate on S(ππ∗) can only be estimated at this level of theory. Here, geometries

in which the energy gap between S(ππ∗) and S0 along the reaction coordinate is minimal have

been chosen as approximate CI geometries. For 2-TCN, the total energy of this geometry is

3.71 eV (relative to the S0 equilibrium energy), i.e. 0.82 eV below the FC S(ππ∗) state. The

total energy of the approximate CI in 3-TCN is 3.57 eV (relative to the S0 equilibrium energy)

and lies 1.20 eV below the FC S(ππ∗) state. The accessibility of the respective S1-S0 CIs of

2- and 3-TCN has been estimated by comparing the vertical excitation energy of S1 obtained

at the FC geometry and the total energy of S1 at the approximate CI geometry. Indeed, their

geometries of 2- and 3-TCN lie energetically about 1.8 eV and 1.7 eV below the S1 states at

the FC geometries. Therefore, it can be inferred from the gas phase LR-CC2 results that after

photoexcitation to the bright S(ππ∗) state TCN undergoes radiationless deactivation to the ground

state. In contrast, TD-BHLYP and TD-CAM-B3LYP erroneously predict a stationary point on
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n-hexane (ǫ = 2.0, n = 1.37), acetonitrile (ACN) (ǫ = 37.5, n = 1.34) and water (H2O) (ǫ = 78.0,

n = 1.33) have been used. First, vertical excitation energies of the two lowest singlet and triplet

states have been computed at the gas phase S0 equilibrium geometries of 2-and 3-TCN using

ADC(2)/cc-pVTZ/ptSS-PCM (Table 5.3).

Table 5.3: Comparison of vertical excitation energies of the first four lowest excited states of
2-and 3-TCN obtained at ADC(2)/cc-pVTZ and ADC(2)/cc-pVTZ/ptSS-PCM levels of theorya.
Vertical excitation energies in the gas phase ω(in eV), solvent-corrected vertical excitation
energies ωsol (in eV), solvent shifts ∆ωb (in eV) and the energy gap between S(ππ∗) and S(CT)
(∆E (in eV)) are given.

Gas n-hexane ACN H20
State ω ωsol ∆ω ∆E ωsol ∆ω ∆E ωsol ∆ω ∆E

2-TCN
T(ππ∗) 3.28 3.27 - 0.01 3.28 0.00 3.28 0.00
T(CT) 4.01 3.94 - 0.07 3.94 - 0.07 3.94 - 0.07
S(ππ∗) 4.46 4.39 - 0.07 + 0.10 4.36 - 0.10 + 0.12 4.36 - 0.10 + 0.12
S(CT) 4.88 4.49 - 0.39 4.48 - 0.40 4.48 - 0.40

3-TCN
T(ππ∗) 3.51 3.51 0.00 3.52 0.01 3.52 + 0.01
T(CT) 4.13 4.11 - 0.02 4.15 + 0.02 4.16 + 0.03
S(ππ∗) 4.75 4.65 - 0.10 + 0.13 4.64 - 0.11 + 0.23 4.64 - 0.11 + 0.24
S(CT) 5.12 4.78 - 0.34 4.87 - 0.25 4.88 - 0.24

b computed at the gas phase S0 equilibrium geometry obtained at CC2/cc-pVTZ level of theory.
b ∆ω is the energy difference between the vertical excitation energies computed in the gas phase
and with the ptSS-PCM solvent model.

Secondly, vertical excitation energies have been recomputed using ADC(2)/cc-pVTZ/SS-COSMO

(Table A.5). Hereby, the solvent image charges are equilibrated with respect to the S0, the S(ππ∗)

and S(CT) state charge densities, respectively.

In the case of nonequilibrium ptSS-PCM solvation, the largest solvent effect is found for the

S(CT) state. For all three solvents the excitation energy of S(CT) of 2-TCN is lowered by about

0.40 eV. Interestingly, for 3-TCN the lowering is most pronounced for apolar n-hexane i.e. by 0.34

eV. In ACN and H2O solution the excitation energy is lowered by only about 0.25 eV. Vertical

excitation energies of the bright S(ππ∗) state decrease only slightly by about 0.10 eV for all three

solvent parameters.This observation can be explained as follows. The total energy correction

due to fast relaxation (fast electronic polarization) is a function of the square of the refractive

index (n2), which is almost identical for these solvents. The slow solvent term accounting for the

nuclear motion of the solvent molecules and representing the interaction of the frozen ground

state polarization with the electric field of the excited state is dependent on ǫ − n2. Since the

ground state of TCN is relatively apolar (µ ≈ 4 D) and the static dipole moments of ground and
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excited states are not oriented parallel, the slow term is small and the fast term dominates the

total energy correction. Hence, the ptSS-PCM correction is very similar for all solvents.

For 2-TCN the energy gap ∆E is reduced from 0.42 eV in the gas phase to about 0.12 eV (≈

1000 cm−1) in solution. For 3-TCN, ∆E is lowered from 0.37 eV in the gas phase to 0.13 eV in

n-hexane and to about 0.23 eV in polar solution. Even though vertical excitation energies of the

S(CT) states of 2- and 3-TCN are red-shifted and ∆E is reduced, the energetic order of S(ππ∗)

and S(CT) states stays the same. In other words, when nonequlibrium pt-SS-PCM salvation is

employed the vertical excitation energy of S(CT) is not lowered below the FC energy of S(ππ∗).

Nevertheless, these calculations suggest, that owing to the reduced ∆E, the probability for popu-

lation of the S(CT) state and further relaxation to the TICT minimum is higher in solution than

in the gas phase. A more pronounced solvation effect is obtained using state specific COSMO

solvation (see Table A.5). In this case, the stabilization of S(CT) depends more strongly on the

polarity of the solvent. In apolar n-hexane, vertical excitation energies of the S(CT) state of both

TCN isomers are shifted by only -0.05 - -0.07 eV when the solvent reaction field is equilibrated

with respect to the bright S(ππ∗) state. In contrast, vertical excitation energies of the S(ππ∗) states,

static dipole moments and ∆E are almost unaffected.

In ACN, vertical excitation energies of both S(ππ∗) and S(CT) states are strongly red-shifted

when the solvent reaction field is equilibrated with respect to the bright S(ππ∗) state. The shift

amounts to 0.72 and 0.92 eV for the S(CT) state. This effect is so pronounced that the energetic

order of S(ππ∗) and S(CT) state changes and S(ππ∗) and S(CT) become almost energetically

degenerate at 3.9 and 4.1 eV. The static dipole moments of both states are enlarged. The effects

of solvation with H2O are very similar to those observed for ACN. Vertical excitation energies of

the S(CT) states of 2- and 3-TCN are decreased by 0.77 and 0.97 eV. From these results it can be

inferred that in medium or polar solvents the S(CT) state of TCN is more easily accessible after

photoexcitation than in gas phase or apolar solution.

To estimate the effect of polar solution on the deactivation pathways of bright S(ππ∗) and

S(CT) states, vertical excitation energies of both states have been recomputed at the ADC(2)/cc-

pVTZ/SS-COSMO level of theory along the respective gas phase relaxed scans using the pa-

rameters of ACN (Figure 5.8 and 5.9). The PES scan of S(ππ∗) in ACN solution reveals that

even though S(CT) is stabilized below S(ππ∗) at the FC geometry, the energy curve of S(CT) and

also ∆E increase along the S(ππ∗) reaction coordinate which corresponds mainly to thiophene

ring puckering. The total energies of the approximate CI geometries (relative to the solvent



120 5 THE PHOTOCHEMISTRY OF TCN

 (S(CT)) [eV]  (S(!!*)) [eV] E [eV] Eapprox. CI [eV]

ACN
2-TCN 3.95 3.96 0.04 3.53

3-TCN 4.11 4.12 0.22 3.42
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Figure 5.8: Schematic representation of the deactivation pathway of the S(ππ∗) (S1) state of
TCN simulating ACN solution. Vertical excitation energies ω of S(ππ∗) and S(CT) states and
total energies of the approximate conical intersection geometries (relative to the S0 equilibrium
energy) obtained at ADC(2)/cc-pVTZ/SS-COSMO level of theory are given in the table.

corrected S0 energy) are 3.53 and 3.42 eV in ACN, hence lowered by about 0.3 eV compared

to the gas phase (Figure 5.5). The PES scan of S(CT) in ACN solution shows that in polar

environments S(CT) is stabilized significantly below S(ππ∗) already at the FC geometry. Vertical

excitation energies of S(CT) and S(ππ∗) states of 2- and 3-TCN are 3.32, 3.51 eV and 3.63, 3.77

eV, respectively. However, along the S(CT) reaction coordinate which corresponds mainly to

tilting and twisting of the pyrrole group, the energy curve of S(CT) is only slightly lowered. The

total energies of the S(CT) state TICT minima of TCN in ACN are 2.73 and 3.06 eV. These results

suggest that in contrast to the gas phase, in polar solution population of the TICT minimum of

TCN becomes more likely due to the strong stabilization of the S(CT) state at the ground state

equilibrium geometry and along the S(CT) reaction coordinate. These calculations reveal that in

ACN, after vertical excitation to the bright S(ππ∗) state, TCN can relax barrierless to the TICT

minimum. Hence, in fluorescence experiments in polar solution red-shifted emission may be

observable, however, most likely with very low quantum yield.

5.4 SUMMARY AND CONCLUSION

The photochemical behavior of the cyanothiophene isomers 2- and 3-TCN has been investigated

in the gas phase using high-level quantum chemical methods. The influence of solvation on
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 (S(CT)) [eV]  (S(!!*)) [eV] Erel(TICT) [eV]

ACN
2-TCN 3.32 3.63 2.73

3-TCN 3.51 3.77 3.06
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Figure 5.9: Schematic representation of the deactivation pathway of the S(ππ∗) (S1) state of
TCN simulating ACN solution. Vertical excitation energies ω of S(ππ∗) and S(CT) states and
total energies of the approximate conical intersection geometries (relative to the S0 equilibrium
energy) obtained at ADC(2)/cc-pVTZ/SS-COSMO level of theory are given in the table.

absorption properties as well as the excited state deactivation pathways has been investigated

using two different continuum solvation models i.e. nonequilibrium ptSS-PCM and equilibrium

SS-COSMO.

The gas phase ground state equilibrium geometry of TCN is not planar. Like in the case of PBN

and DMABN in both isomers, the rings are slightly twisted with respect to each other. Twisting to

an orthogonal conformation of the rings is slightly hindered. Single reference methods predict the

lowest singlet excited states S1 and S2 to be the photochemically relevant excited states. While

the S1 state is an optically allowed bright ππ∗ state, the S2 state is a dark CT state. The possibility

of intersystem crossing has been excluded, since the energy gaps of the ISC relevant transitions

are relatively large (> 0.5 eV) and the relevant SOCs are small (about 1.8 cm−1).

Two different deactivation mechanisms have been identified for the two TCN isomers. After

photoexcitation to the bright S(ππ∗) state, 2-TCN will most probably exhibit radiationless decay

to the ground state via a low lying S1-S0 intersection along a ring puckering mode of thiophene.

In contrast, for 3-TCN a cleavage of the C1-S bond occurs, leading to the formation of a C-C

and S-C double bond and a subsequent radiationless deactivation to the ground state via a low

lying S1-S0 intersection. Hence, even though an electron donor substituent is present in TCN

yielding a low lying CT state, the results suggest that the deactivation pathway is dominated by

vibrational modes of thiophene.

A TICT minimum has been found on the S1 state surface of both isomers. Gas phase LR-CC2
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calculations of 2-TCN indicate that a tiny barrier of only about 0.01 eV has to be overcome to

reach the TICT minimum. In 3-TCN there is no corresponding barrier. However, gas phase

calculations suggest that population of the TICT minimum is rather unlikely due to the presence

of a S1-S0 CI which can be reached barrierless after excitation to the bright S(ππ∗) (S1) state.

Solvation model calculations indicate that the S(CT) is stabilized in polar solvents and that

population of the TICT minimum becomes more likely.

In conclusion, this study reveals that even though TCN is structurally very similar to dual

fluorescent DMABN and PBN, it exhibits a different photochemistry. While PBN and DMABN

show at least single emission from a locally excited (LE) state in the gas phase, the thiophene

analogue TCN is predicted to deactivate radiationless to the ground state such as unsubstituted

thiophene. While DMABN and PBN show dual fluorescence in medium polar and polar solvents

or single red-shifted emission from a polar TICT state in strongly polar solvents, the solvation

model results indicate that for TCN dual fluorescence will not occur and single red-shifted

emission may only be observable in polar solvents. Thus, for the construction of thiophene

containing donor-acceptor compounds, this study shows that the S(CT) state needs to be further

stabilized for efficient charge separation via TICT formation to occur. One way to accomplish

this is by increasing the donor strength, e.g. by lowering the local ionization potential of the

donor group. Otherwise, thiophene’s photochemistry will quench charge separation.



6

REGULAR FLUORESCENCE OF 4-FLUORO-N,N-DIMETHYLANILINE

(FDMA).

AN AB-INITIO STUDY REVEALS: FDMA EXHIBITS NO TICT MECHANISM

This chapter† focus on the photochemistry of the small organic donor-acceptor compound

4-Fluoro-N,N-dimethylaniline (FDMA). This study is motivated by two recent contradicting

experimental investigations by Zachariasse et al. [328] (from 2017) and Fujiwara et al. [329] (from

2013) on the fluorescence behavior of FDMA. Motivated by the discrepancies between these

studies I have examined the deactivation pathways of photoexcited FDMA using TDDFT, LR-

CC2, ADC(2) and ADC(3). Solvatochromic effects have been studied by employing COSMO

and C-PCM solvation models. According to the computational results, the initial population of

the bright S2 (ππ∗) state of FDMA relaxes to a linear, almost planar S1 state minimum from which

emission occurs. This study further reveals TDDFT/B3LYP erroneously to predict a planar TICT

S1 state minimum that vanishes when the amount of nonlocal HF exchange in the xc functional is

increased.

6.1 MOTIVATION AND BACKGROUND

FDMA (see Fig. 6.2) is the fluorine analogue of the well-known and well investigated dual

fluorescent DMABN molecule. It comprises an analogues electron donating dimethylamino

(DMA) but a weaker electron accepting 4-Fluoroaniline group that are connected by a single bond.

†Parts of this chapter are adapted from Bohnwagner, MV. and Dreuw, A. J. Phys. Chem. A,, 2017, 121 (31), pp
5834-5841 [327], Copyright 2017 with permission from the American Chemical Society and the corresponding editor
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Figure 6.2: Structure of FDMA and numbering of the relevant atoms.The twisting coordinate β
is shown in red.

6.1.1 Experimental and theoretical findings by Fujiwara et al.: the observation

of dual fluorescence [329]

In steady state absorption experiments of FDMA in n-hexane and ACN at room temperature two

absorption bands were observed for FDMA: an intense band with maxima at 4.96 and 4.86 eV

(250 and 255 nm), respectively, and a weak red-shifted band at 3.94 and 3.87 eV (315 and 320

nm), respectively. Corresponding steady state fluorescence spectra were obtained by excitation at

different wavelength. In n-hexane and ACN, two emission bands at 3.71 and 3.41 eV (334 and

364 nm) and at 3.56 and 3.12 eV (348 and 397 nm), respectively, are obtained. Furthermore, the

observed dual fluorescence was reported to be wavelength dependent. Time-resolved fluorescence

measurements revealed almost identical decay times of the two emission bands (≈ 1.4 ns in n-

hexane and ≈ 3.7 ns in ACN). Computations at DFT and TDDFT levels yielded vertical excitation

energies of 4.35 eV (286 nm) and 5.39 eV (230 nm) for the S1(A") and S2(A’) states, respectively,

using the B3LYP functional assuming Cs point group symmetry. The S1 and S2 states were

assigned to the two observed absorption bands. Furthermore, three low-energy excited-state

geometries of FDMA were found at TDDFT/B3LYP/cc-pVDZ level of theory. One almost planar

ππ∗ minimum and two different TICT states, one with a planar and one with a pyramidalized

amino nitrogen atom, with the former TICT state geometry being the most stable one. For the

ππ∗ and the non-pyramidalized TICT state, emission wavelengths of 3.50 eV and 3.18 eV (354

nm and 390 nm) and dipole moments of 8 and 11 D were computed in the gas phase, respectively,

and found to agree well with the two observed emission bands in ACN.
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6.1.2 Experimental findings by Zachariasse et al.: the observation of single fluo-

rescence [328]

In agreement with the findings by Fujiwara et al. [329] absorption spectra of FDMA measured

in n-hexane and ACN at 25 ◦C show two bands, a weak one with maxima at 4.01 and 3.97 eV

(309 and 312 nm) and a strong one at 5.04 and 4.98 eV (246 and 249 nm), respectively. The

energy difference ∆E(S1,S2) is 1.03 eV (8300 cm−1) in n-hexane and 1.00 eV (8130 cm−1) in

ACN which is large compared to the ones for DMABN of 0.34 eV (2720 cm−1 ) and < 0.33 eV

(< 2700 cm−1), respectively. This already makes the occurrence of dual fluorescence unlikely.

In fluorescence measurements recorded in n-hexane and ACN, indeed, only single fluorescence

emission was observed. The emission band was assigned to the LE state, which is in agreement

with the large ∆E(S1,S2). The fluorescence quantum yield (Φ) has been found to be quite low

in n-hexane (Φ(LE) = 0.081) and ACN (Φ(LE) = 0.152). In both fluorescence and excitation

spectra of FDMA only one emission band and no excitation wavelength dependence has been

observed. From these experimental results Zachariasse et al. concluded that, in contrast to the

claims by Fujiwara et al., no LE→ ICT reaction occurs and that the TICT structure predicted by

TD-B3LYP computations is not relevant for the experiments.

The aim of this theoretical study is twofold. Motivated by the discrepancies between the above

presented studies, the assumption of Zachariasse et al. that the TD-B3LYP predicted, non-

pyramidalized TICT S1 state minimum is a methodological artifact and the knowledge that

TDDFT tends to over stabilize CT states [179,180], the theoretical findings by Fujiwara et al. [329]

are reexamined using various ab-initio methods such as CC2, ADC(2) and ADC(3). Furthermore,

the effect of the amount of nonlocal HF exchange in TDDFT on both S1 state equilibrium

geometries and the potential energy curves of the S1 state along the twisting coordinate β is

investigated.

6.1.3 Computational details

The ground state (S0) geometry of FDMA has been fully optimized (within C1 symmetry) and for

comparison with theoretical data by Fujiwara et al. in Cs symmetry using MP2 (again employing

the RI approximation) in conjunction with the cc-pVTZ and corresponding auxiliary basis set

RIMP2-cc-pVTZ. Also the range-separated CAM-B3LYP functional together with the cc-pVTZ
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basis set and for comparison with computational results by Fujiwara et al. the B3LYP functional

together with the cc-pVDZ basis set have been used. The optimized S0 geometries have been ver-

ified as minima on the PES by vibrational frequency analyses showing no imaginary frequencies.

A relaxed PES scan of S0 along the twisting coordinate βC6-N-C1-C2) (numbering see Fig. 6.2)

has been performed at MP2/cc-pVDZ level of theory. Starting with 0◦, β has been increased

to 90◦ in steps of 10◦. While β was held fixed, all other coordinates were allowed to relax.

The lowest two vertical singlet excitation energies have been computed at the S0 geometries

along the PES scan using TD-B3LYP/cc-pVDZ and TD-CAM-B3LYP/cc-pVDZ methods. In the

TD-CAM-B3LYP calculations triplet states have been included.

The lowest two vertical singlet and triplet excitation energies, oscillator strengths and static

dipole moments (µ) have been computed at the Cs symmetric S0 equilibrium geometry obtained

at MP2/cc-pVTZ level of theory using various methods: ADC(2), ADC(3), LR-CC2 and TDDFT

using B3LYP and CAM-B3LYP functionals. For ADC(2) and LR-CC2 calculations, the cc-

pVTZ/MP2-cc-pVTZ basis sets have been employed. Due to the resource requirements and

computational costs of ADC(3)/cc-pVTZ computations only vertical excitation energies of the

photochemically relevant excited singlet states observed in experiment (S1 and S2) have been

computed. Spin-orbit coupling (SOC) constants between the six lowest lying singlet and triplet

excited states have been computed at the S0 equilibrium geometry at ADC(2)/cc-pVDZ and

ADC(2)/cc-TZVPP levels of theory using the atomic mean field integral (AMFI) [306,340] program

interfaced with a developer’s version of Q-Chem [341] 4.2 assuming Cs symmetry.

Solvent effects on vertical excitation energies at the S0 equilibrium geometry have been estimated

at ADC(2)/cc-pVTZ level employing the nonequilibrium ptSS-PCM correction scheme. For

comparison with experiments the parameters of n-hexane (ǫ = 2.0, n = 1.374) and acetonitrile

(ACN) (ǫ = 37.5, n = 1.344) have been chosen for the solvent models. Even though both solvents

are not typical hydrogen bond donors, the effects of hydrogen bonding interactions on vertical

excitation energies have been investigated. For this purpose two solvent molecules have been

added to the S0 equilibrium geometry, respectively, (see Fig. B.1 and B.2) and vertical excitation

energies have been recomputed at TD-CAM-B3LYP/cc-pVDZ level of theory.

The geometries of the photochemically relevant excited states S1 and S2 (1A" and 1A’, respec-

tively, in Cs symmetry) have been fully optimized at LR-CC2, TD-CAM-B3LYP and TD-B3LYP

levels of theory, respectively, using the cc-pVDZ basis set and auxiliary cc-pVDZ basis set (for

LR-CC2) and additionally under Cs symmetry constraint for comparison with computational
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data of Fujiwara et al.. The lowest lying triplet state T1 has been fully optimized at TD-CAM-

B3LYP/cc-pVDZ level of theory. Stationary points obtained at TD-CAM-B3LYP and TD-B3LYP

levels of theory have been verified as local minima or transition states on the PES by vibrationally

frequency analysis.

Rigid PES scans of the S1 state along β have been performed at TD-B3LYP, TD-CAM-B3LYP

and ADC(2) levels of theory, respectively. For this purpose, the 1A"planar geometry (β = 0◦) has

been taken as starting geometry and β was increased to 90◦ in steps of 10◦. For rigid PES scans

performed at TD-B3LYP/cc-pVDZ and TD-CAM-B3LYP/cc-pVDZ levels of theory the Gaussian

09 Rev D01 suit of program has been used and for the one performed at ADC(2)/cc-pVDZ level of

theory Q-Chem 4.3 has been employed. For corresponding relaxed PES scans at TD-B3LYP/cc-

pVDZ and TD-CAM-B3LYP/cc-pVDZ levels of theory Q-Chem 4.3 has been used. Emission

energies have been computed at the most stable local minimum geometry (S1planar), employing

ADC(2)/cc-pVTZ in conjunction with equilibrium SS-C-PCM accounting for solvation effects

using again the parameters of n-hexane and ACN for the solvent model. SOC constants between

the lowest four excited singlet and triplet states have been computed at the S1planar geometry

and the approximately determined S1-S0 conical intersection (CI) geometry, respectively, at

the ADC(2)/cc-pVDZ and ADC(2)/def2-TZVPP levels of theory. CC2 calculations have been

performed using TURBOMOLE V6.3.1 [271]. For all ADC calculations Q-Chem versions 4.3

and 4.4 have been used. For TDDFT calculations both Q-Chem 4.4 and Gaussian 09 RevD01

have been used. Visualization and plotting of molecular orbitals (MOs) were done with the

Avogadro program [342] version 1.0.3. Attachment and detachment densities have been displayed

by VMD [308]. For PCM computations a developer’s version of the Q-Chem [341] program version

5.0 has been used.

6.2 RESULTS

It has been observed in previous theoretical studies that TD-B3LYP, and also other standard

xc functionals with low amounts of nonlocal HF exchange, severely over stabilizes higher

symmetry geometries [343] and also mistakenly predict energetically very low lying TICT state

minima [283,344,345]. To examine, if the same methodological error is responsible for the prediction

of the non-pyramidalized TICT S1 state minimum reported by Fujiwara et al., S0 and S1 state

PESs have been investigated by using TD-B3LYP, TD-CAM-B3LYP, LR-CC2 and ADC(2)
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TD-CAM-B3LYP level of theory is slightly overestimated with respect to ADC methods.

The S1 state of FDMA has only little oscillator strength of about 0.05 and a static dipole moment

of about 6 D, twice as large as the one of S0(eq)) which is about 3 D. Gas phase vertical

excitation energies are 4.44 and 4.35 eV at ADC(3)/cc-pVTZ and ADC(2)/cc-pVTZ levels of

theory, respectively. The S1 state can mainly be characterized as a single electron excitation out

of the HOMO into LUMO. Analyses of the MOS (see Fig B.6 and Fig. B.7) and attachment

and detachment densities (see Fig. 6.7) reveal this state to be a typical ππ∗ state. This S1 (ππ∗)

state can be assigned to the experimentally observed weak absorption band at about 4.00 eV (in

n-hexane and ACN solution) [328,329].

The S2 state is a bright state with a static dipole moment of about 4 - 6 D, i.e. of about the

S1 (1A”)

ADC(2) DET ATT Dens

S2 (1A’)

T2 (1A’)

T1 (1A”)

Figure 6.7: ADC(2)/cc-pVTZ electron detachment (blue) and attachment (red) density plots for
the S1 (1A") and S2 (1A") states of FDMA calculated at the MP2 S0 equilibrium geometry.

same size as the one of S1. Gas phase vertical excitation energies are 5.68 and 5.44 eV at

ADC(3)/cc-pVTZ and ADC(2)/cc-pVTZ levels of theory, respectively. This transition is largely

dominated by a single electron transition from HOMO to LUMO+2 and can be characterized as

ππ∗ state (see Fig. 6.7 and Fig. B.6).

The lowest lying triplet state T1 (1A") obtained at ADC(2)/cc-pVTZ level of theory exhibits

the same ππ∗ character as S1 and the T2 (1A’) state has the same ππ∗ character as S2. Since

Zachariasse et al. report high ISC quantum yields for FDMA of 0.90 and 0.80 in n-hexane and

ACN, respectively, the probability of ISC between the energetically lowest four singlet and triplet

states of FDMA has been estimated at ADC(2)/cc-pVDZ (and ADC(2)/def2-TZVPP) levels of
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theory considering the size of SOC as well as the energy gap between initial and final state (∆E).

∆E should be small (< 0.5 eV) for efficient ISC [321]. Considering these two factors the most

likely transitions for ISC at the FC geometry are S1-T1, S1-T2, S2-T1, S3-T4 and S3-T5. For

those transition the ∆E’s are smaller than 0.5 eV. However, the corresponding SOC constants are

also very small 0.10, 0.30, 0.03, 0.02 and 0.20 cm−1, respectively, at ADC(2)/cc-pVDZ level of

theory. Even with the larger def2-TZVPP basis set SOC for these transitions remain negligible

(< 1 cm−1). These results suggest that at the FC geometry ISC in FDMA is unlikely. However, in

earlier experimental and theoretical studies of bare benzene [347–350], strong evidence was found

for ultrafast ISC as competing nonradiative deactivation processes in the excited state dynamics,

even though SOC between S1 and T1 at the FC geometry is tiny. Furthermore, it was found that

computed SOC constants are strongly dependent on the geometry and increase noticeably along

the prefulvene reaction coordinate towards the S1-S0 CI, even though they still remain small (<

10 cm−1) [350,351]. Hence, ISC in FDMA cannot be generally excluded.

Solvent effects on absorption spectra

For comparison with experimental absorption data obtained in solution, vertical singlet excitation

energies of FDMA have been computed at the MP2 optimized S0(eq) geometry employing

ADC(2)/cc-pVTZ in combination with nonequilibrium ptSS-PCM (Table 6.2). Additionally,

Table 6.2: Comparison of vertical excitation energies of the first two lowest excited singlet states
of FDMA obtained at ADC(2)/cc-pVTZ and ADC(2)/cc-pVTZ/ptSS-PCM levels of theory at
the gas phase S0(eq) geometry. Solvent-corrected vertical excitation energies ωsol (in eV) and
dipole moments, wavelengths λ of the absorption band maxima obtained by Zachariasse et
al. [328] (λ(Zach) (in eV)) and Fujiwara et al. [329] λ(Fuj) (in eV) and deviation of computed energies
from experimental ones ∆ωexp (in eV) are given.

n-hexane n-hexane solution ACN ACN solution
State ωsol µ λ(Zach) ∆ωexp λ(Fuj) ∆ωexp ωsol µ λ(Zach) ∆ωexp λ(Fuj) ∆ωexp

S1 4.27 7.3 4.01 0.26 3.94 0.33 4.24 8.1 3.97 0.27 3.87 0.37
S2 5.35 7.5 5.04 0.31 4.96 0.39 5.30 8.5 4.98 0.32 4.86 0.44

vertical excitation energies of the four lowest excited singlet states have been computed at the gas

phase S0(eq) geometry incorporating two n-hexane and two ACN molecules (see Fig. B.1 and Fig.

B.2), respectively, employing the TD-CAM-B3LYP/cc-pVDZ level of theory. Vertical excitation

energies of the bright S1 (H > L) and S2 (H > L+1) states (the MOs are shown in Fig. B.8)
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coordinate on the 1A’ (S2) PES have been estimated at TD-CAM-B3LYP/cc-pVTZ and LR-

LR-CC2/cc-pVDZ levels of theory. The approximate S1-S0 CI has a total energy of 4.49 eV

(relative to S0(eq)) and lies 0.08 eV above the S1planar geometry. However, the energy difference

between the S1 and the S0 state at this geometry is still relatively large (0.6 eV). Thus, it may

be assumed that the total energy of the exact S1-S0 CI will be lower. The total energy of the

approximate S1-S0 CI (relative to S0(eq)) obtained at LR-CC2/cc-pVDZ level is 3.99 eV and lies

0.61 eV below the S1planar minimum geometry obtained at LR-CC2/cc-pVDZ level of theory.

The energy difference between S1 and S0 at the approximate CI geometry is 0.07 eV for LR-CC2.

Unconstrained reoptimizations of the S1 state performed at TD-CAM-B3LYP and LR-CC2 levels,

starting at the respective approximate S2-S1 CI geometries give different results, either the S1planar

geometry or the identified S1-S0 intersection geometry are obtained.

These results suggest that after passing the S2-S1 CI, FDMA may continue relaxation along a

prefulvene-like and an out-of-plane bending mode of the dimethylamino group towards a S1-S0

CI and return to the ground state nonradiatively, or localize in the S1planar minimum and fluoresce.

They further suggest that radiationless deactivation via internal conversion may play a role in the

excited state dynamics of FDMA and provide one possible explanation for the low fluorescence

quantum yields (8.1x10−2 and 1.5x10−1) [328] observed in experiments [328,330].

SOC constants between the lowest four excited singlet and triplet states have been computed at

the S1planar minimum, T1 equilibrium (see Fig. B.12) and S1-S0 CI geometries, respectively, at the

ADC(2)/def2-TZVPP level of theory, to examine whether the estimated ISC probability, analogues

to benzene [350,351], increases at these geometries. Considering again the above mentioned factors

(∆E and magnitude of SOC) the following transitions have been found to be most likely for

ISC at the S1planar geometry: S1 → T1, S1 → T2 and S2 → T4. The corresponding ∆E’s are:

0.43, 0.16 and 0.27 eV and SOC constants are: 0.16, 1.06 and 1.60 cm−1, hence SOC constants

between S1 and T1 and S1 and T2 at the at the S1planar geometry are indeed increased with

respect to the FC geometry. Nevertheless, they still remain small. Also at the approximate S1-S0

CI and the T1 equilibrium geometries, SOC constants between the lowest lying four singlet

and triplet states remain small (< 2 cm−1) and the energy gaps for the lowest lying transitions

relatively large (> 0.6 eV). These results, are in agreement with a recent theoretical study for

benzene [351], where a SOC constant of 1.8 cm−1 between S1 and T1 at CASSCF(10/10)/6-31G∗

level of theory at the optimized CI geometry was reported. These small SOC constants do not

indicate efficient ISC of FDMA and benzene. However, in solid and liquid benzene ISC was
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found to be induced by vibronic coupling rather than by SOC leading to efficient radiationless

decay to the ground state [347,347–349,352–355] and the absence of phosphorescence in liquid benzene

at room temperature [356].

Solvent effects on emission spectra

Solvent effects in emission spectra have been investigated by employing equilibrium SS-C-PCM.

For comparison with the experimental data obtained by Fujiwara et al. and Zachariasse et al. again

the parameters of n-hexane and ACN have been used for the solvent model. Vertical excitation

energies of the S1 state have been computed at the gas phase equilibrium geometry S1planar at

the ADC(2)/cc-pVTZ/SS-C-PCM level of theory. The reaction field has been equilibrated with

respect to the S1 state. Solvent-corrected emission energies are 3.55 and 3.23 eV, respectively,

for the parameters of n-hexane and ACN. The respective fluorescence band maxima measured

by Zachariasse et al. are at 3.55 eV (28670 cm−1) and 3.36 eV (27070 cm−1), respectively. [328]

The agreement with these experimental data is excellent. Deviations between computed and

experimental values are only 0.00 eV and 0.13 eV. The deconvoluted fluorescence bands reported

by Fujiwara et al. [329] are at 3.71 eV ( 334 nm) and 3.56 eV (348 nm) in n-hexane and ACN,

respectively. The deviations of the computed energies from these ones are 0.16 and 0.33 eV,

hence, slightly larger.

Additionally, triplet-triplet transition energies for the 7 lowest lying triplet states have been

computed at the T1 equilibrium geometry (see Fig. B.12) obtained at TD-CAM-B3LYP/cc-

pVDZ level of theory using ADC(2)/cc-pVTZ/SS-C-PCM employing again the parameters of

n-hexane and ACN for comparison with experimental triplet-triplet absorption spectra reported

by Zachariasse et al. [328]. Absorption maxima were found at 2.81 eV (442 nm) and 2.63 eV

(472 nm) in n-hexane and ACN solution, respectively. The computed transition with the largest

oscillator strength of about 0.20 corresponds to the T1-T4 transition. Transition energies of 2.93

and 2.92 eV have been obtained, for ACN and n-hexane, respectively in fairly good agreement

with the experimental values.



138 6 THE PHOTOCHEMISTRY OF FDMA

6.3 SUMMARY AND CONCLUSION

The photochemical behavior of FDMA has been investigated in the gas phase and simulating

solution using high-level quantum chemical methods. The influence of solvation on absorption as

well as emission energies has been investigated using two different continuum solvation models,

i.e., nonequilibrium ptSS-PCM and equilibrium SS-C-PCM. The overall agreement of computed

solvent-corrected absorption and emission energies with experimental ones is excellent. Addi-

tionally, the role of hydrogen bonding interactions has been estimated by adding two acetonitrile

molecules and two n-hexane molecules, respectively, to the gas phase optimized MP2 ground

state equilibrium geometry and calculating vertical excitation energies at the corresponding

cluster structures. Not surprisingly, the two explicit solvent molecules hardly affect the vertical

excitation energies. No indications of relevant hydrogen bonding interactions have been found.

In agreement with the experimental results by Fujiwara et al. and Zachariasse et al. all employed

ab initio methods predict the S1 and S2 (1A" and 1A’ in idealized Cs symmetry) to be the

photochemically relevant excited states. The S2 state is a bright ππ∗ state that can be assigned to

the strong blue-shifted absorption band observed in experiments conducted in n-hexane and ace-

tonitrile. The S1 state is also a ππ∗ state with only small oscillator strength that can be assigned to

the experimentally observed weaker slightly red-shifted absorption band. Due to reported triplet

yields of 0.90 and 0.80 in n-hexane and acetonitrile [328] the probability of intersystem crossing

has been estimated by computing energy gaps and spin-orbit coupling constants between the

lowest lying singlet and triplet states at four important geometries: the S0 equilibrium geometry,

the most stable S1 state equilibrium geometry (S1planar), the approximately determined S1-S0

conical intersection geometry and the T1 equilibrium geometry. Irrespective of the geometry, the

computed spin-orbit coupling constants are tiny (< 2 cm−1). Additionally, triplet-triplet transition

energies for the 7 lowest lying triplet states have been computed at the T1 equilibrium geometry

obtained at TD-CAM-B3LYP/cc-pVDZ level of theory using ADC(2)/cc-pVTZ/SS-C-PCM. My

results agree well with theoretical findings on benzene where also only very small spin-orbit

coupling constants (< 2 cm−1) were obtained. Computed solvent-corrected triplet-triplet transi-

tion energies also show a good agreement with the experimental triplet-triplet absorption data

obtained by Zachariasse et al..

From these results, the following picture of the photochemical deactivation mechanism can be

drawn (see Fig. 6.10). After photoexcitation to the bright S2 state, FDMA may either relax
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CIS-TRANS ISOMERIZATION VERSUS TWISTED INTRAMOLECULAR

CHARGE-TRANSFER: A PHOTOCHEMICAL STUDY OF FOUR

HEMITHIOINDIGO-HEMISTILBENE DERIVATIVES

In recent experimental studies [245,357] an interesting photochemical behavior was found for sev-

eral hemithioindigo-hemistilbene (HTI) (see Fig. 7.1) derivatives. It was reported that in apolar

solution cis-trans (Z/E) photoisomerization with high efficiency was observed for all studied HTIs.

In polar solvents, in contrast, it was found that the isomerization is quenched and for some of the

HTI derivatives, dual fluorescence was observed. As an explanation for the occurrence of dual

fluorescence twisted intramolecular charge-transfer (TICT) state formation has been suggested.

In this chapter, the deactivation mechanisms of the four HTI derivatives are investigated theoreti-

cally using different ab initio methods. The focus hereby is on two alternative relaxation pathways

namely single-bond and double-bond rotation in relation to experimental findings. Solvent effects

are accounted for by employing both nonequilibrium and equilibrium state specific C-PCM

solvation. The role of hydrogen bonding interactions is examined by including a small number of

explicit solvent molecules in the calculations.

New insights into the ultrafast decay from the initially populated first excited singlet state S1 of

HTIs Z1-Z4 are provided. Ab initio calculations reveal that Z/E photoisomerization involves the

potential energy surfaces of the ground state S0, the lowest lying singlet S1 and the lowest lying

triplet T1 state. Along the Z/E photoisomerization coordinate conical intersections between T1

and S0 and S1 and S0 are found. Spin-orbit coupling calculations at the FC geometry reveal that

the T1 state of all four Z isomers is easily accessible explaining the absence of phosphorescence.

The current results suggest that the occurrence of dual fluorescence in polar solvents is due to

formation of a polar TICT state which, however, is only stable in solvents which are able to form

141
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Figure 7.1: Structures of Z and E isomers of hemithioindio (HTI) and the Z/E isomerization
about the double bond (indicated in orange) induced by visible light.

hydrogen bonds with the HTI molecules.

Although the project is not yet complete, the results obtained so far are very promising and

inspiring and already provide some interesting insights into the photochemistry of the four HTI

derivatives. In the following, a summary of the current status of this study is given. A publication

on the photochemistry of the four HTIs providing a more complete picture of the different

deactivation mechanisms is in preparation.

Some of the results concerning HTI Z3 as presented in this chapter have been obtained in collab-

oration with A. Fink who wrote his bachelor thesis with the title “Quantum chemical case study

of the isomerization, absorbance and fluorescence of a hemithioindigo derivate in vacuum and

solution" under my supervision.

7.1 MOTIVATION AND BACKGROUND

Molecules that can reversibly be converted from one isomer, or state, into another by irradiation

with light are named photoswitches. A well-known and well-investigated class of photoswitches

are stilbenes [358–360]. The molecular systems under study, hemithioindigo-hemistilbenes, in short

hemithioindigos (HTIs) belong to a fairly new class of photoswitches that recently have become

subjects of significant interest. [361,362] HTIs consist of a stilbene component and a thioindigo

fragment connected through a central photoisomerizable double bond (see Fig. 7.1). By irra-

diation with visible light, this system undergoes reversible isomerization between the Z and E

isomer (see Fig. 7.1). HTI based photoswitches have some particularly advantageous properties.

Z and E isomers exhibit well-separated absorption bands in the visible region which makes them
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Figure 7.2: Schematic representation of two possible excited-state decay pathways of photoex-
cited HTIs Z1-Z3. In polar solvents mainly single-bond rotation occurs while in apolar solvents
primarily Z/E photoisomerization of the double bond takes place. [245]

especially suitable for medical applications. Furthermore, the switching process is reversible and

fatigue resistant, their photochemical behavior is synthetically tunable, and they can easily be

implemented in other molecular systems or materials. [245,357,361,363–368] These properties make

them suitable for various applications in different fields like material science, biochemistry and

biology. [365,367,369–374]

In unsubstituted HTI the Z/E isomerization is induced with light of 400 nm wavelength and the

reverse E/Z isomerization is induced by light of ≈ 500 nm wavelength. [375] The Z/E photoisomer-

ization occurs on a sub-ps timescale.

Several experimental and theoretical studies [361,375–378] have been conducted already for unsub-

stituted HTI. Substitution of the stilbene segment of HTI with a donor like dimethylamine (DMA)

renders HTI into a potential donor-acceptor push-pull system, like DMABN and PBN. For such

HTI derivatives a few experimental studies [357,376,379] have been performed; however, there has

been no theoretical studies up to now.

Recently Wiedbrauk et al. reported an interesting observation concerning the photochemical

behavior of a number of donor substituted HTI photoswitches. [245,357] For some of the deriva-

tives e.g. Z1-Z3 (see Fig. 7.3) it was found that depending on the choice of the solvent either

double-bond or single-bond rotation is induced (see Fig. 7.2). It was stated that these two reaction

coordinates are independent of one another and can be targeted separately using different solvents.

It was reported that in apolar solvents like cyclohexane (CH) Z/E isomerization is the dominant

excited state relaxation pathway. [245] Among HTIs Z1-Z4 the highest Z/E isomerization quantum

yield (φZ/E) of 56 ± 12% was observed for Z1 in CH solution. In DMSO a quantum yield of only
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1.8 ± 0.4% was obtained. [245] For HTIs Z2, Z3 and Z4 the corresponding values of φZ/E were

reported to be 44 ± 9%, 30 ± 7% and 32 ± 7%.

It was further reported that in medium polar solvents e.g. dichloromethane (DCM) and polar

solvents, e.g., dimethyl sulfoxide (DMSO), the predominant relaxation mechanism is single-bond

rotation leading to the formation of a polar long wavelength emitting state and the occurrence of

dual fluorescence. [245] Time-resolved absorption spectra of HTIs Z1, Z2 and Z3 conducted in

DCM show long-wavelength excited-state absorption (ESA) and red-shifted stimulated emission

(SE) features (SE, was only observed for Z1 and Z2). [245] Wiedbrauk et al. suggest that those

features result from the formation of a polar excited state with significant CT character. It was

reported that the time constant of this new polar state first increases with increasing polarity

up to values of 356 and 250 ps in THF for Z1 and Z2, respectively and then decreases again

with increasing polarity to 13 and 7 ps, respectively in DMSO. [245] For Z3 a slightly different

behavior was observed. In DMSO solution a time constant of 54 ps was obtained; and it was

further stated that for THF solution an unambiguous assignment was not possible. [245] From these

results Wiedbrauk et al. conclude that this state is a TICT state. In time-resolved fluorescence

measurements of HTI Z1-Z3 conducted in DCM and DMSO two fluorescence components with

two different decay constants were detected, the fluorescence of the long-lived one being strongly

red-shifted. [245] Wiedbrauk et al. assigned the short-lived component to the decay of the mini-

mum of the initially populated S1 state and the long-lived solvent polarity dependent component

to the decay of the polar CT state. Motivated by the above described experimental findings

of Wiedbrauk et al. [245] I have performed ab initio calculations on the four donor substituted

HTI derivates shown in Fig. 7.3. The main goal of this study is to gain more profound insights

into the photochemistry and electronic structure of these HTI derivatives. The focus lies on the

following questions: Which electronic states are involved in the Z/E photoisomerization? Is the

experimentally observed dual fluorescence of HTI Z1 and Z2 in polar solvents related to the

formation of a TICT state? What are the differences in the electronic structure of HTI Z1, Z2 and

Z3? What are the prerequisites for TICT formation and the occurrence of dual fluorescence?

7.2 COMPUTATIONAL METHODS

To investigate the Z/E photoisomerization mechanism, first ground state (S0) geometries of HTIs

Z1-Z4 and E1-E4 have been optimized at MP2/cc-pVDZ level of theory. Crystal structures
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Figure 7.3: Skeleton structures of Z isomers of HTIs I-IV. The Z/E photoisomerization coordinate
θ is indicated in orange.

obtained by Wiedbrauk et al. [245] were used as starting points for the geometry optimizations.

The obtained stationary structures have been verified as local minima on the PES by vibrational

frequency analysis revealing no imaginary frequencies.

To identify the photochemically relevant excited states, i.e., the spectroscopically accessible bright

state(s) and energetically close lying triplet states, vertical excitation energies of the six lowest

lying excited states have been computed at the local ground state minima of HTIs 1-4 simulating

gas phase. For this purpose, ADC(2), LR-CC2 and TD-CAM-B3LYP together with the cc-pVDZ

basis set have been used. As already discussed in chapters 4-6, TDDFT often has difficulties

treating CT excited states and tends to severely underestimate their vertical excitation energies or

predict spurious minima on the PES corresponding to twisted structures with hight CT character.

Hence, vertical excitation energies computed using TDDFT have been validated against the ones

obtained at ADC(2) level of theory. ADC(2) in turn has been validated against experimental

data. Vertical excitation energies of the four lowest singlet excited states of HTIs Z1-Z4 have

been computed at the ADC(2)/cc-pVDZ level of theory employing the nonequilibrium ptSS-

PCM approach.The parameters of cyclohexane (CH), tetrahydrofuran (THF), dichloromethane

(DCM), acetonitrile (ACN) and dimethyl sulfoxide (DMSO) have been used for the solvent

model. The respective values for the dielectric constant ǫ and the optical dielectric constant

(n2) of these solvents are given in table 7.1. The solvents THF, ACN and DMSO can act as

hydrogen bond acceptors, and DMSO can also act as hydrogen bond donor. [380] Relaxed scans
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Table 7.1: Values for the dielectric constant ǫ and the optical dielectric constant (n2) of the five
different solvents used in the C-PCM calculations in the order of increasing polarity (top to
down) are presented. All solvents are aprotic. The hydrogen bond acceptor (HBA) ability is
given in the last column.

Solvent ǫ n2 H-bonding property

Cyclohexane (CH) 2.015 2.016 -

Tetrahydrofuran (THF) 7.58 1.980 HBA

Dicholoromethane (DCM) 8.93 2.027 -

Acetonitrile (ACN) 37.5 1.806 HBA

Dimethyl Sulfoxide (DMSO) 46.7 2.184 strong HBA

along the Z/E isomerization pathway on the S0 and S1 state surfaces have been performed using

the spin-flip (SF) approach in combination with TDDFT invoking the TDA together with the

hybrid B5050LYP [381] xc-functional and the 6-31G∗ basis set. For consistency, the ground state

geometry has also been optimized at the SF-B5050LYP/6-31G∗ level. The small 6-31G∗ basis has

been chosen as a reasonable compromise between accuracy and computational effort. The main

reason is that the gradient calculations for such large systems at the SF-TDDFT/TDA level take a

lot of computational time (since the TDDFT implementation is not yet fully parallelized in the

Q-Chem program package). The B5050LYP functional has been chosen, since in a computational

study [381] on different multireference systems, i.a. diradicals and ethylene, employing the SF-

TDDFT/TDA approach, it demonstrated an overall good performance and good accuracy. The

Z/E isomerization coordinate θ is defined by two dihedral angles: To ensure a simultaneous

torsion of the H atom attached to the central double bond and the hemistilbene fragment and

to avoid a pyramidalization of the C2 atom the dihedral angles θ1(C1-C2-C5-C6) and θ2(S-C2-

C5-H) have been chosen (for numbering see Fig. 7.4). For the PES scan θ has been varied

from 180◦ (θ1= θ2=180◦) (Z isomer) to 0◦ (θ1= θ2=0◦) (E isomer) in steps of 10◦. For fixed

values of θ, all other geometric parameters were freely optimized. Conical intersections (CIs)

found along the isomerization coordinate θ have been optimized at SF-TDDFT/TDA/6-31G∗

level of theory. Spin-orbit couplings (SOCs) between the six lowest lying singlet and triplet

states and singlet-triplet energy gaps (∆E(T/S)) have been computed at the FC geometries of

HTIs Z1-Z4 employing the ADC(2)/cc-pVDZ level of theory. To find local S1 minima from

which fluorescence emission can occur, the S1 state of HTIs Z1-Z4 has been fully optimized at

LR-CC2/cc-pVDZ and TD-CAM-B3LYP/cc-pVDZ levels of theory simulating gas phase. The

stationary points obtained at TD-CAM-B3LYP level of theory have been confirmed as local
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Figure 7.4: Skeleton structure of the HTI core and numbering of the atoms.

minima on the PES by frequency analysis performed at the same level of theory showing no

imaginary frequencies.

To verify the existence of TICT minima, first constrained geometry optimizations of the S1 state

of HTIs Z1-Z3 have been performed at TD-CAM-B3LYP/cc-pVDZ level of theory simulating

gas phase. Fur this purpose, β(C2-C5-C6-C7) (see Fig. 7.5, 7.4) of HTIs Z1 and Z2 has been set

to 90◦ and β(C2-C5-C6-C11) of HTI Z3 to -90◦ and kept fixed during the geometry optimization.

Subsequently, firstly the obtained 90◦ twisted S1 (TICT) stationary structures have been fully

reoptimized at TD-CAM-B3LYP/cc-pVDZ level of theory, simulating gas phase. Secondly,

full S1 geometry optimizations of those stationary structures have been performed at TD-CAM-

B3LYP/LR-C-PCM/cc-pVDZ level of theory using the parameters of DMSO for the solvent

model.

Furthermore, first test calculations with explicit solvent molecules have been carried out to

examine the relevance of hydrogen bond interactions for TICT state formation. For this purpose

solvents being able to act as both hydrogen bond acceptor and donor have been chosen. For HTI

Z1, on the one hand, the fully optimized S1 equilibrium geometry (S1Min) (β ≈ 40 ◦) has been

used incorporating two DMSO molecules. The DMSO molecules have been placed close to the

carbonyl oxygen atom and the central double bond. On the other hand, β of S1Min has been set to

80◦ and two DMSO molecules have been incorporated analogously. These two HTI Z1 DMSO

cluster structures have been fully optimized in the S1 state at the TD-CAM-B3LYP/6-31G∗

level of theory. For HTI Z3, firstly, the S1 state has been fully optimized starting from the gas

phase MP2 S0 equilibrium geometry incorporating six H2O molecules which are positioned

close to the oxygen, sulfur and dimethylamino (DMA) group using the TD-CAM-B3LYP/6-31G∗

level of theory. Secondly, the thus obtained S1 state geometry has been taken and a constrained

geometry optimization with β = -90◦ has been performed at the same level of theory. Thirdly, a

full geometry optimization has been carried out at the previously obtained twisted geometry of
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the HTI Z3 H2O cluster.

Additionally, a relaxed S1 PES scan along β has been performed at TD-CAM-B3LYP/6-31G∗

level of theory. For this purpose β of HTI Z1 and Z2 has been varied from 0◦ to 90◦ in steps

of 10◦. For HTI Z3, β has been varied from 0◦ to -90◦. While at each scan point β was kept

fixed all other coordinates were relaxed. Vertical excitation energies of the few energetically

lowest singlet (and triplet) excited states have been recomputed at the constrained-optimized

geometries along the scan using the TD-CAM-B3LYP/cc-pVDZ level. Furthermore, vertical

excitation energies of the S1 state have been computed at the geometry with β=90◦ employing the

SOS-ADC(2)/SS-C-PCM/VDZ level of theory. Depending on the HTI derivative and respective

experimental findings concerning dual fluorescence emission, different solvent parameters have

been used, varying from DCM to DMSO.

The T1 state of HTIs Z1-Z4 has been optimized at LR-CC2/cc-pVDZ level of theory. All ADC(2)

and SF calculations have been performed with the Q-Chem program versions 4.4 and 5.0. For

LR-CC2 calculations TURBOMOLE V 6.3 has been used and for MP2 and TD-CAM-B3LYP

calculations the programs Q-Chem 4.4 and 5.0 and Gaussian 09 Rev. D01. Molecular orbitals

and attachment and detachment densities have been visualized using Avogadro and VMD.

7.3 RESULTS

7.3.1 Ground state properties and static absorption spectra

In general the computed gas phase S 0 equilibrium geometries of HTIs Z1-Z4 (see Fig. 7.5 and

Fig. C.1, C.2, C.3,C.4) show a good agreement with the crystal structures reported by Wiedbrauk

et al. [245], especially concerning the photochemically relevant coordinates like θ and β. The

computed S 0 equilibrium geometries of HTIs E1-E4 are shown in Figures C.5 and C.6, no

experimental data are available for comparison.

Reference HTI derivative Z4 having no bulky substituents in ortho positions is almost planar

in the ground state. Values for θ1 and θ2 are -177◦(-180◦) and 179◦(-180◦). All values given in

parenthesis correspond to crystal structure data. The out-of-plane dihedral angle α(C2-C1-C3-C5)

(numbering see Fig. 7.4) is 1◦(-1◦) and β is 15◦ (7◦). The DMA group is slightly pyramidalized.

In the ground state the Z isomer of HTI 4 is 0.20 eV (4.6 kcal
mol

) more stable than the E isomer.

HTI Z1 having methyl group substituents in ortho positions is more twisted (β=59◦ (73◦)) than
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Turning to the calculation of the vertical excited states of HTIs Z1-Z4, computed vertical excita-

tion energies, their oscillator strengths ( f ), static dipole moments (µ) and character obtained at

ADC(2)/cc-pVDZ, LR-CC2/cc-pVDZ and TD-CAM-B3LYP levels of theory are compiled in

Table 7.2. Excitation energies, oscillator strengths and static dipole moments of the respective E

isomers computed at the ADC(2)/cc-pVDZ level of theory are summarized in Table C.1.

Vertical excitation energies of the lowest four excited singlet and triplet states obtained at ADC(2)

Table 7.2: Comparison of the gas-phase vertical excitation energies and static dipole moments
of the few lowest singlet and triplet states of HTIs Z1-Z4 calculated at the FC geometry. Orbital
transitions (> 20%)a, character of the transition, vertical excitation energies ω (in eV), oscillator
strengths (in parenthesis) and relaxed static dipole moments µ (in Debye) are given.

ADC(2) LR-CC2 TD-CAM-B3LYP
State MOs Character ω µ ω µ ω µ

Z1
T1 H > L ππ∗(CT) 2.56 6.6 2.60 6.4 2.10 4.90

H-1 > L ππ∗ (Thioindigo)
T2 H-6 > L nπ∗ 3.00 1.3 3.18 3.2 2.97 4.37
S1 H > L ππ∗(CT) 3.14(0.19) 8.2 3.23(0.34) 11.2 3.38(0.31) 8.3

H-6 > L nπ∗

S2 H-6 > L nπ∗ 3.33(0.14) 4.1 3.49(0.03) 2.8 3.60(0.04) 2.6
H > L ππ∗(CT)

Z2
T1 H > L ππ∗(CT) 2.57 7.2 2.60 6.9 2.11 4.8

H-1 > L ππ∗ (Thioindigo)
T2 H-6 > L nπ∗ 2.98 2.0 3.14 5.4 2.93 4.9
S1 H > L ππ∗(CT) 3.09(0.19) 12.9 3.15(0.29) 15.0 3.36(0.26) 9.8
S2 H-6 > L nπ∗ 3.33(0.10) 3.9 3.49(0.04) 3.3 3.59(0.05) 2.9

H-1 > L ππ∗ (Thioindigo)

Z3
T1 H > L ππ∗(CT) 2.40 4.5 2.44 4.3 1.88 3.9
T2 H-1 > L 3.01 0.8 3.20 5.6 2.91 3.6

H-6 > L nπ∗

S1 H > L ππ∗(CT) 3.12(0.15) 3.1 3.23(0.25) 4.6 3.33(0.29) 4.7
H-6 > L nπ∗

S2 H-1 > L ππ∗(CT’) 3.26(0.10) 10.8 3.29(0.06) 10.1 3.58(0.07) 6.2
H > L ππ∗(CT)

Z4
T1 H > L ππ∗ 2.32 7.2 2.35 -b 1.80 5.6
T2 H-5 > L nπ∗ 3.03 1.3 3.24 -b 2.98 4.4
T3 H-1 > L ππ∗’ 3.44 7.9 3.45 -b 3.14 2.1
S1 H > L ππ∗ 3.10(0.64) 11.2 3.17(0.73) 10.9 3.31(0.66) 7.9
S2 H-5 > L nπ∗ 3.26(0.01) 1.2 3.49(0.00) 2.7 3.60(0.00) 2.4

a For the sake of compactness only the two leading configurations are given.
b At the time of writing calculations of relaxed properties were not yet finished.

and LR-CC2 levels of theory agree well among one another (see Table 7.2). Vertical excitation
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HOMO HOMO-1 HOMO-6

LUMO

Figure 7.6: Valence molecular orbitals of HTI Z1 computed at ADC(2)/cc-pVDZ level of theory
(Isovalue = 0.05).

HOMO HOMO-1 HOMO-6

LUMO

Figure 7.7: Valence molecular orbitals of HTI Z2 computed at ADC(2)/cc-pVDZ level of theory
(Isovalue = 0.05).

energies of S1 and S2 obtained at the TD-CAM-B3LYP/cc-pVDZ level of theory are slightly

overestimated with respect to the ADC(2)/cc-pVDZ level. For the 1 state the maximum deviation

is 0.27 eV. The corresponding deviation in the excitation energies of the S2 state amounts to 0.34

eV. The T1 states computed using TD-CAM-B3LYP level of theory are strongly underestimated

with respect to ADC(2). For the T2 state the agreement between TDDFT and ADC(2) is very

good.

For all four HTI derivatives of both Z and E isomers, the lowest excited singlet state S1 is an opti-

cally allowed ππ∗ state with a slight CT character exhibiting an oscillator strength of > 0.15. The

S1 state is represented by a transition from the HOMO to the LUMO (see Fig. 7.6, 7.7, 7.8, 7.9).

While the HOMO has bonding character along the central C2-C5 double bond, the LUMO has

a node along this bond. Hence, excitation to the S1 state weakens this double bond. Static

dipole moments of the S1 state of both isomers of HTIs 1, 2 and 4 are significantly larger than in

the S0 state, having values of ≈ 8-13 D at ADC(2)/cc-pVDZ level of theory. In the case of HTI

3, the Z isomer has a comparably small static dipole moment of about 3 D, while the E isomer
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HOMO HOMO-1 HOMO-2 HOMO-6

LUMO

Figure 7.8: Valence molecular orbitals of HTI Z3 computed at ADC(2)/cc-pVDZ level of theory
(Isovalue = 0.05).

HOMO HOMO-5

LUMO

HOMO-1

Figure 7.9: Valence molecular orbitals of HTI Z4 computed at ADC(2)/cc-pVDZ level of theory
(Isovalue = 0.05).

exhibits a relative large one of about 8 D, like the other E isomers. This state can be assigned

to the intense absorption bands observed at about 2.82 eV (440 nm) in CH solutions [245]. The

absorption spectra of the E isomers of HTI 1-4 are similar to the ones of the Z isomers, however,

are slightly red-shifted by about 30-80 nm with respect to the absorption spectra of the Z isomers.

The S2 state of HTIs Z1-Z4 (and E1-E3) is a nπ∗ state with little oscillator strength ranging

from 0.01 up to 0.14, where the n-orbital is a lone pair of the carbonyl oxygen. This state is

described primarily by a HOMO-6 to LUMO excitation. Expect for Z3, corresponding static

dipole moments are small (1-4 D). This state can be assigned to the shoulder observed at shorter

wavelengths. [245] The lowest lying triplet states, T1 (HOMO→ LUMO) and T1 (HOMO-6→

LUMO) can be considered as the twin state of S1 and S2.

Energy gaps (∆E(S,T)) between S1 and T2 states of HTIs Z1-Z4 at the FC geometry are strikingly

small having values of 0.14, 0.11, 0.12 and 0.07 eV, respectively, at the ADC(2)/cc-pVDZ level

of theory. SOC constants for the S1-T2 transitions of HTIs Z1-Z4 are 18.57 cm−1, 16.71 cm−1,

20.88 cm−1, 23.65 cm−1, respectively, suggesting a moderate SOC coupling at the FC geometry.
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Table 7.3: Comparison of computed absorption energies of the lowest excited singlet states of
HTIs Z1-Z4 obtained ADC(2)/cc-pVDZ/ptSS-PCM levels of theory with experimental stationary
absorption spectra [245] recorded in different solvents. Solvent-corrected vertical excitation
energies ωsol (in eV) and wavelengths of the absorption bands λ (in eV) reported by Wiedbrauk
et al. [245] and deviation of computed energies from experimental ones ∆ω (in eV) are given.

CH THF DCM ACN DMSO
State ωsol λ ∆ω ωsol λ ∆ω ωsol λ ∆ω ωsol λ ∆ω ωsol λ ∆ω

Z1
S1 3.04 2.91 0.13 2.97 2.72 0.25 2.76 2.72 0.04 2.95 2.72 0.23 2.93 2.64 0.29

Z2
S1 2.87 2.72 0.15 2.76 2.63 0.13 2.75 2.58 0.22 2.75 2.58 0.22 2.69 2.53 0.16

Z3
S1 3.09 2.92 0.17 3.08a 2.88 0.20 3.08a 2.88 0.20 3.08a 2.88 0.20 3.07a 2.82 0.25
S4 4.21 3.87 0.34 4.17 3.76 0.41 4.16 3.81 0.35 4.15 3.76 0.39 4.14 3.76 0.38

Z4
S1 2.97 2.70 0.27 2.88 2.64 0.24 2.87 2.58 0.27 2.85 2.58 0.27 2.83 2.53 0.30
S4 3.71 3.35 0.36 3.64 3.26 0.38 3.64 3.26 0.38 3.62 3.26 0.36 3.61 3.18 0.43

a ω corresponds to the S2 state. In THF, DCM, ACN and DMSO the bright states S1 and S2 are interchanged.

The energy gaps between S1 and T1 states are distinctly larger being 0.58 eV, 0.51 eV and 0.72

eV for HTIs Z1-Z3. The one for Z4 is larger than 0.80 eV and will thus not be considered here.

Respective SOC constants for the corresponding S1-T1 transitions are 17.13 cm−1, 13.67 cm−1

and 14.54 cm−1. These results suggest that ISC from S1 into the triplet manifold may occur.

Stationary absorption spectra of reference HTI Z4 in different solvents show two absorption

bands, a very intense one at longer wavelength and a low-intensity one at shorter wavelengths.

The long-wavelength band is located at about 2.70 eV (460 nm), 2.64 eV (470 nm), 2.58 eV

(480 nm), 2.58 eV (480 nm) and 2.53 eV (490 nm) in CH, THF, DCM, ACN and DMSO,

respectively. [245] The blue-shifted band was found at about 3.35 eV (370 nm), 3.26 eV (380 nm),

3.26 eV (380 nm), 3.26 eV (380 nm) and 3.18 eV (390 nm) in CH, THF, DCM, ACN and DMSO,

respectively. There is a trend between solvent polarity and solvatochromic shift of the absorption

maxima. The smallest bathochromic shift is observed for apolar CH and the strongest one for

very polar DMSO. This shift, however, is small (≈ 10 nm). The agreement between computed

excitation energies and the experimental values for the intense longer wavelength band are fairly

good showing a maximal deviation of 0.30 eV (see Table 7.3). The agreement between computed

energies and experimental values for the low-intensity band is only fairly good. The strongest

deviation of 0.43 eV has been found for the parameters of DMSO. Still, the solvatochromic

shift is well reproduced. This is in line with what one would expect from continuum solvation

model calculations, since those mainly describe electrostatic interactions while hydrogen bonding
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interactions are neglected.

Stationary absorption spectra of HTI Z1 in different solvents exhibit one broad intensive absorp-

tion peak. The bands are located at about 2.91 eV (425 nm), 2.81 eV (440 nm), 2.72 eV (455 nm),

2.72 eV (455 nm) and 2.64 eV (470 nm) in CH, DCM, THF, ACN and DMSO, respectively. [245]

There is, at least to some extent, a trend between solvent polarity and solvatochromic shift of

absorption maxima. Like for HTI Z4, the smallest bathochromic shift is observed for apolar CH

and the strongest one for very polar DMSO. However, even though the polarity of THF and ACN

differs significantly, they show the same shift. In contrast to DCM, they are both hydrogen bond

acceptors, which might be a possible explanation for this observation. If one would consider

solvent polarity alone to explain the bathochromic shift of the absorption spectrum (meaning

mainly the dielectric constant) one would expect the band in DCM to be stronger red-shifted than

in THF, which is not the case. Thus, besides solvents polarity, also other properties seem to be

responsible for the solvatochromic shift. Computed energies are in fairly good agreement with the

experimental ones showing a maximal deviation of 0.29 eV (see Table 7.3). The smallest errors

are found for apolar CH and medium polar DCM both having no hydrogen bonding abilities.

Like for HTI Z1, stationary absorption spectra of HTI Z2 in CH, THF, DCM, ACN and DMSO

solution show one broad absorption. The corresponding bands were observed at about 2.72

eV (455 nm), 2.63 eV (470 nm), 2.58 (480 nm), 2.58 eV (480 nm) and 2.53 eV (490 nm),

respectively. [245] The agreement between computed and experimental energies of HTI Z2 is good.

The maximal deviation from the experimental values is 0.22 eV (see Table 7.3).

Stationary absorption spectra of HTI Z3 present two absorption bands having almost equal

intensity. The long wavelength bands have been found at about 2.92 eV (425 nm), 2.88 eV (430

nm), 2.88 eV (430 nm), 2.88 eV (430 nm) and 2.82 eV (440 nm), in CH, THF, DCM, ACN and

DMSO, respectively. [245] The short wavelength band were found at about 3.87 eV (320 nm),

3.76 eV (330 nm), 3.81 eV (325 nm), 3.76 eV (330 nm), 3.65 eV (340 nm) in CH, THF, DCM,

ACN and DMSO, respectively. Computed vertical excitation energies of the S1 state are in good

agreement with the experimental absorption energies of the longer wavelength band showing

a maximal deviation of 0.25 eV (see Table 7.3). In contrast, the deviation between computed

vertical excitation energies of the S4 state and the experimental absorption energies of the short

wavelength band are comparably large. The largest deviation of 0.41 eV has been found for the

parameters of THF (see Table 7.3).
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7.3.2 Excited state properties and fluorescence spectra of HTIs Z1-Z4

Stationary and transient fluorescence experiments [245] of HTIs Z1-Z4 suggest the existence of

two different S1 state minima in medium polar and polar solvents; one of which being more

polar than the other one and structurally distinctly different. To gain a better understanding of

the different fluorescence behavior of HTIs Z1-Z4 the bright S1 (ππ∗ (CT)) states have been

optimized starting from two different geometries. Full geometry optimizations of the S1 states

of HTIs Z1-Z4 performed at the LR-CC2/cc-pVDZ and TD-CAM-B3LYP/cc-pVDZ levels of

theory, respectively, yield four local S1 minima (S1Min) (see Figures 7.10, 7.11, 7.12, 7.13). In

general, the equilibrium geometries obtained at both levels of theory are very similar concerning

bond lengths and the relevant coordinates like β, α and θ. From these minima, fluorescence

emission may occur. The S1Min geometries are very similar to the respective FC geometries (see

Fig. C.1, C.2, C.3, C.4). In HTIs Z2 and Z4 β is decreased by about 4◦ in the S1Min structure

compared to the FC geometry. The deviation of β in the TD-CAM-B3LYP optimized S1Min

geometry of HTI Z2 is distinctly more pronounced. Here, β is 80◦, meaning increased by almost

20◦ with respect to the FC geometry (β=62◦). In HTIs Z1 and Z3 β is decreased by about 11◦.

Furthermore, the central double bond is elongated by 0.04 - 0.05 Åin the exited state geometries

with respect to the ground state structures. This can be explained by the additional node of the

LUMO at that double bond (see Fig. 7.6, 7.7, 7.8, 7.9), since an electron is excited to S1 from the

HOMO to the LUMO, resulting in a weakening of the bond. This facilitates isomerization from

Z to E on the S1 state PES. To obtain emission energies which can be compared to experimental

fluorescence wavelengths, vertical excitation energies of the S1 state of HTIs Z1, Z2, Z3 and Z4

have been computed at the respective S1Min geometries using the SOS-ADC(2)/VDZ/SS-C-PCM

level of theory together with the parameters of CH, THF, DCM, ACN and DMSO, respectively.

Due to the experimental observed strong solvatochromism and dual emission, vertical excitation

energies of the S1 state of HTIs Z1-Z3 have also been computed at TICT geometries (β=90◦).

In stationary fluorescence experiments of reference derivative Z4 solutions narrow emission bands

were observed at about 2.58 eV (480 nm), 2.32 eV (535 nm), 2.25 eV (550 nm), 2.18 eV (570 nm)

and 2.14 eV (580 nm), respectively, in CH, THF, DCM, ACN and DMSO solution. [245] Computed

emission energies are 2.75 eV, 2.38 eV, 2.25 eV, 2.23 eV and 2.24 eV for the parameters of

CH, THF, DCM, ACN and DMSO, respectively. With increasing solvent polarity the vertical

excitation energy is slightly down shifted. The bathochromic shift can be explained by the relative
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large static dipole of the S1 state being > 18 D, for all employed solvent parameters. Computed

and experimental emission energies are in very good agreement with a maximal deviation of

only 0.17 eV. The computed emission energies are slightly overestimated with respect to the

experimental ones.

Emission spectra of HTI Z1 in THF and DCM solutions show one broad red-shifted emission

band with maxima at about 2.02 eV (615 nm) and 1.84 eV (670), respectively. [245] The emission

spectra in ACN and DMSO solution show two emission bands, a short wavelength and a strongly

red-shifted one, having similar intensities. The short wavelength bands are located at about 2.25

eV (550 nm) and 2.10 eV (590 nm), respectively and the red-shifted ons at about 1.61 eV (770

nm) and 1.68 eV (740 nm), respectively. [245] The emission band in CH solution is observed at

about 2.48 eV (500 nm). Computed emission energies of the S1 state of HTI Z1 obtained at

the S1Min geometry are 2.72 eV, 2.01 eV and 2.04 eV, respectively, for the parameters of CH,

ACN and DMSO. They show a fairly good agreement with the energies of the short wavelength

bands. For CH the computed emission energy is overestimated by 0.24 eV with respect to the

experiment. For ACN and DMSO the computed emission energies are underestimated by 0.24

and 0.06 eV with respect to the energies of the short wavelength band. Computed emission

energy computed at the constrained-optimized β=90◦ geometry obtained along the S1 PES scan

of β (see Fig. C.13) are 1.81 eV, 1.75 eV, 1.36 eV and 1.45 eV for the parameters of THF, DCM,

ACN and DMSO which is in good agreement with the emission energies of the red-shifted bands.

The largest error of 0.25 eV has been found for the parameters of ACN. These results indicate

TICT state formation of HTI Z1 in medium polar and polar solvents, in line with the hypothesis

of Wiedbrauk et al. [245]

For HTI Z2, emission spectra [245] recorded in DCM and DMSO show two emission bands. The

short wavelength bands were found at about 2.13 eV (580 nm) and 2.00 eV (620 nm), respectively

in DCM and DMSO. The corresponding red-shifted bands were found at about 1.60 eV (775 nm)

and 1.65 eV (750 nm). Emission spectra in CH and THF solutions present only one emission band.

In THF a strong bathochromic shift of the emission band was observed. This experimental finding

suggests that this red-shifted band results from emission from a different S1 minimum. The

band in CH solution has been found at about 2.43 eV (510 nm). In THF the emission band was

observed at about 1.72 eV (720 nm). Computed emission energies obtained at the S1Min geometry

are 2.64 eV, 1.52 eV and 1.24 eV for the parameters of CH, DCM and DMSO, respectively.

The emission energy obtained using the parameters of CH is in fairly good agreement with the
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experimental value. However, emission energies obtained using the parameters of DCM and

DMSO are severely underestimated by > 0.60 eV with respect to experimental values. The

emission energies obtained at the constrained-optimized β=90◦ geometry are 1.57 eV, 1.51 eV

and 1.23 eV, respectively, for the parameters of THF, DCM and DMSO. While the error in the

computed emission energies for the parameters of THF and DCM are relatively small being

0.15 eV and 0.09 eV, respectively. The deviation between the computed emission energy using

the parameters of DMSO and the energy of the red-shifted emission band found in DMSO is

large. The computed energy is underestimated by 0.42 eV. These results suggest, that the local

S1Min minimum (β=80◦) as predicted by TD-CAM-B3LYP/cc-pVDZ deviates structurally from

the experimentally observed one. It seems like TD-CAM-B3LYP overestimates the twist angle

of HTI Z2 in the excited state. The results further suggest TICT state formation of HTI Z2 in

medium polar and polar solution resulting in either red-shifted emission or dual fluorescence, in

line with experimental findings by Wiedbrauk et al. [245].

Emission spectra of HTI Z3 in THF and ACN show broad red-shifted emission bands with

maxima at about 1.91 eV (650 nm) and 1.73 eV (715 nm), respectively. The spectrum in DMSO

presents two emission bands, similar to HTIs Z1 and Z2. The corresponding bands were found

at about 2.48 eV (500 nm) and 1.72 eV (720 nm). The single emission bands observed in CH

and DCM solutions were found at about 2.41 eV (515 nm) and 2.07 (600 nm), respectively.

Computed emission energies of the S1 state of HTI Z3 obtained at the S1Min geometry are 2.60

eV, 2.28 eV and 2.18 eV, respectively, for the parameters of CH, DCM and DMSO. While the

computed emission energies are overestimated by 0.21 eV for CH and DCM it is underestimated

by 0.30 eV for DMSO. SS-C-PCM calculations at the constrained-optimized β=90◦ geometry

were not yet converged at the time writing.

7.3.3 Mechanism of the Z/E photoisomerization of HTIs Z1-Z4

To study the Z/E isomerization of HTIs Z1-Z4 initiated upon photoexcitation into the S1 state,

relaxed PES scans of the respective S0 and the S1 states along θ have been performed at the

SF-B5050LYP/6-31G∗ level of theory simulating gas phase. In the case of HTI 4 only the range

between 180◦ and 80◦ has been considered so far.

Besides the minimum at about 180◦ on the S1 surface of HTI Z4 (see Fig. 7.14) the presence

of two conical intersections (CIs), S1-S0 and T1-S0 (indicated by the black circles in Fig. C.16)
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could be identified both located about θ=90◦. The T1-S0 CI having a total energy of 2.31 eV

(relative to the S0 equilibrium geometry obtained at SF-B5050LYP/6-31G∗) is predicted to lie

energetically 0.65 eV below the S1-S0 CI which has a total energy of 2.96 eV. To reach the
R
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Figure 7.14: Relaxed scan of the S1 PES of HTI 4 for the Z/E isomerization obtained at
SF-B5050LYP/6-31G∗ level of theory. Energies are relative to the S0 equilibrium energy at
θ=180◦.

S1-S0 CI excited HTI Z4 has to overcome a small barrier of only 0.05 eV. The S1 state at the FC

geometry (indicated by the black arrow in Fig. C.16) lies energetically above the barrier and

the initial energy is in principle sufficient to overcome it. From the relaxed PES scan it can be

inferred that after photoexcitation to the S1 state HTI Z4 relaxes rapidly to the nearby local S1Min

minimum. This fast process can be assigned to the short decay component of 0.9 ps measured in

CH solution. [245] From S1Min either fluorescence emission or Z/E isomerization may occur. For

these two competing processes time constants of 4.8 ps have been suggested. [245] This relatively

short decay constant for Z/E isomerization can be explained with the small barrier of only 0.05

eV present along the isomerization coordinate θ. The SF-B5050LYP results suggest that Z/E

isomerization may either proceed through a S1-S0 CI or a T1/S0 CI. This result is in line with

transient absorption measurements in CH which yield an additionally decay time constant of

318 ps which can be assigned to relaxation in the T1 state. Both relaxation processes result in

formation of ground state E and Z isomers. Experimentally determined quantum yields for Z/E

photoisomerization φZ/E and fluorescence emission (φ f luo) are 32% and 0.1% which suggest that

deactivation through Z/E isomerization is more efficient than deactivation through fluorescence









164
7 THE PHOTOCHEMISTRY OF DONOR SUBSTITUTED HEMITHIOINDIGO (HTI)

DERIVATIVES

of the S1 state is maximal, it can be assumed as highly likely that the initial energy is sufficient

to overcome the barrier along the path from the S1 state minimum to the S1-S0 CI. Considering

the current result the photoisomerization of HTI Z3 can be understood as follows. Like in HTIs

Z4, Z1 and Z2, upon photoexcitation the excited state population rapidly relaxes to the close

lying S1Min of HTI Z3. From there a part of the population quickly relax to the S1-S0 CI and

isomerize into the ground state E isomer. Another fraction populates the triplet manifold via ISC

and isomerize via the T1 state. Some part of the initial excited state population may also get

trapped in the S1Min minimum and decays back to the ground state via fluorescence emission.

These different relaxation processes agree well with experimental decay time constants of 1.5 ps,

6.1 ps, 15 ps, 75 ps and 783 ps in CH solution. Most likely the short components of 1.5 ps, 6.1 ps,

15 ps correspond to rapid relaxation to the S1Min minimum, Z/E isomerization and fluorescence

emission, respectively. The long 783 ps component can be attributed to the isomerization via

the T1 state. The decay constant of 75 ps may be assigned to a further nonradiative relaxation

process which will be discussed further below.

7.3.4 TICT formation in HTIs Z1-Z3

Full S1 state geometry optimization of HTI Z1 at the constrained-optimized geometry with β=90◦

performed at TD-CAM-B3LYP/cc-pVDZ level in the gas phase yields a TICT stationary structure

which will be named TICT geometry in the following. However, subsequent frequency analysis

shows the presence of an imaginary frequency of -22 cm−1, revealing this TICT stationary

structure as a transition state. The corresponding normal mode corresponds to torsion about

β. Full reoptimization of the TICT (β=90◦) geometry performed at LR-CC2/cc-pVDZ level

of theory yields a S1 (HOMO-5 → LUMO) state stationary structure (S1Npyr) with a slightly

pyramidalized DMA nitrogen atom (β=46◦) (see Fig. C.12). This result is in agreement with

the relaxed scan of the PES of S1 along the twisting coordinate β (see Fig. C.13). The S1 state

torsional potential (light green solid line) is very flat showing a minimum at β=40◦. However, for

twisting to β=90◦ a tiny barrier of only 0.05 eV has to be overcome. In the gas phase no TICT

state minimum has been found neither at TD-CAM-B3LYP nor at LR-CC2 level of theory. Full

reoptimization of the TICT geometry performed at TD-CAM-B3LYP/cc-pVDZ/LR-CPCM level

of theory using the parameters of DMSO provides a different S1 stationary structure (β=30◦),

however, no TICT minimum. Full geometry optimizations of the S1 state of two different HTI Z1
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to have a rather flat potential. Considering only values > β=40◦ the total energy curve has a

minimum at 80◦. This is in agreement with a full geometry optimization of the S1 state performed

at the constrained-optimized β=90◦ twisted geometry at TD-CAM-B3LYP/cc-pVDZ level of

theory simulating gas phase which provides a TICT stationary structure with β=88◦. However,

this structure has not yet been confirmed as a local minimum on the PES. A full geometry

optimization of the S1 state starting at the constrained-optimized β=90◦ TICT structure using

TD-CAM-B3LYP/cc-pVDZ/LR-CPCM together with the parameter of DMSO, however, does

not yield a TICT structure, but a S1 stationary structure with β=145◦ which can be considered as

the rotational isomer of S1Min.

Also for HIT Z3, no minimum has been found at 90◦ along the relaxed gas phase S1 PES scan of

β (see Fig. 7.20). Again discontinuities in the potential energy curves have been found which

seem to be induced by changes in the coordinates θ1 and α. This result is in line with geometry

optimizations of the S1 state performed at start geometries in which β has been set to -90◦

performed at TD-CAM-B3LYP/cc-pVDZ and LR-CC2/cc-pVDZ level of theory simulating gas

phase. These optimizations do not converge to stationary structures but indicate a CI of S1 and S0.

They suggest that mainly twisting about β and an out of plane bending of the thiophenone ring

drive HTI Z3 towards a S1-S0 CI. In the geometry (see Fig. C.11) in which S1 and S0 are almost

degenerate, the thiophenone ring is slightly bent and the C2 atom (for numbering see Fig. 7.4) is

pyramidalized resulting in a bending of the central double bond. This out of plane bending of the

centra double bond in turn causes a pronounced bending of the whole stilbene fragment out of the

thioindigo plane. This geometry resembles the S1Min geometry, with one difference, namely that

the stilbene group is bent in the opposite direction out of the thioindigo plane. The values of α

are -6◦ in the S1Min geometry and +5◦ in the geometry in which S1 and S0 are almost degenerate.

This result suggest that after excitation of HTI Z3 at the FC point, besides rapid relaxation to the

nearby S1Min, a further nonradiative pathway may be taken leading to reformation of the ground

state Z isomer via a S1-S0 CI different from the one found at θ ≈ 100◦ in which the thiophenone

ring is planar. Such a relaxation process would explain the aforementioned fifth decay time

constant of 75 ps obtained from time resolved absorption measurements in CH. [245]

Full geometry optimization of the S1 state starting with the β=-90◦ TICT geometry at TD-CAM-

B3LYP/cc-pVDZ/LR-CPCM level of theory does not yield a TICT minimum but the local S1Min

minimum. This result is in line with the findings for HTI Z1 and Z2 discussed above.

Geometry optimization of the S1 state of a HTI Z3 H2O cluster including six water molecules
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yields a TICT minimum (see Fig. C.10). The vertical emission energy of this TICT state obtained

at TD-CAM-B3LYP/cc-pVDZ level of theory is 1.36 eV and the corresponding oscillator strength

is negligible small ( f=0.00). This result agrees well with the experimental stationary emission

spectrum of HTI Z3 in very polar DMSO in which the second red-shifted band is located at about

1.72 eV (720 nm). Even though DMSO is not such a strong hydrogen bond donor like H2O it

still tends to built hydrogen bonds to amino groups and carbonyl groups [383,384]. From this result

it can be inferred that also in DMSO and related solvents which are able to form hydrogen bonds

with both the amino and the carbonyl group like H2O, TICT state formation is likely to occur.

This result would also explain the comparably large decay time constant of 131 ps obtained in

DMSO solution [245] which can be attributed to fluorescence emission from the TICT minimum.

7.4 SUMMARY AND CONCLUSION

Recent experiments employing transient absorption and fluorescence spectroscopy have shown

that four hemithioindigo-hemistilbene (HTI) derivatives HTIs 1-4 can be selectively isomerized

from the stable Z isomer to the E isomer in apolar solution. They have further shown that when a

polar solvent is used the photoisomerization is quenched to a large extent and either red-shifted

emission or dual fluorescence emission becomes the dominant deactivation pathway of HTIs

Z1-Z3. It has been stated that red-shifted and dual fluorescence emission is due to the formation

of a polar twisted intramolecular charge-transfer (TICT) state.

I have employed high-level quantum chemical methods to thoroughly study the mechanism

of the Z/E photoisomerization of HTIs Z1-Z4. The calculations demonstrate that both Z and

E isomers correspond to stable isomers in the electronic ground state. While in the ground

state the Z isomers of HTIs 1-4 are predicted to be more stable than the E isomers, the current

calculations indicate that they are practically degenerate in the optically accessible S1 (ππ∗) state

with the E isomer being slightly more stable. Calculated absorption energies obtained using

the ptSS-C-PCM solvation approach agree very favorably with experimental [245] ones. Local

S1Min minima have been found close to the Franck-Condon region. Computed emission energies

obtained at both, S1Min and TICT geometries, employing equilibrium SS-C-PCM solvation, show

a reasonably good agreement with stationary fluorescence data [245]. In view of the current results

and taking experimental findings into account, the mechanism of photoisomerization of HTIs

Z1-Z4 and TICT formation of HTIs Z1-Z3 can be understood as follows. In apolar solvents like
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cyclohexane upon photoexcitation to the bright S1 (ππ∗) state, having slight CT character, the

excited state population rapidly relaxes from the FC point to the nearby local S1 minimum, S1Min.

This process proceeds within a few sub-picoseconds with decay time constants [245] ranging in

between 0.8 to 1.5 ps for the four different derivatives. This relaxation is very fast because only

tiny nuclear rearrangements are needed to bring the HTI molecules to the local S1Min minimum.

During relaxation, the major changes are a decrease in the dihedral angle β a slight elongation

of the central C-C double bond and an out of plane bending of the hydrogen atom attached the

C-C double bond out of the thioindigo plane. A few HTI molecules will remain trapped in S1Min

and decay back to the ground state via regular fluorescence obeying Kasha’s rule. Decay time

constants [245] for the fluorescence emission are about 15 - 17 ps. However, most of the excited

state population has enough energy to quickly reach the S1-S0 CI located at about θ=90◦ and thus

to isomerize into the ground state E isomer. The SF-B5050LYP/6-31G∗ level of theory predicts

that the excess energy provided by photoexcitation is the largest for HIT Z1. This result explains

why the experimentally obtained isomerization quantum yield of HTI Z1 is the largest amongst

the four HTI derivatives being 56%.

The calculations revealed that an alternative triplet isomerization pathway exists. SOC calcula-

tions indicate that S1-T2 and S1-T1 ISC at the FC point may occur enabling Z/E isomerization

through a T1-S0 CI located at about θ=90◦. This result explains the long decay component of 381

ps, 783 ps and 318 ps, respectively, reported for HTI Z2-Z4 cyclohexane solutions [245].

Full S1 geometry optimizations of HTIs Z1 and Z3, including explicit solvent molecules, suggest

that in solvents of high polarity which can form hydrogen bonds, TICT state formation occurs

resulting in red-shifted or dual fluorescence emission. This result explains the experimental

finding of dual fluorescence emission in medium polar and polar solvents like dichloromethane

and dimethyl sulfoxide and supports the hypothesis of Wiedbrauk et al. [245] on TICT state for-

mation in medium polar and polar solvents. Geometry optimizations of the S1 state employing

LR-C-PCM solvation together with the parameters of dimethyl sulfoxide reveals that a continuum

solvation model like C-PCM is not able to describe the solvent effects resulting in TICT state

formation.

In order to provide a sound explanation for the different behavior of the four HTI derivatives

and to enable a more solid comparison with experimental data like decay time constants, energy

barrier heights are needed for which further calculations have to be performed to complete the
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excited state potential energy surface scans. Concerning the TICT mechanism, further calcula-

tions such as S1 state geometry optimizations and single point calculations at TICT geometries

including explicit solvent molecules, e.g., dimethyl sulfoxide and dichloromethane should be

carried out for HTIs Z1-Z3 to confirm the current results and to obtain emission energies which

can be compared to experimental data.

Summarizing, it can be stated that the current results support the experimental finding of two

mutually independent relaxation pathways namely double-bond and single-bond rotation which

can be separately targeted by choice of the solvent. Exhibiting these properties donor substituted

HTI compounds can be used as both photoswitches and molecular rotors.



8

THE ROLE OF DISPERSION AND STERIC INTERACTIONS IN THE

CRYSTAL PACKING OF TRIS(QUINOXALINOPHENANTHROPHENAZINE)

In this chapter† the influence of some particular intermolecular interactions on the structure of

and cohesion in four quinoxalinophenanthrophenazine (QPP) based (see Fig. 8.1) dimers is

investigated using DFT and the XSAPT(KS) method including dispersion corrections.

This theoretical study was carried out within a collaborative project with the group of Prof.

Mastalerz from the Institute of Organic Chemistry of Heidelberg University, in particular with

B. Kohl who synthesized and crystallized the here investigated compounds. Full details about

the synthesis, experimental details and crystallographic information can be found in Ref. [385]

and the dissertation of B. Kohl [386]. This theoretical study shows that when the tert-butyl groups

in the QPP dimer model systems have a staggered conformation, dispersion interactions of

the triptycene end groups overrule dispersion interactions between the tert-butyl substituents.

However, when the tert-butyl groups adopt an eclipsed arrangement, dispersion interactions

resulting from both the triptycene groups and the tert-butyl groups balance one another out.

The results suggest that the well-balanced dispersion interactions of tert-butyl groups and one

triptycenylene group are responsible for the unique honeycomb like packing motif.

†Parts of this chapter are adapted from Kohl B, Bohnwagner, MV., Rominger F., Wadepohl H., Dreuw, A., and
Mastalerz M. Attractive Dispersion Interactions Versus Steric Repulsion of tert-Butyl groups in the Crystal
Packing of a D3h-Symmetric Tris(quinoxalinophenanthrophenazine)Chem. Eur. J., 2016, 121, pp 646-655,
Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.
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Figure 8.3: Schematic representation of the observed particular honeycomb crystal packing
motif.

systems, specifically four differently substituted QPP dimers (D-QPP 2-5 see Fig. 8.4)) whose

crystal structures (CSs) were provided by B. Kohl.

The dimers have been analyzed theoretically in terms of the influence of intermolecular inter-

actions with a focus on 1) dispersion interactions between the triptycenylene unit (see Fig. 8.4,

blue) of one monomer and the π electrons of the quinoxaline unit of the other, 2) dispersion

interactions of the tert-butyl groups (see Fig. 8.4, red) and 3) steric interactions between the

tert-butyl groups.
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Figure 8.4: Skeletal formula of the monomers QPP 2-5 and wireframe model of the crystal
structures of the investigated dimers D-QPP 2-5 (top view).
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8.2 COMPUTATIONAL METHODS

Ground state equilibrium geometries and interaction energies of D-QPPs 2-5 have been calculated

at DFT level of theory using the B98 [398,399] functional and its dispersion-corrected variants:

B97D [131] and B97D3 [132] in conjunction with the cc-pVDZ basis set. DFT methods use a

so called supramolecular approach to predict interaction energies. A severe drawback of this

approach is that it suffers from the so-called basis set superposition error (BSSE) [400]. BSSE

causes the intermolecular interactions to be artificially too attractive, hence binding tends to be

overestimated.

An alternative method to compute interaction energies is symmetry-adapted perturbation theory

(SAPT). In contrast to DFT this method is based on a perturbational approach. Main advantages

of this method over the supramolecular approach are i) that it is free from BSSE and ii) that

the interaction energy components, such as polarization and dispersion contributing to the total

intermolecular interaction energy E
S APT (KS )
int

8.1 are computed separately.

E
S APT (KS )
int

= E
(1)
elst
+ E

(1)
exch
+ E

(2)
ind
+ E

(2)
exch−ind

+ E
(2)
disp
+ E

(2)
exch−disp

(8.1)

Eelst is the electrostatic energy contribution originating from Coulomb-like interactions between

the monomers. Eind is the induction energy and accounts for mutual polarization of the monomers

originating from induced dipole-dipole and higher multipole-induced multipole moment interac-

tions. Edisp is the dispersion energy component originating from interactions of instantaneous

fluctuations of dipoles on the monomers. The exchange energy Eexch accounts for the Pauli repul-

sion of electrons between the monomers. The terms Eexch−ind and Eexch−disp represent exchange

corrections for the induction and dispersion interactions. For the aforementioned reasons, a

dispersion corrected low-order-scaling version of the SAPT method, XSAPT(KS)-D3 [96,401–403],

which is especially well-suited for large molecular systems, has been employed to calculate total

interaction energies (ES APT (KS )
int

). Even though this version is less accurate than the regular SAPT

method, it has been chosen since the studied molecular systems are too large (for D-QPP 4 with

the small 6-31G basis the system size already comprises more than 800 basis functions) to be

studied with the SAPT method, which scales as O(N7) with the system size. XSAPT(KS)-D3

uses Kohn-Sham (KS)-DFT instead of MP2 to account for intramolecular electron correlation

effects. Furthermore, the terms E
(2)
disp

and E
(2)
exch−disp

in eq. (8.1) are not computed explicitly, but
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instead empirical atom-atom dispersion potentials (“+D3") are computed to correct dispersion

energies, which are only poorly described by the standard SAPT(KS) method [403,404].

Interaction energies have been computed at CSs of D-QPP 2-5 and at modified versions of the

CS of D-QPP 2 using XSAPT(KS)+D3 in conjunction with a long-ranged corrected version

of the ωPBE functional (LRC-ωPBE) [405] and a value of ω = 0.4 bohr−1 (the default value is

0.3) for the monomers (Table 8.1). Due to the high memory and disk space requirements of the

XSAPT(KS)+D3 method, the small 6-31G [406–411] basis set has been used for all computations.

This small basis, however, can be assumed to be sufficiently large for the purpose of this study,

namely to get an idea to what extent the interactions of tert-butyl and triptycenylene groups,

respectively, contribute to the total interaction energy. At first, the interaction energy E
S APT (KS )
int

has been computed at the CS of D-QPP 2. Then, tert-butyl groups and triptycenylene groups have

been substituted with protons one after another and interaction energies have been recomputed at

the corresponding modified CSs (D-QPP 2(4), D-QPP 2(3) and D-QPP 2(5)), respectively. To

obtain the separate dispersion contributions of the tert-butyl and triptycenylene groups to the total

binding energy, E
S APT (KS )
int

has also been computed at the CS of D-QPP 4 and 3. XSAPT(KS)+D3

calculations have been performed with Q-Chem 4.3. For DFT calculations Gaussian 09 Rev. D01

has been used.

8.3 RESULTS

D-QPPs 2-5 have first been analyzed with respect to structural differences between crystal

and optimized structures using DFT and dispersion corrected DFT. Secondly, intermolecular

interaction energies have been analyzed with respect to energy contributions originating from

both dispersion interactions of the tert-butyl groups and between the triptycenylene group and

the π-system (i.e. the quioxaline unit) using the XSAPT(KS)+D3 method (Table 8.1 ).

8.3.1 Structural study

Already by comparing CSs of D-QPP 2-5 with the respective geometry-optimized structures

obtained with and without employing dispersion corrections, important insights about the in-

fluence of dispersion interactions on the crystal packing can be obtained. Firstly, the structure
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Table 8.1: Total interaction energy (Eint) and relevant energy components of the total interaction
energy calculated at the X-ray single crystal structures of D-QPPs 2-5 as provide by B. Kohl and
modified versions of the crystal structure of D-QPP 2 obtained at the XSAPT(KS)-D3/wPBE/6-
31G level of theory.

Structure Eint [ kcal
mol

] E(1)
elst+exch

[ kcal
mol

] E(2)
ind

[ kcal
mol

] E(2)
disp

[ kcal
mol

]

D-QPP 2 -64.81 5.23 -0.92 -69.12
D-QPP 2(3) -54.29 3.38 -0.67 -57.00
D-QPP 2(4) -53.00 5.41 -0.67 -57.73
D-QPP 2(5) -42.51 3.60 -0.43 -45.68

D-QPP 3 -61.89 5.68 -0.78 -66.79
D-QPP 4 -45.30 4.90 -0.52 -49.68
D-QPP 5 -46.57 3.68 -0.48 -49.77

the eclipsed arrangement and parallel alignment due to attractive dispersion interactions indeed

affect the crystal packing, strengthening it.

The value of E
(2)
disp

obtained at structure D-QPP 3 is -66.79 kcal
mol

that is 17.11 kcal
mol

larger than the

one of D-QPP 4 and 9.79 kcal
mol

larger than that of D-QPP 2(3). Furthermore, it is almost as large

as the dispersion contribution obtained for D-QPP 2 which is -69.12 kcal
mol

. From this, it can be

inferred that dispersion interactions between the triptycenylene groups and the quinoxaline unit

are stronger than dispersion interactions of the tert-butyl groups when those are displaced along

the x-axis and have a staggered conformation. In the model system of interest D-QPP 2, E
(2)
disp

of

the triptycenylene groups is 12.12 kcal
mol

thus slightly larger than the one of the tert-butyl groups

which is 11.39 kcal
mol

. In the CS of D-QPP 2 both dispersion contributions balance each other out.

This becomes obvious if one compares the E
(2)
disp

values of D-QPP 2(4) and D-QPP 2(3); they are

equally large.

8.4 CONCLUSION

Conclusively, it can be stated that the dispersion interactions resulting from both the triptycenylene

groups and the tert-butyl groups are well-balanced in the crystal structure of D-QPP 2, when the

tert-butyl groups adopted an eclipsed arrangement and are aligned on top of each other along

the x-axis which, in turn is guaranteed by dispersion interactions between triptycenylene groups

and the π system. Thus, this study reveals that the unique crystal packing motif observed in

D3h symmetric tQPP (see Fig. 8.2 is caused by cooperative dispersion interactions of different
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molecular parts. In particular, the well-balanced dispersion contributions of tert-butyl groups of

two monomers and one triptycenylene group of one monomer with the π system of another, both

seem to be responsible for this unique honeycomb packing motif. The relative orientation of π

planes of extended π systems to each other was found to be of great importance for the charge

transport in molecular organic field effect transistors [412–415], which are important optoelectronic

devices. Theoretically brick-wall arrangements as found in QPPs 2 and 3 should enable are more

efficient charge transport than herringbone-type arrangements. [416,417]
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GLOBAL SUMMARY & OUTLOOK

9.1 GLOBAL SUMMARY

In this thesis, I have presented the research conducted during the time of my Ph.D. In the follow-

ing, I will briefly summarize the most important results of these projects. All, but one, involve

the study of photochemical reactions and are connected by being concerned with intramolecular

charge-transfer states. The exception is the project on tris(quinoxalinophenanthrophenazine)

(tQPP) which is a ground state study.

The first project, presented in chapter 4, is the theoretical investigation of the photochem-

istry of the well-known, and experimentally well-investigated, donor-acceptor molecule N-

pyrrolobenzonitrile (PBN). PBN is the pyrrol analogue of 4-N,N-dimethylaminobenzonitrile

(DMABN), the molecule for which the phenomenon of dual fluorescence has been observed

first. It has been found experimentally that PBN shows an unusual photophysical behavior in

medium polar and polar solvents, namely dual fluorescence emission. To study the photochemical

behavior of PBN, ground and excited state potential energy surfaces (PES) have been explored,

using different high-level ab initio methods, i.a., the second-order approximate coupled-cluster

(CC2) method. Furthermore, relaxed PES scans of the photochemically relevant excited states

have been performed along the twisting coordinate, namely the central C-N single bond. Sol-

vent effects on transition energies of the relevant excited states have been described within the

conductor-like polarizable continuum model (C-PCM) and the conductor-like screening model

(COSMO). According to the computational results, the following deactivation mechanism of

PBN has been suggested. Upon photoexcitation to the spectroscopically accessible 2A (ππ∗)

183



184 9 GLOBAL SUMMARY & OUTLOOK

(S2) state, PBN only twists a few degrees until an intersection with the energetically very close

lying 1B (LE) (S1) state is reached. After passing the 2A-1B state intersection, PBN relaxes to

an almost planar local 1B (LE) state minimum from which emission occurs. The relaxed PES

scan of the 2A state along the twisting coordinate employing equilibrium state-specific solvation

revealed that a polar solvent not only stabilizes the polar 2B (CT) (S3) state, but also the 2A

state. As a result, the energy barrier along the twisting coordinate vanishes and twisting around

the central single bond is facilitated. It was found that in the gas phase and apolar solvents, 2A

and 2B states are not sufficiently stabilized and an energy barrier for twisting exists, such that

only single emission from the 1B (LE) state occurs. With increasing polarity of the solvent,

both the 1B (LE) and 2A states, the latter exhibiting a larger static dipole moment, are stabilized

and the energy barrier shrinks such that relaxation to the twisted intramolecular charge-transfer

(TICT) (2B) state minimum becomes feasible. This study conclusively explained all available

experimental findings, like the occurrence of dual fluorescence in medium polar solvents and the

effects of temperature and solvent polarity on the emission spectra of PBN .

The second project, discussed in chapter 5, focuses on the photochemistry of two thiophene

analogues of PBN, namely the two isomers 5-(1H-pyrrole-1-yl)thiophene-2-carbonitrile (2-TCN)

and 5-(1H-pyrrole-1-yl)thiophene-3-carbonitrile (3-TCN). The aim of this study was to exam-

ine, whether the thiophene based donor-acceptor molecule TCN shows a fluorescence behavior

similar to its benzonitrile analogue PBN, and also exhibits dual fluorescence in medium polar

solution. Since the chosen methodology has been demonstrated to be well-suited to describe the

photochemical behavior of PBN, it has also been employed for the study of TCN. Again ground

and excited state PESs have been optimized at different levels of theory and relaxed PES scans of

the charge-transfer state along the twisting coordinate, the central C-N single bond, have been

performed. A TICT minimum has been found on the S1 state surface of both isomers. Gas phase

calculations of 2-TCN revealed that a small barrier of only about 0.01 eV has to be overcome

to reach the TICT minimum. In 3-TCN no corresponding barrier has been found. It has been

further found that population of the TICT minimum of 2-and 3-TCN is rather unlikely due to

the presence of a S1-S0 state intersection, which can be reached barrierless after excitation to the

bright S(ππ∗) (S1) state. Solvation model calculations have shown that the S(CT) is stabilized in

polar solvents, and that population of the TICT minimum becomes more likely. In conclusion,

this study revealed that even though TCN is structurally very similar to dual fluorescent PBN,

TCN exhibits a different photochemistry. While PBN shows at least single emission from a locally
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excited (LE) state in the gas phase, the thiophene analogue TCN has been found to deactivate

radiationless to the ground state, such as unsubstituted thiophene. Furthermore, It has been found

that, in contrast to PBN, dual fluorescence is unlikely to occur in TCN and single red-shifted

emission may only be observable in polar solvents.

The next project, given in chapter 6, deals with another small donor-acceptor compound, namely

4-Fluoro-N,N-dimethylaniline (FDMA). FDMA, like PBN and TCN, is a derivative of the well-

known TICT compound DMABN. In FDMA, the strong electron-withdrawing cyano-group is

substituted with a fluorine atom that has a significantly smaller electron-withdrawing effect. This

study was motivated by two contradicting experimental investigations on the fluorescence behav-

ior of FDMA. In one of these investigations, dual fluorescence of FDMA was observed while in

the other one only single fluorescence emission was found. Motivated by those discrepancies, I

have computed absorption and emission energies and investigated the deactivation pathways of

photoexcited FDMA. For this purpose different methods, i.a., time-dependent density functional

theory (TDDFT), CC2 and the highly accurate third-order algebraic diagrammatic construction

method (ADC(3)) for the polarization propagator have been used. Based on my results, the fol-

lowing deactivation mechanism of FDMA has been proposed: After photoexcitation to the bright

S2 state, FDMA may either relax to a planar S1 state minimum through a well accessible S2-S1

conical intersection, from which fluorescence emission can occur. Alternatively, it may decay

radiationless to the ground state via a low lying S1-S0 conical intersection along a prefulvene-

like vibrational mode of benzene. My computational results perfectly explain the experimental

observation of single fluorescence emission in both apolar and polar solution. Furthermore, this

study has shown that, even though FDMA is structurally related to dual fluorescent DMABN

and PBN, FDMA exhibits a different photochemistry, like also observed for TCN. Similar to

TCN, for which it has been found that internal modes of thiophene lead TCN to a S1-S0 conical

intersection in the gas phase, the photochemistry of FDMA has been found to be governed

by the photochemistry of benzene. Internal modes of benzene seem to open up a competitive

nonradiative deactivation pathway. This study has further revealed that the TICT minimum

reported by Fujiwara et al. [329], used to explain the asserted observation of dual fluorescence as a

methodological artifact of the employed TD-B3LYP method.

In Chapter 7 the focus lies on a more recent project. Here, current results of a photochemical

study on four different donor-substituted hemithioindigo-hemistilbene (HTI) derivatives are

presented. These HTI derivatives are so-called photoswitches. A photoswitch is a molecule that



186 9 GLOBAL SUMMARY & OUTLOOK

can exist in two different configurations: the Z and the E isomer. Upon absorption of light energy,

the structure of a photoswitch changes from one configuration to the other by rotation about a

double bond. It was found experimentally that the four HTI derivatives, here named HTIs Z1-Z4,

exhibit a very different photochemical behavior in apolar and polar solvents. For HTIs Z1-Z3,

those derivatives having bulky substituents in ortho positions of the stilbene benzene ring, dual

fluorescence emission has been observed experimentally in polar solvents. Consequently, the

formation of a TICT state was suggested. In apolar solution, Z/E photoisomerization has been

observed experimentally for all four HTIs. It has been stated that the two different deactivation

pathways, found in apolar and polar solution, are mutually independent and can be targeted

separately by choosing different solvents. I have investigated the deactivation mechanism of

HTIs Z1-Z4 with a focus on two alternative relaxation pathways, namely single bond and double

bond rotation, in relation to the experimental findings. Solvent effects on absorption and emis-

sion energies have been accounted for by employing both nonequilibrium and equilibrium state

specific solvation models. The role of hydrogen bonding interactions on TICT state formation

has been examined by including a small number of explicit solvent molecules in the calculations.

Geometry optimizations of the ground states of the four HTIs performed at TD-DFT/CAM-

B3LYP and LR-CC2 levels of theory predicted two stable local minima on the ground state PES

corresponding to the Z and E isomers. The Z isomers have been predicted to be slightly more

stable than the E isomers in the ground state. Geometry optimizations of the bright S1 (ππ∗)

states of HTIs Z1-Z4 predicted local S1 (ππ∗) minima, located close to the Franck-Condon region.

Based on the current results the following mechanism of photoisomerization of HTIs Z1-Z4 has

been suggested. In apolar solvents, upon photoexcitation to the bright S1 state, the excited state

population rapidly relaxes from the FC point to the nearby local S1 minimum. This relaxation is

very fast because only small nuclear rearrangements are needed to bring the HTI molecules to

the local S1 minimum. A few HTI molecules will remain trapped in S1 minimum and decay back

to the ground state via regular fluorescence. Most of the excited state population has enough

energy to overcome the barrier on the S1 PES, to quickly reach the S1-S0 conical intersection

located at about θ=90◦ and thus to isomerize into the ground state E isomer. Furthermore, an

alternative triplet isomerization pathway has been found. Spin-orbit calculations indicate that

S1-T2 and S1-T1 ISC at the FC point may occur, enabling Z/E isomerization through a T1-S0

conical intersection located at about θ=90◦. Concerning the TICT mechanism of HTIs Z1-Z3,

the current results suggest that TICT state formation may occur in polar solvents that can form



Global Summary 187

hydrogen bonds, resulting in red-shifted or dual fluorescence emission. The computational results

have been found to be in good agreement with experimental ones. Additionally, they support the

experimental finding of two mutually independent relaxation pathways, double bond and single

bond rotation.

In the last chapter, chapter 8, the final study of this dissertation is presented. This study was

performed within the framework of a collaborative project with the group of Prof. Mastalerz from

the Institute of Organic Chemistry of Heidelberg University. Here, the crystal structure packing

of a D3h-symmetric π-extended triptycene based pyrene fused pyrazaacene molecule, shortly

named tQPP, has been investigated theoretically. This study was motivated by the observation

made by B. Kohl and his coworkers of an extraordinary π-stacking motif in the crystal packing

of tQPP, resembling a honeycomb. To obtain a better understanding of how the crystal packing

is influenced by intermolecular interactions like dispersion and steric interactions, four dimer

model systems, named D-QPP 2-5, have been investigated quantum chemically. The dimers have

been analyzed with a focus on 1) dispersion interactions between the triptycenylene unit of one

monomer and the π electrons of the quinoxaline unit of the other, 2) dispersion interactions of

the tert-butyl groups and 3) steric interactions between the tert-butyl groups. For this purpose

ground state equilibrium geometries of D-QPPs 2-5 have been calculated at DFT level of theory

using the B98 functional and its dispersion-corrected variants: B97D and B97D3. Additionally,

total interaction energies have been computed, using symmetry-adapted perturbation theory, in

which interaction energy components like polarization and dispersion energies, are computed

separately. This study revealed that when the tert-butyl groups in the QPP dimer model systems

have a staggered conformation, dispersion interactions of the triptycene end groups overrule

dispersion interactions between the tert-butyl substituents. Thus, this study showed that the

unique honeycomb packing motif is caused by cooperative dispersion interactions of different

molecular parts. In particular, the well-balanced dispersion contributions of tert-butyl groups of

two monomers and one triptycenylene group of one monomer with the π system of another seem

to be responsible for this unique packing motif.

In summary, in this dissertation it is demonstrated for a number of small- and medium-sized

organic compounds that by using modern quantum chemical methods, it is possible to well

reproduce experimental results and also to gain a better understanding of those.
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9.2 OUTLOOK

The photochemical study of TCN revealed an interesting behavior of the two isomers. It has

been found that the gas phase photochemistry of both isomers is dominated by the photochemical

behavior of thiophene. Furthermore, it has been found that both isomers rapidly deactivate

back to the ground state via a well accessible S1-S0 conical intersection. For the 3-TCN isomer,

this nonradiative decay is accompanied by a ring-opening of the thiophene ring. For 2-TCN,

such a ring opening has not been observed. In the gas phase, TICT formation and thus red-

shifted fluorescence has been found to be quenched. This result gave me the idea to test some

further donor substituents and to further explore how different donor substituents i) influence

the energy of CT state at the Franck-Condon geometry ii) prevent the decay via a S1-S0 conical

intersection. It would be very interesting to see if TICT formation becomes more feasible if a

donor with increased electron donating strength is used. For this purpose, I prepared some further

calculations using dimethylamine, di-tert-butylamine and carbazole as donor substituents, instead

of pyrrol. Those have to be analyzed in the future. Of course, depending on the results of the first

test calculations, one could also extend the screening of donor groups. The results of concerning

FDMA suggest to also test some further acceptor substituents. It would be very interesting to see

if there exists a general rule for the properties of donor and acceptor moieties, which are related

to the probability of TICT formation.

Clearly, in order to obtain a more complete and sound picture of the photochemistry of the

four HTI photoswitches, some further calculations are needed. Firstly, some further constrained

S1 state geometry optimizations of HTIs Z1-Z4 have to be performed to complete the relaxed

potential energy surface scans of the S1 states along the Z/E photoisomerization coordinate. By

doing so, S1 energy barriers along the isomerization path can be obtained. The current results

indicate that the HTI derivative problem is a multidimensional problem. Thus, it could be very

helpful to carry out some molecular mechanic based conformational sampling calculations to

explore the ground and excited state potential energy surfaces of HTIs Z1-Z4. Concerning

the TICT mechanism of HTIs Z1-Z3, single point solvent model calculations performed at

constrained optimized TICT structures and geometry optimizations performed by including some

explicit solvent molecules indicate that TICT formation may occur. To support these first results,

further calculations should be carried out, both using a solvent model and also including a number



Outlook 189

of explicit solvent molecules. Hereby, different solvent molecules which exhibit both hydrogen

bond donor and acceptor properties should be used.
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APPENDIX FOR CHAPTER 5

A.1 THE PHOTOCHEMISTRY OF TCN

Table A.1: Cartesian coordinates of the ground state equilibrium geometry of 2-TCN obtained
at RI-MP2/cc-pVTZ level of theory

Atom x y z

S -0.918723 -0.902058 -0.267189
C 0.222914 0.338137 0.095324
C -2.231057 0.184142 -0.005544
C -0.389325 1.541928 0.379145
C -1.791081 1.456572 0.316242
H -2.471172 2.270191 0.516682
H 0.165955 2.428205 0.644886
C -3.567251 -0.265322 -0.111020
N -4.676457 -0.641546 -0.202430
N 1.588474 0.075342 0.037513
C 2.532495 0.927582 -0.494267
C 2.206955 -1.068715 0.494531
C 3.558782 -0.938444 0.253896
C 3.763667 0.318667 -0.368969
H 2.232438 1.858629 -0.941924
H 4.699716 0.733177 -0.700990
H 1.635497 -1.840150 0.980900
H 4.309420 -1.666258 0.508790
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Table A.2: Cartesian coordinates of the ground state equilibrium geometry of 2-TCN obtained
at RI-CC2/cc-pVTZ level of theory

Atom x y z

S -4.802297 4.980847 -0.881293
C -4.799836 5.457621 -2.544259
C -3.072820 4.867594 -0.879853
C -3.520092 5.551001 -3.059247
C -2.536843 5.219669 -2.10826
H -1.473824 5.208739 -2.298515
H -3.321588 5.818405 -4.086153
C -2.382702 4.440427 0.276232
N -1.807003 4.085299 1.247413
N -5.996915 5.737746 -3.193626
C -6.173489 6.739750 -4.132030
C -7.194142 5.068845 -3.006710
C -8.131428 5.648076 -3.834624
C -7.488622 6.701667 -4.542388
H -5.360432 7.400210 -4.378553
H -7.936666 7.365382 -5.262148
H -7.246702 4.225194 -2.339808
H -9.159196 5.340323 -3.924911

Table A.3: Cartesian coordinates of the ground state equilibrium geometry of 3-TCN obtained
at RI-MP2/cc-pVTZ level of theory

Atom x y z

S 0.461614 -1.712654 0.169718
C -0.123202 -0.100526 -0.030495
C 2.085422 -1.191492 0.108558
C 0.902805 0.812887 -0.114786
C 2.169193 0.182944 -0.028633
H 0.751119 1.871318 -0.257915
H 2.897779 -1.896681 0.161255
N -1.489822 0.160747 -0.042089
C -2.093326 1.228391 0.587688
C -2.447493 -0.599238 -0.678876
C -3.671468 -0.004523 -0.453817
C -3.448256 1.146034 0.344024
H -1.507543 1.914502 1.173696
H -4.189599 1.834224 0.711391
H -2.163302 -1.459221 -1.259959
H -4.614843 -0.359046 -0.831243
C 3.407547 0.880378 -0.101696
N 4.427058 1.458880 -0.160598
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Table A.4: Cartesian coordinates of the ground state equilibrium geometry of 3-TCN obtained
at RI-CC2/cc-pVTZ level of theory

Atom x y z

S -4.797803 4.979371 -0.879879
C -4.805928 5.470395 -2.542992
C -3.087418 4.888440 -0.859762
C -3.531978 5.584494 -3.051607
C -2.548413 5.256062 -2.080153
H -3.315381 5.861222 -4.072204
H -2.561208 4.562892 0.022559
N -6.007983 5.741971 -3.188973
C -6.200531 6.749589 -4.117440
C -7.194058 5.053232 -3.007402
C -8.141802 5.626711 -3.827954
C -7.515606 6.695425 -4.527196
H -5.396853 7.422644 -4.360931
H -7.973881 7.358439 -5.241128
H -7.233757 4.204657 -2.345926
H -9.165831 5.306530 -3.917581
C -1.147324 5.276406 -2.332649
N 0.014939 5.298638 -2.544458
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Table A.5: Comparison of vertical excitation energies and static dipole moments of the first four
lowest excited states of 2-and 3-TCN obtained at ADC(2)/cc-pVTZ and ADC(2)/cc-pVTZ/SS-
COSMO levels of theory at the gas phase ground state equilibrium geometry using the parameter
of n-hexane, acetonitrile and water for the solvent model. Vertical excitation energies in gas
phase ω (in eV), solvent-corrected vertical excitation energies ωsol(in eV) and solvent shifts
∆ωgas

a and ∆∆ωsol (in eV) and relaxed static dipole moments (in Debye) are given.

SS-COSMO n-hexane

State ω ω(@S0) ∆ωgas µ ωsol(@S(ππ∗)) ∆∆ωsol µ ωsol(@S(CT)) ∆∆ωsol µ

2-TCN
T(ππ∗) 3.28 3.28 0.00 5.4 3.27 0.00 6.4 3.28 0.00 7.6
T(CT) 4.01 3.97 - 0.04 9.2 3.95 - 0.03 10.8 3.93 - 0.04 12.8
S(ππ∗) 4.46 4.34 - 0.12 9.3 4.32 - 0.02 10.8 4.30 - 0.04 13.8
S(CT) 4.88 4.64 - 0.24 15.7 4.59 - 0.05 16.9 4.55 - 0.10 18.0

3-TCN
T(ππ∗) 3.51 3.51 0.00 4.7 3.51 0.00 5.9 3.51 0.00 7.0
T(CT) 4.13 4.12 - 0.01 7.1 4.10 - 0.03 8.5 4.09 - 0.03 10.0
S(ππ∗) 4.75 4.64 - 0.11 8.9 4.60 - 0.04 10.7 4.59 - 0.05 12.1
S(CT) 5.12 4.92 - 0.20 13.8 4.85 - 0.07 15.6 4.81 - 0.11 16.7

SS-COSMO acetonitrile

State ω ω(@S0) ∆ωgas µ ωsol(@S(ππ∗)) ∆∆ωsol µ ωsol(@S(CT)) ∆∆ωsol µ

2-TCN
T(ππ∗) 3.28 3.29 + 0.01 6.1 3.18 - 0.10 10.5 3.10 - 0.19 14.6
T(CT) 4.01 3.99 - 0.02 9.9 3.56 - 0.44 16.3 3.10 - 0.89 20.5
S(ππ∗) 4.46 4.34 - 0.12 10.1 3.96 - 0.38 15.3 3.62 - 0.72 18.5
S(CT) 4.88 4.67 - 0.21 16.4 3.95 - 0.73 20.5 3.32 - 1.35 22.6

3-TCN
T(ππ∗) 3.51 3.53 + 0.02 5.2 3.34 - 0.19 10.6 3.20 - 0.33 14.4
T(CT) 4.13 4.17 + 0.04 7.3 3.78 - 0.40 14.3 3.33 - 0.84 19.1
S(ππ∗) 4.75 4.65 - 0.10 9.4 4.12 - 0.53 15.6 3.77 - 0.88 18.5
S(CT) 5.12 5.03 - 0.09 13.5 4.11 - 0.92 19.2 3.51 - 1.52 21.8

SS-COSMO water

State ω ω(@S0) ∆ωgas µ ωsol(@S(ππ∗))c ∆∆ωsol µ ωsol(@S(CT)) ∆∆ωsol µ

2-TCN
T(ππ∗) 3.28 3.29 + 0.01 6.2 3.18 -0.11 10.6 3.04 - 0.25 15.0
T(CT) 4.01 4.00 - 0.02 10.0 3.53 -0.47 16.5 3.01 - 0.99 20.8
S(ππ∗) 4.46 4.34 - 0.12 10.1 3.94 -0.40 15.5 3.59 - 0.75 18.7
S(CT) 4.88 4.68 - 0.20 16.4 3.91 -0.77 20.6 3.26 - 1.42 22.8

3-TCN
T(ππ∗) 3.51 3.53 + 0.02 5.2 3.32 -0.21 10.8 3.17 - 0.36 15.2
T(CT) 4.13 4.18 + 0.05 7.3 3.75 -0.43 14.6 3.27 - 0.91 19.0
S(ππ∗) 4.75 4.65 - 0.10 9.5 4.09 -0.56 15.8 3.72 - 0.93 18.7
S(CT) 5.12 5.04 - 0.08 13.4 4.07 -0.97 20.1 3.45 - 1.59 22.0

a ∆ωgas is the difference between vertical excitation energies in gas phase and computed using SS-COSMO
equilibrating the ASC with respect to the ground state density.
b ∆∆ωsol is the difference between vertical excitation energies in solution within COSMO solvation when
the ASC is equilibrated with the ground state density and with the respective excited state density.
c relaxed convergence criteria have been used due to convergence problems.
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Table C.1: Comparison of the gas-phase vertical excitation energies and static dipole moments
of the few lowest singlet states of HTI E1-E4 calculated at the FC geometry using different
levels of theory. Orbital transitions (> 20%)a, character of the transitions, vertical excitation
energies ω (in eV), oscillator strengths (in parenthesis) and relaxed static dipole moments µ (in
Debye) are given.

ADC(2)
State MOs Character ω µ ω(Z1)

E1
S1 H > L ππ∗(CT) 2.79(0.18) 8.4 3.14(0.19)

H-6 > L nπ∗

S2 H-6 > L nπ∗ 3.27(0.12) 3.3 3.33(0.14)
H > L ππ∗(CT)

S3 H-1 > L ππ∗(Thioindigo) 3.59(0.12) 5.6

E2
S1 H > L ππ∗(CT) 2.69(0.16) 11.6 3.09(0.19)

H-6 > L nπ∗

S2 H-6 > L nπ∗ 3.24(0.08) 5.9 3.33(0.10)

E3
S1 H > L ππ∗(CT) 2.56(0.15) 8.3 3.12(0.15)
S2 H-6 > L nπ∗ 2.95(0.03) 2.14 3.26(0.10)
S3 H-1 > L ππ∗(CT’) 3.38(0.06) 2.5

H-6 > L nπ∗

S4 H-2 > L ππ∗ 4.20(0.16) 5.0 4.31(0.21)

E4
S1 H > L ππ∗ 3.85(0.51) 7.9 3.10(0.64)
S3 H-1 > L ππ∗’ 3.68(0.34) 6.8 3.86(0.22)

a For the sake of compactness only the two leading configurations are given.

S1

S2

S3

T1

T2

Figure C.7: Attachment (red) and detachment (blue) density plots for the lowest excited singlet
and triplet states of HTI Z1 obtained at ADC(2)/cc-pVDZ level of theory (Isovalue 0.014)
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Figure C.14: Relaxed scan of the S0 PES of HTI 1 for the Z/E isomerization obtained at
SF-B5050LYP/6-31G∗ level of theory. Energies are relative to the S0 equilibrium energy.
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Figure C.15: Relaxed scan of the S0 PES of HTI 2 for the Z/E isomerization obtained at
SF-B5050LYP/6-31G∗ level of theory. Energies are relative to the S0 equilibrium energy.
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Figure C.16: Relaxed scan of the S0 PES of HTI 4 for the Z/E isomerization obtained at
SF-B5050LYP/6-31G∗ level of theory. Energies are relative to the S0 equilibrium energy.
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