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Summary 
 

Despite its utmost significance in biology, water dynamics has often been the ‘elephant in the 

room’ in experimental biophysics, owing to the challenges in measuring it. Water dynamics 

becomes more significant in case of intrinsically disordered proteins (IDPs) as IDPs fall out of 

the classical ‘structure-function’ paradigm and thus the typical structure-function relationship is 

modified to a dynamics-function relationship for IDP recognition. No study so far touched the 

highly important and complex topic on solvation dynamics on protein-protein interactions, let 

alone IDP recognition. In my PhD thesis my main aim has been to interrogate the interplay 

between solvation dynamics and binding mechanisms of IDPs involved in the nucleocytoplasmic 

transport pathway using a combination of steady state and picosecond resolved ensemble 

fluorescence spectroscopy and single molecule FRET (smFRET). I interrogated surface water 

dynamics in IDPs and its attenuation upon partner binding using three IDPs from the 

nucleocytoplasmic transport pathway, Nup153FG, NSP1FG and IBB which share one common 

binding partner, the nuclear transport receptor (NTR), Importinβ, despite having different 

binding mechanisms and sites. Nup153FG and NSP1FG belong to the class of IDPs known as 

FGNups, that constitute the permeability barrier of the nuclear pore complex (NPC). FGNups 

bind Importinβ through a set of ultrafast transient multivalent interactions retaining its disorder 

change while IBB forms a helix upon binding Importinβ. Solvent fluctuations in the dynamic 

Nup153FG-Importinβ complex and NSP1FG-Importinβ complex were unperturbed relative to 

the unbound state while in the IBB-Importinβ complex substantial relative slowdown of water 

dynamics was seen. These results directly showed a correlation between interfacial water 

dynamics and the plasticity of IDP complexes. Based on my results I concluded that solvation 

retardation poses energy barriers to conformational fluctuations, thus IDPs engage their partners 

with tunable solvation retardation, which directly correlates to their dynamics in the complex, 

enabling them to achieve functional diversity. In the context of nucleocytoplasmic transport such 

differential behavior of these two IDPs can be linked to their functions as well; dynamic FGNup-

Importinβ complex likely expedites fast nucleocytoplasmic transport; while stable IBB-

Importinβ warrants integrity of the import-complex during a transport event.  

Additionally I also performed femtosecond resolved fluorescence spectroscopy to explore the 

dynamics of IBB recognition by Importinβ across timescales spanning over 5 orders of 

magnitudes from 100fs to ~20ns. Capturing the entire timescale of the dynamics enabled me to 

look at the nature of these dynamics more closely. Contrary to several hypotheses reporting 

protein solvation dynamics to be governed by discrete timescales I found that the dynamics could 

be well explained by a power law type of relaxation suggesting a possible entanglement of the 

different timescales. This provides new insights into the nature of protein solvation dynamics in 

general as well in the context of IDP recognition. 
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Zusammenfassung 
Ungeachtet der äußerst wichtigen Rolle in der Biologie, ist wegen der messtechnischen 

Problematik die Wasserdynamik oft ein totgeschwiegenes Thema in der experimentellen 

Biophysik. Wasserdynamiken sind vor allem für die Funktion von intrinsisch ungeordneten 

Proteinen relevant (IDPs), weil IDPs nicht in das klasische „Struktur-Funktion“- Paradigma 

passen und somit die typische „Struktur-Funktion“-Beziehung zu einer „Dynamik-Funktion“-

Beziehung für die IDP Erkennung verändert wird. Bisher hat keine Studie dieses sehr wichtige 

und komplexe Thema der Solvatisierungsdynamik von Protein-Protein-Interaktionen in diesem 

Zusammenhang bearbeitet. Der Hauptfokus meiner Doktorarbeit war es, das Zwischenspiel von 

Solvatisierungsdynamik und Bindungsmechanismus von IDPs, die im nukleocytoplasmatsichen 

Transport involviert sind, mithilfe von einer Kombination aus stationärer und pikosekunden 

auflösender Ensemble-Fluoreszenz-Spektroskopie, sowie Einzel-Molekül FRET (smFRET) zu 

untersuchen. Ich analysierte Oberflächenwasserdynamiken in IDPs bei der Partnerbindung unter 

Verwendung von drei IDPs des nukleocytoplasmatischen Transportweges, Nup153FG, NSP1FG 

und IBB. Diese IDPs haben alle einen gemeinsamen Bindungspartner, den nuklearen 

Transportrezeptor (NTR) Importinβ, jedoch unterschiedliche Bindungsmechanismen und –seiten. 

Nup153FG und NSP1 gehören zu der Klasse von IDPs, auch bekannt als FGNups, die die 

Permeabilitätsbarriere des Kernporenkomplexes (nuclear pore complex, NPC) bilden. FGNups 

binden Importinβ durch eine Reihe von ultraschnellen transienten multivalenten Interaktionen 

ihre ungeordnete Struktur beibehaltend, während IBB sich bei der Bindung an Importinβ zu einer 

Helix formt. Solvent-Schwankungen im dynamischen Nup153FG-Importinβ- und NSP1-

Importinβ-Komplex blieben unbeirrt, verglichen mit dem ungebunden Zustand, wohingegen im 

IBB-Importinβ-Komplex eine substantielle Verlangsamung der Wasserdynamik beobachtet 

werden konnte. Diese Resultate zeigten unmittelbar eine Korrelation zwischen 

Grenzflächenwasserdynamiken und der Verformbarkeit von IDP-Komplexen. Basierend auf 

meinen Resultaten kann ich daraus schliessen, dass Solvatisierungsverzögerungen 

Energiebarrieren zu Konformationsfluktuationen produzieren. Im Zusammenhang mit dem 

nukleocytoplasmatischen Transport fördert der dynamische FGNup-Importinβ-Komplex 

wahrscheinlich einen schnellen nukleocytoplasmatischen Transport, während der stabile IBB-

Importinβ-Komplex die Integrität des Import-Komplexes bei einem Transportereignis garantiert. 

Zusätzlich habe ich auch femtosekunden aufgelöste Fluoreszenz Spektroskopie zur Bestimmung 

von Dynamiken der IBB Erkennung durch Importinβ über eine Zeitspanne von 5 

Gröβenordnungen (von 100fs zu ~ 20ns) durchgeführt. Das Erfassen der gesammten Zeitspanne 

der Dynamiken ermöglicht mir genauer auf die Natur dieser Dynamiken zu schauen. Im 

Gegensatz zu diversen Hypothesen, die von Protein-Solvatisierungsdynamiken beherrscht von 

diskreten Zeitskalen berichten, habe ich herausgefunden, dass die Dynamiken durch ein 

Potenzgesetz von Relaxationen, und somit einer möglichen Verbindung der unterschiedlichen 

Zeitskalen, sehr gut erklärt werden können. Dies bietet neue generelle Einblicke in die Natur von 

Protein-Solvatisierungsdynamiken im Zusammenhang von IDP Erkennung.  
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1 Introduction 

1.1 IDPs in cellular function 

1.1.1 IDPs evade the structure-function paradigm 
 

Folded proteins have a defined three dimensional structure determined solely by its primary 

sequence. This principle holds a central place in biology and is a direct predecessor of the so 

called ‘structure-function’ paradigm which suggests a well-defined 3D structure encodes a 

specific function and thus by extrapolation a well-defined structure is a necessity for biological 

functionality
1
. There has been substantial evidence for this dogma based on the ever increasing 

numbers of structures in Protein Data Bank (PDB). Several observations support this notion; for 

example a striking structural similarity of enzymes and often correspondence of structural 

footprints with evolution of molecular function support this dogma
2,3

. 

 

However, there has been increasing evidences that a significant number of proteins remain 

unfolded in physiological conditions
4,5,6,7

. Such proteins adopt a multitude of rapidly 

interconverting structures instead of one predominant structure in contrast to folded proteins. 

Such proteins or such regions in a protein are thus named intrinsically disordered proteins (IDPs) 

or intrinsically disordered regions (IDRs) respectively
8,9

. For sake of simplicity I will henceforth 

refer to both IDRs and IDPs as IDPs. After the human genome project, advanced protein 

structure prediction algorithms
10,11,12

 soon led to the realization that a large part of human 

proteins, reaching up to ~40%
13

 of the proteome, contain disordered regions. Protein synthesis is 

an energy expensive process for a living cell
14

 and the discussions above indeed prompt us to 

think if functionality was solely a fallout of structure why would a cell expend its resources into 

synthesizing IDPs; suggesting there must be ‘method in the madness’. It has been shown that 

eukaryotes/complex life forms have significantly larger disorder in their proteomes compared to 

elementary organisms such as bacteria which typically have less than 10% of disordered 

proteins
15

 in their proteome. This indicates that IDPs might be crucial to several complex 

functionalities necessary for cellular function
16

. As is discussed below, an IDP has certain 

sequence idiosyncrasies that encode disorder and subsequently a function. Hence IDPs evade the 

classical structure-function paradigm and an alternate paradigm has to be invoked to comprehend 

IDP function where the sequence encodes disorder which encodes function 
17

 (Fig 1.1). 
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Figure 1.1 IDPs evade the structure-function paradigm: Folded proteins perform a function 

governed by their structure establishing the structure-function paradigm, as shown on the left 

for an ion channel (PDB:3BEH). However, IDPs have sequences that encode disorder which 

subsequently performs a function as shown on the right for disordered BH3 domain of PUMA 

(in violet) which binds Mcl-1 (red). 

 

1.1.2 Sequence determinants of intrinsic disorder 
 

Folded proteins have certain sequence characteristics that help them attain a folded globular 

structure. These sequence features include a certain fraction of hydrophobic residues that favor 

formation of a collapsed state where the hydrophobic side-chains are buried and allow secondary 
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structure elements to form. Unbalanced charge residues drive expansion of the protein ensemble 

due to electrostatic repulsive forces and hence there is a degree to which folded proteins can 

tolerate presence of such unbalanced charged residues. A comprehensive sequence analysis of 

numerous IDPs by Uversky et. al. showed a clear trend in the sequence composition of IDPs, 

IDPs systematically have more unbalanced charges and less hydrophobic residues compared to 

folded proteins
18

. The coordinates occupied by folded and disordered proteins on a plot of mean 

net charge vs mean hydrophobicity showed they were well segregated in terms of sequence 

space. This analysis even led to an empirical relation that led to a clear separation of the 

sequence space into folded and unfolded regions. (Fig 1.2). This suggests the presence of a 

threshold point in terms of the mean hydrophobicity relative to mean net charge after which 

proteins fail to fold
18

. 

 

                             
 

Figure 1.2 Sequence descriptors of IDPs and folded proteins: A plot of mean net charge vs 
mean hydrophobicity for several IDPs and folded proteins (PDB:3U3B) in [18] showed a clear 
demarcation in the sequence space between folded proteins and IDPs which is reproduced 
here. The boundary is given by the equation R=2.785H-1.151 where R and H are the mean net 
charge and mean hydrophobicity respectively18. 
 

1.1.3 Binding mechanisms of IDPs 
 

IDPs are known to bind several biological targets. The binding interactions of IDPs can be 

primarily classified into atleast two categories which are: 1) Coupled folding-binding and 2) 

Fuzzy complex formation (Fig 1.3) 
19,20,21,22,23

. Coupled folding-binding mechanisms involve 

folding transition of the IDP where in the bound state the IDP adopts a folded structure. In such a 

binding mechanism the binding partner offers structure forming interactions which the IDP 

otherwise lacks, allowing it to adopt a folded structure in the context of the bound complex. 

Coupled folding-binding mechanisms again come in two flavors; induced fit and conformational 
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selection
24

. In case of an induced fit mechanism the entire disordered ensemble can bind the 

partner and the folding transition occurs after binding. In contrast, for a conformational selection 

mechanism, a binding prone minor conformation in the disordered ensemble bearing significant 

resemblance to the bound state is selected out of equilibrium ensemble of structures by the 

binding partner. This unbound ensemble re-equilibrates producing again some binding 

competent conformers which again bind the partner and the process continues populating the 

bound state. Thus for a conformational selection the folding or structural transition primarily 

happens prior to the binding event. 

 

Fuzzy complexes are formed when the disordered ensemble retains its disorder after binding the 

partner, without undergoing any folding transition. In several cases these involve multivalent 

interactions between the IDPs and the partner proteins where multiple small binding epitopes on 

the IDP serve as points of anchorage with the binding partner
25,26

. Several IDPs contain short 

linear motifs (SLiMs)
27,28

 which serve as binding epitopes to engage a partner and multiple 

copies of such SLiMs can be present allowing the IDP to engage in multivalent interactions with 

the partner; such multivalency cooperatively leads to an increase in overall binding affinity but at 

the same time the small size of the epitopes allows the IDP to bind the partner and remain 

disordered without undergoing a folding transition.  

 

 
 
Figure 1.3 Binding mechanisms of IDPs: The schematic shows the binding mechanisms which 
IDPs deploy to engage binding partners, which can be sub divided into two broad classes 
coupled folding-binding (left) and fuzzy complex formation (right). For a fuzzy complex as 
shown on the right, the entire disordered ensemble is competent in binding the partner 
maintaining disorder. For coupled folding-binding scenarios, the IDP adopts a structured state 
upon binding; in an induced fit mechanism the folding occurs after binding and in a 
conformation selection mechanism the folding occurs before binding. 
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1.1.4 Functions of IDPs in the cell function and organization 
 

It has now been clear that IDPs acts as key players in cellular regulation and function. Thus, it is 

fair to say IDPs form a cornerstone in eukaryotic cell biology as we know it. 

 

Sequence analysis reveals a very high content of long disordered regions in proteins involved in 

transcription regulation like transcriptional factors, transcription co-activators and trans-

activators, and chromosomal proteins like linker histones
29,30,31

. The disordered regions play 

many roles in such cases
32

. IDPs can constitute linker regions between recognition 

motifs/domains in molecules acting as molecular hubs and facilitate allosteric interactions 

between distant sites. One classic example is the (CREB binding protein) CBP/p300 which 

harbors multiple sites for transcription factor separated by IDPs
33

. Such a scaffold offers the 

possibility of allosteric and cooperative interactions. Interestingly several of the transcription 

factors that bind CBP/p300 are themselves disordered as well
33

. IDPs due to their promiscuous 

binding behavior can also themselves act as nodal points in regulatory pathways and encode 

regulatory and signaling function
16

, a prime example being the transcription factor p53 that bears 

long disordered N and C-terminal domains and forms hub in cellular protein interaction network 

having ~100s of binding partners
34,35

. IDPs having large surfaces are susceptible to 

posttranslational modifications, which happen to be a facile way to achieve dynamic regulation. 

Such regulatory mechanisms are widely seen in IDPs functioning at all stages of transcription 

regulation, ranging from transcription factors regulated by phosphorylation such as p53 to 

dynamic regulation of transcription via post translational modifications in the disordered tails of 

histones
36, 37

.  

 

Owing to their disorder, physical chemistry of IDPs in solution, such as collapse, scaling of 

global dimensions with sequence length and phase behavior, can be explained to a large extent, 

based on the basic tenets of polymer physics
38

. Hence, like polymers in solution IDPs can 

undergo phase separation forming a concentrated phase surrounded by a dilute phase (Fig 1.4)
39

. 

In the recent years the discovery that many cellular organelles such as stress granules, P-bodies, 

nucleoli, Cajal-bodies, etc. are formed by liquid-liquid phase separation and are often driven by 

IDPs have led to fundamental new insights in cellular organization. In fact the permeability of 

the nuclear pore complex (NPC), is also hypothesized to be formed by phase separated IDPs 

(discussed in greater details in the following sections)
40,41,42,43,44, 45

. Thus, IDPs play a crucial role 

in cellular organization by forming different membraneless organelles, under different conditions 

via liquid-liquid phase separation, which serves as crucibles for several biochemical reactions 

which are otherwise not feasible in dilute concentrations.  
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Figure 1.4 Phase separation to facilitate cellular organization: The schematic shows a 
dispersed phase which shows different molecules in blue, red and green (left). The green 
molecule bears an IDP. Certain conditions or changes in conditions results in liquid-liquid phase 
separation that leads to formation of a concentrated phase primarily composed of the green 
molecules (right) surrounded by a dilute phase. 
 

1.2 Nucleocytoplasmic transport and the nuclear pore complex 
 

1.2.1 The nuclear pore complex: Structure, function and the nucleocytoplasmic 
transport pathway 
 

A cornerstone of eukaryotic cell-biology is the compartmentalization of cellular components. A 

eukaryotic cell is primarily compartmentalized into two components; the nucleus, which is a 

double membrane bound enclosure that harbors DNA/genetic information, surrounded by the 

cytosol, which constitutes an aqueous milieu containing the essential bio-molecules required for 

cellular function. Transport of molecules from the cytoplasm to the nucleus and vice-versa is 

crucial for cellular homeostasis. The nuclear envelope is decorated with several nuclear pore 

complexes (NPCs), which are giant macromolecular complexes that serve as the primary and in 

most cases the sole conduit for transport of molecules across the nuclear envelope between the 

nucleus and cytoplasm
46

. 

 

The megadalton sized NPC (with a size of 120 MDa in human) is one of the largest 

macromolecular complex in the eukaryotic cell. Since long the NPC had been known in the 

literature to have a ring like architecture with an apparent 8 fold rotational symmetry
47

. Recent 

developments in cryoET have resulted in visualization of the NPC structure with unprecedented 

details
48,49,50

. The basic framework of the NPC structure includes three rings, the inner ring, the 

nuclear ring and the cytoplasmic ring. The inner ring lies at the juncture of the outer and inner 

nuclear membrane and anchors the nuclear and cytoplasmic rings towards the nuclear and 
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cytoplasmic sides respectively. The nuclear and the cytoplasmic rings bear extensions known as 

the cytoplasmic filaments and the nuclear basket respectively. The NPC structure is formed by 

30 different proteins known as nucleoporins (Nups) which are present in multiple copies; the 

copy numbers in numerous cases being a multiple of 8
48,49

. A striking feature of all cryo-EM 

maps of the NPC is a big central hole (~27 nm in diameter at the narrowest for the human NPC), 

which might mislead one to think that the NPC really constitutes a hole in the nuclear envelope 

allowing molecular exchange. In reality the apparent hole is filled with a very high density of 

IDPs. About 1/3 of Nups bear IDP extensions and are known as FG Nucleoporins (FGNups)
51,52

. 

These disordered FGNups extend from the NPC scaffold structure and form the permeability 

barrier of the NPC.  

 

The nucleocytoplasmic transport is a highly regulated process; the regulation being important for 

maintenance of cellular homeostasis. Key to the regulatory function of the NPC is the 

permeability barrier formed by disordered FGNups. The NPC acts as a size selective filter that 

allows free passage of cargoes below a size threshold of ~40kDa. Although recent studies 

suggest that the NPC might not have a sharp size based cutoff and rather constitutes a soft barrier 

towards passive diffusion that intensifies with cargo size
53

. Thus, above a certain size threshold 

passive transport across the NPC becomes practically negligible and necessitates recognition of 

the cargo by molecules known as nuclear transport receptors (NTRs) which chaperone the 

molecule across the NPC. Interactions between the disordered FGNups and NTRs forms the 

basis of NTR aided nucleocytoplasmic transport of cargoes
54

.  

 

While the translocation across the permeability barrier of the NPC does not require energy the 

directionality of export or import across the NPC is maintained by a RanGTP/GDP gradient 

formed across the NPC
54

. Ran is a small GTPase; RanGTP is in excess on the nuclear side and 

RanGDP is in excess on the cytoplasmic side. The NTRs depending on whether they are 

involved in import (importins) or export (exportins) are differentially regulated by RanGTP and 

this governs the directionality of the transport. Nucleocytoplasmic transport involves three key 

steps, which are recognition of the cargo by NTR, translocation of the NTR/cargo complex 

across the permeability barrier and release of the cargo from the NTR on either the nuclear or the 

cytoplasmic side. For nuclear import, importins bind cargo bearing nuclear localization signals 

(NLSs) and the importin-cargo complex is shuttled across the NPC; at the nuclear side RanGTP 

binds the importin-cargo complex disassociating the cargo from importin
54

. Export happens in a 

similar fashion where RanGTP bound exportins bind cargoes bearing nuclear export signals 

(NESs), and the exportin-cargo complex is shuttled across the NPC; at the cytoplasmic side GTP 

hydrolysis reduces the affinity of exportin  towards the cargo leading to cargo release. The 

RanGTP/GDP gradient is maintained by differential spatial localization of the elements that 

govern the Ran cycle. NTF2 which is an NTR shuttles RanGDP to the nucleus where RanGEF 

catalyzes exchange of GTP for GDP producing RanGTP which disassociates from NTF2. This 

RanGTP can then traverse across the NPC bound to exportin-cargo complexes and in the 
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cytoplasm the RanGAP activates GTPase activity of Ran converting RanGTP to RanGDP which 

has minimal affinity for exportin and hence the RanGDP-exportin-cargo complex disassociates 

releasing RanGDP
54

.  

 

1.2.2 FGNups 
 

FGNups consist of a structured domain that anchors into the scaffold of the NPC and a 

disordered domain, known as the FG domain, that bears several phenylalanine-glycine (FG) 

motifs and hence the name FGNups/FG domain
51

. FG motifs often have certain adjacent residues 

and thus can be classified such as PxFG, FxFG, GLFG and SAFG (See Fig1.5)
55,56,57,58,59

. FG 

motifs are known to interact with NTRs; however, whether the different FG motifs have distinct 

functions is yet not clearly known. This is further compounded by the fact that several FGNups 

are highly redundant with respect to NPC function which is very robust, thus deletion studies 

provide limited insight
52,60

. Sequence homology between FG domains is very limited across 

species owing to a high amino acid substitution rate which happens to be idiosyncratic of IDPs
61

. 

However, careful analysis have revealed small islands of sequences 6-11 residues long 

surrounding some FG motifs, which are thought to be important for engaging NTRs, show 

preservation
61

. Another characteristic feature of the FG domains is their position in the sequence 

space. The position of FG domains in sequence space deviates from that occupied by typical 

IDPs, and this is a feature which applies to all FG domains from diverse species despite low 

sequence conservation amongst them. FG domains can sometimes be as hydrophobic as folded 

globular domains and almost always have much low mean net charge which is not akin to typical 

IDPs
45,62

. Whether functional necessity gave rise to a bespoke sequence space for FG domains is 

an interesting question. 

 

It is now widely accepted that basis of size selectivity of the permeability barrier in the NPC is 

based on the FG motifs centered hydrophobic interactions of FG domains and interaction of FG 

domains and with the NTRs. There are several evidences to support this line of thought. Surface 

hydrophobicity of a cargo is known to be drastically related to its ability of crossing the NPC. 

Naim et al. demonstrated this in a beautiful experiment; a cargo which was unable to traverse the 

NPC by itself upon decoration with surface hydrophobic groups ceaselessly passed the NPC with 

rates comparable to NTR mediated transport
63

. In another elegant essay developed by Patel et al., 

weak cohesive interactions between FG domains could be detected by imaging accumulation of 

fluorescently tagged FG domains on beads coated with FG domains and such interactions were 

only prominent for FG domains that constituted the central channel of the NPC
52

. Another key 

evidence is the fact that the permeability barrier of the NPC can easily be breached by 

hexanediol, a hydrophobic alcohol, reinforcing the theme that hydrophobic interactions are key 

to functioning of the permeability barrier
64

. 
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Figure 1.5 Schematic of the human NPC showing constituent FGNups: The different FGNups 
are segregated depending on their spatial location in the NPC. The corresponding FG domains 
are shown schematically with the different FG motifs color coded. 
 

While the cohesive nature, that is the propensity for favourable self interaction, of some FG 

domains has been experimentally established, the exact nature of organization of FG domains in 

the NPC is a topic that is controversial and the subject of intense debate. It has been 

demonstrated that some FG domains like Nup100 in yeast are more collapsed, that is the 

ensemble is populated by more compact structures than others, based on a gel permeation 

chromatography assay
65

. Later advanced single molecule FRET (smFRET) assays that directly 

probe collapse showed fragments of Nup98 FG domain, which is the human homologue of 

Nup100 in yeast, to be substantially more collapsed than FG domain fragments from other 

human FGNups like Nup153
66

. Such cohesive FG domains have been shown to form hydrogels 

and these hydrogels recapitulate the essential functionalities of the NPC such as exclusion of 

large cargoes and rapid and selective import of NTR bound cargoes
67,68

. This has led to the 

hypothesis that such hydrogels constitute the permeability barrier. Such  hypothesis can 

collectively be seen as ‘barrier centric’ model of the NPC that emphasizes the role of FGNup 

forming a selective phase that acts  as a barrier and can only be traversed by NTRs. Contrary to 

such view is a ‘NTR centric’ view of the transport. ‘NTR centric’ view takes into account the 

active role of formation of the permeability barrier itself and also takes into account the fact that 

the FG domains are anchored to a surface in the NPC. This line of thought primarily originated 
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from the experiments performed on FG domains grafted on the surface in a study by Lim et al
69

. 

FG domains grafted on a surface shows behavior akin to polymeric brush which can be 

reversibly collapsed by NTRs
69

. Such collapsed polymeric brush layers present a size dependent 

entropic barrier to cargo passage. The idea of ‘NTR centric’ control can be further extended 

taking into account that in the cell NTRs are always present and are high affinity binders of the 

FG domains. Thus, in principle the permeability barrier of the NPC can consist of a collapsed 

polymer brush coated with NTRs that lines the scaffold of the NPC and acts as an entropic 

barrier to external cargoes hindering their passage as their size increases; and this architecture 

allows 2D dimensional ‘skating’ of NTR bound cargo along this collapsed polymer brush coated 

with NTRs allowing fast NTR mediated transport across the NPC
70

. It should however be noted 

that the behaviour of surface tethered FG domains toward NTR is disputed in literature; contrary 

to the study by Lim et al.
69

  other studies have not found any collapse of a layer of surface 

tethered FG domains upon interaction with NTRs
71,72

. One also has to keep in mind that the 

disordered FG domains owing to their disorder display behavior akin to polymeric coils. Scaling 

properties of various FG domain/FG domain fragments based on smFRET assays typically show 

a scaling exponent of  > 0.5 
66

 suggesting collapsed behavior to be a general feature of all FG 

domains irrespective of whether they are cohesive or not.  Since collapsed behaviour can only 

originate from cohesivity, that is propensity of self-interaction, it can be said in other words that 

all FG domains are cohesive to some extent from a polymer physics standpoint; with FG 

domains traditionally defined as cohesive based on different assays (such as the bead binding 

assay by Patel et al.
52

 or hydrogel formation assays
68

) being just more collapsed than other ones. 

Collapsed IDPs engender behavior and dynamics characteristic of self-associating polymers and 

thus are expected to undergo liquid-liquid phase separation. Indeed FG domains have shown to 

undergo phase separation, producing phases that are selectively permeable to NTR bound 

cargoes and exclude inert cargoes
62

. Also a recent study provided a comprehensive mathematical 

model, based on polymer like behavior of FG domains and their collapse, phase separation and 

NTR binding, that recapitulated at the phenomenological level most of the experimental 

observations made on FG domains so far and suggested that both 'brush-like' and ‘hydrogel-like' 

effects cooperate in dictating the structure of FG domains in presence of NTRs and thus these 

two opposing views do not need to be mutually exclusive
73

.  

 

In summary, controversies remain about the spatial organization of the FG domain in the NPC 

and the exact physical nature of the permeability barrier they constitute. However, what is 

unambiguously established is that the FG domains are essential for the selective permeability of 

the NPC and FG domain/NTR interaction is necessary for traversing the NPC by NTR bound 

cargoes. 

 

1.2.3 Nuclear transport receptors  
                                                                                                                                                                                        

The NTRs execute translocation of cargoes across the NPC by their ability to recognize 
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localization signals, NESs or NLSs on a specific cargo and to traverse the permeability barrier 

via interaction with FG domains. A common structural feature of most NTRs are three fold; they 

have structural elements that can bind FG motifs, they can bind Ran allowing Ran binding 

induced allosteric regulation and most of them can recognize NESs or NLSs. β-

karyopherin/Importinβ superfamily is the largest family of NTRs consisting of about 20 NTRs
74

. 

This superfamily is characterized by very high structural similarity with nominal sequence 

similarity
75

. The most common structural feature of members from this family is the fact they are 

constituted by several stacked HEAT repeats (see Figure 1.6)
76,77,78

. HEAT repeats are structural 

elements formed by a helix-loop-helix motif where two amphipathic helices are arranged in an 

antiparallel orientation with the helix helix interface formed by the hydrophobic faces of both 

helices
76

. β-karyopherin/Importinβ members are both importins like Importinβ and exportins like 

CRM1 and CAS. The heat repeat interfaces typically provide hydrophobic clefts and thus 

binding spots for the FG motifs.  

 

 
 

Figure 1.6 Structures of different NTRs: Crystal structure (PDB:1QGK) of Importinβ (shown in 
green with all the helices of the HEAT repeats shown as cylinders) bound to IBB domain of 
Importinα (shown as cylinder in cyan), (top left). Crystal structure of CRM1 (3NC1) shown in 
green with all the helices of the HEAT repeats shown as cylinders bound to RanGTP shown as 
cyan (top right).  Crystal structure of NTF2 homo-dimer (PDB:1OUN)  with  one subunit in green 
and the other in cyan (bottom).   
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The HEAT repeats attribute a large amount of dynamic flexibility to the transporters due to 

which they can adopt several conformers such as superhelical, torroidal and globular
79,80

. The 

HEAT repeats also allow the NTRs to adopt a conformation depending on the external 

environment; for example it was shown with a FRET assay that the extension of Importinβ is 

dependent on the solvent hydrophobicity and more compact conformations were populated in 

hydrophobic environments
81

. Such environment sensitive behavior has biological implications, 

in the hydrophobic environment of the permeability barrier of the NPC a more compact NTR 

structure may have functional relevance. These NTRs bind RanGTP with a conformational 

change that allows allosteric control. For the classical NLS Importin-β RanGTP binding causes 

disassociation of the NLS bearing cargo-bound Importinα
77

 while for the exportin CRM1 

RanGTP binding increases affinity for cargo bearing NESs
78

; in both these cases RanGTP 

binding is however supposed to involve similar structural changes causing rather expanded 

unbound states of Importinβ and CRM1.  

 

NTRs can aslo have architectures that are without HEAT repeats. For example NTF2, the 

RanGDP transporter, is devoid of HEAT repeats but is composed of a bent β-sheet and three 

helices and the native protein is a homodimer formed by a β-sheet interface (see Fig 1.6)
82

. The 

NTF2 domain architecture is also used in other NTRs. For example the NXF1:NXT1 complex 

also known as the TAP:p15 complex is a general mRNA exportin where each of NXT1 and 

NXF1 posseses a NTF2 like domain which forms a heterodimeric structure in the complex, 

resembling the NTF2 homodimer, which can bind FG motifs and subsequently traverse the 

NPC
83

. 

 

The discussion above highlights the primay fact that while NTRs might employ different 

structural architectures a key functionality of all NTRs is that they can traverse the permeablity 

barrier of the NPC and interact with the FG domains. In the following sections this interaction is 

described in greater details. 

 

1.2.4 Dynamics of interaction of NTRs with FGNups; towards deciphering the 
transport paradox 
                                                                                                                                                                                      

The interaction of FG domains with NTRs forms a foundation of current NPC biology. 

Numerous permealized cell assays have demonstrated the need for different NTRs to mediate 

cargo transport; when cytosolic contents are washed away post permealization nuclear transport 

comes to a halt but can be ceaselessly brought back to life by externally adding NTRs and Ran 

clearly demonstrating that these cytosolic components are indispensable for transport
84,85,57

. In 

addition, several in vitro assays have demonstrated binding between different FG domains and 

NTRs. Moreover mutants of NTRs such as Importin-β or NTF2 that have diminished affinity for 

FG domains also demonstrate reduced cargo transport or localization at the NPC
86,87,88,89,82

. 

These biochemical studies have also been supplemented by structural biology studies. Importinβ 



14 
 

fragment crystallized with a fragment of the FG domain of Nsp1 bearing 5 FxFG motifs clearly 

showed two FG binding motifs on Importinβ formed by hydrobhobic pockets (See Fig 1.7) and 

these sites were shown to be conserved in a structure of Importin β crystallised with a GLFG 

peptide
90

. Similarly, NTF2 was also crystallized with a short FxFG peptide which was shown to 

bind the hydrophobic groove formed by the dimeric interface by NTF2 (Fig 1.7)
82

. More FG 

motif binding sites were detected for Importinβ and NTF2 via molecular dynamics (MD) 

simulations
91,92

. Also the FG binding sites in Importinβ were shown to be modulated by Ran 

binding using single molecule force spectroscopy which is in line with a structural study that 

showed RanGTP binding misplaces the binding site in Importinβ from its original position
93

. 

 

 
 
Figure 1.7 Structures of different NTRs complexed with FG motifs: Crystal structure (PDB:1F59) 
of Importinβ (1-442 aa) (black) bound to a FxFG motifs (red) of Nsp1p peptide composed of 5 
FxFG repeats (left). Crystal structure (PDB:1GYB) of a homo-dimer of NTF2 (one subunit in grey 
and the other in black) bound to an FxFG peptide, where the motifs bind two hydrophobic 
pockets at the dimeric interface (right).  
 

Several studies have employed single particle tracking assays and tracked the translocation of 

single fluorescent cargoes across the NPC revealing that the typical transit times of variously 

sized cargoes are only a few millisecond 
94,95,96,97

. Thus, the transport process is extremely fast. 

The transport process is also extremely selective based on highly specific recognition of FG 
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domains by NTRs. From a biochemical standpoint ‘fast’ and ‘selective’ are two concepts that do 

not occur simultaneously as selectivity is manifested through high affinity binding and 

consequently long lived complexes and contrastingly fast processes typically involve low affinity 

interactions with short lived complexes. The discrepancy between ‘fast’ and ‘selective’ in the 

context of nucleocytoplasmic transport becomes much more apparent when we start putting 

realistic numbers. The affinity between FG domains and NTRs has been measured to be within 

micromolar to nanomolar range 
98,99,100,101

. The concentration of FG, GF and F motifs combined 

is ~250 mM considering the dimensions of the pore and sequence and copy numbers of FG 

domains 
102

. Now, if we consider the typical disassociation constant (KD) between a generic FG 

domain and a NTR as 1 μM and the association rate constant (kon) at ~10
7 

M
-1

s
-1

 which is the 

typical upper limit of fast protein-protein interactions that are not dominated by electrostatics, 

one can calculate the upper limit of the disassociation rate constant (koff), which is the product of 

KD and kon, and subsequently the disassociation half-life of the complex. Using these values one 

can get an upper bound on (t1/2) the disassociation half-life of the complex (where t1/2 = ln2/koff ) 

which comes out at ~70ms. This value is an order of magnitude larger than the transit times of 

typical cargoes. 

 

Considering that during translocation through the NPC, NTRs interact with several FG domains 

and can have submicromolar affinities, the actual discrepancy can be even larger. This apparent 

discrepancy between the timescales of transit across the NPC and that of the lifetime of a stable 

complex constitutes what is known as the ‘transport paradox’. The key to deciphering this 

transport paradox lies in understanding the binding mechanism of FG domains with NTRs which 

is discussed below. 

 

Motivated by understanding the transport paradox our lab initiated a multi-disciplinary approach 

involving single molecule spectroscopy, stopped-flow kinetic measurements, MD simulations 

and NMR experiments to understand the details of the dynamics of interaction between FG 

domains and NTRs
25

. 

 

smFRET experiments that probe the distances between two points in an IDP, were performed on 

several FG domains in presence and absence of several NTRs. The smFRET experiment revealed 

a striking feature about the interaction of FG domains and NTRs; the FG domains showed no 

change in FRET efficiency, which served as a proxy for conformational change, when binding 

NTR
25

. This observation clearly demonstrates the role of multivalency in the interaction as 

binding without conformational change could possibly happen only if the disordered IDP bears 

several binding motifs in the form of FG motifs that can bind several binding spots on an NTR 

such that every pose in the unbound conformational ensemble of the FG domain presents some 

binding competent motifs. Such an interaction is principally similar to that of a classical fuzzy 

complex, like Sic1-Cdc4 where multiphosphorylated disordered Sic1 participates in a 

multivalent interaction with Cdc4 without undergoing any conformation change, where each 
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phosphorylated Sic1 site constitutes a binding motif and can bind Cdc4
26

. These observations 

thus point towards fuzzy complex formation as the mechanism behind FG domain and NTR 

interaction as the IDP do not undergo any conformational change upon partner binding. It should 

be noted that lack of conformational change is not a criterion for fuzzy complex formation, lack 

of a folding transition is; thus, a conformational change may or may not be associated with a 

folding transition but a lack of conformational change certainly excludes a folding transition. In 

fact at concentrations much higher than that used in smFRET assays, a recent study showed 

extension of the FGNup upon NTR binding in a concentration dependent way suggesting that 

despite being fuzzy the interaction between NTRs and FGNups in certain special conditions can 

also involve conformational change
103

. To understand more about the dynamics of the interaction 

association rate constants or kon were measured between several FG domains and NTRs using 

stopped-flow kinetics
25

. The association rate constants were found to be in the order of 10
9
 M

-1
s

-1
 

which essentially happened to be the diffusion limited rate constants indicating that every 

encounter between the FG domains and NTRs led to a complex formation
25

. Such high kon  

values are only known for systems where the binding is dominated by electrostatic attraction
104

 

which however was clearly not the case for FGNups and NTR interaction as was evidenced by 

very low dependence of kons on ionic strength, unlike complexes driven by electrostatics. Finally, 

NMR studies done with a short FGNup fragment showed the direct experimental evidence about 

the role of F residues in the binding and the effect of multivalency. NMR data demonstrated that 

the FGNup fragment remained disordered in both presence and absence of NTRs with only the F 

residues showing largest perturbations upon NTR binding
25

. Also, since NMR provides residue 

specific information the affinities for the different individual F residues for the NTR Importinβ 

were obtained and found to be in millmolar range. In a construct devoid of all F residues but one 

there was a decreased affinity of that particular F residue for the NTR compared to the wild type 

construct showing a clear effect of the multivalency
25

 in the interaction. This result was 

qualitatively consistent with a similar NMR study of FGNup-NTR interaction
105

. 

 

The mentioned experiments were further augmented by MD and brownian dynamics (BD) 

simulations to gain molecular insight in to this interaction
25

. The simulations showed F residues 

despite being hydrophobic have exposed side chains rendering a highly reactive surface to the 

FG domains, and this results in ultrafast binding as was confirmed by BD simulations yielding a 

near exact match between BD and stopped-flow obtained kon values and their minimal 

dependence on electrostatic effects
25

. BD simulations also suggested apolar desolvation to be the 

driving force for the binding suggesting a key role of water in the interaction. 

 

Based on the experimental and computational studies of the FG domain and NTR interaction 

mentioned above, a general picture of this interaction can be drawn which also helps to clarify 

the transport paradox. The currently accepted idea, as was proposed by our group and other 

studies that reached a similar qualitative conclusion
105

, is that a FG domains presents exposed F 

residues that render the FG domain highly reactive towards a NTR leading to a fuzzy complex 
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formation where the FG domain binds the NTR with diffusion limited rate constants without 

undergoing any folding transition and for most conditions any major conformational change; the 

overall affinity of the complex is high owing to the presence of multiple binding motifs. 

However, individual FG motifs have very low affinities and are thus in a dynamic equilibrium 

binding and unbinding different NTR sites. With this picture in mind, the transport paradox can 

be explained very nicely as well. Firstly, if we just consider a kon of 10
9 

M
-1

s
-1

 the disassociation 

half-life of the complex that we previously calculated becomes 0.7 ms from 70 ms, which is 

already comparable or shorter than typical transport times of cargoes. 

 

 
 

Figure 1.8 Schematic representation of FG domain NTR interaction: A fuzzy complex is formed 
between FG domains and NTRs where multivalent FG motifs interact with the NTRs. The 
individual motifs have low affinity and thus are in a dynamic equilibrium between bound and 
unbound form. The overall affinity of the complex is high due to the multivalency of the 
interaction despite low affinity of the individual motifs. 
 

Further replacing the affinity values with that of 1 mM which is affinity of individual sites the 

half-life of individual sites bound on the NTR is around 700 ns which is ~4 orders of magnitude 

faster than typical transport times suggesting that many possible binding and unbinding event 

between FG motifs and NTRs can take place while the cargo transits the NPC. This view has 

been further substantiated by a computational study that proposes a ‘slide and exchange’ 

mechanism based on a very long MD simulation trajectory where one FG motif on the FG 

domain of NSP1 kicks out an FG motif prebound  to the NTR NTF2 in nanosecond timescales, 

allowing a visualization of how NTRs can rapidly interact with multiple FG domains in the 
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NPC
106

. The other aspect that came out from this study is reduction of dimensionality during 

such a slide and exchange mechanism where the search for a binding site on the NTR by a FG 

motif on FG domain essentially becomes a 2D search vs a 3D search when the FG domain is 

already anchored to the NTR via a different FG motif. This greatly accelerates the process. 

 

In summary, FG domains interacts with NTRs with ultrafast kinetics forming fuzzy complexes 

where the affinity of the complex is high due to the multivalent nature of the interaction but 

individual binding motifs have low affinity allowing rapid exchange of motifs at a given binding 

site and this process allows for NTR mediated fast and selective nucleocytoplasmic transport. 

 

1.3 Water in bio-molecular recognition 
 

1.3.1 Water is universal necessity for life 
 

Historically the role of water in supporting life is well known; the renowned renaissance 

polymath Leonardo Da Vinci described water as ‘vetturale di natura’ which essentially means 

that ‘water is the vehicle of nature’. And in the modern era of space exploration the search of 

extra-terrestrial life is often centered on the search for mobile water in extra-terrestrial celestial 

objects. Most living beings are composed of ~70% by weight of water and thus all the process 

needed to support life as we know it occurs in water. 

 

The concentration of pure water in liquid state is 55.5 M under standard temperature and 

pressure. While in the crowded environment of a living cell water concentration can be lower it 

is still by far the most concentrated molecular species with concentrations 3-6 orders of 

magnitude more than any other biomolecule which typically have micromolar to millmolar 

concentrations. Thus, water often plays a crucial role in mediating all biochemical processes, 

owing to several unique properties of water as a solvent. Water participates in hydrogen bonding 

(H-bonding) very extensively, and thus allows log range communication between two water 

molecules via H-bonded network
107

. This H-bonding allows water to act as a facile solvent for 

several molecules where water can readily solvate them by H-bonding with H-bond donor or 

acceptor groups on the molecule. This also means that water can directly H-bond with many 

protein residue side chains often acting as side chain extensions. This ability also allows water to 

stabilize several high energy intermediates by hydrogen bonding formed during enzyme catalysis 

pathways and thus increase enzymatic efficiency
108

. Water can simultaneously act as hydroxyl 

and proton donor and can thus participate in acid-base catalysis type of reactions and activate 

functional groups for reactions
109

. Water often directly participates in several biochemical 

processes; such as all hydrolytic reactions where hydrolase enzymes such as peptidases, 

amylases and lipases catalyze hydrolysis of peptides, saccharides and lipids respectively. Water 

is also used for carbon fixation in plants during photosynthesis. Another key mechanism by 
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which water molecules mediate biological processes is known as the hydrophobic effect. This 

effect is due to the fact that water is a highly polar solvent and thus hydrophobic molecules in 

water tend to aggregate preferring self solvation than aqueous solvation. This effect largely 

governs several molecular recognition processes where a relatively hydrophobic biomolecule 

binds a hydrophobic spot, where water is excluded from the solvation shells of both these 

molecules forming a hydrophobic interface and the process is both entropically and enthalpically 

favourable due to the release of a large number of water molecules and maximization of 

hydrophobic contacts respectively.  (See Fig 1.9)
110

. The same effect is also thought to be the 

first step of protein folding, where the polypeptide chain for which water is a bad solvent 

undergoes a collapse transition which is entropically favorable owing to release of several water 

molecules
111

.  

 

In summary, water owing to its diverse physiochemical properties plays a crucial role in biology 

by directly participating and mediating almost all biological processes. 

 

 
 

Figure 1.9 Schematic representation of the role of hydrophobic effect in biology: As a drug 
molecule intercalates with DNA release of water from both the DNA and drug entropically 
favors the interaction (top, adopted from [110]). A polypeptide chain adopts a collapsed 
conformation which is entropically favorable due to release of solvation water. 
 

1.3.2 Approaches to measure water dynamics  
 

Biology is inherently dynamic and thus to understand interactions of biomolecules with water 

and with other molecules mediated by water one must experimentally study the dynamics of 

water itself and its perturbation in biological milieus. Broadly, approaches to study solvation 
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dynamics can be categorized into techniques that measure a) average water dynamics of all water 

molecules within the geometric confines of an assembly or b) the collective response of all the 

water molecules or c) the collective response of all the water molecules from the perspective of a 

local probe
112

 (See Fig 1.10). 

 

 
 
 

Figure 1.10 Schematic representation showing different approaches to measure solvation 
dynamics: Based on [112]. The schematic shows that water dynamics can be measured in three 
key forms; within the geometric confines on an assembly, of all the water molecules and of all 
the water molecules from the perspective of local probe. The techniques that can used are also 
depicted. 
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Thus, these techniques are sensitive to water dynamics over varying length and time scales and 

report on different aspects of solvation dynamics. NMR and quasi-elastic neutron scattering 

(QENS) report on the dynamics of water within the confines of the hydration layer of an 

assembly, however the data involves averaging of all the water molecules and hence any site 

specific information is not obtainable from these approaches. On the contrary, dielectric 

relaxation and Optical Kerr Effect (OKE) spectroscopy measure response from all the water 

molecules and thus is only sensitive for large scale perturbations of overall solvent response 

achieved by rather high solute concentration. The 3
rd

 category  involves techniques such as 2D-

IR, 3PEPS and TDFSS spectroscopy  which measure overall solvent response from all the water 

molecules like in OKE spectroscopy or dielectric relaxation spectroscopy albeit with a key 

difference; the measurement is from the perspective of a local probe thus allowing site-specific 

studies of dynamics in an assembly. Since biological functionality is often encoded through site 

specific dynamic attributes the third category of techniques is most valuable for studying water 

dynamics in the context of biological functionality. 2D-IR spectroscopy is limited by the range 

of dynamics accessible which is only upto a few tens of picoseconds; this is because the 

vibrational lifetimes of most probes are a few tens of picoseconds
113

 and hence the technique is 

incapable of accessing slower dynamics often encountered in biological systems. 3PEPS and 

TDFSS are somewhat related and can access dynamics from femtosecond to nanosecond; 

however TDFSS is more popular for studying solvation dynamics in biological assemblies. In 

my PhD work the technique I used is TDFSS and describe it in more details in the following 

section. 

1.3.3 Principles of TDFSS 
 

TDFSS has been extensively used to probe solvation dynamics and involves measuring the time 

dependent emission frequency shift of a solute probe dye after instantaneous alteration of its 

charge distribution via optical excitation
114

. For this purpose a dye molecule is used where there 

is a large change in dipole moment in the excited state typically facilitated via a photo induced 

intramolecular charge transfer (ICT). The physics of the process is depicted in Figure 1.11 and is 

described in the following paragraph. 

An ICT probe in the ground state is in equilibrium with the surrounding solvent molecules that are 

oriented stabilizing the ground state charge distribution of the probe. Now upon optical excitation, 

which causes a Frank-Condon transition, there is a change in dipole moment and charge distribution 

of the probe, instantaneously. However, the solvent molecules still retain their configuration and 

position that they had when in equilibrium with the ground state of the probe, and this leads to a 

highly non-equilibrium situation as the energy of this system is higher than the minimum potential 

energy of the probe-solvent system with the probe in the excited state. Subsequently the solvent 

molecules respond to the altered charge distribution of the probe and reorient to stabilize the excited 

state of the probe. This stabilization by the solvent is reflected in a continuous red shift of the probes 



22 
 

emission spectrum and the time dependence of this process directly reflects the time dependence of  

solvation. Thus by following this continuous frequency shift of the emission as a function of time one 

basically monitors the solvation dynamics. Experimental approaches to perform TDFSS are described 

in later sections. 

 

 

 

Figure 1.11 Principle of TDFSS measurements: Schematic of the process of solvation dynamics of a 
probe is shown on the left. Optical excitation from ground (S0) state creates instantaneously a dipole 
moment formation in excited Frank-Condon state of the probe (S1-Frank-Condon). The solvent 
molecules respond to this change via reorienting to stabilize the excited state charge distribution 
finally reaching a stabilized excited state (S1*). During this process of stabilization the emission 
spectrum undergoes a constant frequency shift as showed at three different time points t1, t2 and 
t3. On right is a schematic of the time dependence of the frequency shift for such a system as a 
function of time also showing the three specific time points described t1,t2 and t3 shown in the 
scheme on the left. 
 

1.3.4 Dynamics of water in bulk and in biological matrices 
 

The timescales involved in the response of a liquid solvent to a perturbation in an entity that is 

solvated by the liquid play a key role in reaction rates of chemical processes
115,116,117

. For 

example if the solvent does not respond fast enough and cannot keep up with the progress of a 

particular reaction as the molecule proceeds to the transition state, rate of a reaction may be 

slowed down. Water has the fastest solvent response among all known solvents. Several 
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experiments and simulations have shown that solvation dynamics in water occurs with major 

sub-picosecond component and is complete within 2 ps
118,119

.  

 

The ultrafast dynamics of water is very well characterized now from both a theoretical and 

experimental perspective. However, the dynamic behavior of water changes dramatically and it 

is very heterogeneous on the surface of a biomolecule and is typically dynamically retarded by 

one to three orders of magnitude on different biomolecule surfaces such as DNA, lipids and 

proteins, presenting different types of surface properties and geometries
120,121

. This has led to the 

coinage of the term ‘biological water’ to describe the distinct dynamical features of water at the 

interface of biomolecules
122

. 

 

Solvation dynamics measurements with nucleoside analogues
123

 and minor groove binders
124

 in 

DNA have shown power law type of relaxation behavior which suggests intimate coupling of the 

water and biomolecule dynamics; for a T-T mismatch such power law relaxation occurred with a 

different exponent compared to regular dsDNA suggesting the importance of such dynamics in 

molecular recognition
125

. 

 

Solvation at the interface of lipid or lipid like environments such as micelles or vesicles has been 

studied extensively as well
120

. Studies using femtosecond fluorescence up-conversion 

spectroscopy
126

 and photon echo spectroscopy
127

 have shown acute slowing down of solvation 

dynamics in aqueous lipid bilayer. The altered dynamical properties of water in membrane 

structures have been shown to be largely membrane depth
128

 dependent; with progressive 

slowing down of water dynamics as one move deeper into the bilayer from the water bilayer 

interface. Such depth dependent behavior can have a huge biological impact for systems such as 

transmembrane domains of proteins where the transmembrane domain would experience this 

depth dependent dynamics
129,130

.
 

 

Of all the bio-molecules solvation protein surfaces have been studied the most extensively. First 

indications of slow protein solvation dynamics came from dielectric relaxation experiments 

where compared to free water, which showed a relaxation component ~10 ps, a myoglobin 

solution showed additional slower relaxation times of 200 ps which was attributed to slow 

surface water dynamics
131

. Further solvent retardation on protein surfaces have been seen via 

various techniques. Kurt Wurtrich’s group have reported the time scales of water dynamics on 

protein surface to be less than 300 ps
132

 while another NMR study suggested only 2-5 fold 

average slowdown of all the water
133

 molecules that are on the protein surface compared to bulk 

water. Contrasting to these NMR studies a series of publications from Ahmed Zewail and Dong 

Ping Zhong’s group using ultrafast fluorescence spectroscopy and tryptophan as a local probe in 

several proteins placed in the context of different secondary structure elements and surrounded 

by different residues, had shown that the dynamics of solvation on protein surface occurred on 

two dominant timescales, one in <10 ps and another in 10s of picoseconds
134,135,136,137,138,139,140

.
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While when probing solvation dynamics the numbers obtained from different techniques may 

seem to be at odds with each other; such discrepancies can be explained taking on board the fact 

that different techniques probed different properties of water which were differentially 

modulated in presence of a biomolecular surface
112

. Water dynamics have been widely 

implicated in biological recognition; for example water dynamics on protein surface measured 

locally on a polymerase active site forming an interface with DNA, showed limited retardation of 

water dynamics in presence of DNA for a fast polymerase
141

 and more acute water dynamics 

retardation for a slower polymerase
142

. The most striking example of such functional relevance 

of dynamics happens to be a case where solvation dynamics seems to defy even the ‘structure 

function’ paradigm; when the active site of an enantio-selective dehalogenase DbjA was 

transplanted into another dehalogenase scaffold leading to a new dehalogenase DhaA12 with 

identical active site structure but not the same enantioselectivity of DbjA, this was attributed to 

very different solvation dynamics at the active site of these two enzymes when probed using a 

fluorescent substrate analogue
143

 (See Figure 1.12). 

 

 
 

Figure 1.12 Schematic representation of the role of solvation dynamics on molecular 
recognition: The active site of an enantio-selective dehalogenase DbjA was transplanted into 
another dehalogenase scaffold leading to a new dehalogenase DhaA12 with identical active site 
structure. However, DhaA12 did not have the same enantoseletive function of DbjA and this 
was attributed to very different solvation dynamics at the active site of these two enzymes 
(based on [143]). 
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Such cases of direct implication of solvation dynamics in molecular recognition can be 

understood in the light of the fact that recent experimental evidence suggests that dynamic 

motions of protein side chains are slave to solvent motions, based on the fact that timescales of 

solvent motion despite being always faster than local motions of side chains are always 

correlated
144,145

. In a very recent study, Zhong group demonstrated same energy barriers for 

solvent motions and side chain motions albeit very different timescales for the two processes; 

time scales of solvation were always faster than side chain motions indicating that solvent 

fluctuations drive side chain motions and the two are intimately coupled
145

. 

 

In summary, the dynamics of water in bulk water is extremely fast; however, this dynamics is 

greatly attenuated on a bio-molecular surface leading to retardation of this dynamics. This altered 

water dynamics on bio-molecular surface has profound role in molecular recognition. 

  

1.3.5 Solvation dynamics in IDPs 
 

IDPs unlike folded proteins do not have stable structural elements to attenuate function and can 

thus solely depend on dynamics to execute molecular recognition. Thus, the role of solvation 

dynamics in such systems becomes magnified in comparison to folded proteins.                           

 

Despite the likely importance of solvation dynamics in IDP function, studies of solvation 

dynamics in IDPs have been rather few compared to folded proteins. A neutron scattering study 

demonstrated the extent of coupling between atomic motions and solvation dynamics for IDPs to 

be substantially more than that for folded proteins, providing experimental support for the 

conjecture that IDPs primarily use dynamics to execute molecular recognition
146

.  MD 

simulations have shown the nature of solvation water on IDPs to be different compared to folded 

proteins
147,148

. It was also shown in a different study using ODNP (Overhausser Dynamic 

Nuclear Polarization) spectroscopy, facilitated by site specific spin probes, that the nature of 

solvation water on IDP surfaces are substantially less heterogeneous compared to folded 

proteins
149

. Many IDPs such as tau, α-synuclein and Aβ are amyloidogenic and implicated in 

neurodegenerative diseases
150

. Hence, the role of solvation dynamics in amyloid formation has 

also been investigated. It was shown using site selective ODNP spectroscopy that the earliest 

steps in induced tau fibrillation are related with changes in solvation dynamics and these changes 

precede fibril formation
151

. Another study using femtosecond fluorescence spectroscopy with 

dye labelled IDP κ-ceasin showed dramatic slowdown of solvation water in picosecond to 

nanosecond timescales in the fibril state compared to the native state
152

. Such slowdown of 

solvation in amyloid fibrils may have role in kinetic stabilization of the fibril and indicate 

entropically favorable release of mobile water from the IDP surface during transition to fibril 

form (See Figure 1.13).  
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Figure 1.13 Schematic representation of water structural transition during amyloid formation:  
Dynamic and fast water molecules (represented in violet) primarily surrounds and IDP in 

solution (left) with few retarded and slow water molecules (represented in green), however, 

when the IDP undergoes a transition into an amyloid (right)  the situation is reversed with slow 

water molecules primarily solvating the amyloid with few fast water molecules (based on  

[152]). 

 

While the above mentioned studies underscore the potential role of solvation dynamics in the 

function and molecular recognition of IDPs, direct investigation of the role of solvation 

dynamics in IDP recognition has not yet been perused and remains a largely uncharted territory. 

During the course of my PhD studies my primary research focus has been the investigation of the 

role of solvation dynamics in molecular recognition of IDPs that engage partners using different 

binding mechanisms using IDPs that have a key role in nucleocytoplasmic transport to elucidate 

general biophysics of IDP interactions as well as how such biophysical principles might facilitate 

functionality in the context of nucleocytoplasmic transport. 

 

To summarize, IDPs due to their lack of stable folded structural elements use predominantly 

dynamics to facilitate molecular recognition and thus the role of solvation dynamics is likely to 

be very important in IDP function and recognition. 
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2 Objectives 
 

The primary aim of my PhD can be divide under two broad headings: 1) investigate the 

relationship between solvation dynamics and IDP binding mechanisms, with a focus on IDPs 

involved in nucleocytoplasmic transport 2) understand all the timescales of solvation dynamics 

involved in IDP recognition for a model system. To realize my first objective I aim to see the 

extent of solvation dynamics modulation in IDPs when they bind their partners. IDPs bind their 

partners primarily via two mechanisms, coupled folding-binding and fuzzy complex formation. I 

will perform experiments on IDPs which are involved in nucleocytoplasmic transport and 

represent both the coupled folding-binding and fuzzy complex formation mechanisms. This 

should contribute to the understanding of nucleocytoplasmic transport process from a more 

molecular standpoint and also shed light on how IDPs exploit dynamic attributes, due to lack of 

structural elements, to facilitate molecular recognition. To realize my second objective I aim to 

perform femtosecond spectroscopy on a model IDP system so that I can access all the timescales 

involved. I also aim to investigate how the involved timescales are affected upon partner binding. 

My objective is delineated below as two broad aims (as mentioned above) with modular sub-

objectives. 

 

2.1 Relationship between solvation dynamics and IDP binding mechanism 

2.1.1 Construction of a picosecond resolved TCSPC (Time Correlated Single Photon 

Counting) setup and establishment of solvation dynamics measurements 

using TDFSS 

 

To measure solvation dynamics using TDFSS I aim to use picosecond resolved fluorescence 

spectroscopy. My aim is to build a picosecond resolved TCSPC setup and establish the 

procedure for TDFSS measurement.  

 

2.1.2 Measurement of solvation dynamics in an IDP (IBB) that forms a complex via a 

coupled-folding mechanism (IBB-Importinβ). 

 

IBB undergoes a helix transition upon binding Importinβ, the interaction involving a coupled 

folding-binding mechanism. I will investigate the solvation dynamics in free IBB and IBB in 

IBB-Importinβ complex. 
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2.1.3 Measurement of solvation dynamics in FGNups that form a complex via a fuzzy 

binding mechanism (FGNup-Importinβ). 

 

FGNups form a fuzzy complex with Importinβ. I will measure solvation dynamics in a model 

FGNup, Nup 153FG, at multiple sites that are heterogeneous in terms of sequence features, in the 

free state and in a fuzzy complex with Importinβ. I will repeat similar measurements on 

NSP1FG, another model FGNup, to establish generality of the findings.  

 

2.1.4 Comparison and rationalization of the extent of solvation dynamics 

modulation in IDPs upon complex formation using different mechanisms. 

 

I aim to compare the measured modulation of solvent dynamics in IDPs upon complex formation 

for fuzzy and coupled folding-binding mechanisms, based on my results. I aim to rationalize the 

comparative result in the context of molecular aspects of the two mechanisms involved. I also 

aim to compare my results from TCSPC experiments with MD data from our collaborators, 

notwithstanding the challenges I might face due to the comparatively limited time resolution of 

TCSPC measurements.  

 

2.2 Probing all the timescales of IDP recognition 

2.2.1 Probing femtosecond resolved solvation dynamics for IBB recognition 

 

I aim to perform femtosecond resolved solvation dynamics in IBB and IBB-importinβ to 

characterize the entire time scale where solvation dynamics happen. This pursuit is mainly 

motivated by the limited time resolution of TCSPC measurements. Such high time resolution 

data may also yield more informative comparisons with MD data. I aim to shed some light on the 

ultrafast dynamics aspect of IDP recognition.  
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3 Materials and methods 
 

The materials and methods chapter is divided into two broad sections, methods and materials. In 

the methods section I provide protocols used for protein purifications and labelling, describe the 

equations and approaches used for the spectroscopic measurements (single molecule and 

ensemble). In the materials section I provide an appendix for the list of various reagents used.  

 

3.1 Methods 

3.1.1 Purification of recombinant proteins                                                                                                                      
 

Purification of Nup153FG single cysteine mutants 

Lysis buffer: 2 M urea, 4xPBS pH 8.5, 5 mM imidazole, 1 mM PMSF, 0.2 mM TCEP 

Wash buffer 1: 2 M urea, 4xPBS pH 8.5, 10 mM imidazole, 1 mM PMSF, 0.2 mM TCEP 

Wash buffer 2: 2 M urea, 4xPBS pH 8.5, 15 mM imidazole, 1 mM PMSF, 0.2 mM TCEP 

Elution buffer: 2 M urea, 4xPBS pH 8.5, 400 mM imidazole, 1 mM PMSF, 0.2 mM TCEP 

TEV cleavage buffer: 50 mM Tris pH 7.5, 150 mM NaCl, 1 mM PMSF, 0.2 mM TCEP 

Dialysis buffer: 2 M urea, 4xPBS pH 8.5, 1 mM PMSF, 0.2 mM TCEP 

SEC buffer: 2 M urea, 4xPBS pH 8.5, 1 mM PMSF, 0.2 mM TCEP 

Storage buffer: 4M GdmHCl, 1xPBS pH 7.4 

 

A small amount of cells from a frozen glycerol stock of E.coli BL21 DE3 (AI) cells harbouring 

the required plasmids, either of pTXB3-6His-N153FG-Intein-CBD_883Cys, pTXB3-6His-

N153FG-Intein-CBD_990Cys, pTXB3-6His-N153FG-Intein-CBD_1330Cys and pTXB3-6His-

N153FG-Intein-CBD_1355Cys (all the constructs expressed 875aa-1475aa of the human 

Nup153 sequence with all internal cysteines removed and cysteines introduced at either of 

883,990,1330 and 1355 positions with a fusion of a 6His TEV site on the N-terminal and an 

Intein-CBD domain at the C-terminal) plasmid was inoculated in LB medium supplemented with 

50 μg/ml of ampicillin. The cultures were grown overnight at 37°C with shaking. For protein 

expression TB medium was inoculated with a 1:100 dilution of the overnight culture. The TB 

cultures were shaken at 37°C and cell growth was monitored periodically by measuring 

OD@600nm of the cultures. The cultures were induced for protein expression with 1 mM IPTG 

and 0.02 % arabinose at OD@600nm=1. Post induction the cells were grown for an additional 6 

h at 37°C with shaking. Cells were harvested by centrifugation in a Beckmann centrifuge, rotor 

JLA 8.100, at 5000 rpm for 20 min at 4°C. The harvested cell mass was resuspended in lysis 

buffer (10ml/L expression). Cell disruption and lysis was achieved via 3-5 rounds of passage 

through a microfluidizer or by sonication. The lysate was subsequently centrifuged in a 

Beckmann centrifuge, rotor JA 25.50 26 at 15000 rpm for 1 h at 4°C to clarify it. The clarified 

lysate was then incubated on Ni-NTA bearing agarose beads (1ml/L expression, the beads were 
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already equilibrated in lysis buffer before the clarified lysate was added) for 2 h at 4°C under 

gentle rotation. The suspension of the beads in the lysate was poured on polypropylene columns 

that were prewashed with water and lysis buffer. The flow through was collected and the beads 

were subsequently washed with wash buffer 1 and wash buffer 2 (10 ml of each of the wash 

buffers 1 and 2 was used per unit volume of beads). The protein was eluted with elution buffer (5 

ml of elution buffer per unit volume of bead). The eluate was incubated on chitin beads, 

prewashed with elution buffer, (2ml of chitin beads/L expression) overnight at 4°C with gentle 

rotation. The flow through was discarded and the beads were washed with lysis buffer (10ml per 

unit volume of beads) and then were equilibrated on TEV cleavage buffer (1 ml per unit volume 

of beads). 0.5 mg of TEV protease was added per litter of expression to the suspension of beads 

in cleavage buffer and 2-mercaptoethanol was added to a final concentration of 100 mM. 

Cleavage was performed for a minimum of 6 hours (upto overnight) at room temperature under 

gentle rotation. The flow through containing the cleaved protein was collected and dialyzed 

against dialysis buffer to remove the 2-mercaptoethanol and exchange the protein to mildly 

denaturing conditions. The dialysate was subsequently incubated on agarose beads bearing Ni-

NTA beads to remove uncleaved protein (0.5-1 ml/L expression). The flow through was then 

supplemented with solid GdmHCl powder to a concentration of 4M and concentrated using 

centrifugal filters (3kDa cut off) and subsequently exchanged with storage buffer. The protein 

concentration of the sample was estimated using BCA assay with dilutions of bovine serum 

albumin (BSA) as a standard and the sample was flash frozen and stored at -80°C. Samples from 

all purification stages were analysed with SDS page. Typically for most purification the flow 

through from second round of Ni-NTA purification contained the protein with sufficient purity 

and was directly used for labelling (See Figure 3.1). 

 

 
 

Figure 3.1 Representative purification of Nup153FG single cysteine mutants: SDS page after 
the final step of purification (2nd round of Ni-NTA purification).  
 

If however this was not the case the protein was further purified via size exclusion 

chromatography on a Superderx-200 (10/300) column. The fractions were analysed with SDS 
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page and those containing the pure protein were pooled together. The pooled fractions were 

subsequently concentrated and exchanged in storage buffer using centrifugal filters (3kDa cut 

off). The concentrated sample was flash then frozen and stored at -80°C after its concentration 

has been estimated using BCA assay.  

 

Purification of IBB single and double cysteine mutants 

Lysis buffer: 2 M urea, 4xPBS pH 8.5, 5 mM imidazole, 1 mM PMSF, 0.2 mM TCEP  

Wash buffer: 2 M urea, 4xPBS pH 8.5, 25 mM imidazole, 1 mM PMSF, 0.2 mM TCEP  

Elution buffer: 2 M urea, 4xPBS pH 8.5, 400 mM imidazole, 1 mM PMSF, 0.2 mM TCEP 

Dialysis buffer: 2 M urea, 4xPBS pH 8.5, 1 mM PMSF, 0.2 mM TCEP 

SEC buffer: 2 M urea, 4xPBS pH 8.5, 1 mM PMSF, 0.2 mM TCEP  

Storage buffer: 4M GdmHCl, 1xPBS pH 7.4  

 

A small amount of cells from a frozen glycerol stock of E.coli BL21 DE3 (AI) cells harbouring 

the either pBAD-IBB-Intein-CBD-12His_S24C or pBAD-IBB-Intein-CBD-12His_S24C/S55C 

plasmids (all constructs expressed 1aa-95aa of human Importinα-1 that contained the IBB 

domain with a C-terminal Intein-CBD-12His tag; the IBB domain had cysteine insertions at 

position 24 for a single cysteine construct and position 24 and 55 for a double cysteine construct) 

was inoculated in LB medium supplemented with 50 μg/ml of ampicillin. The cultures were 

grown overnight at 37°C with shacking. For protein expression TB medium was inoculated with 

a 1:100 dilution of the overnight culture. The TB cultures were shaken at 37°C and cell growth 

was monitored periodically by measuring OD@600nm of the cultures. The cultures were 

induced for protein expression with 0.02 % arabinose at OD@600nm=0.6-0.8. Post induction the 

cells were grown for an additional 6 h at 37°C with shaking. Cells were harvested by 

centrifugation in a Beckmann centrifuge, rotor JLA 8.100, 5000 rpm for 20 min at 4°C. 

Harvested cell mass was resuspended in lysis buffer (10ml/L expression). Cell disruption and 

lysis was achieved via 3-5 rounds of passage through a microfluidizer or by sonication. The 

lysate was subsequently centrifuged in a Beckmann centrifuge, rotor JA 25.50 26 at 15000 rpm 

for 1 h at 4°C to clarify it. The lysate supernantant was then incubated on Ni-NTA bearing 

agarose beads (1ml/L expression, beads were pre-equilibrated in lysis buffer) for 2 h at 4°C 

under gentle rotation. The suspension of the beads in the lysate was poured on polypropylene 

columns that were prewashed with water and lysis buffer. The flow through was collected and 

the beads were subsequently washed with wash buffer (20 ml of wash buffer was used per unit 

volume of beads). The protein was eluted with elution buffer (5 ml of elution buffer per unit 

volume of bead). The eluate was supplemented with 2-mercaptoethanol to a final concentration 

of 100 mM and incubated overnight at room temperature with gentle rotation to cleave the 

intein-CBD-12His tag. The sample was then dialyzed against dialysis buffer to remove the 2-

Mercaptoethanol and imidazole. The dialysate was subsequently incubated on agarose beads 

bearing Ni-NTA beads to remove uncleaved protein (0.5-1 ml/L expression). The flow through 

containing mainly the pure protein was then supplemented with solid GdmHCl powder to a 
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concentration of 4M and concentrated using centrifugal filters (3kDa cut off) and subsequently 

exchanged with storage buffer. The protein concentration of the sample was estimated using 

BCA assay with dilutions of bovine serum albumin (BSA) as a standard and the sample was 

flash frozen and stored at -80°C. Samples from all purification stages were analysed with SDS 

page. Typically for most purification the flow through from second round of Ni-NTA 

purification contained the protein with sufficient purity (See Figure 3.2) and was directly used 

for labelling. If however this was not the case the protein was further purified via size exclusion 

 

 
 

Figure 3.2 Representative purification of IBB: SDS page after the final step of purification (2nd 
round of Ni-NTA purification) 
 

chromatography on a Superderx 75 (10/300) column. The fractions were analysed with SDS 

page and those containing the pure protein were pooled then concentrated and exchanged in 

storage buffer using centrifugal filters (3kDa cut off) and the sample was flash frozen and stored 

at -80°C after its concentration had been estimated using BCA assay.  

 

Purification of Nup153FG WT  

 

Lysis buffer: 2 M urea, 4xPBS pH 8.5, 5 mM imidazole, 1 mM PMSF, 0.2 mM TCEP  

Wash buffer: 2 M urea, 4xPBS pH 8.5, 25 mM imidazole, 1 mM PMSF, 0.2 mM TCEP  

Elution buffer: 2 M urea, 4xPBS pH 8.5, 400 mM imidazole, 1 mM PMSF, 0.2 mM TCEP 

Dialysis buffer: 2 M urea, 4xPBS pH 8.5, 1 mM PMSF, 0.2 mM TCEP 

HPLC buffer A: ddH2O, 0.1 % trifluoroacetic acid (TFA)  

HPLC buffer B: acetonitrile (MeCN), 0.1 % TFA  

Storage buffer: 4M GdmHCl, 1xPBS pH 7.4  

 

Unlabeled Nup153FG WT was used to assess the selectivity of thiol labelling with acrylodan. 

The expression and purification of Nup153FG WT (the construct was pBAD-N153FG-Intein-

CBD-12His expressing 875aa-1475aa of Nup153 with an Intein-CBD-12His C-terminal fusion, 



35 
 

with all internal cysteine residues of Nup153 removed) is the same as for IBB single cysteine 

mutant with the exception that after the 2
nd

 round of Ni-NTA purification the sample was 

purified via RP-HPLC. The protein sample obtained after 2nd round of Ni-NTA purification was 

mixed with 5 % MeCN and acidified with HCl (1% HCl final concentration) and then clarified 

via filtration with a 0.22 μM syringe filtration unit. The sample was loaded on a C18 HPLC 

column pre-equilibrated with 95 % buffer A and 5 % buffer B. The protein was eluted from the 

column by running a gradient from 5-100 % of buffer B. Fractions eluting at 60-64% of buffer B 

primarily contained the protein as was verified from SDS page analysis. This fraction was flash 

frozen and was lyophilized into a powder, which was dissolved in storage buffer and exchanged 

multiple times with fresh storage buffer to remove any residual TFA, concentrated and flash 

frozen for later use after its concentration has been estimated with BCA assay. 

 

Purification of  NSP1FG single cysteine mutant 

 

Lysis buffer: 2 M urea, 4xPBS pH 8.5, 5 mM imidazole, 1 mM PMSF, 0.2 mM TCEP  

Wash buffer: 2 M urea, 4xPBS pH 8.5, 25 mM imidazole, 1 mM PMSF, 0.2 mM TCEP  

Elution buffer: 2 M urea, 4xPBS pH 8.5, 400 mM imidazole, 1 mM PMSF, 0.2 mM TCEP 

Dialysis buffer: 2 M urea, 4xPBS pH 8.5, 1 mM PMSF, 0.2 mM TCEP 

SEC buffer: 2 M urea, 4xPBS pH 8.5, 1 mM PMSF, 0.2 mM TCEP  

Storage buffer: 4M GdmHCl, 1xPBS pH 7.4  

 

The expression and purification of NSP1FG single cysteine mutant (the construct was pBAD-

NSP1(1-602)-Intein-CBD-12His_101C expressing Yeast NSP1(1aa-601aa) 101C with a C-

terminal Intein-CBD-12His) was identical to that of IBB single cysteine mutant, albeit with one 

difference mentioned below.  

 

The purity of the protein in the flow through after 2
nd

 round of Ni-NTA purification was not 

sufficient. Hence after this purification step, protein was further purified via size exclusion 

chromatography on a Superderx-200 (10/300) column. The fractions were analysed with SDS 

page and those containing the pure protein were pooled then concentrated and exchanged in 

storage buffer using centrifugal filters (3kDa cut off) and the sample was flash frozen and stored 

at -80°C after its concentration has been estimated using BCA assay. This sample was used for 

further labelling. 

 

Purification of  NSP1FG fragment with single cysteine and single amber mutation 

 

Lysis buffer: 2 M urea, 4xPBS pH 8.5, 5 mM imidazole, 1 mM PMSF, 0.2 mM TCEP  

Wash buffer: 2 M urea, 4xPBS pH 8.5, 25 mM imidazole, 1 mM PMSF, 0.2 mM TCEP  

Elution buffer: 2 M urea, 4xPBS pH 8.5, 400 mM imidazole, 1 mM PMSF, 0.2 mM TCEP 

Dialysis buffer: 2 M urea, 4xPBS pH 8.5, 1 mM PMSF, 0.2 mM TCEP 
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SEC buffer: 2 M urea, 4xPBS pH 8.5, 1 mM PMSF, 0.2 mM TCEP  

Storage buffer: 4M GdmHCl, 1xPBS pH 7.4  

 

A small amount of cells from a frozen glycerol stock of E.coli BL21 DE3 (AI) cells harbouring 

the pBAD-NSP1(2-175)-Intein-CBD-12His_3C/174TAG plasmid (the plasmid expressed 

NSP1(2aa-175aa) with a C-terminal Intein-CBD-12His fusion and with a cysteine insertion in 

position 3 and a TAG insertion in position 174) and pEvol-AcF plasmid, which encodes the 

orthogonal tRNA/aaRS (aminoacyl t-RNA synthetase)  pair for charging the tRNA
TAG

 with the 

ncAA AcF, was inoculated in LB medium supplemented with 50 μg/ml of ampicillin and 33 

μg/ml of chloramphenicol. The cultures were grown overnight at 37°C with shaking. For protein 

expression TB medium was inoculated with a 1:100 dilution of the overnight culture. The TB 

cultures were shaken at 37°C and cell growth was monitored periodically by measuring 

OD@600nm of the cultures. The ncAA AcF was added from 1M stock in water to the cultures to 

a final concentration of 1mM when the OD@600nm of the cultures was between 0.2-0.4. The 

cultures were induced for protein expression 0.02 % arabinose when OD@600nm was between 

0.6-0.8. Post induction the cells were grown for an additional 6 hours at 37°C with shaking. Cells 

were harvested by centrifugation in a Beckmann centrifuge, rotor JLA 8.100, 5000 rpm for 20 

min at 4°C. Subsequently the purification method was identical to that of NSP1FG single 

cysteine mutant, with the only exception that the size exclusion chromatography step was 

performed on a Superderx 75 (10/300) column instead of a Superderx 200 (10/300) column 

owing to the much smaller size of NSP1FG fragment . 

 

Purification of Importinβ  

Lysis buffer: 50 mM Tris-HCl pH 7, 650 mM NaCl, 5 mM MgCl2, 5 mM imidazole, 1 mM 

PMSF, 0.2 mM TCEP.  

Wash buffer 1: 50 mM Tris-HCl pH 7, 650 mM NaCl, 5 mM MgCl2, 10 mM imidazole, 1 mM 

PMSF, 0.2 mM TCEP.  

Wash buffer 2: 50 mM Tris-HCl pH 7, 650 mM NaCl, 5 mM MgCl2, 15 mM imidazole, 1 mM 

PMSF, 0.2 mM TCEP.  

Elution buffer: 50 mM Tris-HCl pH 7, 650 mM NaCl, 5 mM MgCl2, 400 mM imidazole, 1 mM 

PMSF, 0.2 mM TCEP.  

SEC buffer: 50 mM Tris-HCl pH 7, 650 mM NaCl, 5 mM MgCl2, 1 mM PMSF, 0.2 mM TCEP.  

Storage buffer: 50 mM Tris-HCl pH 7, 650 mM NaCl, 5 mM MgCl2, 1 mM PMSF, 0.2 mM 

TCEP, 25% glycerol 

 

A small amount of cells from a frozen glycerol stock of  E.coli BL21 DE3 (AI) cells harbouring 

the plasmid pTXB3-12His-Importin beta WT (which expresses human Importinβ with an Intein-

CBD-12His as a C-terminal fusion) and was incubated under shaking conditions overnight at 

37˚C. Then the overnight culture was added in a 1:100 dilution to TB medium containing 50 

μg/ml ampicillin. The cultures where grown at 37˚C with shaking with frequent monitoring of 
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OD@600nm. Protein expression was induced by the addition of 1mM IPTG and 0.02 % 

arabinose at OD@600nm=0.4-0.6. The cultures were grown at 30°C overnight with shaking after 

induction. Cells were harvested by centrifugation in a Beckmann centrifuge, rotor JLA 8.100, 

5000 rpm for 20 min at 4°C. The harvested cell mass was resuspended with lysis buffer (10ml/L 

expression). Cell disruption and lysis was achieved via 3-5 rounds of passage through a 

microfluidizer or by sonication. The lysate was subsequently centrifuged in a Beckmann 

centrifuge, rotor JA 25.50 26 at 15000 rpm for 1 h at 4°C to clarify it. The lysate supernatant was 

then incubated on Ni-NTA bearing agarose beads (1ml/ L expression) for 2 h at 4°C under gentle 

rotation. The suspension of the beads in the lysate was poured on polypropylene columns that 

were prewashed with water and lysis buffer. The flow through was collected and the beads were 

subsequently washed with lysis buffer, wash buffer 1 and wash buffer 2 (10 ml of lysis buffer 

and each of the wash buffer was used per unit volume of beads). The protein was eluted with 

elution buffer (10 ml of elution buffer per unit volume of bead). The eluate was supplemented 

with 2-mercaptoethanol to a final concentration of 100 mM and incubated overnight at room 

temperature with gentle rotation to cleave the intein-CBD-12His tag. The sample was then 

dialyzed against dialysis buffer to remove the 2-mercaptoethanol and imidazole at 4˚C. The 

dialysate was subsequently incubated on agarose beads bearing Ni-NTA beads to remove 

uncleaved protein (0.5-1 ml/L expression). The flow through was collected. All stages of the 

purification were analysed on a SDS page. The collected flow through was then concentrated and 

subsequently purified by size exclusion chromatography (SEC) at 4˚C on a Superdex 200 

column (16/600). From the elution profile of the SEC run fractions where the monomeric protein 

eluted were identified. These fractions were then analysed on a SDS page and fractions 

containing the pure protein were pooled and subsequently concentrated and exchanged with 

storage buffer using centrifugal filters (5kDa cutoff), flash frozen and stored at -80˚C after its 

concentration has been estimated from absorbance at 280 nm using an extinction coefficient of 

78270 M
-1

cm
-1

.  

 

Table for all purifications 

 

Here I list all the proteins purified with the actual description of the proteins and how they are 

referred to in the results and the plasmids used. 

 

Plasmid Protein purified Name primarily used in 

following sections to refer to the 

protein 
pTXB3-12His-

Importin beta WT  

Human Importinβ Importinβ 

pBAD-N153FG-

Intein-CBD-12His  

Human Nup153(875aa-1475aa), all internal 

cysteines were removed from the sequence  

Nup153FG WT 

pTXB3-6His-

N153FG-Intein-CBD_ 

883Cys  

Human Nup153(875aa-1475aa), all internal 

cysteines were removed from the sequence 

and cysteine was introduced at position 883 

Nup153FG 883C 
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pTXB3-6His-

N153FG- Intein-

CBD_ 990Cys 

Human Nup153(875aa-1475aa), all internal 

cysteines were removed from the sequence 

and cysteine was introduced at position 990 

Nup153FG 990C 

pTXB3-6His-

N153FG- Intein-

CBD_ 1330Cys 

 

Human Nup153(875aa-1475aa), all internal 

cysteines were removed from the sequence 

and cysteine was introduced at position 1330 

Nup153FG 1330C 

pBAD-IBB-Intein-

CBD-12His_S24C 

Human Importinα-1(1aa-95aa), with cysteine 

introduced at position 24 

IBB S24C  

pBAD-IBB-Intein-

CBD-12His 

_S24C/S55C 

Human Importinα-1(1aa-95aa), with 

cysteines introduced at S24C and S55C 

mutation 

IBB S24C/S55C 

pBAD-NSP1(1- 602)-

Intein-CBD-

12His_101C 

Yeast NSP1(1aa-601aa) with cysteine 

introduced 101 position 

NSP1FG 101C 

pBAD-NSP1(2-175)-

Intein-CBD-

12His_3C/174TAG 

Yeast NSP1(2aa-175aa) with cysteine 

introduced at position 3 and TAG (amber 

stop codon) introduced at position 174  

NSP1FG fragment 

 

3.1.2 Fluorescent labeling of recombinant proteins  

 

Acrylodan labelling of Nup153FG, NSP1FG and IBB single cysteine constructs 

DTT wash buffer: 4 M GdmHCl, 1xPBS pH 7, 0.2 mM EDTA, 10 mM DTT  

TCEP wash buffer: 4 M GdmHCl, 1xPBS pH 7, 0.2 mM EDTA, 0.2 mM TCEP (this buffer was 

degassed by prolonged incubation under vacuum with stirring to remove all dissolved oxygen) 

SEC buffer: 2 M urea, 4xPBS pH 8.5, 1 mM PMSF, 0.2 mM TCEP  

Storage buffer: 4M GdmHCl, 1xPBS pH 7.4  

 

10-50 nmoles of the proteins were buffer exchanged 3x with DTT wash buffer to reduce all 

cysteine residues using centrifugal filers (3kDa cutoff). The sample was subsequently exchanged 

with TCEP wash buffer 5x using centrifugal filers (3kDa cutoff) to remove excess DTT. This 

sample was concentrated to a concentration of ~150μM. To this protein sample a freshly 

prepared solution of acrylodan in DMF (N,N-Dimethylformamide) of appropriate concentration 

was added such that the final concentration of the DMF in the labelling reaction was under 5% 

and the molar excess of acrylodan over the protein was ~6.5 fold. The labelling reaction was 

allowed to proceed for 4 h in the dark with mild shaking at room temperature. After 4 h the 

sample was centrifuged at 16,000 rpm on an Eppendorf tabletop centrifuge for 15 minutes to 

remove most of the poorly soluble unreacted acrylodan which settled as a pellet. The supernatant 

was taken and DTT was added to a final concentration of 10 mM to quench any unreacted 

acrylodan. The sample was then washed 3-4x with storage buffer, concentrated and purified by 

SEC on a S-75(10/300) column (for IBB constructs) or a S-200(10/300) column (for Nup153FG 

and NSP1FG constructs) which were pre-equilibrated with SEC buffer. The fractions were run 

on a SDS page and analysed by coomassie staining and fluorescent scanning. The fractions 



39 
 

containing the pure fluorescently labelled protein were pooled, exchanged with storage buffer, 

concentrated, flash frozen and stored at -80°C, after its concentration has been estimated. The 

protein concentration was estimated using BCA assay and the dye concentration was estimated 

from absorbance at 391 nm using an extinction coefficient of 20,000 M
-1

cm
-1

 for acrylodan. The 

labelling efficiency defined as percentage of labelled protein was typically 50-75% with this 

protocol. Acrylodan bears an α,β-unsaturated carbonyl as the reactive handle towards cysteine. 

This functionality is not as reactive as maleimides and also known to be reactive towards 

amine
153

. Thus to validate that our protocol yielded both good labelling efficiency and selectivity 

a control experiment was performed where identical amounts of wild type Nup153FG (cysteine 

less) and a single cysteine mutant Nup153FG 883C was labelled with acrylodan in identical 

conditions following the above mentioned protocol. Aliquots were taken from the labelling 

reactions after 2 and 4 h and flash frozen and subsequently analysed with SDS page. This assay 

showed the selectivity of acrylodan towards cysteine using our protocol to be >90% (See Figure 

3.3). 

 

 
 

Figure 3.3 Selectivity of acrylodan labelling: Fluorescent scan of a SDS-page of labelling 
reactions of wild-type (wt) and 883C variant of Nup153FG with acrylodan, at 2 h and 4 h, 
showing selective labelling of the cysteine mutant and minimal background labelling of the wt. 
 

 

Alexa488 and 594 malemide double labelling of IBBS24C/S55C construct  

DTT wash buffer: 4 M GdmHCl, 1xPBS pH 7, 0.2 mM EDTA, 10 mM DTT  

TCEP wash buffer: 4 M GdmHCl, 1xPBS pH 7, 0.2 mM EDTA, 0.2 mM TCEP  

SEC buffer: 2 M Urea, 4xPBS pH 8.5, 1 mM PMSF, 0.2 mM TCEP  

Storage buffer: 4M GdmHCl, 1xPBS pH 7.4  

10-25 nmoles of the IBB S24C/S55C was exchanged 3x with DTT wash buffer to reduce all 

cysteine residues using centrifugal filers (3kDa cutoff). The sample was subsequently exchanged 

with TCEP wash buffer 5x using centrifugal filers (3kDa cutoff) to remove excess DTT. This 

sample was concentrated to a concentration of ~150-200μM. To this protein sample a freshly 

prepared solution of Alexa488 maleimide and Alexa594 maleimide in DMSO was added such 

that the final concentration of the DMSO in the labelling reaction was under 5% and the molar 
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excess of Alexa488 and Alexa594 over the protein was 3 and 3.5 fold respectively. The labelling 

reaction was allowed to proceed for 4 h in the dark with mild shaking at room temperature. After 

4 h DTT was added to the sample a final concentration of 10mM to quench al all unreacted dye. 

The sample was then washed 3-4x with storage buffer, concentrated and purified by SEC on a S-

75(10/300) column which was pre-equilibrated with SEC buffer. The fractions were run on a 

SDS page and analysed by coomassie staining and fluorescent scanning. The fractions containing 

the pure fluorescently labelled protein were pooled; exchanged with storage buffer, concentrated, 

flash frozen and stored at -80°C, after its concentration has been estimated. The protein 

concentration was estimated using BCA assay and the dye concentration for Alexa488 and 

Alexa594 was estimated from absorbance at 496 nm and 590 nm respectively using extinction 

coefficients provided by the manufacturer, 71,000 M
-1

cm
-1

 and 73,000 M
-1

cm
-1 

for Alexa488  

Alexa594 respectively. The labelling efficiency defined as percentage of labelled protein was 

typically >70% for each of Alexa488 and Alexa594. 

 

 

Alexa488 hydroxylamine and Alexa594 malemide double labelling of NSP1(1-175)C2TAG175 

construct 

Oxime ligation buffer: 4 M GdmHCl, 1xPBS pH 4, 50 mM sodium acetate-HCl, 0.2 mM TCEP 

DTT wash buffer: 4 M GdmHCl, 1xPBS pH 7, 0.2 mM EDTA, 10 mM DTT  

TCEP wash buffer: 4 M GdmHCl, 1xPBS pH 7, 0.2 mM EDTA, 0.2 mM TCEP  

SEC buffer: 2 M Urea, 4xPBS pH 8.5, 1 mM PMSF, 0.2 mM TCEP  

Storage buffer: 4M GdmHCl, 1xPBS pH 7.4 

SEC buffer: 2 M Urea, 4xPBS pH 8.5, 1 mM PMSF, 0.2 mM TCEP 

Storage buffer: 4M GdmHCl, 1xPBS pH 7.4 

 

10-25 nmoles of the NSP1 fragment was buffer exchanged 3x with oxime ligation buffer using 

centrifugal filers (3kDa cutoff). This sample was concentrated to a concentration of ~200μM. To 

this protein sample a freshly prepared solution of Alexa488 hydroxylamine in DMSO was added 

such that the final concentration of the DMSO in the labelling reaction was under 5% and the 

molar excess of Alexa488 over the protein was 3.5. The labelling reaction was allowed to 

proceed overnight in the dark with mild shaking at 60°C. After this stage the labelling with 

Alexa594 maleimide, purification and quantification was done exactly the same way as in the 

case of labelling of IBBS24C/S55C construct with the sole difference that in this case only 

Alexa594 maleimide was used in the labelling. The labelling efficiency defined as percentage of 

labelled protein was typically >50% for each of Alexa488 and >70% for Alexa594.  

 

3.1.3 Fluorescence lifetime measurements using TCSPC 

                                                                                                                                                                 

The laser pulse used in a TCSPC setup is not a δ-function and has a finite width and a 

characteristic shape and thus can be approximated by a sum of several delta functions with 



41 
 

different amplitudes. Thus the measured fluorescence decay I(t)measured is a convolution 

integral of the actual decay function I(t) and the instrument response function IRF, which 

basically describes the fastest time response that can be obtained in a particular TCSPC setup 

and is in itself a convolution of the laser pulse profile and all other factors that contribute to the 

setups time response such the counting electronics (Equation 3.1)
154

. 

 

Equation 3.1 

 ( )         ∫  (    )   (  )   
 

 
  ( )     

 

The model decay function I(t) is typically described as a sum of n exponentials with time 

constants τi and ai as corresponding amplitudes (Equation 3.2)
154

 

 

Equation 3.2                                                                                                                                                                       
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For lifetime decay measurements the emission polarizer was set to 54.7° relative to the excitation 

polarizer to attain magic angle conditions to negate the effect of any depolarization processes 

(such as segmental motion and rotation) on the fluorescence decay.  The data was acquired such 

that the count rates were not more than 1% of the frequency of the laser pulse to avoid photon 

pile-up
154

 and the count rates were typical kept at 200kcps. Typically decays were measured till 

the peak count value was 30,000 photons. The IRF was measured with a sample that has a zero 

time response and thus the measured time response originates solely from the setup. For this 

purpose typically a scatterer is used; I used a dilute solution of ludox (0.05%) in water and the 

signal was measured at the same wavelength as the excitation pulse. The count rate for 

measurement of the IRF was kept much lower than that when measuring lifetime decays. This is 

to account for the fact that a decay and an IRF has very different temporal profiles, the former 

being temporally very narrow. The differential count rate which is the actual, momentary photon 

detection probability in a given time window when the signal is actually present can be actually 

very high, owing to the ultrafast pulsed nature of an IRF signal, even when average count rates 

are 1% of the frequency of the laser pulse. Thus for IRF measurements it is necessary to use low 

count rates. For IRF measurements typical count rates were kept between 5-10 kcps.  

The measured decays were fitted as a convolution integral of a sum of exponentials with 

measured IRF using iterative reconvolution in SymPhoTime 64 software (PicoQuant, Berlin). 

Since the IRF is always measured at a fixed wavelength, when using a scattering solution, while 

the decays are measured at different wavelengths the actual IRF at the wavelength where the 

decays are measured can be shifted in time for the measured IRF. This time shift is accounted for 

in the fitting procedure where the time shift between the IRF and the decay is a fit parameter. To 

correct for this shift when decays were measured at wavelengths > 120 nm from the IRF, the 
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shift between the IRF and the decay was used as a fixed parameter in the fit and was obtained by 

fitting the decay of a monoexponential emitter like R6G measured at the same wavelength as the 

decay. 

Lifetime data for solvation dynamics was typically measured with 1μM labelled protein and 

varying amounts of unlabelled binding partner (described for in the relevant figure legend) in 

1xPBS buffer (pH 7.4) supplemented with 2mM magnesium acetate and DTT. For titration 

experiments lifetimes were measured with 50 nM labelled protein in the same buffer and titrated 

with increasing concentrations of binding partner.            

                                                                                                   

3.1.4 Time resolved anisotropy measurements 

 

For time resolved anisotropy measurements, decays were measured at parallel ( ( )    ) and 

perpendicular ( ( )     ) polarization conditions with the emission polarization was set to 0° and 

90° with respect to the excitation polarization respectively. The anisotropy r(t) decay was 

constructed following equation Equation 3.3
155

. 

                                                                                                                                                        

Equation 3.3    

 ( )  
 ( )       ( )    

 ( )         ( )    
            

 

G is a parameter that accounts for the differential detection efficiencies in different polarizations 

and was obtained using the long-time tail matching method
156

 by measuring a free rotor in fluid 

solvent, in our case Bis-ANS dye in methanol. For such a system the tails of the parallel and 

perpendicular decay becomes equal at long time or in other words the anisotropy decays to zero. 

The G factor is obtained by varying the G factor until the tail of the anisotropy is nicely centred 

on zero value (See Figure 3.4). The G factor of our setup was found to be 0.785 for 400 nm 

excitation over an emission range of 480 to 540 nm. The time zero point for the obtained  

anisotropy decay r(t) was set to the time point where parallel decay reached its maximum. The 

anisotropy decay was fitted using Equation 3.4
155

. 
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Figure 3.4 G factor calibration using Bis-ANS in methanol: Anisotropy decay r(t) of Bis-ANS in 
methanol with G=0.785 showing the tail of the anisotropy decays to zero. The parallel and 
perpendicular decays, normalized to the maximum of r(t) is also superimposed on the graph. 
The anisotropy decay is fitted to a single exponential (green line) yielding a rotational 
correlation time of ~220 ps. 
 

Equation 3.4                                                                                   

      ( )     ∑    
 
      ( 

 

  
)         

 

The anisotropy decay is described as a sum of exponentials with time constants 𝜙i, known as 

rotational correlation times, having corresponding amplitudes ai and with the r0 the initial 

anisotropy. For cases of free dye in a fluid solvent one rotational correlation time is sufficient 

and for protein samples typically two rotational correlation times are used. 

Time resolved anisotropy data for IDP samples was typically measured with 1μM labelled 

protein and varying amounts of unlabelled binding partner (described for in the relevant figure 

legend) in 1xPBS buffer (pH 7.4) supplemented with 2mM Mg(OAc)2 and DTT. For titration 

experiments lifetimes were measured with 100nM labelled protein in the same buffer and titrated 

with increasing concentrations of binding partner.  

 

3.1.5 Solvation dynamics measurement using Time Dependent Fluorescence Stokes 

Shift (TDFSS) method 

                                                                                                                                                          

To measure solvation dynamics by TDFSS thus one needs to obtain the Time Resolved Emission 

Spectra (TRES) which is the emission spectra of a probe as a function of time
157

. The approach 

we use to measure TRES is based on spectral reconstruction from the steady state emission 

spectra and lifetimes measured at different wavelengths. Typically the lifetimes are measured at 
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multiple wavelengths across the emission spectra. From the time constant and amplitudes of 

these lifetime decays and the steady state emission intensity at these wavelengths the intensity at 

those wavelengths can be computed as a function of time, from which the emission spectra at 

any given time can be obtained by fitting the intensity value at those wavelengths for a given 

time to line shape. Mathematically the process is described below. 

The lifetime decays at each of the measured wavelength  (   ) is fitted as a sum of exponentials 

like in Equation 3.2 where     are the time constants with associated amplitudes    ( ) for a 

given wavelength (See Equation 3.5)
157

. A characteristic feature of lifetime decays in a system 

where solvation dynamics is their striking wavelength dependence, at the blue end of the 

spectrum (higher energy) decays are fast as the excited state is depopulated both by emission and 

solvation dynamics while at the red end decays are longer and often have a rise, which is a time 

component having a negative amplitude. 

 

Equation 3.5                    

  (   )   ∑    
 
   ( )    ( 

 

   
) 

 

Now if the steady state fluorescence intensity at a wavelength be F(λ), then for each wavelength 

a normalization factor H(λ) as given below was computed from the steady state intensity and 

lifetime parameters (See Equation 3.6)
157

. 

 

Equation 3.6        

 ( )     
 ( )

∑  ( )  ( )
 

 

Then finally the appropriately normalized intensity I'(λ,t) as a function of time for a given 

wavelength λ is given by Equation 3.7
157

  

 

Equation 3.7  

  (   )    ( )  (   )                                                                                                                             

The TRES typically expressed in frequency ν instead of wavelength λ (the relation being λ=1/ν) 

at a given time is computed by fitting the intensity values at different frequencies , given by 
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equation 3.7, to a spectral line shape function; most commonly a lognormal function given by 

equation 3.8 is used as a spectral line shape function
158

. 

 

Equation 3.8                                                                                                                                

 ( )        (   ( ) (        (      )   ⁄

 
)
  
) where   (      )   ⁄      

(for   (      )   ⁄     the expression becomes a Gaussian)     

                                                                                                         

In Equation 3.8 the peak frequency is νmax with intensity I0 is the amplitude,   is the width of the 

lognormal shape function and b is the asymmetry parameter. The measurement pipeline is 

schematically depicted in Figure 3.5.  

 

 

 

Figure 3.5 Schematic showing the pipeline of TRES measurement: First steady state spectrum 
(see top left) and lifetimes (see bottom left) at different wavelengths (three representative 
examples shown with cyan, green and red). From the steady state and time resolved data the 
intensity at the measured wavelengths at different time points are constructed which are fitted 
to a lognormal function to obtain the TRES (see middle). In the TRES three representative 
wavelengths cyan, green and red (which are shown in the left) are shown as points and the 
representative fitted lognormal shapes in olive, violet and orange are shown for three time 
points t1, t2 and t3. The maximum frequency of TRES at each time point plotted as function of 
time constitutes the solvent response (see right), with three representative frequency maxima 
of the TRES at three times t1, t2 and t3 (the same times shown in the middle) shown with olive, 
violet and orange dots. 
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Usually the TDFSS data νmax(t) is directly analysed as a sum of exponential given by Equation 

3.9. with time constants τi and corresponding amplitudes ai. The stokes shift data measured for 

the different IDP systems were analysed by this approach. 

 

Equation 3.9                                                                                                                              

 ( )  ∑    
 
      ( 

 

  
)   

 

TDFSS data can also be analysed a normalized function known as the solvation correlation 

function C(t) given by Equation 3.10 where ν(t) is the νmax of the TRES at time t, ν(0) is the νmax 

of the TRES at time 0 and ν(∞) is the νmax of the TRES at infinity, that is after the process of 

solvation is completed
158

.  

 

Equation 3.10                                                                                                                                

 ( )  
 ( )  ( )

 ( )  ( )
  

 

C(t) from equation 3.10 is again typically analysed as a sum of exponentials like that in Equation 

3.9. For analysing TDFSS data using C(t) one needs to know the ν(∞) value; which under the 

assumption that solvation happens much faster than emission is the νmax of the steady state 

emission
159

. However where solvation dynamics happen on a timescale comparable to the 

lifetime of the probe this does not apply anymore
159

.  

 

3.1.6 Basics of FRET and smFRET analysis pipeline 

 

FRET is a dipole-dipole interaction mediated distance dependent non-radiative energy transfer 

process occurring between two chromophores when the absorption spectra of one chromophore 

(acceptor chromophore) overlap with the emission spectra of the other chromophore (donor 

chromophore)
160

. FRET results in a quenching of donor fluorescence accompanied by an 

increase in acceptor fluorescence and the efficiency of the process is expressed as E given by 

Equation 3.11 where IDA and ID is the intensity of the donor in the presence and the absence of 

the acceptor respectively
160

. 
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Equation 3.11                                                                                                                                 

    
   

  
 

 

The distance dependence of E is given by Equation 3.12
160

 where E(rDA) is the E value when the 

donor and acceptor is separated by a distance of rDA and R0 is the distance where the FRET 

efficiency E is 0.5 or 50%. This distance dependence of FRET allows its use to probe 

conformational changes. 

 

Equation 3.12                                                                                                                               
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R0 is a constant for a specific dye pair and is given by Equation 3.13, where J(λ) is the spectral 

overlap integral between the donor emission and the acceptor absorption,    is the orientation 

factor which can be approximated as 2/3 where the chromophores have substantial rotational 

freedom and n is the refractive index of the medium,    is the quantum yield of the donor. 

 

Equation 3.13                                                                                                                               
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Because of the sixth power dependence of FRET on distance (See Equation 3.12) FRET 

efficiency very rapidly decreases to zero at distances greater than R0. For most typical dye pairs 

the value of R0 ranges between 30Å and 90Å
160

 and this puts an upper and lower limit of distance 

where FRET can operate from (~20Å-100Å). 

In smFRET data, FRET for each molecules is computed. For this a very dilute solution 

(picomolar) of fluorescently double labelled molecules are measured in a confocal microscope 

measuring different fluorescence parameters. The detailed setup is described in a following 

section. The acquired data is subjected to multiparameter fluorescence analysis
161,162,163

 using a 

custom written program in IgorPro (Wavemetrics, Oregon, USA). Trajectories of single 
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molecules passing the confocal volume gives rise to a ‘burst’ of photons. We employed a burst 

search algorithm on photon stream after lee filtering it
164

. Fluorescence intensities( ), lifetimes( ) 

and anisotropies( ) were obtained from individual bursts
162

 and thus individual molecules. An 

interphoton lag time threshold of 80 microseconds was used for burst selection and the identified 

bursts was subsequently subjected to another photon based selection criteria (typically 70 

photons/bursts unless mentioned otherwise)  

FRET efficiencies and stoichiometry S can be calculated from the photon counts using Equation 

3.14 and 3.15 respectively
165

. 

 

Equation 3.14                                                                                                                               

      
  

 

   
    

   

 

Equation 3.15                                                                                                                               

  
   

    
 

   
    

    
  

 

Here Ix
y
 describes the corrected intensity I detected in x channel upon excitation with y laser 

pulse and D and A refer to donor and acceptor; thus as an example IA
D
 refers to corrected 

intensity detected in acceptor channel upon excitation with donor laser.   accounts for 

differential quantum yields of donor and acceptor dyes and differential detection efficiencies of 

acceptor and donor channels. Photon counts used in Equation 3.14 and 3.15 were corrected for 

leakage of donor signal into the acceptor channel and direct excitation of the acceptor from the 

laser pulse used to excite the donor.  

Typically for smFRET experiments 50-100pM concentration of double labelled protein samples 

were measured for 1 h in 1x PBS (pH 7.4) supplemented with 10mM DTT and 2mM Mg(OAc)2 

and upto 5µM of unlabelled binding partners depending on the experiment. 

 

3.1.7 Single molecule Fluorescence Correlation  Spectroscopy (FCS) 
                                                                                                                                                         

Fluorescence correlation spectroscopy (FCS) can be used to determine diffusion coefficients and 

thus hydrodynamic radius of molecules
166

. The technique is based on analyzing decay correlation 

of intensity fluctuations of fluorescence detected from a small volume (here a confocal excited 
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volume). Such correlation decay is caused primarily by Brownian diffusion allowing estimation 

of  diffusion coefficients and consequently size changes in molecules
166

. The correlation function  

is defined by Equation 3.16  ( ) is the correlation for lag-time   where   ( ) and   (   ) are 

the difference in fluorescence intensity from the mean intensity     at time   and     

respectively. 

 

Equation 3.16                                                                                                                               

 ( )  
   ( )  (   ) 

    
 

 

If only Brownian diffusion contributes to the decay of the correlation then the process can be 

described by Equation 3.17. Here  ( ) is the correlation for lag-time  ,    is the diffusion time 

and N is the average number of emitting species in the confocal volume. A confocal volume can 

be described by a 3D ellipsoid, however since I collect the FCS data from the same experiment 

as for smFRET our confocal volume is very elongated in z (z>>x,y dimensions) owing to using 

an under-filled objective. This allows diffusion in the volume to be approximated as 2D 

diffusion. Thus equation 3.17 describes the decay of  ( ) due to 2D diffusion. 

 

Equation 3.17                                                                                                                               
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In reality the correlation decay is not exclusively due to Brownian diffusion. Any fluctuation in 

fluorescence intensity causes decay of correlation on timescales that are relevant for the process 

in question. Due to the use of picosecond pulsed excitation at moderately high power that I used 

in these experiments, a detectable fraction of the fluorophores go to non-fluorescent dark states 

triplet states. This switching between these two states results in fluorescence intensity 

fluctuations and if  ( ) only decays due to such fluctuations it can be described by Equation 

3.18 where  ( ) is the correlation for lag-time τ , T is the fraction of molecules in the triplet 

state and    is the single-triplet relaxation time.166 

 

 

Equation 3.18                                                                                                                               
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Usually triplet dynamics and diffusion happen on very different time timescales, microseconds 

and milliseconds being the timescales associated with triplet dynamics and diffusion 

respectively. This separation of time scales allows the description of  ( ) from microseconds to 

milliseconds as a product of the two terms, given in equation 3.19,  accounting for diffusion and 

triplet dynamics (product of Equation 3.17 and 3.18). I fitted my FCS data with Equation 3.19. 

 

Equation 3.19                                                                                                                               
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FCS data were extracted from smFRET experiments; thus the measurement condition was one 

and the same as in smFRET experiments described in previous section.   

 

3.1.8 Measuring static microenvironment polarity with acrylodan steady state 

emission 

 

The static polarity of a medium is expressed very well by relative permittivity εr of the medium 

(where εr=ε/εvaccum). A medium with a high dielectric constant can solvate polar species better by 

stabilizing a polarized charge distribution of a polar molecule through dipole dipolar interactions. 

Most solvatochromic probes including acrylodan have dipolar excited states and thus their 

emission spectrum is sensitive to εr and thus micropolarity of the medium. For many 

solvatochromic probes maximal frequency of emission (νmax) shows a linear dependence on εr
167

. 

Hence to estimate the local polarity expressed by εr I used emission maxima data for acrylodan-

2-mercaptoethanol conjugate in different solvents (1,4-dioxane, ethanol, methanol, acetonitrile 

and water)  of different εr from literature
168

. The micropolarity in terms of εr experienced by 

acrylodan in the different protein environments I measured was estimated the emission maxima 

νmax using Equation 3.20. Equation 3.20  was obtained from a a linear fit of the emission maxima 

data for acrylodan-2-mercaptoethanol conjugate in different solvents
168

 vs corresponding εr of 

those solvents. 

 

Equation 3.20   
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3.1.9 Measuring apparent disassociation constants (KD)  of Nup153FG and 

Importinβ using acrylodan lifetime 

 

For measurement of apparent binding constants using acrylodan lifetime decays was used. 

Lifetime decays of acrylodan labelled Nup153FG smaples were measured in TCSPC with 

varying concentrations of Importinβ. Average lifetimes      were obtained from the TCSPC 

decays using Equation 3.21 after the decays were fitted to multiexponentials using Equation 

3.21. 

 

Equation 3.21   

      ∑     ∑  ⁄   

         

Here      is the average lifetime, the    is the ith lifetime component and     is the 

corresponding amplitude. 

To estimate the apparent KD a plot of       vs Importinβ concentration was fitted to equation 

3.22. 

 

Equation 3.22   

     
           

(               )
 (    (     )       (    ))      (    )         

 

Here [Importinβ] represents the concentration of Importinβ,      is the average lifetime of 

acrylodan for different Importinβ concentrations,     (     ) and     (    ) represent the 

average lifetimes in completely bound and free states respectively and     represents the 

apparent binding constant. While the     (     ) value was obtained from the fit     (    ) 

value was fixed to that for the free Nup153FG samples. This equation is based on a model  that 

assumes excess of Importinβ and a constant Nup153FG concentration during the titration
100,25

. 
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3.2 Materials 

3.2.1 List of commonly used chemicals  

                              

Commonly used chemicals 

Imidazole  Sigma (I5513)  

1,4- Dithiothreitol (DDT)  biomol (04010)  

2-Mercaptoethanol  Aldrich (M6250)  

Complete EDTA free (Protease inhibitor 

cocktail tablets)  

Roche (11873580001)  

Magnesium acetate tetrahydrate  Sigma-Aldrich (M2545)  

Triton X-100  AppliChem (A1388.0500)  

Urea  Merck (1.08487.1000)  

Chloramphenicol  AppliChem (A6435)  

Ampicillin-sodium salt  AppliChem (A08390025) 25 g  

Chitin Resin  NEB (S6651)  

His-Pur Ni-NTA Resin  ThermoScientific (88223)  

Sodium acetate anhydrous Merck (1.06268.1000) 

Dimethylsulfoxide (DMSO) Merck (1.02931.0161) 

N,N-Dimethylformamide (DMF) SigmaAldrich (40248) 

Acetonitrile (0.1% TFA) Roth (CP02.1) 

Trifluoroacetic Acid (TFA)  Sigma (302031) 

L(+)-Arabinose Roth (5118.2) 

Isopropyl β-D-1-thiogalactopyranoside Biomol 

(Tris(2-carboxyethyl)-Phosphine 

Hydrochloride (TCEP) 

Thermo scientific (20491) 

Guanidine hydrochloride USB (75823 500 GM) 

4-Acetylphenylalanine (AcF) Synchem  

EDTA (0.5 M EDTA, pH 8) Ambion (AM9261) 

phenylmethylsulfonyl fluoride (PMSF) Biochemica (A0999.0025) 

Glycerol Merck (1.04093) 

 

3.2.2 List of SEC columns and concentration devices used for protein purification 
 

SEC columns and concentration devices used for protein purification 

Superderx 200 (10/300) SEC column GE Healthcare 

Superderx 200 (16/600) SEC column GE Healthcare 

Superderx 75 (10/300) SEC column GE Healthcare 
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Amicon Ultra 0.5 mL Centrifugal 

Filters (3kDa molecular weight cutoff) 

Merk-Millipore 

Amicon Ultra 4 mL Centrifugal Filters 

(3kDa molecular weight cutoff) 

Merk-Millipore 

Corning Spin-X UF 20 mL Centrifugal 

Concentrator (5kDa molecular weight 

cutoff) 

CORNING(431487) 

3.2.3 List of solvents used in spectroscopy 
 

 

Solvents used for spetrocopy 

PBS 10x pH 7.4 Gibco (70011-036) 

Water Sigma-Aldrich (270733-2L) 

Methanol  Sigma-Aldrich (1.06002) 

 

3.2.4 List of synthetic fluorescent dye 
 

Fluorescent dyes 

Dye  Recative Group Reactive towards Manufacturer 

Alexa488 maleimide thiols Invitrogen 

(A10254) 

Alexa594 maleimide thiols Invitrogen 

(A10256) 

Alexa488 hydroxylamine aldehydes and 

ketones 

Invitrogen 

(A30629) 

Acrylodan α,β-unsaturated 

corbonyl 

thiols Invitrogen (A433) 

Bis-ANS NA NA Sigma-Aldrich 

(D4162) 

Coumarin153 NA NA Sigma-Aldrich 

(01511) 

Rhodamine-6G NA NA Sigma-Aldrich 

(252433) 

 

 

https://ecatalog.corning.com/life-sciences/b2c/EUOther/en/Cell-Culture/Filtration/Ultrafiltration-Concentrators/Spin-X%C2%AE-UF-Concentrators/p/431487
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3.2.5 List of commercial kits 
 

Commercial kits 

Commercial kits Manufacturer 

BCA Protein Assay Kit ThermoScientific (23227) 

Quick Plasmid Miniprep Kit Invitrogen (K210011) 

Quick Gel extraction kit Invitrogen (K210012) 

Quick PCR purification kit Invitrogen (K310002) 

 

3.2.6 List of E.Coli strains     
                                                                                                                             

E.coli strains 

Strain type Features Manufacturer 

E.coli BL21 

(DE3) AI 

Harbours araBAD which is an arabinose 

inducible promoter upstream of T7 RNA 

polymerase. Gene used in protein 

expression 

Invitrogen  

E.coli XL10  

Gold cells 

High transformation efficiency with large 

plasmids, can also serve as expression host 

strain for large plasmids and for  for protein 

expression 

Stratagene 

 

3.2.7 List of specialized software 
 

List of special software 

Igor Pro  Wavemetrics  

SymPhoTime PicoQuant  

PyMol Schrödinger 

SnapGene GSL Biotech LLC 

Image Lab 5.2.1 Bio-RAD 

EndNote Clarivate Analytics 
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4 Results 
 

The result chapter is divided into four broad sections. I first describe the construction of the Time 

Correlated Single Photon Counting (TCSPC) setup that I have built for picosecond resolved 

fluorescence studies and dynamic characterisation of IDP complexes. Then I describe my 

experimental results about an IDP complex (IBB-Importinβ) formed by coupled-folding binding 

mechanism. Subsequently, I describe my results about a complex formed by fuzzy complex 

formation mechanism (Nup153FG-Importinβ) and finally I describe additional results for a 

different complex (NSP1FG-Impotinβ) formed by fuzzy complex formation mechanism to verify 

generality of the observations in fuzzy complexes. 

 

4.1 Building and characterization of the TCSPC setup 
 

4.1.1 Construction of the TCSPC setup 
 

For measuring time-resolved fluorescence, I constructed a TCSPC spectrometer. The three 

essential components of a picosecond TCSPC spectrometer are a picosecond pulsed excitation 

source, a photon detector with single photon sensitivity and timing electronics with picosecond 

resolution. For the excitation source I used a QuixX 405 nm picosecond pulsed laser (Omicron, 

Germany) that produces picosecond pulsed (~80 ps) output of up to 200 μW (average power) and 

variable frequency (1-40 MHz). For a photon detector with single photon sensitivity I used PMA 

Hybrid detector (PicoQuant, Berlin). For timing electronics and data acquisition I used 

Hydraharp400 which is an integrated TCSPC counting module (PicoQuant, Berlin). The whole 

setup was constructed with an 8 cm beam height on an optical table (See Figure 4.1). The laser 

pulse was passed through a Glan-laser polarizer (Thorlabs) and was used to excite the sample in 

cuvette holder. The emission path perpendicular to the excitation path consisted of another Glan-

laser polarizer (Thorlabs), passed through a monochromator (repurposed from a PTI 

fluorimeter), and focused on the detector through a 4 mm lens (Thorlabs). The part of the setup 

consisting of the laser, polarizers and the cuvette holder was placed in a light tight black 

coloured box. The box door also had an interlock circuit which automatically switched off the 

detector when the door was opened. The monochromator window reached inside the box and the 

junction was made light tight. The relative small phase mismatch between two polarizers at the 

same angle was pre-calibrated by passing a linear polarized light from a laser concurrently 

through the two polarisers and changing the angle of one until maximum intensity could be 

recovered; the final polarizer angle used for all the measurements took this mismatch into 

account. My measurements involved wavelength dependent time resolved fluorescence. Hence 

for proper chromatic separation of the fluorescence signal the slit width of the monochromator 

was set to only +2 nm. The setup was built keeping in mind that biologically labile systems 

would be measured and hence fast measurements at low concentrations were essential. With a 
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high repetition rate (30-40 MHz) of the laser, measurements could be made at rather high count 

rates of ~200 kcps without the problem of photon pile-up.  

 

 
 

Figure 4.1 Schematic and photograph of the TCSPC setup: Schematic of the TCSPC setup (top) 
with all the components, the excitation source, the optical path and the detectors. Photograph 
of the setup (bottom) showing the corresponding components. 
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In my setup measurement of a fluorescence decay trace with a peak count of 30000 photons 

using 500 nM acrylodan labelled sample could be measured in ~2-3 minutes. 

 

4.1.2 Characterisation of the TCSPC setup 
 

To charecterise the temporal resolution of my TCSPC setup I measured the instrument response 

function of the steup by measuring rayleigh scattering from a colloidal ludox solution at the 

excitation wavelength (See Figure 4.2). Since scattering is an instaneous response the finite 

temporal width/profile of an IRF originates solely from coponent of the TCSPC such as the 

width and shape of the laser pulse, the timing electronics and the optics. The IRF describes the 

narrowest temporal profile experimentally acessible by a TCSPC. The IRF, in the system I built 

had an fwhm (full-width at half maxima) of ~125 ps; it had the shape of an assymetric peak that 

tails to longer times. The fwhm of the TCSPC was consistent within +15% of the mean value 

over different measuremennts. The fwhm of the IRF determines the minimum value of the time 

component resolvable from a fluorescence decay, via iterative reconvolution, as ~1/10 of the IRF 

fwhm. However, it is to be noted that this is a very optimistic estimate and the actual resolvable 

shortest time component might be larger specially for complex multiexponetial decays and hence 

more conservative estimates for the time resolution of a TCSPC setup is considered to be 

approximately equal to IRF fwhm or half of the IRF fwhm.  

 

 
 

Figure 4.2 IRF of the TCSPC setup: The IRF of the TCSPC setup measured with a suspension of 
1% ludox in water at 400 nm at count rate of 5 kcps. The IRF had a symmetrical profile with an 
fwhm of ~125 ps. 
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To validate my measurement and analysis pipeline for solvation dynamics, I decided to measure 

solvation dynamics on a simple system for which solvation dynamics measurements had been 

made with a setup having a comparable time resolution as the one I built; this was very crucial 

for proper comparison as the amount of solvation dynamics captured experimentally depends on 

the time resolution of the setup. Solvation dynamics of the coumarin dye C153 (Coumarin153) in 

Triton-X micelles was found to be a system that fulfilled the mentioned criteria. Our 

experimental data on this system was found to be in close agreement with previous reports, as 

our measured C(t) function overlapped well with the published references (See Figure 4.3)
169,170

. 

The small offsets between the three curves originated likely from the time t, where ν(t) was taken 

to be ν(∞) to construct the normalized C(t).  

 

 

 

Figure 4.3 Solvation dynamics of C153 in Triton-X micelles: Wavelength dependent decays 
showing fast decays at bluer wavelength and slower decays with rise at redder wavelengths 
(top left). The reconstructed TRES showing constant frequency shift to lower frequencies with 
time (top right). The obtained C(t) compared with those reported in literature (from ref [169] 
and ref [170]) for the same system by the same lab showing a good match. 
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4.2 Dynamic characterization of an IDP complex formed via coupled folding 
and binding 
 

For an IDP system that undergoes complex formation via coupled-folding binding mechanism, I 

chose the IBB-Importinβ system. Here IBB (Importinβ binding) domain constitutes the 

disordered N-terminal part of Importinα which undergoes a folding transition forming a helix 

upon binding its partner Importinβ. I have first described the characterization of this complex 

using multiparameter smFRET and FCS. Subsequently, I characterized the interfacial 

environment in the IBB-Importinβ complex, using site-selective steady state and time-resolved 

fluorescence spectroscopy. Finally, I used time resolved fluorescence spectroscopy to 

characterize the time scales of surface solvation on IBB in free and Importinβ bound state and to 

see how binding its partner modulates the nature and the dynamics of solvation by probing the 

interfacial solvation dynamics in the IBB-Importinβ complex. 

 

4.2.1 Single molecule studies of IBB recognition by Importinβ 
 

smFRET probes FRET between two points in a protein where the donor and acceptor labels are 

positioned. Owing to the distance dependence of FRET in the range of ~2 - 10 nm, it serves as a 

proxy for conformational change for biomolecules and is aptly described as a ‘molecular 

ruler’
160

. I generated a double cysteine IBB mutant IBB S24C/S55C where the two cysteine 

residues were positioned near the ends of the helix that was formed when IBB bound Importinβ. 

Donor and acceptor dyes (Alexa488 and Alexa594) were conjugated randomly to these residues 

via malemide chemistry. This would allow one to directly monitor the disorder to helix transition 

via FRET when IBB would bind Importinβ. 

 

I used the PIE excitation scheme as it allowed me to directly interrogate acceptor molecules in 

each molecule. I performed multiparameter smFRET data with PIE excitation combined with 

burst wise analysis on double labelled IBB S24C/S55C samples. The data presented as 2D 

histograms of stoichiometry S vs FRET efficiency (EFRET) showed two major populations in all 

the conditions (See Figure 4.4). One population appearing at around S=1 and EFRET=0, and 

originating from molecules that lacked an active acceptor dye molecule is termed the ‘donor 

only’ population. The other population at around S~0.5 and varying EFRET originated from 

molecules that had both the donor and the acceptor dyes and thus carried FRET information; this 

population was used to monitor changes in EFRET in different conditions.  

 

Free IBB in solution showed a high EFRET 0.79, which was consistent with a short (31aa) 

separation between the donor and acceptor in a disordered protein. In presence of Importinβ 

there was a shift in the EFRET from 0.79 to 0.37. Such a large EFRET shift suggested a change in 

distance and thus a conformational change upon Importinβ binding; reduction in EFRET efficiency 
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implied the conformational change was associated with an increase in distance between the two 

labelling sites.  

 
 

Figure 4.4 smFRET to probe IBB-Importinβ interaction: The smFRET data is represented as 2D 
histograms of S vs EFRET where populations corresponding to S~0.5 represent molecules where 
FRET is happening. In free IBB the EFRET is 0.79 and represents the distance between the 
labelling positions in the disordered IBB (top). In presence of 1 μM Importinβ IBB undergoes a 
coil to helix transition, this results in a change in EFRET to 0.37 (middle). When a preformed 
complex of IBB and Importinβ is diluted with excess Importinβ (5 μM) the EFRET value is shifted 
to that of free IBB (bottom).                                                                                                                                                             
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From this data one could not assess directly the kinetic stability of the complex or the binding 

affinity. One could however say that the binding is in the nanomolar range as I saw no 

populations corresponding to the unbound state in presence of just 1 μM Importinβ; and I could 

also say that the half-life of the complex was higher than the timescales of diffusion across the 

confocal volume, which was typically ~1 ms, based on the fact that I could clearly resolve bound 

and unbound populations which would not be possible in case the disassociation half-lives were 

faster. Next to assess the specificity of this conformation change I performed smFRET 

experiments after diluting double labelled IBB S24C/S55C pre-incubated with Importinβ in 

excess unlabelled IBB. In the presence of the excess unlabelled IBB the FRET efficiency of the 

sample recovered to the value of the unbound IBB (See Figure 4.4 bottom). This proved that the 

EFRET shift in IBB was due to a biochemically specific interaction with Importinβ which was 

reversible with excess IBB. 

EFRET changes represent changes in distance between the donor and the acceptor, with a decrease 

in EFRET implying an increase in distance. For IBB-Importinβ interaction the FRET efficiency 

shifted to a lower value upon Importinβ binding corresponding to an increased separation 

between the two labelling points. To evaluate whether a coil to helix transition, which happens to 

be the conformational change associated with IBB-Importinβ interaction, involved extension in 

end to end distance, I simulated rms (root mean squared) end to end distance for a statistical coil, 

which is a fairly apt representation for end to end distances in IDPs, and a helix (See Figure 4.5).  

 

 

 
 

Figure 4.5  rms distance of a model Gaussian chain and a helix: The rms end to end distance is 
plotted as a function of the number of residues (Nres) time (top right). The black line represents 
the Nres value for IBB smFRET construct and shows that for that sequence length a gaussian 
chain is shorter than the helix. 
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For a statistical coil representation of free IBB, I chose a Gaussian chain model with a Flory 

exponent ν=0.5 based on previous studies.
66

 At a residue separation of 31aa, which was the 

separation between the FRET labels in IBB, the rms distance of a helix happened to be ~1.5 nm 

longer than that of a Gaussian chain. This was thus in perfect agreement with a decrease in EFRET 

in double labelled IBB S24C/S55C upon Importinβ binding. It has to be noted that direct 

comparison of distance in the bound helical state with the crystal structure is not straightforward 

here primarily for the fact that one of the labelling positions in IBB was one residue later than the 

last residue resolved in the crystal structure. 

 

Finally, I extracted FCS traces from the smFRET data (See Figure 4.6). For the FCS data only 

the acceptor signal resulting from the acceptor laser pulse was used. Owing to an underfilled 

objective in our setup the focal volume is extended in the z direction and in such a setup the FCS 

data could be approximated to be originating from 2D diffusion. Free IBB showed a diffusion 

time of ~0.26 ms. In presence of Importinβ the diffusion time changed to ~0.40 ms suggesting a 

large change in molecular weight which would be in line IBB (~10 kDa) complex formation with 

Importinβ (80 kDa).  

 

 

 
 

Figure 4.6 FCS of IBB-Importinβ recognition: Normalised FCS of IBB (green) and IBB with 
Importinβ (blue). The solid lines represent fits to data with a 2D diffusion model with a triplet 
state. 
 

4.2.2 Probing IBB-Importinβ interaction with acrylodan fluorescence 
 

I generated a single cysteine mutant IBB S24C, where the cysteine was positioned at the base of 

the helix which is formed upon recognition of IBB by Importinβ, to probe the recognition of IBB 

by a fluorescent probe (Figure 4.7). Acrylodan was conjugated to this single cysteine mutant as 

an environment sensitive local fluorescent reporter. Acrylodan fluorescence emission is highly 
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sensitive to local polarity and is thus a very good reporter of the local microenvironment
168

. 

Acrylodan emission on free IBB had its maximum around 527 nm consistent with the location of  

the probe on a solvent exposed site on an IDP
171

. Upon Importinβ binding the emission spectra 

showed a dramatic change, undergoing a blue shift of almost 30 nm to a maximum at 501 nm; 

the intensity of the emission also increased by ~3 fold (See Fig 4.7). The blue shift of the 

emission spectra indicated that upon Importinβ binding the IBB-Importinβ interface was less 

polar than the free IBB surface. This reduced polarity likely stemmed from desolvation effects 

associated with Importinβ binding. The desolvation effects also explained the intensity increase 

upon Importinβ binding; desolvation produces a less polar environment and for many solvation 

sensitive dyes including prodan which is closely related to acrylodan, reduced solvent polarity 

causes an increased quantum yield
172,173

.  

 

 
Figure 4.7 Acrylodan emission and lifetime in IBB-Importinβ interaction: A schematic of 
acrylodan, its labelling position in the context of the structure of IBB-Importinβ complex is 
shown (Left). Steady state emission shows the emission spectra in PBS (green) to be blue 
shifted in presence of Impotinβ (top right). Lifetime data of acrylodan in presence (blue) and in 
absence (green) of Importinβ (see bottom right). 
 

The average lifetime of acrylodan labelled IBB S24C measured at 535 nm increased 1.5 fold 

from 2.85 ns to 5.15 ns, upon Importinβ binding. The acrylodan lifetime increase also reflected 
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desolvation at the interface of the IBB-Importinβ complex. Desolvation induced lifetime increase 

corresponded to the steady state intensity increase and suggested a suppression of non-radiative 

pathways in a less polar milieu, as has been known for other solvation sensitive probes
173

. The 

precise molecular mechanisms responsible for suppression of non-radiative pathways in less 

polar environments can be complex and is usually idiosyncratic of the probe photophysics in 

question
173

.  

 

To get a more qualitative picture of the extent of desolvation that IBB underwent upon Importinβ 

binding, I tried to estimate the local polarity quantitatively by assessing the local relative 

permittivity change upon Importinβ binding. Taking spectral data from literature for acrylodan- 

 

 

 
 

Figure 4.8 Relative permittivity for IBB in presence and absence of Importinβ: The peak 
frequencies (cyan open circles) of acrylodan-2-mercaptoethanol conjugate in different solvents 
[from ref 168] is plotted against the relative permittivity of those samples. The red line 
represents a linear fit through the data.  The relative permittivity experienced by acylodan in 
unbound IBB (green solid circle) and in presence of Importinβ (blue solid circle) is obtained from 
the emission peak frequencies using the equation for the linear fit of the relative permittivity vs 
emission frequency of acrylodan-2-mercaptoethanol (εr = -0.013νmax + 304 where εr and νmax are 
the relative permittivity and emission maximum frequency in cm-1 respectively). The data 
shows decreased relative permittivity of IBB bound to Importinβ compared to free IBB. 
                                                                                                                                                          

2-mercaptoethanol conjugate in different solvents
168

, I found that acrylodan emission peak 

frequency maximum showed a nice correlation with the polarity of the solvent (See Figure 4.8), 
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expressed through the relative permittivity with lower emission frequencies for more polar 

solvents (higher relative permittivity). Comparison of the emission frequencies of free IBB and 

IBB in presence of Importinβ with that of acrylodan-2-mercaptoethanol in different solvents 

provided a rough estimate of relative permittivity and consequently polarity; with higher relative 

permittivity indicating a more polar environment and lower relative permittivity indicating a less 

polar environment. A similar approach was used to estimate local relative permitivities for an 

ATPase in different membrane environments with a local probe badan which is similar to 

acrylodan
167

. Acrylodan-2-mercaptoethanol conjugate is most closely related to cysteine-

acrylodan in a protein environment. From such an analysis a rough estimate of relative 

permittivity was obtained for free IBB and in the presence of Importinβ; for the latter there was a 

decrease of relative permittivity by ~11 units to 43 from 52 which was the value estimated for 

free IBB. The decrease in relative permittivity indicated a less polar microenvironment which is 

in line with a hydrophobic desolvated interface in IBB-Importinβ. 

 

4.2.3 Probing solvation dynamics at IBB surface and the IBB-Importinβ interface 
 

After having probed the interaction of IBB with Importinβ with smFRET, FCS and site selective 

acrylodan fluorescence, I ventured to measure the solvation dynamics on IBB surface site 

selectively with IBB S24C labelled with acrylodan. For measurement of solvation dynamics the 

lifetime decays were measured at several wavelengths spanning the emission spectra. For 

systems where solvation dynamics occur the lifetime decays show a striking wavelength 

dependence with decays being very fast at the blue end of the spectrum and becoming 

progressively longer as one moves towards the red end of the spectrum. This was indeed the case 

for IBB S24C where the acrylodan decays became progressively longer with the wavelengths 

(See Figure 4.9). The lifetime data obtained at different wavelengths were used to reconstruct the 

TRES which showed a progressive shift towards lower frequencies with time. The maximum 

frequencies of the TRES at different time points were used to construct the solvent response 

curve (See Fig 4.9).  

                                                                                                                                                                                     

The solvent response of free IBB appeared to be clearly bimodal with a large part of the stokes 

shift of the TRES happening in under 500 ps followed by slower relaxation happening in 

nanosecond timescales. The data was thus fitted to a bi-exponential. The time constants 

recovered were 43 ps and 1 ns. The faster picosecond component likely originated from surface 

water dynamics on the IBB surface and the nanosecond component was supposedly from slower 

modes of relaxation from the protein or even from the dye photophysics
159

. This assignment was 

based on extensive studies on protein solvation dynamics using tryptophan as a probe where it 

was shown that protein solvation relaxation timescales did not typically go beyond hundreds of 

picoseconds
140,137,145,139

. It should however be noted that the 43 ps was component is slightly 

below the  time resolution of the TCSPC setup that I used. 
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Figure 4.9 Solvation dynamics of IBB in presence and absence of Importinβ: The solvation 
dynamics in IBB is measured by measuring lifetime decays at different wavelengths. The decays 
for free IBB are wavelength dependent (top left) where representative decays at 475 nm, 505 
nm and 550 nm are shown and the decays become longer with increasing wavelengths. TRES is 
constructed from the fits of the decays. Representative TRES of free IBB is shown (top right) 
where the spectra progressively moves to lower frequencies with time. The solvent response 
curve (bottom left) is obtained by plotting the frequency maxima of the TRES obtained at 
different time points as a function of time. The solvent response curves for free IBB (in green) 
and IBB-Importinβ complex (blue) are shown with the solid lines representing bi-exponential 
fits. The shaded regions represent parts of the solvent response predominantly originating from 
water (light green) and protein (purple) dynamics. The fast time component of the solvent 
response that represents water dynamics is shown for IBB and IBB-Importinβ complex (bottom 
right) as a bar plot. The time constants recovered from two independent measurements were 
within 15% of each other.      
                                                                                                               
After performing solvation dynamics experiment on free IBB, I performed the same experiments 

on IBB-Importinβ complex. This time the measurements reported on the solvation dynamics at 
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the IBB-Importinβ interface. The solvent response at the IBB-Importinβ interface was clearly 

very different from that in the free IBB (See Figure 4.9). Despite the differences, the solvent 

response in this case was also fundamentally bi-modal and was thus analysed by a bi-exponential 

like in the case of free IBB. The fast component of the solvent response arising from water 

dynamics undewent a ~3 fold slowdown compared to free IBB and became 138 ps (See Table 

4.1). This slowdown was confirmed from two independent measurements and the values 

recovered were 15% of each other.  The steady state acrylodan fluorescence had revealed that the 

IBB-Importinβ interface is more hydrophobic and desolvated compared to the free IBB surface. 

The dynamics measurements thus revealed that the water molecules in the IBB-Importinβ 

interface were dynamically constrained and more ordered compared to those on the free IBB 

surface. This ordering of the water molecules at the interface might have implications for the 

formation and stability of the IBB-Importinβ complex. 

 

Table 4.1: The values obtained from bi-exponential fits of the solvent response curve for 

IBBS4C 

 

System τ 1(ps) Normalized a1 τ 2(ns) Normalized a2 

IBB 43 0.34 1.0 0.66 

IBB S24C+ 

Importinβ 

138 0.67 1.5 0.33 

 

 

4.3 Dynamic characterisation of an IDP complex formed via a fuzzy binding 
mechanism 
 

For an IDP system that undergoes complex formation via a fuzzy binding mechanism I chose the 

Nup153FG-Importinβ system as an example for FGNup-NTR complexes. That Nup153FG forms 

a fuzzy complex with Importinβ had been well established in a previous collaborative study led 

by our group employing multiple techniques such as smFRET, MD simulations, NMR and 

stopped flow spectroscopy
25

. The said study showed that Nup153FG interacts with Importinβ 

forming a fuzzy complex without any conformational change via an ultrafast, diffusion limited 

binding mechanism. I have first described the characterisation of this complex using site 

selective acrylodan fluorescence spectroscopy on four Nup153FG cysteine mutants, probing 

different regions of Nup153FG with different sequence propensities, and characterized the local 

binding propensities with Importinβ and the interfacial environment in the Nup153FG-Importinβ 

complex. Subsequently, I have used time resolved spectroscopy to characterise the time scales of 

surface solvation on Nup153FG and seen how Importinβ binding modulated the nature and the 

dynamics of solvation by probing the interfacial solvation dynamics in the Nup153FG-Importinβ 

complex. 
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4.3.1 Probing Nup153-Importinβ interaction with acrylodan fluorescence 
 

To probe Nup153FG-importinβ interaction using site specific acrolydon fluorescence I used four 

single cysteine mutants spanning the length of the protein. Nup153FG consists of a PxFG rich 

region near the C terminal region and a FxFG rich region in the N terminal region. The PxFG 

rich region is abundant in PxFG motif while the FxFG rich region is abundant in FxFG motif. 

The mutants used were 883C, 990C in the FxFG region and 1330 and 1355 in the PxFG region. 

In a previous study from our lab, these two regions had been probed extensively using 

experimental approaches such as smFRET and stopped-flow spectroscopy establishing fuzzy 

complex formation with NTRs
25

. Acrolydan labelled single cysteine mutants of Nup153FG in 

unbound state showed an emission maxima centered around ~530 nm indicating solvent 

exposure of the probe (See Fig 4.10). This is expected for a fluorophore on a free IDP surface 

and it also highlighed that the microenvironment in different stretches of Nup153FG were rather 

similar. In the presence of Importinβ the emission spectra of Nup153FG changed remarkably 

showing an intensity increase of ~2 fold and a blue shift of ~25 nm. The nature of the spectral 

shift of Nup153FG mutants upon binding Importinβ was similar to the spectral shift obtained 

when Importinβ formed a complex with acrolydan labelled IBBS24C. Acrolydan emission is 

very sensitive to microenvironment polarity; the emission becomes progressively blue shifted 

with reduction in environment polarity. Thus the blue shift of acrylodan emission in Nup153FG 

mutants upon Importinβ binding suggested that recognition of Importinβ by Nup153 led to the 

formation of a less polar and hydrobhobic interface. Such hydrophobic interfaces in Nup153FG, 

seen to be formed at all the labelling sites upon Importinβ binding, were likely due to desolvation 

at those sites upon interaction with Importinβ. Desolvation of the binding interface in 

Nup153FG-Importinβ complex would also explain the increased acrylodan fluorescence 

intensity upon Importinβ binding; suppression of non-radiative pathways of the excited state in a 

hydrophobic environment would explain the intensity increase. The reflection of this desolvation 

was also observed in the acrylodan fluorescence lifetime which typically underwent a 1.5 fold 

increase upon Importinβ binding (See Fig 4.10). The increased lifetime directly demonstrated the 

decrease of non-radiative relaxation pathways of the excited state in a hydrophobic environment 

and was thus in correspondence with the steady state intensity increase. For probes like 

acrylodan such intensity and lifetime increase in hydrophobic environment is known
172

. 

 

To have a more quantitative insight into the extent of desolvation upon Importinβ binding to 

Nup153FG I estimated the local relative permittivity values for the different sites in Nup153FG, 

in free and in Importinβ bound conditions (See Figure 4.11). The approach I used was similar to  
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Figure 4.10 Acrylodan emission and lifetime in Nup153FG-Importinβ interaction: A schematic 
showing the labelling position of acrylodan in the context of the sequence of Nup153FG (top 
left). A schematic showing acrylodan probing the interface of Nup153FG and Importinβ (top 
right). Representative steady state emission for Nup153FG 883C shows the emission spectra in 
PBS (green line) to be blue shifted in presence of Impotinβ (middle left). The emission maxima 
for all the Nup153FG mutants in presence and absence of Importinβ shown as a bar plot 
(bottom right). Representative lifetime decays at 535 nm for Nup153FG 883C in presence and 
absence of Importinβ showing longer lifetime in presence of Importinβ (bottom left). The 
average lifetime for all the Nup153FG mutants in presence and absence of Importinβ shown as 
a bar plot (bottom right).  
                                                                                                                                                             

to that used for IBB where relative permittivity from acrylodan fluorescence was estimated by 

comparison with frequency maxima of acrylodan-2-mercaptoethanol conjugate in solvents 

having different relative permittivity values and consequently different polarities.  
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Figure 4.11 Relative permittivity for Nup153FG in presence and absence of Importinβ: The 
peak frequencies (cyan open circles) of acrylodan-2-mercaptoethanol conjugate in different 
solvents are plotted against the relative permittivity values of those samples (top panel). The 
red line represents a linear fit through the data. The relative permittivity experienced by 
acylodan in unbound 990C (green solid circle) and in presence of Importinβ (blue solid circle) is 
obtained from the emission peak frequencies using the equation (εr = -0.013νmax + 304 where εr 

and νmax are the relative permittivity and emission maximum frequency in cm-1 respectively) for 
the linear fit of the relative permittivity vs emission frequency of acrylodan-2-mercaptoethanol, 
(top panel). The relative pemittivity values of all sites in presence and absence of Importinβ is 
shown as a bar plot (bottom panel). The data shows decreased relative permittivity of IBB 
bound to Importinβ compared to free IBB.  
 

The relative permittivity values at different sites showed a typical drop of 10-13 units, depending 

on the mutants, upon Importinβ binding suggesting a less polar interface in the Nup153FG-

Importinβ complex (See Fig 4.8 and Table 4.2 which tabulates relative permittivity values for the 

all the mutants).  
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Table 4.2: The relative permittivity values for the all the Nup153FG mutants with or 

without Importinβ 

 

Systems Relative permittivity (ε) 

883C 57 

883C + Importinβ 47 

990C 55 

990C + Importinβ 44 

1330C 55 

1330C + Importinβ 45 

1355C 56 

1355C + Importinβ 43 

 

Considering the change in relative permittivity to be a reasonably approximate marker for 

change in polarity, and consequently the extent of desolvation upon partner binding, I could say 

that the desolvation experienced by both IBB and Nup153FG upon Importinβ were quite similar. 

For Nup153FG Brownian dynamics simulations showed apolar desolvation to be a major driving 

force for binding
25

. The Brownian dynamics simulations showed that when the contribution from 

apolar desolvation was turned off, the association rate constants dramatically dropped indicating 

energetic gain from desolvation that is release of water molecules to be a driving force for the 

binding. The experimental evidence for desolvation upon Importinβ binding is thus in line with 

the Brownian dynamics simulation. 

 

4.3.2 Local disassociation constants (KD ) for Nup153FG-Importinβ interaction 
 

Unlike most coupled-folding binding IDP systems which involve primarily one to one type of 

interactions, the interaction of Nup153FG with Importinβ is multivalent from the perspective of 

both Nup153FG and Importinβ; many FG motifs in Nup153FG can engage with different 

Importinβ molecules while Importinβ can bind numerous FG motifs on different Nups. Thus the 

concept of KD (disassociation constants) for interactions with defined stoichiometry and thus a 

well-defined equilibrium for the binding, breaks down for this type of a multivalent fuzzy 

complex. Instead what can be measured is apparent KD using any observable that changes upon 

binding of Nup153FG to Importinβ. Such apparent KD is informative about the concentration 

dependence of binding propensity close to the site being probed. I found that the average 

fluorescence lifetime increase upon Importinβ binding in all the Nup153FG mutants labelled 

with acrylodan titrated nicely with Importinβ concentration. Hence, I titrated acrylodan labelled 

Nup153FG mutants with Importinβ and obtained apparent KD for the different sites (See Figure 

4.12).  
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Figure 4.12 Titration of acrylodan labelled Nup153FG mutants with Importinβ: Average 
fluorescence lifetime at 535 nm as a function of Importinβ concentration for different 
acrylodan labelled mutants of Nup153FG mutants, 883C (top left), 990C (top right), 1330C 
(bottom left) and 1355C (bottom right). A schematic of the Nup153 sequence with the position 
of the label is shown for each of the titrations. The solid lines represent fit to a binding equation 
(Equation 3.22) yielding an apparent KD and absence of Importinβ is shown as a bar plot 
(bottom). The x axis of all the plots have different ranges such that the binding curve is shown 
clearly; this is to accommodate variations in absolute lifetimes for the different mutants. 
 

The KD showed a small variation maximum ~2 fold between mutants and was in the 

submicromolar range within ~100-200 nM (See Table 4.3). Table 4.3 shows the apparent KD 

values for the different sites. It has to be noted that owing to the multivalency of the system such 

low apparent KD values did not necessarily mean binding interaction was saturated at 
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concentration when lifetime increase saturated; instead it indicated the concentration where the 

effect that caused the lifetime changes, likely desolvation effect, saturated. 

 

Table 4.3: The values for apparent KDs for the all the mutants of Nup153FG 

 

Mutants KD (nM) 

883C 93 + 21 

990C 120 + 24 

1330C 207 + 74 

1355C 71 + 17 

 

4.3.3 Site selective chain motions of Nup153FG in the fuzzy complex using time 
resolved anisotropy measurements. 
 

Considering that in a FGNup-NTR fuzzy complex there is no conformational change in the IDP, 

which is the FGNup, upon partner binding, one indirect way of probing the dynamics of the IDP 

bound to a partner in a fuzzy complex is via direct interrogation of its local chain dynamics. A 

very good probe for local chain dynamics or segmental motion of an IDP either by itself or 

complexed with a partner is time resolved fluorescence anisotropy
100,174

. Time resolved 

fluorescence anisotropy measures the kinetics of depolarization of a fluorophore following 

polarized excitation. It reports on the rotational mobility of a fluorophore in a given environment. 

For a probe located on an IDP surface time resolved anisotropy typically reports on the local 

mobility of the fluorophore as well as the time scale of segmental motion arising from rotational 

dynamics of a segment of the IDP
100

 around the fluorophore to which rotational mobility of the 

fluorophore remains intimately coupled (See Figure 4.13).  

 

Time resolved anisotropy decays were measured for Nup153FG cysteine mutants labelled with 

acrylodan (See Figure 4.13). For unbound Nup153FG anisotropy decays for all the mutants 

showed primarily bi-exponential behaviour with a fast component of ~500 ps and a slower 

nanosecond component of ~5 nanosecond. The fast picosecond component was attributed to free 

rotation of the fluorophore while the slower nanosecond component was attributed to the 

segmental motion of the IDP. The effective time window for a given time resolved anisotropy 

experiment is governed by the lifetime of the fluorophore; this is because anisotropy decays are 

calculated from fluorescence decays detected at parallel and perpendicular polarization. For 

acrylodan labelled Nup153FG mutants average fluorescence lifetimes were ~2.5 ns and thus after 

10 ns the fluorescence intensity became >10% of the initial value; consequently the time 

resolved anisotropy signals could be measured only up to ~10 ns after which the data became 

very noisy. This limited time window often led to some residual anisotropy where the 

fluorophore did not have sufficient time to undergo complete rotational relaxation during its 

excited state lifetime. For unbound Nup153FG the residual anisotropy was fairly low (~0.05). 
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Next I performed anisotropy experiments by adding Importinβ which caused a visibly marked 

change in the anisotropy decays (See Figure 4.13). The decays in this case were also  

 

 
 

Figure 4.13 Time resolved anisotropy decay of Nup153FG: Time resolved anisotropy decay of 
acrylodan labelled mutants of Nup153FG mutants, 883C and a schematic showing how binding 
of a partner suppresses chain dynamics (top left), 990C (top right), 1330C (bottom left) and 
1355C (bottom right), in free state (green) and bound state (blue). A schematic of the Nup153 
sequence with the position of the label is shown for each of the dataset. The solid lines 
represent fit to a bi-exponential.  
 

bi-exponential and yielded a component of ~300 ps representing rotational motion of the 

fluorophore and the longer nanosecond component representing segmental motion of the chain. 

The longer nanosecond component in case of bound Nup153FG increased 4 fold to ~20 ns from 
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5 ns in case of the unbound Nup153FG (See Table 4.4). It has to be noted that in reality the 

longer nanosecond component could actually be longer than 20 ns but not resolved due to the 

limited time window of the anisotropy decays (10 ns). This suggested an acute slowing down of 

the segmental motion of the chain due to Importinβ binding. The most striking feature of the 

anisotropy decays with bound Importinβ was a substantially increased residual anisotropy of 0.2 

compared to 0.05 in the unbound state. These results suggested that in presence of Importinβ 

local motions of Nup153FG had slowed down due to the binding interaction. This observation is 

also consistent with a previous segmental motion study of Nup153FG-Impoertinβ interaction 

done in our lab
100

. 

 

Table 4.4: The values for the parameters of the anisotropy decay for all the mutants fitted 

to Equation 3.4. 

 

Systems ϕ1 (ns) Normalized 

a1 

ϕ2 (ns) Normalized 

a2 

r∞ 

883C 0.44 0.44 3.26 0.66 0.07 

883C 

+Importinβ 

0.24 0.31 23.3 0.69 0.16 

990C 0.55 0.40 4.39 0.60 0.06 

990C 

+Importinβ 

0.28 0.36 17.85 0.64 0.19 

1330C 0.56 0.39 4.73 0.61 0.05 

1330C 

+ Importinβ 

0.28 0.27 27 0.73 0.14 

1355C 0.61 0.35 5.5 0.65 0.07 

1355C 

+ Importinβ 

0.39 0.29 22.7 0.71 0.15 

 

4.3.4 Site selective solvation dynamics in free Nup153FG and Nup153FG in the fuzzy 
complex with Importinβ 
 

After characterising the nature of the Nup153FG-Importinβ interface at different sites using 

acrylodan steady state and time-resolved fluorescence and time resolved anisotropy, I measured 

the solvent response on Nup153FG at multiple sites using acrylodan labelled Nup153FG cysteine 

mutants. Solvation dynamics experiments needed measurement of lifetime across the emission 

spectrum. All the mutants showed wavelength dependent lifetime decays with lifetime decays at 

redder wavelengths becoming longer, as is expected when solvation dynamics occur. The TRES 

obtained via reconstruction from the lifetime data showed a progressive time dependant shift 

towards lower frequencies. Representative examples of wavelength dependent decays and 

reconstructed TRES for 1355C are shown in Fig 4.14. The maximum frequencies of the TRES at 

different time points were used to construct the solvent response curve (See Fig 4.14).  
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Figure 4.14 Solvation dynamics of Nup153FG mutants in presence and absence of Importinβ: 
The solvation dynamics in Nup153 is measured by measuring lifetime decays at different 
wavelengths. A representative set of decays at 475 nm, 505 nm and 545 nm for Nup153FG 
883C are shown (top left) where the decays become longer with increasing wavelengths. TRES 
is constructed from the fits of the decays. Representative TRES of Nup153FG 883C shown (top 
right) where the spectra progressively moves to lower frequencies with time. The solvent 
response curve (bottom left) is obtained by plotting the frequency maxima of the TRES 
obtained at different time points as a function of time. The representative solvent response 
curves for free Nup153FG 883C (in green) and IBB-Importinβ complex (blue) are shown with the 
solid lines representing bi-exponential fits. The fast time component of the solvent response of 
the different mutants that represents water dynamics is shown for the free Nup153FG as well 
as in the fuzzy complex with Importinβ complex (bottom right) as a bar plot. Two independent 
experiments recovered time constants within 15% of each other.  
 

The solvent response for the free Nup153FG was found to be bimodal with a lot of the stokes 

shift of the TRES happening in under 500 ps followed by slower nanosecond relaxation, as was 

the case for the IBB systems. The data was thus analysed with bi-exponetials. The time 
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components recovered were ~200 ps and a longer nanosecond component of ~2-3 ns depending 

on the mutant. These components were interpreted in a way similar to that of IBB solvation 

dynamics data, the picosecond component assigned to surface water dynamics on the IBB and 

the nanosecond component attributed to slower protein dynamics or dye photophysics
159

. The 

data thus suggested minimal changes (>15%) of the water dynamics on the Nup153FG surface 

when one moved from one site to another having different local sequence propensities. 

 

 After probing solvation dynamics on free Nup153FG I repeated the experiments in Nup153FG -

Importinβ to probe the water dynamics at the interface of the Nup153FG and Importinβ. The 

solvent response curves for Nup153FG and Importinβ were also bimodal and analysed with bi-

exponentials yielding a picosecond component representing surface solvation dynamics and a 

longer component representing slower relaxation processes. To my surprise I found that unlike 

IBB, Nup153FG despite forming a desolvated interface upon complex formation with Importinβ 

as seen from acrylodan fluorescence emission and lifetime, did not show any retardation of 

surface solvation at any of the sites. All the mutants showed a picosecond component of the 

solvent response arising from water dynamics to be ~200 ps (See Fig 4.14 and Table 4.5 for 

details of the fit). This invariance of the fast time component in Nup153FG upon Importinβ 

binding was confirmed from two independent sets of experiments where the recovered time 

constants were within 15% of each other. This indicated that the interfaces of Nup153FG and 

Importinβ were very labile and not rigid and hence the dynamics of water could remain unaltered 

compared to the free protein. Such unaltered dynamics of interfacial water might be related to 

presence and maintenance of the dynamic nature of the IDP in fuzzy complexes.  

 

Table 4.5: The values obtained from bi-exponential fits of the solvent response curve for 

Nup153FG mutants 

 

System τ1 (ps) Normalized a1  τ2 (ns) Normalized a2 

Nup153FG 883C 247 0.60 2.3 0.40 

Nup153FG 883C  

+ Importinβ 

192 0.82 6.8 0.18 

Nup153FG 990C 235 0.73 2.4 0.27 

Nup153FG 990C 

 + Importinβ 

218 0.84 5.2 0.16 

Nup153FG 1330C 245 0.66 3.4 0.34 

Nup153FG 1330C  

+ Importinβ 

213 0.73 7.4 0.27 

Nup153FG 1355C 253 0.63 3.2 0.37 

Nup153FG 1355C 

 + Importinβ 

217 0.66 4.6 0.34 

 

 



79 
 

4.4 Dynamic characterization of a fuzzy complex NSP1FG and Importinβ 
 

To establish the generality of the observations on the FGNup-NTR fuzzy complex (Nup153FG 

and Importinβ) I used another FGNup from Yeast, NSP1FG which had been reported to form a 

fuzzy complex with the NTR Kap95 (the Yeast homologue of human Importinβ) using NMR 

spectroscopy
105

. I first established fuzzy complex formation of NSP1FG with Importinβ using 

single molecule FRET and FCS. Next, I used site selective acrylodan fluorescence to 

characterize interfacial environment in NSP1FG-Importinβ complex. Finally, I measured solvent 

response on NSP1FG surface and at the interface of NSP1FG and Importinβ to see if the results 

described in the previous sections on Nup153FG-Importinβ were general for FGNup-NTR 

complexes and applied to other FGNup-NTR fuzzy complexes as well. 

 

4.4.1 Single molecule characterisation of fuzzy complex formation by NSP1FG. 
 

A hallmark of FGNup-NTR fuzzy complexes is binding without conformational change. Thus, to 

establish that NSP1FG forms a fuzzy complex with Importinβ, binding and lack of 

conformational change of NSP1FG in the bound state had to be established. 

 

First, to assess if Importinβ caused a conformation change in NSP1FG I used smFRET which 

gives distance information between two points bearing donor and acceptor fluorophores and is 

thus a very good probe for conformational change. For smFRET experiments I used a NSP1FG 

fragment (1-175aa of NSP1FG) with a cysteine residue in the second position and the ncAA AcF 

at the penultimate position. The AcF was incorporated in response to an amber (TAG) codon via 

an amber suppressor machinery consisting of an orthogonal tRNA and aaRS pair which 

incorporated AcF. The acceptor dye Alexa488 maleimide was conjugated to the cysteine residue 

while the donor dye Alexa488 hydroxylamine was conjugated to the AcF residue. This allowed 

me to directly probe any conformational change in NSP1FG fragment.  

I performed multiparameter smFRET experiments with PIE excitation combined with burst wise 

analysis on double labelled NSP1FG fragment, as I had done for IBBS24C/S55C described in 

previous sections. In the 2D histograms of S vs EFRET (Fig 4.15) the population, where both the 

dyes were present and active (at S~0.5 and variable EFRET), was identified and monitored for 

probing FRET changes. Free NSP1FG fragment showed an EFRET ~0.41. In presence of 

Importinβ there was no shift in the EFRET and it stayed practically constant at ~0.42 (See Fig 

4.15). While both the datasets other than having a population having both donor and acceptor 

dyes contained a population bearing only donor dyes (EFRET ~0, S~1), the data for free NSP1 also 

showed a pronounced population of molecules bearing only acceptor dyes (S~0). No change in 

EFRET implied that NSP1FG fragment maintained its conformational ensemble in presence of 

Importinβ. Such indifference of EFRET and thus conformation of NSP1FG fragment indicated 

either fuzzy complex formation between NSP1FG fragment and Importinβ or no interaction  
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Figure 4.15 smFRET and FCS to probe fuzzy complex formation between NSP1FG fragment 
and Importinβ: The smFRET data is represented as 2D histograms of S vs EFRET where 
populations corresponding to S~0.5 represent molecules where FRET is happening. In free NSP1 
fragment the EFRET is 0.43 (top) and it remained unchanged in presence of Importinβ (middle). 
FCS data obtained from the smFRET data (bottom) shows the data for free NSP1 fragment 
(green) an NSP1 fragment in presence of Importinβ (blue) and the solid lines represent fits to 
2D diffusion model with a triplet state. 
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between the two. To check for the presence of binding interactions between NSP1FG fragment 

and Importinβ  I used FCS. FCS traces were calculated from the smFRET data (See Figure 4.15). 

As was the case for IBB, for FCS data only the acceptor signal resulting from the acceptor laser 

pulse was used. FCS traces were fitted to a 2D diffusion model with a triplet state. Free NSP1FG 

fragment had a diffusion time of ~0.59 ms. In presence of Importinβ the diffusion time increased 

to ~0.82. A ~1.4 fold increased diffusion time indicated a large change in molecular weight and 

thus confirmed that NSP1FG fragment formed a complex with Importinβ. From the combined 

smFRET and FCS results I could conclude that NSP1FG formed a fuzzy complex with 

Importinβ where binding without any conformational change occurred. This was also somewhat 

expected as NSP1FG is known to forms a fuzzy complex with the Yeast homologue of 

Importinβ, Kap95.   

 

4.4.2 Site specific acrylodan fluorescence to characterise NSP1FG-Importinβ 
interface 
 

After having characterised the NSP1FG-Importinβ interaction to be that of fuzzy type, I 

engineered a single cysteine mutant NSP1FG 101C where the cysteine residue was placed in the 

region which I confirmed with smFRET to be interacting via a fuzzy mechanism with Importinβ. 

NSP1FG 101C was site specifically labelled with acrylodan to characterise the binding interface 

of NSP1FG and Importinβ in the fuzzy complex formed. Acrylodan labelled NSP1FG 101C 

showed an emission around ~535 nm, like acrylodan labelled IBBS24C and Nup153FG mutants, 

as expected for a solvent exposed site on an IDP surface lifetime (See Figure 4.16) 
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Figure 4.16 Acrylodan emission and lifetime in NSP1-Importinβ interaction: A schematic 
showing the labelling position of acrylodan in the context of the sequence of NSP1 (top). Steady 
state emission for NSP1 101C (bottom left) shows the emission spectra in PBS (green line) to be 
blue shifted in presence of Importinβ (blue line). The lifetime decay of acrylodan labelled NSP1 
101C at 535 nm (bottom right) for NSP1 101C in free state (green line) and in presence of 
Importinβ (blue line) showing increased lifetime in presence of Importinβ. 
  

Upon addition of Importinβ the spectral maxima underwent a 30 nm shift to 505 nm from 535 

nm in the free protein; this was also accompanied by a ~2.5 fold increase in intensity and 1.5 fold 

increase in average lifetime (See Figure 4.16). Acrylodan’s emission is strongly polarity 

dependent and blue shift indicated decreased local polarity around the fluorophore. This spectral 

behaviour was very similar to that observed during binding of both IBB and Nup153 to 

Importinβ and resulted very likely from the desolvation of the IDP surface upon binding. The 

intensity and lifetime increase observed for NSP1FG 101C was also seen when Nup153FG and 

IBB bound Importinβ and this effect could also be explained via desolvation near the fluorophore 

resulting in decrease of the amplitude of non-radiative processes contributing to depopulating the 

excited state. To quantitate the extent of the desolvation I estimated local relative permittivity 

sensed by acrylodan on NSP1 101C by itself and in presence of Importinβ as was done for 

acrylodan labelled Nup153FG cysteine mutants and IBBS24C by comparing emission spectral 

maxima with spectral data for acrylodan-2-mercaptoethanol in different solvents (See Figure 

4.17) . 

 

 
 

Figure 4.17 Relative permittivity for NSP1 in presence and absence of Importinβ: The peak 
frequencies (cyan open circles) of acrylodan-β conjugate in different solvents is plotted against 
the relative permittivity of those samples. The red line represents a linear fit through the data.  
The relative permittivity experienced by acylodan in unbound NSP1 (green solid circle) and in 
presence of Importinβ (blue solid circle) is obtained from the emission peak frequencies using 
the equation (εr = -0.013νmax + 304 where εr and νmax are the relative permittivity and emission 
maximum frequency in cm-1 respectively) for the linear fit of the relative permittivity vs 
emission frequency of acrylodan-2-mercaptoethanol. The data shows decreased relative 
permittivity of IBB bound to Importinβ compared to free IBB 
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The local relative permittivity in unbound NSP1FG 101C was 58.5 which decreased by ~15 units 

to 44.1 in presence of Importinβ (See Fig 4.17). Relative permittivity served as a proxy for local 

polarity, with a reduction in polarity reducing relative permittivity. The extent of the drop in 

relative permittivity for NSP1FG upon Importinβ binding was similar to that of IBB and 

Nup153FG; thus the amount of reduction in polarity stemming from desolvation for NSP1FG 

upon partner binding was similar to those of IBB and Nup153FG. 

 

4.4.3 Site specific solvation dynamics of NSP1FG and the NSP1FG-Importinβ 
interface 
 

After having characterized the nature of the NSP1FG-Importinβ interface using acrylodan steady 

state and time-resolved fluorescence, I measured the solvent response on NSP1FG using 

acrylodan labelled NSP1FG 101C. Lifetime decays across the emission spectra were collected. 

The decays showed wavelength dependence, the decays became longer with increasing 

wavelength as is expected when solvation dynamics occur (See Figure 4.18). The fitting 

parameters obtained from the fluorescence decays were used to reconstruct the TRES which 

showed a continuous time dependent shift towards lower frequencies. Wavelength dependent 

decays and reconstructed TRES for NSP1FG 101C is shown in Figure 4.18. The maximum 

frequencies obtained from the TRES at different time points were used to construct the solvent 

response curve (See Figure 4.18).  

 

The solvent response of free NSP1FG 101C was clearly bimodal, as was the case for all the 

previous systems. The data was thus analysed with bi-exponetials. The time components 

recovered were ~100 ps and a longer nanosecond component of ~1.7. The components were 

interpreted in a way similar to that of IBB and Nup153FG solvation dynamics data, the 

picosecond component originated from surface water dynamics on NSP1FG and the nanosecond 

component probably originated from slower protein dynamics or dye photophysics
159

. 

 

Having characterised the solvent response on NSP1FG surface I performed the experiment to 

probe the solvent response in presence of Importinβ and see how Importinβ binding modulated 

the solvent response. The solvent response at the NSP1FG-Importinβ interface was also bimodal 

and analysed with bi-exponential. The time components recovered were 100 ps and 3.3 ns. Thus, 

the fast picosecond component arising from surface water dynamics remained unchanged at 

~100 ps in comparison to the free protein (See Table 4.6). This indicated that despite forming a 

solvent excluded hydrophobic interface with Importinβ, the binding did not perturb the dynamics 

of the water molecules.  This behaviour was qualitatively very similar to that seen for Nup153FG 

where the presence of Importinβ did not affect the dynamics of water molecules on the surface of 

the IDP. The most crucial aspect of this experiment was that it strongly supported the fact that  
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Figure 4.18 Solvation dynamics of NSP1 101C in presence and absence of Importinβ: The 
solvation dynamics in NSP1 101C is measured by measuring lifetime decays at different 
wavelengths. Representative decays at 475 nm, 505 nm and 545 nm for NSP1 101C are shown 
(top left) where the decays become longer with increasing wavelengths. TRES (top right) is 
constructed from the fits of the decays shown where the spectra progressively moves to lower 
frequencies with time. The solvent response curve (bottom left) is obtained by plotting the 
frequency maxima of the TRES obtained at different time points as a function of time. The 
solvent response curves for free NSP1FG 101C (in green) and IBB-Importinβ complex (blue) are 
shown with the solid lines representing bi-exponential fits. The fast time component of the 
solvent response representing water dynamics is shown for the free NSP1 as well as in the fuzzy 
complex with Importinβ complex (bottom right) as a bar plot. The time components recovered 
from two independent experiments were within ~15% of each other. 
 

the observed unchanged solvation dynamics after binding partner protein, is general to Nup-NTR 

interactions or probably even fuzzy interactions at large. Biologically for NSP1 the implications 

of having unperturbed water dynamics upon binding partner proteins might have a role in the 

formation and dynamics of these fuzzy complexes, as might have been the case for Nup153FG. 
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Table 4.6: The values obtained from bi-exponential fits of the solvent response curve 

 

System τ1 (ps) Normalized a1  τ2 (ns) Normalized a2 

NSP1 101C 98 0.63 1.7 0.37 

NSP1 101C + Importinβ 101 0.77 3.3 0. 23 
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Chapter 5 
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5 Discussion 
 

In this section, I will first describe the comparison of the implications of my spectroscopy 

experiments on solvation; I will construct a simple energy barrier based argument to explain how 

differential modulation of solvation dynamics is related to different binding mechanisms. 

Subsequently, I will explain some of the challenges in the experiment and complementation of 

my data with MD simulations, which provide a complementary perspective on solvation 

dynamics in IDPs and IDP complexes and discuss the limitations of both the techniques. Finally, 

I will discuss the general biological implications of my results in the context of IDP biology with 

major emphasis on the nucleocytoplasmic transport. 

 

5.1 Implications of interfacial solvation dynamics in the plasticity of IDP-

protein complexes 
 

My spectroscopic experiments can be summarized by two general observations: 

 

 1) When an IDP binds a partner the interface formed is more hydrophobic and desolvated 

compared to the free IDP surface. This happens irrespective of whether the binding mechanism 

is coupled folding-binding or fuzzy complex formation.  

 2) The interfacial solvation dynamics in an IDP complex compared to solvation dynamics on the 

IDP surface is dependent on the binding mechanism. For fuzzy complexes interfacial salvation 

dynamics is not retarded compared to the free IDP, while in complexes formed by coupled 

folding-binding mechanism there is a retardation of interfacial solvation dynamics compared to 

the free IDP. 

 

I have shown formation of a desolvated hydrophobic interface in IBB-Importinβ complex (See 

Figure 4.7 and Figure 4.8), Nup153FG-Importinβ complex (See Figure 4.10 and Figure 4.11) 

and NSP1FG-Importinβ complex (See Figure 4.16 and Figure 4.17) using steady state and time 

resolved acrylodan fluorescence. The desolvation upon partner binding likely favours binding 

interactions by an entropic gain from release of bound water molecules. This effect is akin to the 

hydrophobic effect and applies to most bimolecular recognition processes in general. The change 

in interfacial solvation upon binding is however very much dependent on the mechanism (See 

Figure 5.1). There is a general difference between complexes of IDPs formed by a fuzzy binding 

mechanism and those formed by coupled folding-binding mechanism from the standpoint of 

interfacial solvation dynamics. I have shown that interfacial solvation is slowed down in case of 

IBB-Importinβ complex which is formed by coupled folding-binding mechanism (See Figure 

4.9). I have also shown that in Nup153FG-Importinβ (See Figure 4.14) and NSPIFG-Importinβ 

(See Figure 4.18), which are fuzzy complexes, interfacial solvation remains largely unperturbed 
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contrasting to my observations for IBB-Importinβ. The fold change in the timescales of solvation 

dynamics of the IDPs upon partner binding clearly demonstrates this binding mechanism 

dependent modulation of solvation dynamics (See Figure 5.1). This lets one associate distinct 

dynamical fingerprints with distinct binding mechanisms in IDPs and allows classification of 

IDP complexes solely from a solvation dynamics standpoint. The two types of complexes studied 

differ greatly in terms of the plasticity of the IDP in the complex; in a complex formed by a 

coupled folding-binding interaction the IDP assumes a folded structure with stable secondary 

structural elements while in a fuzzy complex an IDP retains its disorder in the bound state and 

thus retains fast conformational dynamics owing to lack of any persistent secondary structural 

elements. Considering that IDPs lack structural motifs to guide recognition, my finding that 

different IDP binding mechanisms are correlated with different types of interfacial water 

dynamics, necessitates some deliberation about the role water dynamics may play in distinct 

modalities of IDP recognition. 

 

 
Figure 5.1 Comparison of solvation dynamics modulation upon partner binding in IDPs; fuzzy 
complex formation vs coupled folding-binding: Relative change of the 10-100ps component of 
solvation dynamics of Nup153FG mutants (green), NSP1FG (green) and IBB (blue) upon binding 
Importinβ from spectroscopy experiments. All Nup153 mutants and NSP1FG show minimal 
perturbation of solvation dynamics while IBB shows a dramatic slowdown in solvation by ~3-
fold, upon binding Importinβ. The red dashed lines represent the average values of fold 
changes in solvation when Nup153 mutants and NSP1FG bind Importinβ. 
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For a coupled folding-binding system, the interface formed between the IDP and the partner is a 

‘folded-folded’ interface; this type of interface essentially constitutes the interfaces in all 

complexes formed by folded proteins and has been studied extensively.  There is evidence that 

water dynamics at ‘folded-folded’ interfaces of protein complexes is retarded compared to the 

surface; for example a MD study systematically analyzed the dynamically retarded features of 

interfacial water in 17 protein complexes
175

 and a recent computational study demonstrated the 

role of slow dynamics of ~10 interfacial water molecules in stabilizing the insulin hexamer 

structure
176

. There is also evidence that a folding transition is associated with slowing down of 

solvation as seen for HSA
137,135

 and the slowed dynamics help in stabilization of the folded 

structure. Based on these arguments it is reasonable to assume that the ‘folded-folded’ interface 

formed by a disordered IDP upon recognition of its partner in a complex formed by coupled-

folding binding would have slower water dynamics compared to the free IDP. The slowed down 

dynamics is likely involved in the stabilization of the interface and subsequently the complex.   

 

In a fuzzy complex, the interface between the partner and IDP is typically a ‘disordered-folded’ 

interface where the interface constitutes folded elements of the partner and disordered elements 

from the IDP. Unlike a ‘folded-folded’ interface, little is known about the water dynamics in a 

‘disordered-folded’ interface. In the ‘disordered-folded’ interface there is substantially more 

dynamics compared to a ‘folded-folded’ interface. If retarded water dynamics is likely linked to 

stabilization of ‘folded-folded’ interface, unperturbed water dynamics might be linked to the 

plasticity of a ‘disordered-folded’ interface, facilitating fast dynamics of the IDP in the bound 

state. Recent studies that indicate direct slaving of protein dynamics by solvent 

dynamics
140,144,145

also support the fact that maintenance of fast dynamics of the IDP at the 

interface in a fuzzy complex would require water dynamics to remain as fast as in the free IDP. 

Also fast and dynamic processes have been associated with non-retarded interfacial solvation 

dynamics; for example a fast DNA polymerase does not experience substantial slowing down of 

water dynamics at the active site and DNA interface while a slow polymerase does
141,142

. 

 

I have finally come up with a physical schematic model to explain how differential interfacial 

solvation dynamics may be related to and probably be the driving force behind differential 

plasticity in different IDP complexes formed by different mechanisms (See Fig 5.2). The 

essential idea behind this model is the fact that solvent reorganization poses energy barriers. 

Thus in a scenario where interfacial solvation in the bound state is slower than in the free state of 

an IDP, as seen in coupled-folding binding complexes, conformational fluctuations are impeded 

by free energy barriers arising from solvent reorganization when transitioning from bound to free 

state occurs or vice-versa. However, when solvation dynamics remain unperturbed in the bound 

state, as seen for fuzzy complexes, free energy barrier from solvent reorganization does not arise, 

facilitating unimpeded dynamics. This would explain why coupled folding-binding systems 

show greater kinetic stability and lesser dynamics than fuzzy systems. While ‘Aristotelian  
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Figure 5.2 A model highlighting potential regulatory roles of solvation dynamics in governing 
plasticity of IDP in a complex: A schematic showing an IDP bound to its partner performing 
conformational fluctuations (top). The circled area represents a portion of the IDP that 
transiently disassociates and reassociates with the partner. This conformational fluctuation is 
captured in three distinct molecular states, I, ll and lll. A schematic showing the energy barrier 
during conformational fluctuations of an IDP, when solvation dynamics in the bound state is 
slower than that in the unbound state (middle).  The three states described in the top 
schematic are represented in terms of energy and are at different free energy levels due to the 
solvation retardation which results in formation of energy barriers that kinetically impede 
conformational fluctuations. A schematic similar to the middle schematic showing energy 
barriers in conformational fluctuation of an IDP when solvation dynamics remains unperturbed 
upon binding (bottom). These result in minimal energy difference between the states during 
the conformational fluctuation with barriers from solvent reorganization eliminated and thus 
the process can be very fast. 
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teleology, might spur one to promptly infer based on this discussion that interfacial dynamics 

dictates plasticity of IDP complexes and consequently binding mechanisms, such interpretations 

should be made with due caution. This is because in this scenario it is not straightforward to 

establish causality as one cannot very easily modulate solvation in a predictable fashion and see 

its effects on dynamics. However, what can be said with certainty is that the different IDP 

complexes formed by the different mechanisms of coupled folding binding and fuzzy complex 

formation, are associated with differential modulation of interfacial solvation dynamics and this 

differential modulation of solvation dynamics certainly contributes to facilitating dynamics in 

fuzzy complexes and kinetic stability in coupled-folding binding based complexes. This 

underscores the role of water as a major stakeholder in IDP recognition and hints at the 

possibility that in the absence of structural motifs IDPs may employ solvation dynamics to 

attenuate the plasticity of IDP complexes for achieving diverse functionality. 

 

5.2 Complementation of solvation dynamics spectroscopic experiments with 

MD (Molecular Dynamics) Simulation 
 

5.2.1 Challenges of monitoring solvation dynamics 

 

Solvation dynamics in the experiments I performed was monitored by using dipolar relaxation 

probes.This approach provides the advantages of site specificity; however, it also suffers from 

several limitations like potential invasiveness of the probe, entanglement of slower relaxations 

like protein dynamics with solvent response and limited time resolution.  

 

The site-specific incorporation of a fluorescent probe to investigate solvation dynamics brings 

the question of invasiveness of the fluorescent probe. I performed required control experiments 

to ensure that this should not be the case for all the systems I have studied, and established that 

interaction of the labelled proteins with its partner would still be happening. Specifically, I 

showed for FGNups that acrylodan labelling at multiple sites did not interfere with NTR binding 

(See Figure 4.12) and for IBB I showed that labelling the site used for acrylodan conjugation did 

not impede disorder to helix transition (See Figure 4.4 and Figure 4.5).While these observations 

largely exonerate dye labelling to be a source of potential artefacts, another issue with probes is 

that in situations where the actual binding motif is minimal, such as FG motifs in FGNups, using 

a label makes it impossible to probe those motifs directly. 

 

The measurement of solvation dynamics via a spectroscopic approach, due to the physics of 

dipolar relaxation, will report on any dipolar entities other than water such as protein backbone 

and side-chains around the fluorophore which would also lead to this relaxation process, hence 

one cannot exclusively probe water dynamics. Usually dynamic processes other than solvation 
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are significantly slower than water dynamics and it is thus possible to separate the components of 

a solvent response based on the timescales of the recovered time components from the solvation 

response. While this is a modestly reasonable approach, such analysis suffers from the risk of 

misinterpretation in case of extremely complex systems such as IDPs.   

 

A technical limitation of the current measurements, I presented in previous sections, is the fact 

that with the current time resolution of ~100ps I missed a significant part of the solvation 

dynamics happening in under 10ps. While biological recognition is mainly related to modulation 

of slower components of solvation dynamics
152,142

 which was resolvable in my experiments, it 

can still be insightful to explore the fast dynamics. From the experimental side this can be 

addressed using advanced spectroscopic techniques such as femtosecond resolved transient 

absorption spectroscopy and that is what I am currently pursuing (Outlook section).  

 

5.2.2 Correspondence of the MD simulations with spectroscopy; insights from the 

combined approach 

 

Atomistic MD simulations have the potential to alleviate some of the issues mentioned in the 

previous sections. MD simulations can directly probe solvation or protein dynamics for a given 

system in its indigenous form with atomistic resolution in any region of interest without the need 

for a label, thus eliminating all potential concerns about invasiveness of fluorescent labels and 

the failure of fluorescent labels to directly probe minimal motif based interactions. Additionally, 

atomistic MD simulations provide direct access to the water molecules and thus an opportunity 

to probe exclusively the dynamics of water molecules, unlike experiments where the solvent 

response might be entangled with other dynamical process. Finally MD simulations offer an 

unprecedented time resolution and can help investigate if any dynamics faster than what I could 

have measured spectroscopically contribute to the dynamics and interaction of a system.  Hence, 

while MD has its own sets of limitations discussed later, it seems to be a powerful tool with the 

potential to offer complementary information about solvation in IDPs which would help 

overcome some of the shortcomings of my current experiments. Thus a combined MD 

simulation and spectroscopy approach would provide more complete and holistic information 

about solvation dynamics in IDPs and its molecular role in IDP dynamics and interactions; even 

qualitative correspondence between observations made using MD simulation and spectroscopy 

would serve as a more rigorous validation of the observations. To this end I collaborated with 

Prof. Frauke Grater in the HITS Institute and her postdoctoral student Davide Mercadante who 

performed MD analysis of solvation dynamics in some of the systems that I studied 

spectroscopically. 

 

To investigate solvation dynamics by MD simulations a sphere of 4Å radius was constructed 

around the regions of interest. For IBB the region of interest was the S24C residue, the same 

residue that I mutated to a cysteine residue in my experiments (See Figure 5.3). For Nup153FG, 
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MD simulations were performed on the FxFG (1310-1391 of Nup153FG) fragment of 

Nup153FG; the region of interest was defined around an F residue in a PxFG motif to directly 

probe the solvation on the actual binding motif (See Figure 5.3). All the water molecules in the 

mentioned 4Å radius sphere were analyzed over the entire trajectory of the simulation. This 

allowed exclusive analysis of water dynamics close to the IDP surface in the free IDP and in 

complex with the partner Importinβ. 

 

 
 

Figure 5.3 Regions of interest defined for solvation dynamics analysis by MD simulations: This 
figure has been provided by Dr. Davide Mercadante. Importinβ and IBB in isolation and in 
complex (top). The structures are shown using cartoon representation and coloured light blue 
for Importinβ and with different colours for IBB in its unstructured ensemble. After complex 
formation, IBB is fully helical and is shown in yellow. S24 used to tag the protein with acrylodan 
is shown using the vdW surface and coloured by atom type. Importinβ and the water molecules 
at the binding interface, within the considered cutoff of 0.4 nm are shown as balls and sticks 
and coloured by atom type. Nup153FG conformers unbound and bound to Importinβ (bottom). 
Unlike IBB, FG-Nups retain a disordered state when they bind to NTRs. FG repeats along the 
sequence of the intrinsically disordered nucleoporin are shown by vdW surface and coloured by 
atom type. In the zoom-in windows at the right-end side of the figure, water molecules at the 
binding interface, within the considered cutoff of 0.4 nm are shown as balls and sticks and 
coloured by atom type. 
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For analysis of solvation dynamics the residence times of the water molecules in the defined 

regions of interest were analyzed over an entire MD trajectory. Analysis of residence times 

provides a very direct handle on solvation dynamics as it interrogates directly how dynamically 

constrained water molecules are on a molecule by molecule basis in a given region of interest. 

This analysis would thus be a very good approach to corroborate my experimental data; this is 

because this would be complimentary to my experiments which measured dipolar relaxation, that 

reports the overall collective response of the water and the environment to a perturbation. 

 

The residence time distribution of the water molecules in the defined regions of interest were 

analyzed with biexponentials and typically yielded two components, a short picosecond 

component under 10 ps (~5 ps) and another long picosecond component in tens of picoseconds 

(See Figure 5.4). The order of these time scales are in perfect alignment with time scales of 

solvation measured in several proteins spectroscopically using dipolar relaxation of               

tryptophan
145,177

; this establishes a direct phenomenological link between solvation dynamics 

analyzed from residence times of water using MD simulations and that obtained from dipolar 

relaxation spectroscopy.  

 

The short picosecond component obtained from MD simulations is inaccessible with our time 

resolution. However, the MD data also showed that this short picosecond component remained 

constant across the various systems indicating that this component of water dynamics might not 

be super critical for biological recognition. This is also evidenced by few spectroscopic studies 

of protein solvation in the context of molecular recognition where the sub-10 picosecond 

component shows minimal change in different conditions; for example, when a polymerase binds 

DNA
142

 or an IDP undergoes an amyloid transition
152

 the timescale of the sub-10 picosecond 

component of solvation dynamics remains practically unchanged. This means that 

experimentally the part of the solvent response we missed in all likelihood did not contain any 

dynamic information, which is related to molecular recognition. 

 

The long picosecond component obtained from MD was on the same timescale as the picosecond 

component observed in my spectroscopic experiments, in the order of 10s to 100s of 

picoseconds. This parity in the order of the timescale also assured me that the assignment of the 

picosecond component of the spectroscopically obtained solvent response as surface water 

dynamics was correct. Each MD trajectory was run for 20 ns, hence in case solvation dynamics 

was associated with additional slower nanosecond timescales, their presence would have been 

apparent in the MD data. The absence of any prominent nanosecond component in the decay of 

water residence time from MD simulations also ascertains that the nanosecond component of the 

solvent response that I obtained from spectroscopy, were possibly artefacts originating from 

slower relaxation processes as I had interpreted.  
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Figure 5.4 Analysis of solvation dynamics from MD simulations: The residence times of water 
obtained from MD in the different regions of interest in the different protein systems are 
analysed with a bi-exponential. The data is shown as a bar plot showing the fast picosecond 
time component (green) and slow picosecond time component (blue) for Nup153FG and IBB in 
free state and in bound state. The error bars represent standard error of the mean. The data 
plotted in this figure is from Dr. Davide Mercadante. 
 

The MD data showed good qualitative correspondence with the spectroscopic experiments. 

Unlike the short picosecond component, the longer picosecond residence time component 

obtained from the MD simulations changed depending on the system studied. For the 

Nup153PxFG segment, the long picosecond residence time obtained from MD (~80 ps) was 

completely agnostic about whether the IDP was in a free state or bound to its partner Importinβ 

(See Fig 5.5). This finding is not only in line with the spectroscopic observation but also extends 

the realm of our understanding of solvation dynamics in FGNup-NTR complexes based on 

spectroscopic measurements. Unlike in the spectroscopic experiments, in MD simulations the 

water dynamics is probed around a F residue in an FG motif that constitutes the actual binding 

epitope. For IBB, MD simulations revealed a ~1,4 fold slowdown of the long picosecond water 

residence time around the S24 residue, evolving from ~80ps in the unbound state to ~125ps in 

the Importinβ bound state (See Fig 5.5); this is again in perfect qualitative agreement with my 

spectroscopic observation.  
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Figure 5.5 Comparison of solvation dynamics from MD simulations and spectroscopy: Relative 
change of the 10-100ps component of solvation dynamics of Nup153FG and IBB upon binding 
Importinβ from both spectroscopy and MD simulations. All Nup153 mutants show minimal 
perturbation of solvation dynamics while IBB shows a dramatic slowdown in solvation by ~3-
fold from experiment and ~1.5-fold from simulations upon binding Importinβ. The red dashed 
lines represent the average values of fold changes in solvation when Nup153FG binds 
Importinβ. The MD data used in this figure is from Dr. Davide Mercadante. 
 

While MD simulations and spectroscopic experiments are consistent in qualitatively sensing 

relative retardation of solvation dynamics between protein pairs, when comparing absolute 

numbers between FGNup-NTR vs IBB-NTR, there is a twofold discrepancy. The primary source 

of discrepancy arises from the fact that MD simulations and spectroscopic experiments probe 

two different observables of solvation dynamics namely residence time and dipolar relaxation as 

mentioned earlier; dipolar relaxation probes the collective response of water molecules to a 

perturbation while residence times probe the time spent by individual water molecules in a 

defined region of interest and this makes these two quantities complementary but not formally 

related. Hence, in some sense attempting to make qualitative comparisons between these two 

observables is not valid. Additional sources of this discrepancy likely lie in  inaccuracies of the 

protein as well as the water force field
178

, the effect is more pronounced in the cases where the 

systems studied are IDPs as IDP dynamics are extremely sensitive towards the choice of the 

force field
179,180,181

. One should also note that a similar discrepancy with experiments existed 
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even for previous MD simulation studies that probed solvation by computing an observable that 

was measured directly by experiments
177,149

. 

 

To summarize, a combination of spectroscopic and MD studies offers a unique perspective on 

IDP solvation dynamics in the context of binding interaction. Both simulations and spectroscopy 

unambiguously demonstrate stark differences in the relative retardation of solvation dynamics at 

the interface of an IDP and a partner protein, depending on the binding mechanism of the IDP. 

For IBB, which undergoes a coil to helix folding transition upon binding its partner Importinβ, 

there is a slowing down of solvation; while solvation remains unperturbed around Nup153FG 

upon formation of a fuzzy complex with Importinβ where Nup153 retains its disorder. Both 

technologies, spectroscopy and MD simulations, capture this phenomenon reporting a change of 

~0.9 and ~1- fold for Nup153FG, and ~1.5 and ~3.2 fold change for IBB respectively (See Fig 

5.5). Thus, one can conclude that both spectroscopy experiments and MD simulations capture the 

same trend in solvation dynamics associated with different binding mechanisms of IDPs, 

validating the combined MD and spectroscopic approach and subsequently validating the 

proposed molecular mechanism by which solvation modulation governs binding plasticity. 

 

5.3 Implications of interfacial solvation dynamics in the plasticity of IDP-

protein complexes 
 

 

The biological implications of differential solvation dynamics in different types of IDP 

complexes can be far reaching. My results help explain the functionality of IDPs involved in the 

nucleocytoplasmic transport pathway I studied, IBB and FGNups, from a dynamic standpoint. 

 

Recognition of IBB by Importinβ leads to the formation of the import complex
77

. For a 

successful transport event across the NPC it is imperative that the import complex is stable 

during transit across the NPC which typically happens on a millisecond timescale
96,94

. I believe 

that the slow water dynamics at the interface is key to the kinetic stability of the complex and is 

associated with strong energy barriers preventing conformational plasticity and subsequent 

disassociation. Biochemical and MD simulation studies support this notion. MD simulations 

showed very stable secondary structure in IBB bound to Importinβ over a 40 ns MD trajectory 

showing minimum conformational fluctuation
182

 and SPR experiments showed a low koff of ~10
-5 

s
-1   

suggesting high kinetic stability
183

. 

 

For the FGNup-NTR system, a recent detailed investigation spearheaded by our lab
25 revealed a 

novel ultrafast binding mechanism where a disordered FGNup binds a NTR retaining its disorder 

through a set of multivalent fast low affinity interactions forming an archetypal fuzzy complex
25

. 

This allows fast yet selective transport across the NPC where multivalency ensures overall 

affinity between the FGNup and the NTR while low affinities of individual FG motifs facilitate 



98 
 

fast dynamics and fuzziness in the complex (See Transport paradox section in Introduction). A 

recent computational study afforded a visual description of how FGNup-NTR interaction might 

facilitate fast transport
106

; the said study demonstrated the FGNup-NTR interface to be labile on 

a picosecond-nanosecond timescale allowing a 2D slide of transporter along the FGNup to 

facilitate fast transport. An important question that came out of the study is: what are the barrier 

reducing mechanisms, which facilitate such ultrafast dynamics at the FGNup-NTR interface? 

While it is experimentally very challenging if not impossible to pinpoint all barrier reducing 

mechanisms, from my data it is clear that non-retardation of solvation dynamics in FGNups upon 

NTR binding contributes to reducing the barrier toward fast conformational fluctuations. Hence 

my results add a new perspective to this novel binding mechanism. 

 

The implications of interfacial solvation dynamics modulation is not limited to NPC biology 

only and can play a crucial role in IDP biology. For example, solvation dynamics in amyloid 

fibrils formed from an amyloidogenicIDP κ-ceasin is substantially retarded compared to the free 

IDP
152

; this might explain the extreme kinetic stability of amyloids in general. Solvation 

dynamics might also play a role in the retention of dynamics, disorder and lability in liquid-

liquid phase separated states for IDPs, which is subject to investigation though. In summary, 

solvation modulations have strong implications in IDP complex dynamics leading to a spectrum 

of plasticity ranging from fast and dynamic to stable, tightly bound, and subsequently leading to 

a variety of functions ranging from transient dynamic interaction to long lived interactions. 
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6 Outlook 
 

In this section I will discuss how I have tried to overcome the limited time resolution of my 

current experiments, with new measurements based on femtosecond transient absorption (fsTA) 

spectroscopy in collaboration with Professor. Nikolaus. P. Ernsting and Dr. Sergey Kovelenko in 

his group at the Humboldt University of Berlin. I will then talk about some preliminary data 

obtained for IBB and the IBB-Importinβ complex, where by combining the data from fsTA 

spectroscopy and my TCSPC based picosecond measurements I can see dynamics from 100 fs to 

>20 ns thus covering over 5 orders of magnitude in time.  

 

6.1 Principles of measuring TDFSS using fsTA spectroscopy and its 

advantages 
 

6.1.1 Basics of fsTA principles and schematic representation of data 

 

In a fsTA setup a femtosecond laser (pump) pulse at a given wavelength is used to produce an 

electronic transition. The pump pulse is focused onto a diffraction limited spot in the sample. A 

femtosecond supercontinum pulse (probe) covering a continuous broad range of wavelengths 

interrogates the sample and measures absorption spectra at different times relative to the pump 

pulse. A simplified schematic is presented in Figure 6.1. The probe pulse is focused on an 

overlapping diffraction limited spot on the sample with an angle  (in this case 5 degrees) with the 

pump pulse
184

. 
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Figure 6.1 A schematic of fsTA spectroscopy: A femtosecond probe pulse (in our case 400 nm) 
excites a sample at time t(0), defining the zero time of the experiment. A pump pulse 
interrogates the sample at time t(r) which is before t(0) and at different times t(1), t(2) and t(3) 
after t(0). The measurement from the probe pulse at t(r) serves as a reference to which 
measurements from probe pulses at subsequent times are compared.  
 

The data is usually presented as a difference spectra at different time point where the absorption 

spectra at a given time point is subtracted from the absorption spectra taken at a time before the 

pump pulse, which serves as the reference spectra
184

. A schematic of a typical fsTA data at a 

given time point is shown in Figure 6.2. Since a fsTA spectra is a difference spectra, species 

generated that are not present prior to excitation (pump pulse) or species that increase in 

concentration show up as a spectral feature with a positive amplitude. Similarly, species present 

before but reducing in concentration or species disappearing after excitation shows a spectral 

feature with a negative amplitude. Fluorescence spectra at different times after excitation can 

also be probed by fsTA spectroscopy utilizing the phenomenon of stimulated emission. 

Stimulated emission is the phenomenon of photon emission from an excited molecule induced by 

an incident photon with an energy matching the energy difference of the excited state and ground 

state (See Figure 6.2). 

 

 
 

Figure 6.2 Schematic of stimulated emission: A molecule occupying the first excited state (S1) 
is hit by an incident photon (left panel). The occupancy of the S1 state is represented by a violet 
circle. This results in stimulated emission when the molecule returns to the S0 state 
accompanied by emitting a photon that matches the energy difference between S1 and the 
ground (S0) state and thus is identical to the incident photon (right panel). The occupancy of 
the S0 state is represented by a violet circle and that the S1 state is not occupied anymore is 
represented by a transparent circle.  
 

Extrapolating the idea of stimulated emission in the context of fsTA measurement would mean 

that for frequencies where the energy of the probe pulse photons matches the energy gap 

between excited state and ground state of the system under investigation, there would be 

stimulated emission. Due to stimulated emission there would be more photons detected than 

were in the probe pulse and hence in an fsTA the stimulated emission shows up as a negative 

spectral feature and corresponds to the fluorescent spectra of the molecule.  
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A typical fsTA spectra can be described by three primary features, ESA (excited state 

absorption), BL (ground state bleach) and SE (stimulated emission) (See Figure 6.3)
185

. ESA 

appears as a positive feature describing absorption spectra of the excited state, the BL shows up 

as a negative feature near the probe pulse describing the decrease in the ground state 

concentration after excitation and SE shows up as a negative feature describing the fluorescence 

of the sample. 

 

 
 

Figure 6.3 Schematic of fsTA spectra: The fsTA data is presented as a difference in absorption 
over wavelength (delta absorbance) between a spectra taken at a given time after the probe 
pulse and a reference spectra prior to the probe pulse. Three features are usually identified, 
ESA (excited state absorption), BL (ground state bleach) and SE (stimulated emission).  
 

6.1.2 TDFSS measurement from SE band from fsTA spectroscopy 

 

Since the SE band in fsTA spectra represents fluorescence emission, one can follow the SE 

maxima in time and thus follow the TDFSS and measure solvation dynamics. The SE band is not 

often well resolved in fsTA spectra due to overlap with the BL and ESA band needing complex 

deconvolution of the spectra
123

. Hence, it was first necessary to measure a control sample to 

obtain TDFSS from the SE band of fsTA spectra. For this, I used acrylodan labelled BSA 

(Bovine Serum Albumin). BSA has a single non oxidized reactive cysteine (Cys-34)
186

 residue 

which I site-specifically conjugated to acrylodan and fsTA spectroscopy was performed on this 

sample. The fsTA spectra showed a very prominent SE band that showed progressive red shift 

due to solvation dynamics (See Figure 6.4). 
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Figure 6.4 fsTA spectra for acrylodan labelled BSA: This experiment was performed by 
Dr.Kovalenko and Prof.Dr.Ernsting. The fsTA spectra for acrylodan labelled BSA at 0.1 ps, 0.3 ps, 
1.0 ps, 3.0 ps, 10 ps, 30 ps, 100 ps, 300 ps and 1000 ps after pump pulse. The spectra shows a 
well resolved SE band undergoing constant red shift with time (see red arrow). 
 

At each time point the SE band was readily identified in wavelengths near the emission spectra 

of the molecule. The fsTA spectra was plotted as oscillator distributions (ΔOD/wavenumbers) 

and the SE band was fitted to a lognormal line shape with a constant linear background. The 

relation between fluorescence spectra and oscillator distribution for a given frequency ν, is that 

fluorescence intensity/ν
5 

is proportional to oscillator strength at ν. The emission frequency at 

each time point was taken to be an average of frequencies i and ii where they represent the 

following: i) maxima of the lognormal lineshape fit of the SE band, ii) average of the two half-

frequencies where the lognormal lineshape has a value that is half of the maximal value. An 

example of frequency estimation is shown in Figure 6.5 using a schematic. 
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Figure 6.5 Schematic for frequency determination of an SE band of an fsTA spectra: The SE 
band of an fsTA spectra  is plotted as an oscillator distribution (ΔOD/wavenumber) over 
wavenumber. The cyan line is a lognormal fit to the data (green line) with a linear background, 
and the bottom red dot represents the peak value for the log normal while the other two violet 
dots show the two half points, that is frequencies having half the maximal values. The 
frequency for each such spectra was taken to be an average of the i) lognormal peak value 
frequency of the SE band and the ii) average frequency of the two half-points of the spectra 
shown with a blue dot. Note this is a schematic and not real data. 
 

The frequency obtained at each time points from 100 fs to ~2 ns showed a constant shift of 

frequency to lower values as shown in Figure 6.6. This showed that the SE band from fsTA 

spectroscopy of acrylodan labelled samples could be readily used to measure TDFSS without the 

need for any complex decomposition of the fsTA spectra. In terms of time resolution the addition 

of fsTA spectroscopy offers 3 orders of magnitude improvement, from ~100 ps (which is close to 

the typical time resolution from my TCSPC data) to 0.1 ps or 100 fs. However, it was also 

readily seen that the frequency had a decreasing trend even at the last time points measured using 

fsTA spectroscopy suggesting that the stokes shift did not converge in the time window of fsTA 

spectroscopy (~2 ns). This indicated the need for another technique like TCSPC to complement 

fsTA measurements at longer times to obtain TDFSS data from femtoseconds to nanoseconds. 

 

 
 

Figure 6.6 TDFSS measured with fsTA spectroscopy on BSA labelled acrylodan: This figure is 
from Prof.Dr.Ernsting and the experiments were performed by Dr.Kovalenko and 
Prof.Dr.Ernsting. TDFSS data from the SE band from fsTA spectroscopy on acrylodan labelled 
BSA (black dots). The red line is a multiexponential fit for a guide to the eye.   
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6.2 Femtosecond resolved solvation dynamics of IBB and IBB-Importinβ 

6.2.1 Obtaining TDFSS data from 100 fs to ~15 ns for IBB and IBB-Importinβ using a 

combination of fsTA data and TCSPC data.  

 

After having found that the SE band was very prominently resolved in fsTA spectra of acrylodan 

labelled BSA and that it was possible to measure TDFSS on such a sample using fsTA 

spectroscopy by following the shift of the SE band, I performed fsTA experiments on acrylodan 

labelled IBBS24C in its free disordered state and Importinβ bound helical state. The TDFSS was 

obtained from the SE band, just was done in the case of BSA (described in the previous section). 

The TDFSS data clearly showed that the stokes shift was not complete in the time window of 

fsTA spectroscopy from a declining trend even near the last measured time points (See Figure 

6.7). However, some general observations could readily be made. The TDFSS data for free 

IBBS24C at all times was shifted to lower frequencies compared to that for IBBS4C bound to 

Importinβ. This is in agreement with the spectral blue shift observed in acrylodan labelled 

IBBS24C upon Importinβ binding. The total frequency shift observed for IBBS4C was also more 

than that observed in presence of Importinβ.  This is also in consonance with the desolvation of 

IBB upon Importinβ binding as previously described; this is because the total stokes shift reflects 

the extent of stabilization of the excited state due to solvation dynamics and is directly related to 

the number of solvating water molecules, with more water molecules in the vicinity causing a 

larger total shift. 

 

 
Figure 6.7 TDFSS measured with fsTA spectroscopy on IBB and IBB-Importinβ: I performed 
these experiments in Prof.Dr.Ernsting’s Laboratory with Prof.Dr.Ernsting and Dr.Kovalenko. 
TDFSS data from the SE band from fsTA spectroscopy on acrylodan labelled IBBS4C in its free 
state (green) and in complex with Importinβ (blue).  
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To extend the time window of the TDFSS to longer times it was essential to complement the 

fsTA spectroscopy data with the TCSPC data which offers a time window of ~20 ns. The 

TCSPC traces at each wavelength directly describe the rate of intensity decay at wavelengths at 

longer times where convolution of the IRF does not significantly affect the trace. Thus the raw 

TCSPC traces at multiple wavelengths contain the information about the rate of fluorescence 

decays at different wavelengths. However, this information by itself is not sufficient to 

reconstruct the spectra at different time points without appropriate normalization of the TCSPC 

traces. fsTA spectroscopy provides the fluorescence oscillator distribution at different times. If a 

TCSPC trace at a given wavelength λ is normalized at a given time point t to the oscillator 

strength value at λ using the oscillator strength distribution at time t obtained from fsTA 

spectroscopy, then the normalized TCSPC trace intensity at any time point is proportional to the 

fluorescence oscillator strength at λ at that time point. Thus, if a set of TCSPC traces are 

normalized in this way using fsTA obtained fluorescence oscillator distribution, then all such 

normalized traces would be proportional to the oscillator strengths at the corresponding 

wavelengths at any given time. Thus, from such a set of normalized TCSPC traces the oscillator 

strength distribution and thus the fluorescence spectra can be recovered. The oscillator strength 

distribution obtained from the normalized TCSPC traces were fitted to a lognormal lineshape and 

the frequency maxima of such oscillator distributions as a function of time provided the TDFSS 

at longer times. The process with representative examples are shown in Figure 6.8.  

 

The TDFSS for IBBS24C in presence and absence of Importinβ obtained by normalization of 

TCSPC traces to fsTA spectroscopy obtained oscillator distributions at different times 1000 ps, 

1500 ps and 2000 ps, shows almost identical patterns albeit with small (>100 cm
-1

) systematic 

offsets in absolute wavenumbers (See Figure 6.8). What we primarily want to learn from TDFSS 

is the rate of change of frequency with time; thus if the TDFSS data has almost identical patterns 

irrespective of the time point used for normalization of the TCSPC traces it means that the rate of 

change of frequency is independent of the time point used for normalization, the vertical offsets 

could just be corrected. This approach of obtaining TDFSS data from TCSPC traces does not 

involve fitting the traces to multiexponentials as described in previous sections and is thus 

comparatively more model free. However, if obtaining TDFSS data only from TCSPC such 

multiexponentials fittings have to be used as TCSPC traces correspond to intensity decays only 

at longer times where the IRF convolution can be ignored and hence when solely relying on 

TCSPC data such an analysis would limit time resolution significantly. However, in this case this 

is the approach of choice as at earlier times I used the fsTA spectroscopy data. 
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Figure 6.8 TDFSS measured from TCSPC traces normalized to fluorescence oscillator 
distribution obtained from fsTA spectroscopy: Representative TCSPC traces of IBBS24C in 
presence of Importinβ normalized to the oscillator strength distribution at 1000 ps obtained 
from fsTA spectroscopy (top eft). Oscillator strength distribution obtained from the normalized 
TCSPC trace (top left) at 2 ns fitted to lognormal lineshape (top right).  TDFSS data for IBB-
Importinβ (bottom left) and IBB (bottom right) obtained from TCSPC traces normalized to 
fluorescence oscillator distributions from fsTA spectroscopy at 1000 ps, 1500 ps and 2000 ps. 
 

The TDFSS data obtained from normalized TCSPC traces overlapped well with the TDFSS data 

from the fsTA spectroscopy with small systematic offsets (See Figure 6.9). Finally, the TDFSS 

data from TCSPC traces normalized to fsTA spectroscopy oscillator distributions at 1000 ps 

combined with the TDFSS data from fsTA spectroscopy, after correcting for systematic offsets 

(55 cm
-1

 for free IBB and 45 cm
-1 

for IBB-Importinβ), yielded TDFSS data across ~5 orders of 

magnitude in time from 100 fs to ~20 ns (See Figure 6.9). The data also clearly showed 

convergence of stokes shift at longer times indicating that the relaxation process was completed 

during the measurement. The convergence was validated by simply fitting the stokes shift data 

from ~10 ns -18 ns with straight line which showed a slope of practically ~0 (>0.01 over a time 

range window of ~8 ns).  This clearly demonstrated lack of any frequency shift after ~10 ns and 
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thus the fact that within the time window of the combined fsTA and TCSPC data convergence 

was achieved. 

 

 
 
Figure 6.9 TDFSS from 100 fs to ~20 ns from combined fsTA and TCSPC data for IBB and IBB-
Importinβ: The femtosecond data in the figure is from experiments I performed in Prof. Dr. 
Ernsting’s laboratory with Prof. Dr. Ernsting and Dr. Kavalenko. An overlay of TDFSS data from 
fsTA spectroscopy and TCSPC for IBB and IBB-Importinβ systems are shown (left). The TDFSS 
data from fsTA spectroscopy is shown in green and blue for IBB and IBB-Importinβ respectively 
and the TDFSS data from TCSPC is shown in cyan, magenta and black representing data from 
TCSPC traces normalized to fsTA oscillator distributions at 1000 ps, 1500 ps and 2000 ps. 
Continuous TDFSS data from 100 fs to 20 ns from combined fsTA and TCSPC data (right) 
obtained after correcting for a small systematic offset between TDFSS data from fsTA 
spectroscopy and TCSPC. The TDFSS data for IBB and IBB-Importinβ is shown in green and blue 
respectively. The inset in the right plot shows the TDFSS data between ~10-18 ns for IBB (green) 
and IBB-Importinβ (blue) fitted with a straight line (black) that had a negligible slope indicating 
no change in frequency in this time range. 
 

6.2.2 Power law nature of solvent response of IBB and IBB-Importinβ 

 

The continuous TDFSS data presented as ν(t) was converted to the normalized solvation 

correlation function C(t) using Equation 3.10. To obtain C(t) the values for ν(0) which represents 

frequency at zero time was obtained by back-interpolation of the TDFSS data upto 0 time. The 

ν(∞) for C(t) calculation which represents the frequency at infinite time, that is when the solvent 

relaxation process had converged, was obtained by averaging the frequencies of the TDFSS data 

over the last three nanoseconds when the stokes shift had showed convergence. The ν(∞) for 

acrylodan labelled IBBS24C in free state and in IBB-Importinβ was 18774 cm
-1 

and 19674 cm
-1 
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respectively. The C(t) for IBB-Importinβ readily showed a much slower decay compared to that 

of IBB (See Figure 6.10). The C(t) also highlighted the ultrafast nature of the solvation 

dynamics, within just 1 ps the C(t) values reached 0.5; since C(t) is a normalized function this 

indicates ~50% of the solvation was completed for both cases in ~1 ps. The C(t) was also highly 

non-exponential. Decay of such a non-exponential relaxation function can be described with a 

continuous probability distribution of time constants p(τ), as shown in Equation 10.1where C(t) 

is the solvation correlation function, τ time constants and t is time.
 

 

Equation 10.1 

 ( )  ∫  ( )  
 
   

 

 

 

 

 

If C(t) is expressed in terms of rate constants instead of time constants (where rate is the inverse 

of the time constant such that e
-t/τ 

= e
-kt

), then a continuous probability distribution of rate 

constants p(k) describes its decay and Equation 10.1 in that case evolves into equation 10.2. 

 

Equation 10.2 

 ( )  ∫  ( )      
 

 

 

 

The recovery of p(k) or p(τ)from C(t) thus involves numerical inversion of Equation 10.1 or 

10.2. This is achieved by performing an inverse Laplace transform. Laplace transform F(s) of a 

function f(x) is given by Equation 10.3. Now if F(s) is the Laplace transform of f(x), the inverse 

Laplace transform of f(x) is F(s) as shown in Equation 10.4 where     is the inverse Laplace 

transform. Comparison of Equations 10.2 and 10.3 explains why C(t) can be imagined as a 

Laplace transform of p(k) and thus explains the need of inverse Laplace transform to recover 

p(k) from C(t). 

 

Equation 10.3 

 ( )  ∫  ( )      
 

 

 

 

 

Equation 10.4 

     ( )   ( )       ( )  ∫  ( )      
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In reality however, the inversion was performed not on equation 10.2 but on 10.5. This is 

because the data was spread over 5 orders of magnitude in time.  

 

 

Equation 10.5 

 ( )  ∫  (      )  (      )  (      )
 

 

 

 

An inversion of Laplace transform is a numerically ill-posed problem and very sensitive to noise 

in the data
187

. Among the feasible solutions the preferred solution was chosen by a Maximum 

Entropy Method based criterion, to have a model free solution
187

. Inverse Laplace transform has 

been used to uncover the rate distribution for a wide range of relaxation processes such as 

NMRT2 relaxation
188

 and Dynamic Light Scattering (DLS)
189

. An inverse Laplace transform was 

performed to obtain a probability distribution of rate constants p(k) for the C(t). The rate 

constants k when converted to time constants τ (k=1/τ), one obtains a probability distribution 

time constants p(τ)  show  i  Figur  6     Th   (τ) c  ar y high ight d th   o -exponential 

nature of the C(t) as there were several very broad and overlapping peaks indicating the 

 ack of a discr t  s t of tim  co sta ts b hi d th  d cay  Th   (τ) data was   ott d i   og 

scale as it covers 5 ord rs of mag itud  i  tim  a d h  c  th    aks i   (τ) i  r a ity w r  

 v   broad r a d ov r a  i g tha  it a   ars  Qua itativ  y th   (τ) for IBB was dominated 

by time constants under 10 ps while for IBB-Importinβ contribution of slower time constants 

seemed to increase in agreement with the slower decay of the C(t). 

 

 
 

Figure 6.10 C(t) and p(τ)from inverse Laplace transform of C(t) for IBB and IBB-Importinβ: The 
femtosecond data in the figure is from experiments I performed in Prof. Dr. Ernsting’s 
laboratory with Prof. Dr. Ernsting and Dr. Kovalenko.  Data for p(k) was provided by Professor. 
Dr. Bernhard Dick (University of Regensburg), a colleague of Prof. Dr. Ernsting. C(t) for IBB in 
green and IBB-Importinβ in blue is shown (left). p(τ) for IBB in green and IBB-Importinβ in blue 
obtained from inverse Laplace transform of C(t) is shown (right).  
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The lack of discrete exponential time constants governing the C(t) indicates the solvent 

relaxation process to be more of a continuous type of relaxation. Hence, I tried fitting the TDFSS 

data for IBB and IBB-Importinβ with an empirical powerlaw described equation 10.6, where ν(t) 

is the frequency at a given time t, a and b are constants and n is the powerlaw exponent of time. 

 

Equation 10.6 

 ( )         

 

The entire TDFSS data can be fitted nicely to this empirical powerlaw, with minor deviations 

under 1 ps (Figure 6.11). The powerlaw exponent decreases from 0.34 in IBB to 0.26 in IBB-

Importinβ (See Figure 6.11). The powerlaw exponent determines the timescales in which the 

relaxation is dominant, thus a decrease in the exponent means the relaxation progresses to longer 

times and becomes slower. Thus the reduction in the power law exponent indicates a slowing 

down of solvation dynamics in IBB across all time scales in comparison to IBB-Importinβ. 

 

 
 

Figure 6.11 type relaxation of solvation in IBB and IBB-Importinβ: TDFSS data for IBB (green) 
and IBB-Importinβ (blue) fitted to an empirical powerlaw (red line) is shown (left). The 
powerlaw exponent for IBB (green) and IBB-Importinβ (blue) with error bars representing the 
error in the fit parameter is shown (right).                                                                                         

These new results highlight a crucial fact that unlike widely reported in literature solvation 

dynamics on protein is not necessarily governed by discrete timescales
145,139,177

 and can show 

powerlaw type of relaxation indicating intertwining of multiple timescales and consequently the 

process giving rise to those timescales which leads to such a collective response. Power law type 

solvation dynamics had been reported in several different DNAs when probed with intercalating 

probes as well as base pair mimics
123,190,191,125

.  Even modulation of powerlaw dynamics was 

seen in DNA with an intercalating fluorophore when a T-T mismatch was introduced; the 

modulation in this case was an increase of the powerlaw exponent from 0.15 to 0.24 in presence 
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of the mismatch resulting in a faster relaxation. However, to the best of my knowledge power 

law type solvation dynamics has never been reported in any protein environment. The exact 

molecular basis of power law type decay of solvent response is unknown and subject of 

debate
192,193,194

. This result shed some new light on protein solvation dynamics in general. The 

fact that IBB-Importinβ solvation dynamics is slower than that of IBB is in agreement with 

solely TCSPC based measurements mentioned before. fsTA spectroscopy extends the range of 

times where this slow down happens across all timescales starting from sub-picosecond 

timescales. This suggests major rearrangement of surface water in IBB upon Importinβ binding 

such that the water dynamics are slowed down. Implications of such slowed dynamics have 

already been discussed in previous sections; the slowing down of dynamics is likely related to 

the stabilization of the interface in IBB-Importinβ via creating energy barriers from water 

network rearrangement that impedes disassociation. 
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