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Produktion von Elektron-Positron Paaren in Pb-Au Kollisionen bei 40 AGeV

Die vorliegende Arbeit enthaelt die ersten experimentellen Resultate zur Elektronen-
paar-Produktion aus dem CERES/NA45 Experiment am CERN SPS seit der zusaetz-
lichen Installation einer TPC. Die Daten stammen aus einer Strahlzeit im Jahr 1999
mit einem Pb-Strahl von 40 AGeV. Aus insgesamt 8 Millionen Ereignissen mit einer
Zentralitaets-Selektion von 30% wurden e* e~ Paare mit folgender Statistik rekonstru-
iert: 249428 im Massenbereich <0.2 GeV/c? mit einem S/B-Verhaeltnis von 1/1, und
185+48 im Massenbereich > 0.2 GeV/c* mit einem S/B-Verhaeltnis von 1/6. Die
Ausbeute im Bereich niedriger Massen stimmt mit der Erwartung aus hadronischen
Zerfaellen ueberein. Die Ausbeute bei hoeheren Massen liegt um einen Faktor 5.1 +
1.3(stat) + 1.0(syst) ueber dieser Erwartung, erheblich mehr als die Werte um 2.5-3, die
zuvor bei der hoeheren Strahlenergie von 160 AGeV beobachtet wurden.

Theoretisch wird der Ueberschuss von Elektronenpaaren als direkte Strahlung aus
dem Feuerball interpretiert, die im wesentlichen durch die Annihilation von Pionen-
paaren mit einem modifizierten p-Propagator entsteht. Nach gegenwaertigem Ver-
staendnis ist fuer diese Modifikation eher die hohe Baryonendichte als die hohe Tem-
peratur des Feuerballs verantwortlich. Das hier berichtete Resultat einer hoeheren (rel-
ativen) Ausbeute bei der niedrigeren Strahlenergie (bei der die Baryonendichte hoeher
ist) untermauert dies. Etwas verallgemeinert koennen die Resultate als weiterer Hin-
weis auf die (partielle) Wiederherstellung der chiralen Symmmetrie angesehen wer-
den.

Electron-Pair production in Pb-Au Collisions at 40 AGeV

This thesis contains the first experimental results on electron-pair production from the
CERES/NA45 experiment at the CERN SPS after the upgrade with a Time Projection
Chamber (TPC). The data were taken in late 1999 with a Pb-beam on a Au-target at a
beam energy of 40 AGeV. Out of about 8 Million events with a 30% centrality selec-
tion, 249428 ete~ pairs for masses <0.2 GeV/c? with a S/B ratio of 1/1, and 185+48
ete™ pairs for masses >0.2 GeV/c* with a S/B ratio of 1/6 were reconstructed. The
low-mass sample agrees with the expectation from hadronic decays. The high-mass
sample shows an excess of a factor of 5.1+1.3(stat)+£1.0(syst) above that expectation,
considerably more than the values around 2.5-3.5 observed before at the higher beam
energy of 160 AGeV. The excess yield is dominantly associated with pair transverse
momenta <0.5 GeV/c, consistent with the findings at 160 AGeV.

The theoretical relevance of the results is discussed in some detail. The dilepton
excess is basically interpreted as direct radiation from the fireball, dominated by pion
annihilation with a modified p-propagator. Theoretically, the modifications are driven
by high baryon density more than by high temperature. The experimental results on
a larger enhancement factor at a lower beam energy, associated itself with a larger
baryon density, confirm this conjecture. Quite generally, the results may signal (partial)
chiral symmetry restoration.
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Recent major discoveries in fundamental physics:

J /1 observed in e*e™
Y observed in p*u~
T observed in ey~ +missing energy

Z, observed in ete™

If you want to make a major discovery

build a dilepton detector
Sam Ting
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Chapter 1

Introduction

1.1 General Remarks

The critical behaviour of strongly interacting matter belongs to the central topics of
present-day QCD research in the nonperturbative regime. The appropriate tool to
study this field in the laboratory is the use of high-energy nucleus-nucleus collisions.
A number of major experiments have been built and operated at the CERN SPS and
other machines, devoted to this program. The CERES/NA45 electron-pair spectrome-
ter, the “home experiment” of this doctoral thesis, is one of them. It was built up in the
years 1989-1991 and had its first successful production run in 1992 with a 200 AGeV
S-beam, followed by a comparison run with 450 GeV/c protons in 1993 and two more
production runs with 160 AGeV Pb-beams in 1995 and 1996. The central result, com-
mon to all nucleus-nucleus collisions investigated so far is a strong excess of lepton
pairs above the level expected for the known electromagnetic decays of the hadrons
produced in the interaction. This excess has been interpreted as evidence for chiral
symmetry restoration and has therefore met broad interest, triggering an enormous
amount of theoretical activity.

The success of a number of theoretical approaches in quantitatively describing the
dilepton excess at the full SPS energy of 160 AGeV called for a systematic variation of
the essential variables, temperature and baryon density, to confirm the correctness of
the interpretation. This has been the driving motivation for this thesis. It focusses on
the first experimental results obtained for Pb-Au collisions at the lower beam energy
of 40 AGeV, based on data taken during the running period 1999. The results are also
the first on electron-pair production after completing the upgrade of CERES with a
Time Projection Chamber (TPC) and the installation of a new magnet during 1998/99.
Much pioneering work in the analysis has therefore been required to cope with the
major changes in the set-up compared to the preceding 1995/96 data analysis.

The thesis is structured as follows. In the introductory chapter 1, an overview is
given on the motivation for measuring electron pairs, covering deconfinement and
chirality, the virtues of electromagnetic probes, previous results from CERES, a theo-
retical description of previous CERES results and a more detailed motivation for this
thesis. Chapter 2 is devoted to a description of the hardware, including the general
CERES set-up and details on the target region, the Si drift chambers, the Ring-Image
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2 CHAPTER 1. INTRODUCTION

Cherenkov detectors, the new TPC and the trigger- and data acquisition system. Chap-
ter 3 contains the details of the data analysis, subdivided into sections on general strat-
egy and data production, on charged particle multiplicity determination in the Si de-
tectors, on electron track reconstruction including all electron identification steps, on
pairing of single tracks and, finally, on the absolutely decisive minimization of the
combinatorial background from unrecognized low-mass conversion and Dalitz pairs.
The Monte Carlo simulations of the experiment, mostly done in a mode of overlaying
electron pairs of known characteristics onto real data events, follow in chapter 4. Be-
yond the simulations of the individual detectors, they concentrate on the overall pair
reconstruction efficiency to allow for an absolute normalization of the data. Chapter
5 presents the basic results together with a thorough discussion of the systematical er-
rors. Since new physics can only be derived from the data after a firm assessment of
the contributions from known physics, chapter 6 gives an overview and a quantitative
description of all hadronic decay sources, subject to the same treatment and the same
cuts as applied to the data. Chapter 7 contains the final results. In a first part, they
are presented in a comparison to the hadronic decays to bear out the anomalies and
new features. In a second part, a rather extensive overview on the different theoretical
approaches is given, comparing then the new results from this thesis to the respec-
tive pre-(or post)dictions. Chapter 8 finishes with some very general remarks on the
comparison between data and theory and on what can be concluded from this thesis.

1.2 Theoretical Motivation

1.2.1 Deconfinement and Chirality

Quantum Chromodynamics (QCD) is the theory of quarks and gluons, analogous to
QED which is the theory of electrons and photons. Both are renormalizabile quantum
tield theories, where the vacuum is a medium which can screen charge, and where the
coupling “constant” is not a constant but depends on the scale. However, a decisive
difference arises from the fact that QCD is a non-Abelian theory [1]. This leads to the
experimental fact that in the world around us, quarks and gluons occur only in color-
less packages: protons, neutrons, pions, kaons,... These hadrons are the quasiparticles
of the QCD vacuum. They make up everything from nuclei to neutron stars. More
than 20 years ago, the suggestion was made to look at high density or high temper-
ature and to investigate whether other phases exist whose quasiparticles look more
like the quarks and gluons of the QCD Lagrangian Lo¢p. Indeed, finite temperature
lattice QCD predicts that strongly interacting matter will, at sufficiently high energy
densities, undergo a phase transition from a state of hadronic constituents to quark
matter, a plasma of deconfined quarks and gluons [2]. It is believed that chiral symme-
try restoration, associated with the vanishing of the chiral condensate (gq), takes place
at about the same temperature 7. Great interest therefore exists to clarify the role of
confinement and chiral symmetry breaking of the QCD phase transition, to confirm
the existence of quark matter and to explore its properties.

High energy nucleus-nucleus collisions have been used since about 15 years at the
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Figure 1.1: The phase diagram of strongly interacting matter with the border line in the T-p
plane separating hadronic matter from quark matter. The lines show the dynamical trajectories
followed in supernovae explosions (along the horizontal axis), in the Big Bang evolution (along
the vertical axis), and in heavy ion collisions (in the whole T-p plane).

BNL AGS and the CERN SPS to experimentally investigate quark matter formation in
the laboratory. The experimental conditions can be varied through the collision en-
ergy, the nuclear mass and the impact parameter. However, any signature for the QGP
is folded with the time evolution of the fireball created in such collisions. Furthermore,
this evolution continues after the phase transition, and any information is thus mixed
with signals from the hadronic phase. It is an extremely challenging task to obtain a
quantitative understanding of the QCD equation of state, to determine critical param-
eters such as the critical temperature and critical energy density, and to describe the
modification of basic hadron properties (masses, decay widths) with temperature and
density.

Theoretically, everything is controlled by global symmetries of the QCD Lagrangian
Locp. However, global symmetry only exists in the limit of either infinite or vanish-
ing quark masses. Starting from a theory which involves only gluons and glueball
states without dynamical quarks, mesons and baryons, the confining property of QCD
manifests itself in the large distance behaviour of the heavy quark potential. At zero
temperature, the potential rises linearly at large distances

Vig ~or (1.1)
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(0 is the string tension) and forces quarks and gluons to be confined to hadronic bags.
On the other hand, at high temperature where the system is a weakly interacting
plasma of gluons, the potential reflects Debye-screening of the color charges

2
T
‘/gq ~ g ( )e—mDT’

(1.2)

(mp ~ ¢7T is the Debye mass), and confinement does not any longer exist [3]. There
should be some point 7} (a critical temperature) where the large r asymptotics of the
potential changes and a phase transition from the confinement phase to the Debye
screening phase occurs. The correlator of two Polyakov loops plays the role of the
order parameter for this deconfinement phase transition. In the limit of » — oo, the
correlator Cr = (L(z)L*(0))r changes from 0 (confined phase) in the low temperature
region to some constant value (deconfined phase) at large temperature. L(x) is the
Polyakov loop, defined as the trace of the Wilson loop [4]

E(e) = - Trleapligh A4)) (13)

If the theory involves, besides gluons, also quarks with finite mass, a phase transi-
tion from a confined to a deconfined phase can still occur. In addition, another phase
transition can now occur, associated with the restoration of chiral symmetry which is
spontaneously broken at T=0. Chiral symmetry breaking leads to a non-vanishing (gq)
condensate in the vacuum. The critical temperature 7, is here the temperature above
which chiral symmetry is restored and the fermion condensate (Gq)r is zero (symmetric
phase), while below 7', (g¢)r has a nonzero value (symmetry-broken phase) of about
(Gq)r =~ —(230MeV)? or (G¢)r =~ —1.6fm™>. Although the two phase transitions at T,
and at T, could be different, present day lattice results [5] suggest that there is only one
transition at a critical temperature T.=T,=T,. It is highly non-trivial and still unsolved
to determine the nature of the transition from a low-temperature weakly interacting
pion gas to a high-temperature weakly interacting quark-gluon plasma, i.e. to find out
whether a true phase transition of first or second order occurs or just a sharp crossover
in the temperature range where the free energy density drastically increases.

In summary, the order parameter for deconfinement in the limit of infinite quark
masses is the correlator of Polyakov loops C'r related to the static potential between
heavy colored sources. In the limit of vanishing quark masses, the proper order pa-
rameter is the quark condensate (G¢)7, and the phase transition is associated with the
restoration of chiral symmetry. Instead of looking at the order parameters, one can
also use the corresponding susceptibilities, the Polyakov loop susceptibility (x;) and
the chiral susceptibility (y,,) defined as:

xo = N2 ((12) = (L)), (1.4)

The behaviour of these variables is shown in Fig 1.2 for n;=2. Calculations have
been performed for a wide range of quark masses and a varying number of flavours,
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Figure 1.2: Temperature dependence of the Polyakov loop and associated susceptibility (left
side) and of the chiral condensate and associated susceptibility (right side). Both results are
obtained in two-flavour QCD [5].

confirming that the location of the maxima in both susceptibilities is strongly corre-
lated [5]. Both susceptibilities show a very sharp peak at the same location, connected
with the most rapid change of (L) and (g¢) at that location. Only the height of the max-
ima is found to strongly depend on the quark masses, but the position of the maxima
remains stable. The two phenomena deconfinement and chiral symmetry restoration
thus coincide in finite temperature QCD at the same transition temperature.

The basic thermodynamic characteristic of a finite temperature system is its free
energy (equilibrium thermodynamics). All thermodynamic observables like pressure
(p), energy density (¢), entropy density (s) can be determined from the free energy
which is defined to lowest order as

Fo=—TinZ = =T - In[[[(3 e #"Fr)(Ni=1)] (1.6)
n=0

7

where N} — 1 is the number of degrees of freedom of the pseudo-Goldstone fields [6].
The deconfinement phase transition manifests itself in a drastic change of the degrees
of freedom, from those of the three light pions in the confined hadronic phase to the
much larger number of the liberated quarks and gluons in the QGP phase. The thermo-
dynamic observables like pressure, energy density, etc. which are proportional to the
number of degrees of freedom directly reflect the phase transition by a drastic increase
when approaching the critical point.

The order parameter of spontaneously broken chiral symmetry, the quark conden-
sate, decreases with increasing temperature. The temperature-dependent condensate
Y(T) is defined as the logarithmic derivative of the free energy with respect to the
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quark mass:

B LiaF(T)
(1) = NV Om (1.7)
NZ 172
(1) = SO0[1 = 5 5 0T £2) 18)

(f==93 MeV is the pion decay constant). The expected chiral behaviour can be derived
from the singular part of the free energy density.

Similar phenomena are known in condensed matter physics where at finite temper-
ature, spontaneous magnetization of a ferromagnet starts to fluctuate and its average
value decreases with increasing temperature. The fluctuations are described by mass-
less magnons which appear due to spontaneous breaking of rotational symmetry in
a ferromagnet, analogous to the Goldstone bosons (pions etc.) which appear due to
spontaneous breaking of chiral symmetry in QCD. Spontaneously broken chiral sym-
metry is restored under heating; likewise, spontaneously broken rotational symmetry
in a ferromagnet is restored above the Curie point.

The changes of the chiral condensate below T. and chiral symmetry restoration at
T. will have a strong influence on the light hadron spectrum. For the light mesons
spontaneous chiral symmetry breaking manifests itself in the following way (Fig. 1.3):

o the appearance of n} — 1 nearly massless Goldstone bosons (pions,kaons,eta) car-
rying the quantum numbers of the generators of the broken SU4(n;) symmetry
(Goldstone theorem).

e the appearance of a gap A ~ m, ~ 1GeV in the low-energy hadron spectrum
where almost all hadron states have masses > A, while the octet of pseudoscalar
mesons (7, K and ) is located inside the gap [7].

e the absence of parity doublets, i.e. the splitting of scalar and pseudoscalar as well
as of vector and axial vector mesons.

¢ anon vanishing axial current matrix element between the vacuum and the Gold-
stone bosons: (0|7 ,[m(p)) = ip"3ap fre~ %, where a = 1...3, 7, is the pion field.

If chiral symmetry would not be broken, degenerate hadronic isospin multiplets
of opposite parity would exist. Instead, comparing the scalar meson octet with the
pseudoscalar octet or the axial vector octet with the vector octet, there are indeed mass
differences. An example is the vector meson p whose chiral partner, the axial vector
meson «;, is nearly twice as heavy. The mass splitting between parity partners will
decrease when the symmetry breaking reduces, and finally the partners will become
degenerate as symmetry is restored.

For temperatures 7'>7T,, the pions are no longer Goldstone bosons. In the plasma
phase, massive quasi-particle excitations exist in the pseudo-scalar quantum num-
ber channel. Below 7, spontaneous breaking of chiral-flavour symmetry SUz(nys) x
SUr(ny) leads to the splitting of scalar (f;) and pseudo-scalar (7) particle masses, while
the U4(1) symmetry breaking is visible in the splitting of the = and the scalar ¢, meson

8.
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Figure 1.3: Experimentally observed spectrum of low-mass mesons.

The lattice results show that the thermal correlation function (/(7) and the recon-
structed spectral function o(w) are different at low and at high T. The mesonic correla-
tion function Gy (7,7) = (H(0,0)H* (7, 7)) (where H is scalar g;q;, pseudoscalar g;ysq;,
vector g;v,q; or axialvector §;vsv,¢;), is related to the spectral function

G(r,T) = /OOO dwo(w) COS};E(:;LEW_/;;?T)) (1.9)

For small temperatures (T—0), the spectral function has a sharp peak at my, i.e. the
pole dominates. The spectral and correlation functions are then given by the formulae

op(w) = A6 (w2 — qu) (1.10)

A
Gp(r) ~ m—Hch(mH(T - g)) (1.17)
At sufficiently high temperatures (T— co), instead of the sharp ground state peaks
broad bumps and continuum-like structures are expected to dominate, approaching
the correlation function for freely propagating ¢g pairs with thermal masses. The spec-

tral and correlation functions are then defined as [8, 9]:

N. 2
o(w) = 0(w—2m) —w 21— 4— th—@ (w—2m) 4—w 1—4 (ﬂ) th% (1.12)
T W

9 1 + cos? (4T cos 2T
G(r) = 27N, (1 —T) (%) + AN, — (1.13)
&} sins (2”77) SIS
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Figure 1.4: Scalar and pseudoscalar spectral functions at T = 0.67. and at 3T, reconstructed
from the correlation function. It is visible that a drastic change occurs in the pseudo-scalar
channel above T... The large peak corresponding to the Goldstone pole below T is reduced above
the critical temperature, scalar and pseudo-scalar correlation functions coincide and the pion
pole disappears [10].

At high T>T,., pseudoscalar and scalar spectral functions are identical, the pseu-
doscalar peak disappears and moves to the scalar sector. This means that the U;(A)
symmetry is restored at high temperature. The vector and axialvector correlators are
also expected to become identical. The vector channel also shows a pole at low tem-
peratures and a continuum distribution at high temperatures, propagating like a free
g-propagator at T>T, (Fig. 1.4) [10].

The observation of parity mixing would be a unique signal for chiral restoration.
In heavy-ion collisions it is very difficult to measure the scalar and the pseudoscalar
correlator, because pions interact strongly. The best probe is then the vector correla-
tor which couples to photons or dileptons which only interact electromagnetically, i.e.
weakly.

The present lattice calculations can only explore systems at finite temperature, but
not at finite baryon chemical potential. For that reason only the temperature depen-
dence of strongly interacting matter has been discussed. However, the results are not
directly applicable to present heavy ion experiments, where systems are created at fi-
nite baryon density. With the ultimate goal to describe the behaviour of matter at high
temperature and high density, any experimental signatures for the occurrence of phase
transitions in heavy ion collisions are very important to also clarify the relative role of
“dense” and “hot” conditions over a wide range of parameters.

1.2.2 Electromagnetic Probes of Nuclear Collisions

The hot system created in the collision of heavy nuclei at high energies rapidly expands
and cools down, emitting dominantly pions and other hadrons. It is now known that
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these hadrons resemble apparent chemical and thermal equilibrium at freeze-out in
terms of particle composition and transverse momentum distributions, carrying little
if any information on the primordial history of the fireball evolution. In contrast to
hadrons, dileptons (and photons) directly probe the earlier stages; the instantaneous
emission after creation and the absence of any final state interaction conserves the pri-
mary information within the limits imposed by the space-time folding over the emis-
sion period.

freeze-out

neutral meson decays
mtr annihilation

Quark Gluon Plasma

¢q annihilation space

Drell-Yan pairs

Figure 1.5: Emission of dileptons from various stages of the fireball evolution, starting at the
pre-equilibrium phase. The experimental spectra are always a superposition of the different
sources, folded over the full space-time history.

The finally measured dilepton spectra can be chronologically ordered into several
emission phases (see Fig 1.5) [11]:

e 1) Before the nuclear surfaces actually touch, dileptons are produced through
coherent Bremsstrahlung. This part populates very low transverse momenta and
has so far not been experimentally investigated.

e 2) Within the first 1 fm/c of the nuclear overlap, the excited hadronic system is
far from thermal equilibrium. The 'pre-equilibrium” dilepton radiation emitted
at this stage mostly consists of hard processes such as Drell-Yan annihilation,
leaving its trace mainly at large invariant masses >3 GeV/c?.

e 3) Following deconfinement and rapid thermalisation, dileptons are produced in
the partonic phase via ¢g annihilation with characteristic parameters reflecting
the early temperature history of the system.
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e 4) After cooling and confinement of the partons to a hot hadron gas, dileptons are
created in pion and kaon annihilation processes. This annihilation is dominated
by the intermediate formation of the light vector mesons p,w, ¢ which directly
couple to [t~ pairs. The invariant mass of these dileptons directly reflects the
spectral functions of the vector mesons at the moment of decay.

e 5) Finally, beyond the freeze-out stage, the remaining sources are hadronic reso-
nance and Dalitz decays (mostly from 7°,  and w mesons), all falling into the low
mass region with M<1 GeV/c*.

The third and the fourth stage are relevant for deconfinement and chiral symmetry
restoration. The strong modification of the thermal environment that occurs during
the transition from the quark-gluon to the hadronic phase influences the properties
of hadrons. The change of the hadron dispersive properties, i.e. of their masses and
widths in a thermal bath is connected to chiral symmetry restoration. The life time
of the pions is at least six orders of magnitude larger than the lifetime of the fireball
produced in the collision of heavy nuclei. Pions therefore decay in flight in vacuum,
and their mass and width would be the same as in any other experiment. The situation
is much more favorable for vector mesons. Most frequently, vector mesons decay into
hadrons. However, with a small branching ratio (typically ~ 10~*), vector mesons also
decay into ete™ or ptu~ pairs. If the decay occurs inside the interaction region, the
leptons convey undistorted information on the in-medium mass and width of the vec-
tor meson. The p is of particular interest. Due to its small vacuum lifetime (1.3 fm/c),
all p’s produced in the collision decay inside the fireball. These modifications are di-
rectly related to thermal dilepton production, and measuring the spectra of ete™ or
ptp~ pairs thus provides information about the properties of the p in the hot hadronic
medium. The situation is not as clear-cut with w and ¢ mesons. Their life-time, 23 and
44 fm/c, resp., is 2-4 times larger then the life time of the fireball, implying that most
of the decay occurs in vacuum, largely masking the (smaller) medium-connected part.

To summarize: In the low mass region, the thermal radiation is dominated by the
decays of the light vector mesons p,w, and ¢. The p, as mentioned before, plays a
special role, due to its short lifetime of 1.3 fm/c and its direct link to chiral symmetry;
its in-medium behaviour around the critical temperature 7. should therefore reflect the
associated restoration of chiral symmetry [12]. In the higher mass region, between the
¢ and J /1, the thermal radiation is expected to be continuum-like and dominated by ¢g
annihilation, a direct signal for quark matter formation as first proposed by Shuryak
in connection with pp collisions [13]. Dileptons originating from n*7~ annihilation
have a threshold at 2m, and a broad peak around the mass of the p meson, while ¢g
annihilation yields an exponential shape.

1.2.3 Previous Results from CERES

Experimentally, low mass dileptons are very much the domain of NA45/CERES, the
only electron pair spectrometer at the SPS, while higher mass dileptons are the domain
of NA38/NA50, a muon pair spectrometer at the SPS. During the S-beam era, another
muon pair spectrometer, NA34/HELIOS-3, has also been in operation. Both muon
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Figure 1.6: Kinematical regions covered by the three experiments that have measured dilepton
spectra.

pair experiments have had some sensitivity to low-mass pairs as well. The kinematical
regions covered by the three experiments are shown in Fig 1.6.

The CERES experiment is in many ways different from the other two. Among its
advantages is its acceptance close to mid-rapidity, while the HELIOS-3 experiment
and NA38/50 cover more forward rapidities. A very important issue for the mea-
surement of low mass dilepton spectra is the absence of a low-p, cut-off which makes
CERES/NAA45 really unique. All results on low-mass dileptons observed so far show
the medium modifications of the dilepton producing processes to be very much local-
ized at low p; (see below).

The history of the CERES experiment and a list of the essential physics results is
contained in Table 1.1. The results can be summarized as follows. In proton induced
reactions like p-Be and p-Au, the measured pair rate agrees, within errors, with the
expectation from hadronic decays like 7y Dalitz,  Dalitz...(see Fig. 1.7) [14, 15]. For
nuclear projectiles, however, the situation is drastically different. In the first measure-
ments at the CERN-SPS with a 200 AGeV S beam, CERES found an excess of measured
pairs over the expectation from hadronic decays by a factor of 5.0 £0.7(stat)+2.0(syst),
integrated over the mass range 0.2-1.5 GeV, in central collisions of S+Au [16, 17]. The
1995,96 runs with 158 AGeV Pb projectiles confirmed the S results. Here, the (aver-
aged) enhancement was found to be 2.8+0.3(stat)+1.0(syst.) compared to the hadronic
decay sources (for the upper 30-35% of the geometrical cross section). As already seen
in S+Au, the enhancement is mostly localized between 0.2 and 0.7 GeV/c? (see Fig.
1.8) [18, 19, 20, 21, 22, 23].

CERES has also looked at other features of data, in particular the pair-p;, the total
momentum of the dilepton pair perpendicular to the beam axis of the colliding nuclei.
The transverse momentum spectra in several invariant mass bins (see Fig 1.9) have
similar statistical and systematical errors as the invariant mass spectra. The results
show reasonable agreement with the expectation from hadronic decays except for the
mass bin of 0.2 GeV/c* < m < 0.6 GeV/c? where the excess is localized; here the pt-
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1988 submission of proposal

1989 approval by CERN as NA45

1990 | first test run; detectors complete, electronics 10%
1991 spark problem solved; first test run with S

1992 200 AGeV S-Au production run, 8 Mill events
445465 ete™ pairs with S/B=1/4.5

1993 | 450 GeV p-Be production run, 30 Mill(2 Bill) events
5760+180 e*e™ pairs with S/B=1/2

1993 | 450 GeV p-Au production run, 8Mill(0.3Bill) events
1130+100 ete™ pairs with S/B=1/4.5

1994 first test run with Pb

1995 | 160 AGeV Pb-Au production run, 8.5 Mill events
648+105 ete™ pairs with S/B=1/8

1996 | 160 AGeV Pb-Au production run, 42 Mill events
2018+237 ete™ pairs with S/B=1/13

1996 submission of TPC upgrade proposal

1998 tirst test run of TPC with Pb

1999 40 AGeV Pb-Au production run, 8 Mill events
2000 | 160 AGeV Pb-Au production run, 33 Mill events

Table 1.1: Summary of the dilepton program of CERES at the CERN-SPS over the last 14
years.

spectra are dominantly concentrated at very low transverse momenta p; < 0.5 GeV/c.
The other projection of the data, namely mass spectra for two distinct regions of trans-
verse pair momentum (p;<0.5 GeV and p,>0.5 GeV) show, of course, the same features:
the major part of the low-mass enhancement is localized in the low-momentum region,
while in the high momentum region the mass spectrum is mostly consistent with the
decay cocktail.

From these results it is clear that the cut-off in transverse mass at about m;=1GeV
in NA38/50 and m;=0.5GeV in NA35/HELIOS-3 creates severe problems for the mea-
surement of low-mass pairs. The strong p;-dependence of the observed enhancement
makes CERES/NA45 indeed unique for low-mass dilepton measurements.

1.2.4 Theoretical Description of Previous CERES Results

The production cross section of lepton pairs is proportional to the thermally aver-
aged isovector current-current correlation function ((;) (x)j, (0))), the conserved cur-
rent (9"5) = 0) of SUg(ny) x SUL(ny) chiral symmetry. The dilepton spectrum may
therefore contain information on the existence of a phase of restored chiral symmetry,
created in heavy ion collisions [26, 27]. The nature of the chiral phase transition is
strongly influenced by the non-vanishing current quark masses, leading to a contin-
uous variation of the quark condensate with density and temperature. Conceivably,
this would be observable e.g. in the dilepton mass spectrum as a change of the hadron
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Figure 1.7: Normalized invariant mass spectra of dileptons as measured in 450 GeV proton-
induced collisions on Be (left panel) and Au targets (right panel). The data are compared to ex-
pectations from various hadron decay channels (labelled explicitly), based on measured branch-
ing ratios of all relevant decays and knowledge of the total cross section of neutral mesons mea-
sured in pp collisions. The bands indicate the systematic uncertainties in the cocktail [14, 15].
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Figure 1.8: Normalized invariant mass spectra of e* e~ pairs for the two data sets of 1995 and
1996 in comparison to the known hadronic decay sources, showing the individual contributions
[18, 19, 20, 21, 22, 23]. The total cross section of the neutral mesons relative to pions is taken
here from the statistical model applied to Pb-Au collisions [24, 25]. The mass resolution is
improved to ~5.5% compared to Fig. 1.7.
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Figure 1.9: Pair transverse momentum spectra in four invariant mass bins for the two data
sets of 1995 and 1996 for 158 AGeV Pb-Au collisions. The data are compared to the hadronic
decay sources, showing the individual contributions (see Fig. 1.8).

properties (masses, widths). Although at full SPS energy, 160 AGeV, the phase space
in the final state is dominated by mesons (mostly pions) with a meson/baryon ratio of
about 10, the influence of the baryons cannot at all be ignored. Much theoretical effort
has been devoted in the last few years to understand the nature of chiral symmetry
restoration and the associated change of hadron properties (in particular, of the vector
mesons) at finite T and finite baryochemical potential. Only the summary of the basic
ideas will be given in this section; a much more detailed discussion will be presented
in chapter 7 below.

Consistent with the apparent onset of the excess in the electron pair mass spectrum
around 2m,, the pion-pion annihilation channel 7*7~ — p* — ete™ with an inter-
mediate p*, in the spirit of “vector-dominance”, has received the greatest attention.
The in-medium effects associated with the intermediate p* can be subdivided into two
major scenarios:

e 1) In-medium “dropping” p-mass m’

This approach, based on effective mean-field theory and essentially of “partonic”
nature, has been pursued by Brown, Rho et al. [29]. It links a temperature- and
baryon-density dependent reduction of the p-mass directly to the correspond-
ing medium-induced change of the chiral condensate according to Brown/Rho
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Figure 1.10: Normalized invariant mass spectra of ete™ pairs at 160 AGeV for the two data
sets 1995 and 1996 in comparison to model calculations [28], based on =+ 7~ annihilation with
an unmodified p (red thick solid), an in-medium dropping p mass (green thick solid) and an
in-medium spreaded p (black thick solid); the sum of the hadronic decay sources, but without
the p, is shown separately (thin dashed-dotted line), but is of course contained in the model
calculations.

scaling m’ /m) = (gq)*/(gq)° [30, 31]. The pion propagation remains unchanged,
creating a sharp threshold at 2m...

e 2) In-medium “spreaded” p-mass m’

This approach, using a “hadronic” base, has been pioneered by Rapp, Wambach
etal. [11, 32]. They consider in-medium modifications of the current-current cor-
relator, the imaginary part of which is directly related to the dilepton production
rate. Both the 7 and the p properties are modified due to the interactions with
the surrounding hadrons, in particular baryons, in the hot and dense hadronic
medium. All resulting effects are expressed in terms of an in-medium “p-spectral
function” which extends, due to the change in the pion dispersion relation and
to the incorporation of 17 processes, well below the 2m, threshold.

It is remarkable that, in both scenarios, (baryonic) density seems to play a more impor-
tant role than temperature. Although the predictions are quite model-dependent, the
data are described reasonably well (see Fig. 1.10), with some preference (even within
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present errors) for the spreaded-p scenario. An unmodified p, i.e. a vacuum spectral
function, is clearly ruled out.

1.2.5 Motivation for this Thesis

This thesis focuses on the first results from CERES obtained at a lower SPS beam en-
ergy. The results are based on data taken for Pb-Au collisions at 40 AGeV during
the running period 1999. After the observation of a strong enhancement of low-mass
dilepton production as compared to proton-nucleus collisions at full SPS energy, the
theoretical efforts to describe the enhancement and to establish the correctness of the
interpretation called for a systematic variation of the essential variables, temperature
and baryon density.

A comparison between different beam energies (160 vs. 40 AGeV) is the way to vary
and thus elucidate the relative importance of temperature and baryon density. Fig. 1.11
shows a three-dimensional plot of the dependence of the quark condensate (g¢) on the
two variables. Close to the vacuum value, the functional dependences on temperature
and density can be described by equations 1.14 and 1.15 [33]:

(Ga)r/(@a)o ~ 1 — (T/f:)* /8 + O(T") (1.14)

(@q),/(79)0 = 1 —0.33p/po (1.15)

Outside the validity of the approximations used for these equations, the monotonic
decrease of (gq) is qualitatively continued down to the level of zero, corresponding to
complete restoration of chiral symmetry. Two dynamical trajectories for nuclear colli-

40 AGeV

Figure 1.11: The quark condensate as a function of temperature and nuclear matter density
from the Nambu and Jona-Lasino model [33, 34].

sions, one for the full and the other for a much lower SPS energy, are also contained
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in Fig. 1.11. They qualitatively illustrate the expected behaviour: a higher tempera-
ture and lower baryon density for the higher beam energy, and a lower temperature
and higher baryon density for the lower beam energy. This is true for each path ele-
ment of the trajectories, including the final freeze-out region. Experimentally, the me-
son/baryon ratio for central rapidities decreases from about 10 at 160 AGeV to about
5 at 40 AGeV, decreasing still further towards AGS energies. As mentioned already
in the previous section, the main theoretical scenarios for the in-medium changes of
the intermediate p* find baryon density to be more important than temperature. Con-
sequently, stronger in-medium effects would have to be expected for the lower beam
energy of 40 AGeV than for the full SPS energy of 160 AGeV. In more general terms,
temperature and baryon density influence dilepton production significantly and in dif-
ferent ways. Comparing the results for different beam energies should therefore help
to better understand the change of the hadronic properties in a dense and hot nuclear
environment, to clarify the connection to chiral symmetry restoration and to provide
additional constraints for the model calculations.



Chapter 2
The CERES Experiment

2.1 Experimental Setup

CERES/NAA45 has so far been the only electron-pair experiment in the field of ultrarel-
ativistic nuclear collisions. Its basic design has been optimized for the measurement
of pairs in the low-mass region, i.e. for masses <1 GeV/c?. As mentioned before, the
principal advantages compared to muon pair experiments are the acceptance close to
mid-rapidity and the absence of a low-p, cut-off. Inevitably coupled to this are the dis-
advantages compared to muon pair experiments, a smaller acceptance and a limited
rate capability, excluding any reasonable sensitivity for masses > 1.5 GeV/c*.

Beyond the mass region dominated by =%-Dalitz decays, the physics signal of in-
terest consists of electron-positron pairs in the invariant mass range 0.2<m<1 GeV/c*.
The abundance of these pairs is only of order 10~° relative to (i) hadrons and (ii) pho-
tons. The experimental challenges are therefore extremely high. They are dealt with in
the following way:

i) Hadron-electron separation on the level required is assured by the use of Ring
Imaging Cherenkov detectors, supplemented in 1999 /2000 by d £/ dx information from
a TPC.

ii) Very-low-mass electron pairs from photon conversions ( creating, if not recog-
nized, a huge combinatorial higher-mass background, see 3.5) are suppressed as much
as possible by minimizing the total material in the experiment to about 1% of a radia-
tion length. To aid the rejection of the remaining part, the opening angle information
is consistently kept.

A schematic view of the CERES spectrometer is shown in Fig. 2.1. The left side
contains the original CERES setup as used up to 1996 [35]. Two silicon drift cham-
bers (SIDC1/2), located 10 cm and 13.8 cm behind a segmented Au target, provide a
precise angle measurement of the charged particles and precise vertex reconstruction,
resolving the target segments. The discrimination between the rare electrons and the
abundant hadrons is done with two Ring Imaging Cherenkov detectors (RICH1/2),
operated at a high threshold ~,;;,=32 which rejects 95% of all charged hadrons. For the
running period 1999/2000, the spectrometer was upgraded with a radial drift Time
Projection Chamber (TPC) [36] for tracking and momentum measurement, replacing

18
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Figure 2.1: Schematic view of the upgraded CERES spectrometer at the CERN SPS.

the original pad chamber behind mirror 2, and a new magnetic field configuration, re-
placing the original B-field between the two RICH’s. The results of these changes are
the following:

e Better mass resolution: With an active length of 2 m, an outer diameter of 2.6 m,
up to 20 space points for each track and a maximal radial field component of 0.5
T, the mass resolution is improved from the 1995/96 value of 5.5% to a level of
~2% in the region of the p/w; only ~ 4% was, however, reached for the 1999 data
set (the experiment was not quite ready yet).

e Better RICH efficiency: Since the original magnetic field is switched off, the two
RICH detectors are now used as an integral unit, resulting in improved efficiency
(0.94 instead of 0.81-0.86 = 0.70 in 1995/96) and improved rejection power.

In the following, the different components of the experiment are described in more
detail.

2.2 The Target

The target region consists of the target itself and two radial silicon drift detectors, all
concentrated in a limited volume of ~12 ¢m length and ~14 ¢m diameter as shown in
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Fig. 2.2. Target and detectors are held mechanically in a common structure provided by
a double wall carbon fibre tube, independent of the rest of the spectrometer. The beam
enters via an evacuated, removable Al tube that reaches until a few mm short of the
target assembly [23, 35]. The tube is surrounded by a cooling system needed to isolate
the silicon wafers from the rest of the spectrometer which is heated to 50° C. The target

W-shield |
SDD-2
SDD-1

| _-15
| | —~g°

beam |

—_— PE— =
segmented target radiator 1
8 x 25 um Au
10 cm

Figure 2.2: Target area with the two SDD detectors.

itself is segmented in order to minimize its effective radiation length, i.e. the number of
conversion pairs produced by the secondary photons from the interaction. The target
used in 1999 was segmented into 8 individual Au-disks with a diameter of 600 pm each.
The spacing between the disks of 2.8 mm assures complete isolation of the interaction,
i.e. on average only half a disk (0.37 % of a radiation length) contributes to photon
conversions within the acceptance of the spectrometer. The total target thickness of
200 ppm Au is equivalent to an interaction length of A/A;~0.83 %.

2.3 The SIDC Detectors

The two radial silicon drift detectors with 4" diameter cover a rapidity acceptance of
1.95<n<3.21 with full azimuthal symmetry. Within the overall concept of the experi-
ment, they have the following functions:

e Measurement of the charged particle rapidity density dN.; /dn and thereby char-
acterisation of the event.

e Very precise vertex reconstruction without the need of additional information
from other detectors. Given the high radial resolution of potentially 30 ;m, even
the small spacing of 38 mm between them is completely sufficient to resolve the
individual target disks (see 3.3.2).
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Figure 2.3: Working principle of the Si-drift detector.

e Tracking of electrons within the spectrometer, reducing the fake-ring problem in
the RICH detectors by predicting the center of candidate rings.

e Efficient identification and thereby efficient rejection of close pairs from photon
conversions and 7%-Dalitz decays by the measurement of ionisation for each track
as well as by the recognition of close hits. This is one of the most important tools
for reducing the combinatorial background (see 3.5).

¢ Independent physics studies like elliptic flow and two particle correlations.

The working principle of the Si-detectors is schematically illustrated in Fig. 2.3.
The electron-hole pairs (~ 25000) created by a traversing charged particle in 250 pm
of Si are separated by an applied electric field, and the electrons then drift radially
outwards towards the anodes. The drift field is generated via ring-shaped implanted
voltage dividers from the total voltage Uyy. Knowing the drift velocity, the particle
coordinates can then be reconstructed from the hit anode(s) and the drift time. The
number of anodes around the circumference, 360, determines the azimuthal resolution;
diffusion and signal-to-noise together with the granularity of the time measurement,
50 MHz, determine the radial resolution.

An example of a SIDC event display is shown in Fig. 2.4. An occupancy on the
level of hundreds of charged particles can easily be accepted, corresponding to pile-up
losses of only a few % (see 3.3.3).
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Figure 2.4: Event display of the SIDC1 detector.

2.4 The RICH Detectors

The RICH detectors are the heart of the electron spectrometer. Their rapidity accep-
tance is 2.0< n <2.65, close to the central region, and has full azimuthal symmetry
for optimal geometrical efficiency. The basic concept of a RICH detector is the follow-
ing: When a charged particle with sufficient velocity (see below) traverses a radiator
medium, the Cherenkov photons produced are focused by a spherical mirror onto a
UV-sensitive detector, creating a ring-like image. In the CERES case, the UV-detectors
are placed upstream of the target and are therefore not subject to the large flux of
forward-going charged particles (see Fig. 2.1). In order to minimize the number of
ete™ pairs from conversions, the amount of material within the acceptance is made as
small as possible. For this reason, the mirror of RICH1 is based on carbon fiber with
only 1 mm thickness, while the second mirror is a conventional 6 mm glass mirror. All
in all, the total radiation length is kept to about 0.4 % and 1.6 % of X, up to the first and
the second mirror, respectively, excluding the target.

The UV-sensitive gas detectors have three amplification stages, two Parallel-Plate
Avalanche Chambers (PPAC) and one Multi-Wire Proportional Counter (MWPC). The
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gas mixture is 94% Helium /6% Methan, and incoming UV-photons are converted into
electrons via photoionisation of TMAE as a photosensitive agent. To increase the par-
tial pressure of TMAE to a level required for a sufficiently small mean free path for
photon absorption (6.6 mm), the TMAE is heated to 40°C'. The detectors are operated
at atmospheric pressure and are kept, together with the radiators, at a temperature of
50° ' in order to prevent TMAE condensation. The information of the detectors is read
out via two-dimensional arrays of about 50000 pads each, allowing reconstruction of
the single-photon hits. The fast pad readout together with the possibility to operate on
subsets of the pad information has made ring recognition possible at the trigger level.

The radiators are filled with CH, at atmospheric pressure. The CH, index of re-
fraction n is such that the threshold for Cerenkov radiation is reached at a Lorentz
factor of v,,=32. This means that electrons produce coherent Cherenkov light with an
asymptotic emission angle of

0. = (L) = 31.5mrad. (2.1)
Yth
Except for pions with a momentum of more that 4.5 GeV/c (whose velocity satisfies
the condition 5 > 1/n), 95% of all hadrons produce no signal, i.e. the RICH is “hadron
blind”. The ring image in the focal plane has a radius

-]

where R., = f - 0., is the asymptotic radius of particles with v>>~,; (f focal length of
the mirror). Geometrically, R, corresponds to ~16 pad units. RICH detectors measure
only angles of trajectories, meaning that particles travelling at identical angles will
produce ring images at the same place in the UV detector. The number of emitted

photons on the rings is given by
2
1_(&Q] (23)
v

where N, is the asymptotic number of reconstructed photons for v>>~,. Typical
values are ~11 for RICH1 and 9-10 for RICH2 (see subsection 3.4.2).

R =R

N = N

2.5 The TPC

As mentioned before, the main purpose of the new radial Time Projection Chamber
(TPC) added to the CERES spectrometer is to improve the momentum- and thereby
mass resolution, allowing to more clearly resolve the vector meson resonances p, w,
and ¢ than has been possible in the 1995/96 set-up. A cross section of the cylindrical
TPC is shown in Fig. 2.5. The acceptance of the TPC covers the polar angular range
8°< #<15° with full coverage in azimuth, implying that the acceptance of the original
spectrometer remains unchanged by the addition of the TPC (with the compromise of
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Figure 2.5: Cross section through the CERES TPC.

shortened tracks for large ¢). The active volume extends from 3.7-5.7 m downstream of
the target. The TPC has an active length of 2 m, an inner radius of 48.6 cm and an outer
radius of 132 em. The magnetic field is generated by two warm coils with currents
running in opposite directions. This results in a radial field with maximum strength in
the region between the two coils, deflecting the particles in azimuthal direction. The
bending power is 0.18 Tm at 8° and 0.38 Tm at 15°. Precise measurement of the ¢
deflection in the TPC determines the momentum of the particles. However, the track
measurement in the ¢ direction is influenced by the Lorentz angle of the drifting cloud
which has to be sufficiently well known.

The charged particles traversing the counter gas volume of the TPC produce electron-
ion-pairs along their trajectory. The electrons drift in radial direction along the lines of
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the electric field and reach one of the sixteen readout chambers at the outer side. The
readout chambers (see Fig. 2.6) are conventional multi-wire proportional chambers
with cathode pad-readout and have a size of 2 - 0.5 m? each. There are 20 pad rows
in beam (z) direction with 16-48 pads in azimuthal direction, each sampling the radial
(drift) direction. Three wire planes are running in azimuthal direction. The avalanche

—~—— spacer

——— sense wire board
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—— strong back

—~—— Al - frame

Figure 2.6: Cross section through one side of the readout chambers.

produced close to the anode wires induces a signal in the chevron-type cathode pads.
The chevron pad shape was selected because of its efficient charge sharing in azimuthal
direction and was optimized to minimize the differential non-linearity. The charge is
mainly distributed over three pads with size of 6 - 10.3 mm?. In the case that a charge
cloud arrives exactly in the middle of a pad, the central pad will contain 80% of the
charge. The expected resolution is 250-350 ym in azimuthal and 400-500 pm in radial
direction, depending on the polar angle. The analog signals from each pad are sampled
in 256 time bins. Altogether, the TPC has 48 - 16 - 20=15360 readout channels and gives
a measurement of up to 20 space points per particle track. The total volume is 9 m?
and is filled with a Ne(80%)/CO,(20%) gas mixture. This particular choice reflects an
optimization in terms of many different aspects: small diffusion, small Lorentz angle,
large ionization, fast drift velocity and small radiation length .

2.6 The Trigger and DAQ

The Trigger

The data were taken with a central trigger based on three small Cherenkov beam
counters and the SIDC1 detector. The detector readout is triggered, if a beam-particle
reaches the target, but does not enter the spectrometer. This is done in the following
way:
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1) A minimum bias trigger is defined using three CO, filled Cherenkov counters
BC1, BC2, and BC3, placed in the beam. BCl1 is located about 60 m upstream of the
spectrometer, while BC2 and BC3 are placed directly before and after the target, re-
spectively. BC1 is used for monitoring of the incident beam particles, BC2 for detect-
ing ions passing through the spectrometer, while BC3 is used to record each Pb ion
escaping from the target in order to prohibit non-interactions with high efficiency. The
minimum bias trigger requires a signal in the first two and no signal in the third BC
counter:

MINB = BC1 - BC2 - BC3. (2.4)

2) In 1996 for the beam energy of 160 AGeV, the centrality selection has been done
by using a multiplicity detector (MD). However, in 1999 for the beam energy of 40
AGeV, the multiplicity detector (MD) could not be used because of the wrong rapidity
coverage, shifted away from mid-rapidity. For that reason central events were selected
in 1999 by placing a lower limit on the integrated signal of the SIDC1 detector, the
signal being proportional to the number of charged particles hitting the detector. This
information was available only after 4 ;s, corresponding to the maximum drift time of
the detector, and thus the centrality requirement was implemented as a second-level
trigger [37, 38]. The centrality threshold was set to correspond to about 30 % of the
geometrical cross-section o.,.

The Data Acquisition System DAQ

After the CERES experiment was upgraded by adding the TPC, a new data acquisition
system was needed in order to cope with the increased event size [37]. Events are
triggered by beam particles with an intensity of 10° ions per burst, entering the target
area. A typical central Pb-Au event, after zero suppression, has a size of 0.4-0.5 MByte.
During the SPS burst, i.e. during the five seconds of beam interactions onto the target,
typically 200-600 multiplicity-triggered collisions can be recorded. In the 15 seconds
interval between two bursts, the collected data are sent to an event-builder PC in the
CERN Central Data Recording facility (CDR), and the saved data are then copied from
disk to tape.



Chapter 3

Data Analysis

3.1 Data Sample

The data analyzed in this thesis were taken in the fall of 1999 with a 40 AGeV Pb beam
on a Au target. The centrality selection was o/0,., ~30% as mentioned before. The
data taking period was originally planned to extend over 5 weeks. However, this was
the first production run in which the new TPC was used. Due to problems with the
new readout, the effective running time was very much reduced (to about 10 days), re-
sulting in a final sample size of only 8 Million events. The same problems also caused
the TPC readout to be only partially operative, reducing the efficiency and therefore
the statistics even further. The final electron pair sample to be analyzed was there-
fore a factor of 10-20 smaller compared to what could have been achieved under ideal
circumstances (see chapter 4).

3.2 Analysis Strategy and Production Steps

The data analysis is divided into several stages. The main stages are the following:

(i) Event reconstruction
(ii) Electron-track identification
(iii) Pairing of electron tracks; only storage of events with at least one pair

(iv) Rejection of low-mass pairs on the track- and the pair level

Electron production was done in a very elegant and efficient way, with a lot of ad-
vantages compared to the hadron production preceding it [39]. Everything possible
was done to minimize the dead time and to ease the production process; the data stag-
ing and the analysis were done in parallel, the processor was constantly operating until
the very last file was analysed. The final output was stored in the form of ROOT files.

With the main goal to reduce the raw data volume as far as possible for effective
final analysis, the electron production was divided into three steps of reduction and

27
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pre-analysis:

e Production

In the “production” stage, the reduction was done by applying loose ring quality
cuts, accepting only RICH tracks with (truncated) ring analog amplitude smaller
than 3000, removing clusters of four and more rings in the small area of 50 mrad,
matching SIDC and RICH tracks within a 5 mrad circular window, and finally
requiring at least two “global tracks” (matched SIDC-RICH tracks) in each event.
In the output, the reduced raw data were then saved for all events fulfilling these
conditions. In this first stage of data reduction, the TPC was not used at all. The
output data were first written to disk and then copied and stored on 26 tapes.
These tapes were input to the next stage, the postproduction. Altogether, a re-
duction from 3.7 Tb to 940 Gb of raw data was achieved, i.e. a factor of ~4.

e Postproduction

In the second stage of “postproduction”, the raw data were analysed, staged from
tape to disk, and the produced ROOT files were written only to disk. SIDC hits,
global tracks, RICH rings, TPC tracks and the event information were stored in
ROOT files. The full tracking reconstruction procedure of the TPC was, however,
restricted to TPC tracks in the vicinity of global tracks, i.e. of matched SIDC-
RICH candidate tracks, allowing for a maximal distance of £100 mrad in the ¢
direction between TPC and global tracks. No additional cuts were applied. After
completing the postproduction, the data volume decreased from about 940 Gb of
raw data to 70 Gb of ROOT files, i.e. by a factor of nearly 14.

e Postpostproduction

In the third and last stage of “postpostproduction”, the main goal was to mini-
mize the amount of data needed for subsequent electron analysis. Global tracks
were now matched to selected TPC electron tracks, defined by applying an ap-
propriate dE/dx cut in the TPC. A further reduction of the data was obtained by
saving only SIDC hits with a spacing of 20 mrad around the global track. Finally,
only events with at least two fully reconstructed electron tracks with p,>100
MeV /c were kept and stored in a few ROOT files. To run postpostproduction and
to analyse the ROOT trees, the complete COOL library was not needed. The only
requirements were ROOT and the CERES RCOOLprod libary, compiled with an
option to exclude all COOL related functions. The output of the third stage of
pre-analysis had a drastic data volume reduction from 70 Gb to 485 Mb, i.e. by
a factor of 140. A data sample of only 167000 events was left from the original 8
Million for final analysis.

e Final analysis

The reduction of the data after three stages of pre-analysis to a volume of only
485 Mb with 167000 events with at least one pair had remarkable consequences.
It allowed to perform a final analysis cycle within the extremely short time of 10
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min. with as many spectra and different cuts (used as functional parameters) as
desired. The main steps of the final analysis were the following;:

(i) All possible pairs are created in each event

(if) A “cut-mask” is defined. With a cut-mask restriction on the full set of pairs,
only a subset of pairs is left. A cut mask is defined by requiring each track of a
pair to be in the acceptance and to be subject to a number of cuts: minimum num-
ber (4) of fitted TPC hits, transverse momentum p,>200 MeV /c, SIDC dF/dx se-
lection, no close electron tracks, Dalitz removal from pairing , and a pair opening
angle selection.

(iii) A pair type is defined: ++4, ——, +— (like-sign, unlike-sign pairs)
(iv) A physics signal is defined: S = Ny_ —2,/(Ni4 - N__)

(v) Invariant mass spectra and pair p; spectra are created.

All these steps will be illustrated in section 3.5 further below.

3.3 SIDC Track Reconstruction and Event Multiplicity

3.3.1 SIDC Hit Finding

The highly compressed raw data of all detectors stored by the DAQ have to be un-
packed. The raw data of the SIDC detectors consist of 6-bit non-linear amplitudes,
assigned to the individual cells of a two-dimensional matrix of 360 anode readout chan-
nels (connected to the azimuthal angle ¢) and 256 time samples of the FADC (connected
to the radial drift time, i.e. the polar angle #). The amplitudes are linearized and the
pedestals subtracted. Connected regions of cells with non-zero amplitude are grouped
into clusters. All cells within a cluster of a fixed anode form a pulse. An isolated sig-
nal of a minimume-ionizing particle typically has pulses of up to 8 time bins and is
spread over 1-5 anodes. Pulses of less than 3 cells above threshold are discarded. The
centers-of-gravity of the pulses are obtained from Gaussian regression resp. Gaussian
tits taking the known widths from a table. Pulses on neighboring anodes connected to
the same cluster are merged into a hit if their centers-of-gravity differ by less that 1 time
bin. The hit coordinate in azimuthal direction is calculated as the center-of-gravity of
the contributing pulses.

The SIDC event display (see Fig. 2.4) typically shows an occupancy of several hun-
dred hits. The most prominent quality criterion is the single-hit resolution in r and in ¢.
This will be discussed in the next section (3.3.2). Beyond that, a good double-hit resolu-
tion is also of interest. It limits the level of pile-up in determining the N.;-distribution
and is also of importance for the rejection of close conversion and Dalitz pairs. The
problematics of close double hits will be discussed in the remaining part of this sec-
tion.

In the 1995/1996 analysis, overlapping double hits were not resolved at all in anode
direction, but only in time-bin direction, looking for the minimum between pulses
connected to clusters. There was no way to separate pulses so close that only one
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maximum was found. In the 1999 analysis, a new method was used [40]. One of the
criteria to distinguish between one or two and more pulses is the width of the pulses.
Based on the width, a decision is made to use a single-Gaussian or double-Gaussian
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Figure 3.1: Monte Carlo studies of the SIDC double-hit resolution for the anode- (left side) and
the time direction (right side). Circles represent the new and triangles the old hit reconstruction
software. Hit reconstruction efficiencies >1 reflect artifical hit splitting of single hits.

pulse fit method, splitting hits in time-bin and anode direction (see [40] for more about
this). A comparison of the two-hit resolution in the old and new software is shown
in Fig. 3.1, using Monte-Carlo studies [41]. The principal improvements are obvious,
reaching a level of ~300 pym (~2.5 mrad) in the r- and ~30 mrad in the anode direction.

Unfortunately, the improvements could not fully be explored. Due to certain prob-
lems with the FADC readout of the SIDC detectors during the 1999 run, a large number
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Figure 3.2: Experimental data on the distance distribution between neighboring hits in
SIDC1/2. The distance is determined as (df* + sin®0 - d¢?)'/2. SIDC2 shows a large en-
hancement due to artifical hit splitting of single pulses.

of pulses (in particular in SIDC2) had non-standard pulse shapes with missing time
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bins etc. [42], creating much more artifical hit splitting than seen in the Monte Carlo
simulations. This is illustrated by data in Fig. 3.2, showing a large number of addi-
tional hits for distances of a few mrad.

The amplitude of a hit is determined as the sum of all cell amplitudes connected
to the hit. This is an extremely useful quantity, directly connected to the d£/dx of a
traversing particle. The pulse height distribution of the hits in the two SIDC detectors
is shown in Fig. 3.3. The tail at very low values of d£/dx again reflects the effects of
artifical hit splitting.
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Figure 3.3: Pulse height distribution of hits in SIDC1 and SIDC2. The excess on the low tail
is due to hit splitting, the excess an the high tail to double-d F/dx from close low-mass electron
pairs.

As detailed in subsection 3.5.2 below, the main use of the d//dz information from
the two SIDC detectors in the electron analysis is the identification and then rejection
of close conversion and Dalitz pairs, using either two resolved close hits with single
dFE /dx each or one unresolved hit with double d£/dx. Unfortunately, the artifical hit
splitting problem, visible already in the Monte Carlo studies and much more so in real
data, essentially prohibits the use of resolved double hits up to at least 5 mrad. In-
stead, as was already done in the 1995/1996 analysis, all hits within a circular window
around a given track are summed, thereby automatically resumming the pulses of split
hits. In the present analysis, the window was opened from 5 mrad (in 1995/96) to 10
mrad to obtain a particularly high efficiency for rejection. Genuine close tracks up to
an opening angle of 10 mrad appear than as double d£/dx information, free from the
problem of hit splitting. If this is done for both SIDC detectors in a correlated way
(compare Fig. 3.37 in subsection 3.5.2), the rejection quality becomes far superior to
anything which could be obtained from two resolved close hits.

3.3.2 Track and Vertex Reconstruction

For the event-by-event reconstruction, all hits within the combined acceptance of the
two SIDC detectors are used. When the hits are found and their positions have been
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transformed into three-dimensional laboratory coordinates, the next step is to combine
them into tracks and then use all the tracks of the event to find the interaction vertex
position. The event vertex is the point from which almost all particles produced in
the nuclear collision originate. For the vertex reconstruction, the “Robust Vertex Fit
Procedure” was used [43]. The hits are combined into straight track segments, and the
weighted sum of all their projected distances to an assumed vertex position is calcu-
lated. In an iteration, this center-of-gravity becomes the new vertex and each segment
gets a new weight, acording to the deviation from the mean value in the step before.
Five iterations are sufficient for convergence. The resulting distribution of vertex po-
sitions along the z-axis is shown in Fig. 3.4. The individual target disks are resolved
with an rms resolution of ~560 pm.
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Figure 3.4: Reconstructed vertex positions along the beam axis. The peaks determine the posi-
tions of the 8 Au-target disks with a resolution of o.~560 pm.

The target region is free of a magnetic field and therefore the SIDC tracks are straight
lines. SIDC tracks for each event are reconstructed in two steps:

e Candidate track segments are created by connecting all SIDC2 hits to the vertex
point.

e The expected positions in SIDC1 are calculated by the 1996 algorithm search-
ing for the closest hit in SIDC1 for each track. If a hit is found in a window of
430,411 both in the r- and the ¢ direction, the SIDC track segment is accepted
and defines, together with the hit from SIDC1, a SIDC track. The final tracks are
then constructed in polar coordinates 6 and ¢, using the average of the two hits.

The matching distributions of the SIDC1/2 detectors from the vertex point are
shown in Fig. 3.5. They are wider in 1999 compared to 1995/96 due to the SIDC defects
mentioned before. The rms value in the r direction is 115 pm; a matching window of
+300 pwm was used. In the ¢ direction, two components exist, one with an rms value



3.3. SIDC TRACK RECONSTRUCTION AND EVENT MULTIPLICITY 33

of 4 mrad connected to multi-anode hits, and a wider one connected to single-anode
hits; therefore, a matching window of +20 mrad had to be used. The matching width
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Figure 3.5: Matching distributions of SIDC1 and SIDC2 in 1999, with radial and azimuthal
resolution values of 0,=115 ym and o,=4 mrad as obtained from a fit (red line). The tails in
the azimuthal distribution are due to single anode hits, increasing o, to >4 mrad.

in the r direction corresponds to a value of 81 ym for a single detector (instead of the
expected ~30 pm), and to a value of 57 pm for the track resolution, resulting from the
averaging of the SIDC1/2 coordinates; this is equivalent to about 0.5 mrad in the 4
direction.

3.3.3 Event Multiplicity

The centrality of the collision is a fundamental parameter in the study of heavy-ion re-
actions. It determines, for a given beam energy, the participant volume and the energy
density of the fireball. The quantities which are used for estimation of the centrality
are charged particle multiplicity (N.;,), transverse energy (Er), missing forward energy
etc. In the CERES experiment, the centrality is estimated by determining the charged
particle multiplicity with the SIDC detectors over one unit of pseudorapidity in the
range 2<n<3. The measured multiplicity needs a number of corrections. Different
from 1995/96, where the corrections were determined by Monte Carlo simulations, the
procedure used in 1999 is based on data as much as possible to increase the reliability.
Corrections are required for the following items:

e detector efficiencies including matching losses,
e ghost tracks from artifical hit splitting of single hits,

e pile-up losses within the double-track resolution,
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e contributions from § electrons.

The starting situation is the raw multiplicity distribution N, of the charged tracks
measured over the full SIDC acceptance of 1.95<1<3.21, i.e. over an interval An=1.26
(FWHM). A representative example of such raw data is shown in Fig. 3.6. Following a
cut 2.0<n<3.0 in rapidity space, the 4 classes of corrections are applied as follows:
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Figure 3.6: Raw multiplicity distribution of SIDC tracks in the rapidity interval 1.95<n<3.21.

(i) An upward correction of 1/0.76 for efficiency: The efficiency of SIDC tracks was
studied using high-p, tracks from a high-efficiency part of the TPC (a particular az-
imuthal sector with ~ 90%). The TPC tracks were matched to the vertex, and the SIDC
track efficiency associated with this sector was determined as the probability that these
tracks were also found in the SIDC system. The efficiency was then extrapolated to the
tull azimuth by correcting for the known defects of the SIDC system around the az-
imuthal direction. The final efficiency value obtained is only 76% [44]. The number
can roughly be understood as due to three sources of losses: 95% from dead anodes,
94% from asymmetrical matching between SIDC1/2 in r direction (a SIDC detector in-
tercalibration change required for the electron analysis shifted the center of the match-
ing distribution shown in Fig. 3.5 away from 0), and the rest probably from matching
losses in the non-Gaussian tails of the matching distribution (invisible in Fig. 3.5 be-
cause of the cuts).

(ii) A downward correction of 1/1.11 for ghost tracks: As mentioned before, the
SIDC software has the unfortunate property to split single hits. To determine the prob-
ability for ghost tracks due to hit splitting, the angular distance distribution between
a fixed track and any other one in a circular window was investigated. Fig. 3.7 shows
the results for data tracks. In the small distance region below 3 mrad, the ghost tracks
appear as a pronounced narrow peak. The probability of tracks associated with the
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Figure 3.7: Experimental data on the distance distribution between neighboring tracks in the
SIDC1/2 detectors.

peak can be calculated from
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One finds a value of ~11% as an average over the whole multiplicity distribution. Sub-

dividing the distribution into several bins, the number is, not surprisingly, found to
be independent of dN,;, /dn to within 1%. Conversely, using Monte Carlo tracks, the
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Figure 3.8: Monte Carlo simulations of the distance distribution between neighboring tracks
in the SIDC1/2 detectors.

probability for ghost tracks is much smaller, only 2.9 % (Fig. 3.8), consistent with much
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smaller artificial hit splitting for the idealized SIDC pulses (see section 3.31)

(iii) An upward correction of 1/0.97 for pile-up losses: Two tracks overlapping
within the matching window of the SIDC1/2 system (which is somewhat wider than
the double track resolution, compare sections 3.31 and 3.32) are reconstructed as only
one track. Corrections for these “pile-up” losses were studied using Monte Carlo sim-
ulations with pion tracks. In regions of high hit density, i.e. at small polar angles or at
high multiplicities, one expects higher probabilities for pile up, and therefore smaller
track efficiencies. The results of the simulations vs. d N, /dn are shown in Fig. 3.9 with
a normalization such that the relative efficiency is set to 100% at 0 multiplicity. The
effect is rather weak, corresponding to only ~3.5% for the averaged distribution. A
similar value can be obtained from a simple estimate based on the SIDC occupancy
and the size of the matching window, without resorting to any MC code.
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Figure 3.9: Monte Carlo results on the relative SIDC1/2 track efficiency vs. charged particle
multiplicity density.

(iv) A downward correction by 3 tracks for j-electrons: Beam particles traversing
the target disks create J-electrons in all disks preceding the one where the nuclear inter-
action takes place. The information on the total number of é-electron tracks seen by the
SIDC1/2 system could, in principle, be obtained by measuring the expected increase
of the charged multiplicity as a function of the target disk number (in the direction
upstream to downstream), selecting always the same rapidity window. Unfortunately,
the effect is too small to be observable within the systematical errors of the procedure
(the angular region to be selected varies from disk to disk); all attempts in this direction
have failed so far, including this work. Instead, a Monte Carlo sample of é-electrons
was tracked through the SIDC system. The results are shown in Fig. 3.10. A number of
hits, about 24, are created in the two detectors, but most of them do not align to tracks
within the matching window together with the interaction vertex, due to geometrical
mismatch and multiple scattering (J-electrons are very soft). Only about 3 tracks are
reconstructed (by definition independent of dV.;, /dn) which have to be subtracted from
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the multiplicity distribution.
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Figure 3.10: MC simulations of -electron hits (left side) and of SIDC tracks reconstructed
from these hits (right side). Since §-electrons do not point to the interaction vertex, they are
efficiently suppressed to a level of ~ 3 tracks per event.

The final distribution of the charged multiplicity density, including all corrections,
is shown in Fig. 3.11. The shape looks rather unusual, due to a gliding cut at low multi-
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Figure 3.11: Final corrected distribution of the charged particle multiplicity density in the
SIDC system.

plicities in the trigger selecting 30 % of the geometrical cross section. The mean number
of the dNZ"" /dn distribution, (dN.;/dn)=216, is therefore larger then one would expect
for 40 compared to 160 AGeV (~250). To confirm consistence of the results with other
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experiments, it is more appropriate to compare the upper tails of the distributions, cor-
responding to a well defined central-collision selection. This has been done for the
upper 7% fraction within the CERES acceptance 2.1<7<2.6, comparing to the results
from NA49. The multiplicity density for identified hadrons from NA49 for this selec-
tion is shown in table 3.1 [45, 46], summing up to a total number of 292. The CERES
value derived from Fig. 3.11 is 313, which has to be downward corrected for the con-

at +7~ | 107 + 107
Kt + K~ 20+ 8
p+p 48 + ~2
Total sum 292

Table 3.1: Central rapidity densities of identified hadrons from NA49 for Pb+Pb at 40 AGeV
[45, 46] for the upper 7% of the geometrical cross section.

tribution from 1.7 conversion tracks and 2.6 Dalitz tracks to dN¢7 /dn=309. The two
experiments agree to within 6%, i.e. well within the systematic uncertainties of 5%
each.

The mean number of (dN.;,/dn)=216 will be required in chapter 5 for normalization
of the electron pair data and comparison to the hadronic decay generator.

3.4 Electron Track Reconstruction

3.4.1 RICH Clean-up and Hit Finding

The raw data of the two RICH detectors consist of induced-signal amplitudes assigned
to the individual pads (~ 50000 each) of the checkerboard-like two-dimensional pad
arrays. In the first step, all adjacent pads with one identical coordinate and with am-
plitudes above a readout threshold are connected to clusters (edge-to-edge connections
alone are insufficient). In the such created list of clusters, background from different
sources is removed by a procedure named “clean-up” to minimize the number of fake
ring candidates. Although there is an unavoidable loss of efficiency due to removing
also some real UV-photon hits, the clean-up procedure has been very carefully tuned
to find the best compromise [47]. Clusters with the following features are removed:

1) large clusters of pads originating from highly ionizing particles traversing the
detector plane which
- are very big (> 200 pads)
- look like an ionization track (long and thin, mostly at an oblique angle)
- have many saturated pads in the cluster (>6)
2) crater-like circular clusters
3) small-amplitude clusters over extended regions from electronic noise or pedestal
fluctuations
4) small clusters with <3 pads, mostly from electronic noise.
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The remarkable improvements which can be obtained by the clean-up procedure
are illustrated by a sample event in Fig. 3.12.

In the next and last step, hits are searched for by determining local maxima in a
cluster. If more than one local maximum is found, the cluster is split. Each local max-
imum and the surrounding pads are identified as a UV-photon hit in the RICH’s. Hit
centers are calculated as the centers-of-gravity of the associated pads.

Figure 3.12: RICH event with raw data (left) and after clean-up procedure (right). The
common-noise structure seen in the left part exists only in a small fraction of the events; it
is shown here to demonstrate the effectiveness of the clean-up.

3.4.2 RICH Ring Reconstruction

RICH detectors require an additional step of pattern recognition: to combine hits to
rings. A great simplification arises in the case of the electron analysis: only rings with
asymptotic radius R..=f /v, produced by electrons and positrons need to be searched
for. The ring reconstruction procedure is divided into two parts, a two-step point-
to-ring Hough transformation with a search for candidate rings, and a robust ring-fit
procedure applied to the candidate rings.

Due to the new setup in 1999, there was no more need for a B-field between the
RICH’s. The absence of the field allowed to use the two RICH’s in a combined mode,
treating them as one single unit. The point-to-ring Hough transformation then be-
comes a “double-Hough” procedure. In the first step, pads from both RICH’s are trans-
formed into the same coordinate system, using the coordinate system of RICH1, which
has the larger acceptance, as the base system [48]. When the new system of pads is de-
fined, the double-Hough procedure is employed in the same way as the single-Hough
procedure used before [49]. Each pad of a UV-photon hit forms the center of a ring
with nominal asymptotic radius. The “Hough array” which has the same cells and
dimension as the data field, contains the image of all these rings, each original pad and
associated ring contributing with the same weight (“digital Hough transformation”).
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The “Hough amplitude” is defined as the hit multiplicity of each cell in the Hough
array. A ring candidate shows up as a peak in the Hough array, reflecting the intersec-
tion of a multitude of rings in the center of the electron ring in the original pad plane.

Figure 3.13: RICH1 and RICH2 event display for a sample event, showing fitted candidate
rings (presumably from ~-conversion or w° Dalitz pairs). The white fitted ring shows the
example of a candidate pair aligning in the 2 RICH detectors and also matching to a track in
the preceding SDD detectors.

Figure 3.14: Hough array, connected by a two-step point-to-ring Hough transformation to the
event shown in Fig. 3.13. Several ring candidates are seen as pronounced peaks.

Fake rings, due to ring-like random arrangements of photon-(or background) hits and
usually associated with a smaller-than-average number of hits, show up as other local
maxima in the Hough array. A second, non-linear Hough transformation is therefore
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added which assigns relative weights to the cells in the Hough array such that each
hit counts most for its most favorable ring-center [49]. This additional step results in
a larger gap between the amplitudes of real and fake rings and thus improves the dis-
crimination. At the end, a list of ring candidates with double-Hough amplitudes above
a chosen threshold is defined.

In the second part, the final x- and y- coordinates of the centers of the candidate
rings are determined by a robust x? fit, keeping the radius fixed at the known value
of the asymptotic radius. The fitting algorithm is described in [50, 17]. Minimiza-
tion is done of a modified x* where the fit-potential varies in a Gaussian way (instead
of quadratically) with the distance to the minimum. In the 1999 case of combined
RICH1/RICH2 analysis, the fit applies of course simultaneously to the combined hits
from both detectors. The information obtained at the end of this part consists of the
number of fitted rings in the event and, for each ring, the x- and y- coordinates of the
center, the total number of hits and the total analog amplitude summed over the hits,
where the summation is done in a mask of £6 mrad around the ring circumference.
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Figure 3.15: Correlation of RICH candidate rings and (fake-ring) background tracks identified
by the TPC for the individual runs of the 1999 data taking period. Black stars: positive particles;
red triangles: negative particles. The pad threshold is set to 3.

Fig 3.13 and 3.14 illustrate the two-part procedure for a sample event. A number
of peaks are found in the Hough array (Fig. 3.14), which can be correlated 1:1 with
the rings seen and fitted in the event display of the 2 RICH detectors (Fig. 3.13). Only
the ring coded “white” has a satisfactory visual appearance in both detectors and also
matches to a track in the preceding SDD detectors; the rest is either fake or an extremely
soft conversion pair (highest peak in Fig. 3.14).
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In the remaining part of this section, the choice of the double-Hough transforma-
tion parameters for the electron production and some performance figures for the com-
bined rings in the double-RICH system will be discussed.

To reduce the number of candidate rings and, at the same time, to keep a high
efficiency, the thresholds for the double-Hough amplitude and for the pad amplitude
have to be optimized. Before optimization, the number of RICH candidate rings varied
from 10-25/event and was correlated with background-(fake-ring) tracks, defined by
a dF/dx-selection of w-tracks in the TPC (see subsection 3.4.5). Such a correlation,
containing the run-to-run variations of candidate rings and background tracks during
the very instable 1999 running period for a pad threshold of 3 is shown in Fig. 3.15.
With this parameter choice, electron production would have been ineffective.

The optimization of the parameter-pair double-Hough amplitude and pad thresh-
old was done using an overlay Monte Carlo mode. Idealized high-p; electron tracks
were superposed onto real events, allowing the determination of the absolute track ef-
ticiency, while the number of candidate rings was directly obtained from the data. The
results of this study as a function of the pad amplitude cut for a fixed double-Hough
amplitude cut of >150 are shown in Fig. 3.16. A similar dynamical range for both
quantities is found as a function of Hough amplitude in the range 150-200 for a fixed
pad threshold of >7 [48]. The result of the optimization is the choice of a minimum
double-Hough amplitude of 150 and a minimum pad amplitude of 7, corresponding
to a RICH track efficiency of 94% and to about 4 candidates/event. Matching these
(mostly fake-) candidate rings to SIDC tracks led, together with the other cuts and con-
ditions, to the reduction of the number of events by about a factor of 4 in the first stage
of the electron production as discussed in section 3.2.
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Figure 3.16: RICH multiplicity and track efficiency as a function of the pad amplitude cut for
full ring acceptance (red full circles) and for total acceptance (open black circles) from overlay
MC [48]. The double-Hough amplitude cut is set to >150.

The advantages of the combined use of RICH1 and RICH2 in the 1999 analysis
compared to the separate use in 1995/96 can be summarized as follows:

(i) Improved ring reconstruction efficiency: In the previous analysis, a cut of >5
hits on the Poissonian hit distributions (with an average of about 10 each) was used
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in both RICH’s separately resulting, together with other losses, in ring reconstruction
efficiencies of 81% for RICH1 and 86% for RICH2, i.e. a RICH track efficiency of only
70% (see Fig. 3.17). In the combined mode, the average of the distribution doubles to
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10000 | Rich2
B J _| total efficiency
80001 | 1 0.81%0.86 = 0.70
6000/ | 1999
- Rich1+Rich2
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Figure 3.17: UV-photon hit distributions for identified rings in the separate RICH1/RICH2
system as used in 1995/96 compared to the combined RICH system in 1999. The distribution
for 1999 is not corrected for a contribution from background hits (~4).

about 20 hits (24-4 from background), but the safer cut of >10 hits on the combined
distribution still results in an improved value for the track efficiency of 94% (for high-
p: tracks; somewhat lower for realistic sources, see chapter 4). In addition, the losses
of track efficiency with multiplicity are less steep compared to the separate uses of the

RICH’s (see subsection 4.2.3 below).

(ii) Improved ring-center resolution: In the 1995/96 analysis, ring-center resolution
values of 1.3 and 0.6 mrad were obtained for RICH1 and RICH2, resp., including the
influence of background hits and the ill-understood deterioration in RICH1 compared
to MC. The combined use of the two RICH’s should result in an overall ring-center
resolution of 0.5 mrad, given a perfect intercalibration of the RICH’s. Unfortunately,
no simple way was found to verify this number in the 1999 data, since the matching
distributions with other detectors are too wide to be sensitive (see section 3.4.5).

iii) Improved ability of separating rings: Extensive comparative MC studies done
in the early phase of this work have shown double-ring separation values of 7.7 mrad
(50 % probability value) for the combined RICH use [48], while 11 mrad for RICH1
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and 9 mrad for RICH2 were obtained for the separate use. In practice, however, this
improvement has not been relevant for the present analysis, since the total analogue
sum amplitude turned out to be the more useful quantity for the recognition of close
double rings.

In summary, the combined use of the RICH1/RICH2 system in the 1999 electron
pair analysis has proven to be extremely beneficial.

3.4.3 TPC Hit Finding

As for the other detectors, the first step in the offline analysis is to unpack the highly
compressed raw data of the TPC. As mentioned before, the TPC contains a total of
48 - 16 - 20 = 15360 readout channels. The raw data of each channel consist of linear
amplitudes from an 8-bit ADC in 256 time bins per channel, equivalent to amplitude
information from a total of ~4 million pixels. Hit finding in the TPC proceeds in the
following steps:

e Clean-up procedure:

The clean-up algorithm was tuned to minimize background from different sources
while maintaining maximal efficiency. It is an event-by-event procedure remov-
ing all electronics defects, noise and pedestal fluctuations of the individual read
out channels. In the 1999 data analysis suffering from the very instable TPC op-
eration, the clean-up also detects and eliminates the (permanently changing) re-
gions of faulty electronic readout; indeed, only two chambers (number 0 and 1)
were really stable (see also section 4.1.3).

e Hit finding;:

The hit reconstruction software converts raw pixel data into reconstructed space
points. Clusters are defined as connected pixel structures with at least one coordi-
nate, pad or time-bin, being the same (no edge-to-edge connections). For each of
the 20 planes going into pad direction (16 x 48 pads in azimuthal direction), the
slope in time direction is defined. The maximum in time direction is defined as
the point where the slope changes sign. All neighboring pixels belonging to the
same cluster are flagged. The centroid of the cluster is extracted as the maximum
of a Gaussian regression by calculating the mean and the sigma. No minimum
cluster size in pad- or time direction is required for the hit finder. The criteria
to distinguish between one and two hit clusters are the widths of the Gaussian
fit of the hit in pad (cp) and time direction (o). If ¢ = /(0% + 0?)/V/2 < 1.25,
the result is accepted as a one hit cluster. If o > 1.25, then a double Gaussian
tit could have been used to split a double-hit cluster into two hits; for reasons of
computing time, this was not done.

After the hits are defined, the next stage is a quality test of these hits. The quality
is defined using o, and ;. Only hits which satisfy the condition o = [0.707 -

\/ob + of — 1] < 0.35 where op >0.2 and hit amplitude >50, are accepted as hit
candidates for track reconstruction.
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Occupancy and hit density are quite uniform over the acceptance in the polar
angular range 6= 8°-15°.

e Transformation from (time,pad,plane) to (x,y,z) coordinates:

A particularly difficult task is the transformation from the (time,pad,plane)- to
the (x,y,z) coordinate system. It requires the knowledge both of the complete
geometry of the chamber and of the drift velocity in each space point of the TPC,

which itself depends on the F- and B-field in each point

= e B+ W < B) 4 (E - B) ) (32)

Vg

and the detailed gas properties [51]. The 1999 analysis was based on a quick
zero-order approach to solve all the associated difficulties. The electric field was

Target

Figure 3.18: Association of the TPC coordinates (time, pad, plane) with (x,y,z).

calculated by using the finite-element “Mafia” package. Corrections are done in
each consecutive plane along the z-direction using data at zero magnetic field. In
the first step, the assumption is made that the tracks are straight in the 10 middle
planes. Then, a linear fit is made, and the distribution of the values Ar vs. r for
each of the remaining planes is used to correct the field, where the Ar are the
measured distances of the hits from the extrapolated straight track. In the next
step, by using the first order approximation v; = p - £ of eq.(3.2) and assuming
that 4 is locally constant, the electric field is simply corrected by E..,, = (1+f ' )-F,
where ' = Avy/vqg = AE/E [52]. A more refined procedure is underway in
connection with the analysis of the data taken in 2000.

The monitoring of the gas properties allowed to correct for observed variations
in the Ne-C'O, mixture leading to changes in the drift velocity. The atmospheric
pressure variation that also leads to drift velocity variations, was also taken into
account. The correction factors were obtained from the drift velocity monitor
(Goofie).



46 CHAPTER 3. DATA ANALYSIS

Magnetic field

= 1.5 T
=z 1 E T B-field
B 5 Transverse B-field con ponen
. os
I~ N < O:15deg — 3
- ~m o . | oy
= 05 I f T 0: 8 deg -
L N = o:15deg —
-1
= -1.5
T 1f /\ -Longitudinal B-field compone nt
] s S N A 2 3 P ]
Z () S s Ao o.0:.15 deg
N - f TV
. ~ o D S S =
Electric field o[- <] I e
.05 0:.8 deg| . 4
30KV between inner and outer cylinder L 0: 15deg —— >
E o7 o
S . = -1s .
S g ko EOOBLSM o] =
= o s 50 ¥
= os g 1GeV/c e v
= — 25
= 0.4 PO
= g A s
3
L T A O M — =Y -.0: 8 deg 7
0.2 = s
01
-50 6:15deg
= st ‘ ‘ ‘
= L V(r):31.5%1l0g(r)=123.2 ’é\ j j j 1
3 8 +
= = o wej gaeg 1GeV/c e trajectory
= 3 L T, i
-5 015 ded =
10

Radial distance r (em)

Figure 3.19: The upper left panel shows the magnetic field lines and the active volume of the
TPC (dotted line). The right panel indicates the components of the magnetic field (transverse
and longitudinal) for different polar angles 6 and for momentum tracks of 1 GeV/c [53]. It also
shows that this magnetic-field configuration produces a deflection in azimuthal direction ¢,
the precise measurement of which is used for determination of the momentum of the particles.
The lower left panel contains the electric field and the potential in the TPC as a function of
radius. Note that the magnetic field shown in this figure also contains the original localized
field between the two RICH-detectors; for 1999 running, this part was actually switched-off as
described in section 2.1.

e Amplitude calibration:

A calibration procedure is designed to equalize the electronics response as well
as variations in gas gain within the chambers by introducing a relative gain con-
stant. The gain corrections were applied for each individual cathode readout pad,
with the correction values determined from zero-field data. Also the electron at-
tachment corrections were taken into account. After the gain calibration, each
pad has the proper amplitude. In a later stage of the analysis, the charge mea-
surements of each hit are used to calculate the average energy loss of a particle
along a track with the truncated-mean method.

3.4.4 TPC Track Reconstruction

As for the hit finding, a number of different points need to be discussed, relating to
track fitting and momentum determination, momentum resolution, particle identifica-
tion with d£/dz and global alignment.

e Track finding, track fitting and momentum determination
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Reconstructed hits which pass the quality criteria have to be linked to form par-
ticle tracks. To be efficient in the tracking analysis, “corridors” in three dimen-
sional space are defined to limit the number of hits. They are chosen to be A¢=20°
in the ¢-direction, while the slices in # are only Af = 17, since to zero order there
is no deflection in the polar angle # of a track (see Fig. 3.19). Track finding be-
gins from candidate hits with a z-position in the middle of the TPC. The pattern
recognition then proceeds searching for the hits from the two neighboring planes
in z-direction. These three hits together are used to find the sign of the track’s cur-
vature in ¢-direction which is, of course, the main bend direction of the particle’s
trajectory (see again Fig. 3.19). A window in the ¢-direction is then defined in
which further hits are searched for, using the knowledge of the magnetic field in
the TPC. Due to the strong inhomogeneity of the B field, it is not possible to find
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Figure 3.20: Residuals of the true (reconstructed) hits relative to the fitted tracks in r- and ¢-
direction for 1999 hadron data [39]. The A, , refer to the center-of-gravity, the o, 4 to the width
of the respective residual distribution.

an analytical solution for the track trajectory. Instead, the trajectory is defined
using a two-dimensional momentum fit based on reference tables. These tables,
produced in MC simulations, contain the hit coordinates of a reference particle
with p=1GeV/c for different §-angles. After several iterations, only the hits close
to the fitted track, typically within dr=2 cm and rd¢=1 cm, are retained. The mo-
mentum is determined from the ¢-deflection, fitting the hits in the ¢-z plane with
a reference track, while the # direction is obtained by fitting a straight line in the
r-z plane. The effects of multiple scattering are corrected for by assuming that all
scattering originates from the mirror of RICH2, the largest amount of individual
material in the spectrometer (X/X, ~4.7%) [54].

e Momentum resolution

A basic track property is the track length, the number of hits on the track. While
the design value is 20, an average of only about 9 were found in the 1999 analysis,
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due to the problems with the TPC readout (see Fig. 4.6 in section 4.1.3). Tracks
with a number of hits less that 4 were removed from the analysis.

The standard deviation of the distribution of differences between the original
momentum and the reconstructed momentum is defined as the momentum res-
olution o,,. It is determined at high momenta by the position resolution, at low
momenta by multiple scattering. The position resolution realistically achieved in
the 1999 analysis is summarized in Fig. 3.20 in terms of the residuals of the hits
relative to the fitted tracks [39]. The values are about a factor of 2 above design.

All in all, the goal to achieve a mass resolution of <2%, equivalent to a momen-
tum resolution of also <2% for momenta of 2-3 GeV /¢, could not be reached in
1999, due to the small number of hits/track, insufficient position resolution and
the defects in the TPC readout. An attempt to obtain the momentum resolution
vs. momentum in MC simulations, based on the understanding of the TPC as of
the end of 2000, is shown in Fig. 3.21 [60]; it corresponds to a parametrization
of o,/p = ((0.04)% 4 (0.012 - p)*)¥/2. According to the insight at the time of this
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Figure 3.21: Momentum resolution o,/p vs. momentum, studied by using (somewhat ideal-
ized) Monte Carlo simulations for the 1999 TPC status [60].

write-up, the slope constant of 0.012 may actually be unrealistically small. How-
ever, the only place in the whole present analysis where the numerical value of
the TPC resolution enters is the folding process of the hadronic decay cocktail. To
the extent that the 1999 statistics is completely insufficient to identify any of the
narrow vector mesons w or ¢ in the data, the precise resolution is in fact of minor
importance.

Particle identification by d £ /dx

To support the electron identification done by the double RICH system, the spe-
cific energy loss of a particle traversing the TPC can be measured. The use of this
tool in the 1999 analysis over the full range of momenta has indeed improved the
e/m separation compared to the previous analysis, where electrons and pions in
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the very-high momentum region could not be distinguished, and where an addi-
tional handle to suppress fake rings in the RICH's at lower momenta would also
have been helpful. Operationally, since the charge collected for each hit along a

0.3 <p < 0.6 GeV/c
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Figure 3.22: The dE/dx projection for e~ tracks (from Fig. 3.24 in section 3.4.5) for the
momentum selection 0.3<p<0.6 GeV/c. A Gaussian fit to the distribution gives a relative
dE /dzx resolution of 16%.

track is proportional to dE/dx, one could simply use the sum amplitude of all
hits. Instead, as is common, the so-called “truncated-mean” procedure has been
followed to reduce the fluctuations from the long Landau tails of the energy-loss
distribution. Numerically, 35% of the highest-amplitude samples have been re-
jected to obtain a nearly Gaussian-like distribution. The resulting resolution of
o(dE/dx)/dE /dx has been found to be ~16% for electron tracks as shown in Fig.
3.22.

The dependence of the relative resolution in d £ /dx on the number of hits/track
is plotted in Fig. 3.23. The comparison to various parametrizations is not quite
satisfactory. However, these were done for Ar- rather than Ne-mixtures, and this
change together with others for the ongoing analysis of the 2000 data seems to
improve the agreement. The resolution value of ~16% at a hit number of 9 can
be read-off this plot; the full number of hits as expected for the 2000 analysis will
automatically improve the resolution.

e Global geometrical alignment

The geometrical alignment of the 16 chambers of the TPC is done using the
data sample at zero magnetic field. The assumption is made that the RICH-
coordinates are aligned with the beam and that the RICH gives ¢ and ¢ in abso-
lute terms, thus defining a coordinate system to which all others detectors have
to be matched. To find the proper values for the many correlated transformations
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Figure 3.23: dE /dx resolution of the tracks in the TPC vs. the number of hits/track in com-
parison to different parametrizations (Lehraus and Allison/Cobb [58]). The measured results
somewhat exceed these parametrizations (done for Ar-mixtures).

like translations in x, y, z direction, rotations around the X, y, z axis, time offset
and time factor, the MINUIT software was used.

3.4.5 Matching and Full Electron Track Reconstruction

Once the vertex is reconstructed and track segments in each of the detectors are found,
the next major step is to combine them all into full electron tracks. Obviously, before
starting the tracking, the local coordinates of the five detectors (2 SDD’s, 2 RICH's
and the TPC) need to be converted into the three-dimensional laboratory system. This
global laboratory system uses left-handed Cartesian coordinates with the z-axis along
the beam and the x and y-axis pointing to the right and upward, respectively, when
looking along the beam direction. In the laboratory coordinate system, the origin is
placed into the center of SDD-1, while in the event coordinate system the event vertex
(zv,yv, zv) is taken as the origin. To reduce fake tracks as much as possible, efficient
identification is required in all detectors. The double RICH system is powerful enough
to nearly control the problem of hadron misidentification on its own. By matching
SIDC- and TPC segments to the RICH system, ~95% of all hadrons do not produce
any signal.

In the postproduction (the second production step, see section 3.2), tracks are ob-
tained from matching TPC tracks to global tracks, i.e. SIDC-RICH tracks. By pointing
with SIDC-RICH matched candidates to the TPC, tracking in the TPC is only required
within a window of 100 mrad in the ¢-direction around that candidate. The result-
ing tracks are expected to be dominated by electron tracks, due to the filtering by the
RICH detectors. A contour plot of the dF/dx distribution in the TPC versus particle
momentum for these tracks is shown in Fig. 3.24. The dominance of electron tracks is
easily recognized in the form of the most intense island with momentum-independent
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Figure 3.24: Contour plot of the dE /dx distribution in the TPC vs. particle momentum for
electron-track candidates after the postproduction stage. The main island, described by the
nearly-horizontal line, is dominated by low-momentum electrons from conversion- and Dalitz
pairs. A n~-contamination, following the expected dF |dx-line for pions (Bethe-Bloch), can
also be recognized (see text); it is removed by the gliding cut parallel to the rising pion line. The
vertical line indicates the single-electron p,-cut >0.2 GeV/c? used to very much suppress the
combinatorial background from low-mass pairs.

values of dF//dx around 350, well described by the (nearly horizontal) theoretical line
for e=. The very low average momenta around <p>=0.4 GeV/c (p;=0.08 GeV/c) are
consistent with the expectation for tracks originating from conversion and Dalitz pairs.
The projection of this island onto the d£//dx axis for 0.3<p<0.6 GeV /c corresponds ex-
actly to the spectrum Fig. 3.22 shown in the preceding section. Two further much less
intense islands with smaller values of d£/dx can also be recognized. Both follow the
expected line for 7=~, taken over from Fig. 3.25. The region around ~ 1GeV/c is due
to m~, misidentified as e~ by the RICH (fake rings in regions of accidental high hit
density). A projection onto the dF /dz axis for the momentum selection 1<p<2 GeV/c
(see Fig. 3.26) shows this contamination more quantitatively. The region around p~10
GeV/cis due to 7~ which create genuine Cherenkov rings with radii close enough to
asymptotic electron rings to pass the ring selection cut; these tracks have inevitably to
be there.

In the postpostproduction, a gliding cut along the line indicated in Fig. 3.24 be-
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Figure 3.25: Measured dependence of the mean ionization (dE/dx) on momentum for nega-
tively charged particles from the TPC. The dashed line contained in Fig. 3.24 shows the theo-
retically expected dependence for the case of ==, the functional form was taken from [55] and
fitted to the region 0.3<p<2 GeV/c around the minimum. Above 2GeV, the data increasingly
deviate from the m~ expectation towards smaller values of dE/dx, due to the admixture of
negative particles with higher masses, in particular K-.
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Figure 3.26: The dE /dx projection from Fig. 3.24 for the momentum region 1<p<2 GeV/c. It
is dominated by electron tracks, but also shows some =~ contamination (see text).

tween the e~ and 7~ islands is used to completely eliminate the residual hadron tracks.
Indeed, only TPC tracks passing the cut are matched to global tracks. The other vertical
line at p=1 GeV/c visible in Fig. 3.24 indicates the single-electron p,-cut >0.2 GeV/c
used to very much suppress the combinatorial background from low-mass pairs; this
is discussed in more detail in section 3.5. Altogether, the efficient electron identifica-
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tion provided by the combined action of the double-RICH and the TPC allowed to
minimize fake tracks to a negligible level, even at the highest dN.; /dn. The matching
distributions to be discussed next therefore consistently show a very low background.

The quality of the track matching between individual detectors is influenced by
the multiple scattering which a particle suffers passing through the spectrometer, and
therefore depends on the momentum of the particles. Integrating first over momenta,
the quality of the matching distributions for electron tracks is shown in Fig. 3.27 for all
3 detectors. The rms widths are broadened due to the fact that even after the geometric
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Figure 3.27: Matching distributions in 6 (left) and ¢ (right) for the three detector combinations
RICH-TPC, SIDC-RICH and SIDC-TPC.

intercalibration there is still a systematic misalignment of the detectors: the positions
of the mean values for df and d¢ deviate from zero. This is more detailed in Figs. 3.28
and 3.29, showing the variation of the centers of the differential matching distributions
with # and ¢; this variation obviously contributes to the widths in Fig. 3.27.
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Figure 3.28: Variation A# of the centers of the differential matching distributions in 0 as a
function of § for the three detector combinations RICH-TPC, SIDC-RICH and SIDC-TPC.
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Figure 3.29: Variation A¢ of the centers of the differential matching distributions in ¢ as a
function of ¢ for the three detector combinations RICH-TPC, SIDC-RICH and SIDC-TPC.
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Figure 3.30: Matching distributions in 6 (left) and ¢ (right) for the three detector combinations
RICH-TPC, SIDC-RICH and SIDC-TPC, after applying the corrections for misalignment.

After recognizing the problem of residual misalignments, an ad-hoc correction pro-
cedure was applied, operating separately on all three detector combinations RICH-
TPC, SIDC-RICH and SIDC-TPC [44, 60]. The procedure fits the matching distributions
in a number of different §- and ¢- bins (7 in 6, 16 in ¢), assuming Gaussian peaks and a
parabolic background, derives correction values and feeds these back into the primary
matching procedure. The improved results are shown in Fig. 3.30, 3.31 and 3.32, indi-
cating smaller widths in the overall matching distributions and much less variation of
the centers of the differential matching distributions.

A fair judgement of the final matching widths can only be done by disentangling
the effects of multiple scattering. This is done in Figs. 3.33 and 3.34, showing the
variation of the widths in #- and ¢-matching, resp., as a function of particle transverse
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Figure 3.31: Variation A@ of the centers of the differential matching distributions in 0 as a
function of 0 for the three detector combinations RICH-TPC, SIDC-RICH and SIDC-TPC,
after applying the corrections for misalignment.
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Figure 3.32: Variation A¢ of the centers of the differential matching distributions in ¢ as a
function of ¢ for the three detector combinations RICH-TPC, SIDC-RICH and SIDC-TPC,
after applying the corrections for misalignment.

momentum. Asymptotically at high momenta, values of 1.2-1.6 mrad in ¢ and 7.5-
9 mrad in ¢ are reached. These are still larger than the comparable numbers in the
1996 analysis. On the other hand, as mentioned before, the background is extremely
low, due to the superior electron identification by the combined action of the double
RICH and the dF/dx from the TPC, essentially eliminating all fake tracks. Therefore,
very wide matching cuts of 30 have been used throughout. The broad matching cuts
of £30 between TPC-RICH and TPC-SIDC are done in a momentum-dependent way,
following the functional dependence of Figs. 3.33 and 3.34, while the matching cut
between the RICH and the SIDC is done in a constant circular window with a radius
of 5 mrad.
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Figure 3.33: Widths of the matching distributions in 6 as a function of particle transverse
momentum after applying the corrections for misalignment.
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Figure 3.34: Widths of the matching distributions in ¢ as a function of particle transverse
momentum after applying the corrections for misalignment.

3.5 Pairing and Combinatorial Background

3.5.1 Definition of Signal and Combinatorial Background

In the final step of data processing, tracks are combined into pairs, and the type of pairs
is defined. Electron and positron tracks are measured in the same acceptance and with
the same reconstruction efficiency. The main and very difficult task is then to extract
the desired correlated unlike-sign pairs from the reconstructed single tracks because a
flag on what belongs together does not exist. Therefore, a statistical procedure has to
be used. Pairing is done by creating all possible combinations of electron and positron
tracks from the same event. Integrating over all events, a number of unlike-sign (/V;_)
and a number of like-sign (/V;4,N__) pairs is obtained. The total unlike-sign pairs
consist of the correlated pairs which are the real physics signal S{”" originating from
the same decays, and of the uncorrelated unlike-sign pairs which are combinatorial
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background made by pairing tracks from different decays:
S_cl_oir — N_tl_oial o N}l;:?icorr (33)

As mentioned before several times and detailed below, the background problem is
indeed severe. There are two known techniques for defining the background to be
subtracted: the so-called like-sign technique, and the event mixing technique. Both
work successfully due to the absence of important correlated components in the like-
sign dilepton spectra in this region. Starting from the Poisson probability distribution
of the electron and positron multiplicity [56] and using the fact that both charges have
the same acceptance and the same track reconstruction efficiency, it is easy to show
that the mean unlike-sign combinatorial background is given by twice the geometrical
mean of the like-sign pairs, which is very insensitive (more than the arithmetic mean)
towards the small charge asymmetries present in the experiment:

N = By = 21Ny - N__ (3.4)

The physics signal 5¢”" searched for in the CERES experiment consists of correlated
electron-positron pairs in the invariant mass range m >0.2 GeV/c*. The invariant mass
is determined as usual from the sum of the four-momentum squares as

Mypair = \/Puls + Pul- (3.5)

Since the rest mass of the electrons is small, the relativistic limit E~|p| holds, allowing
to determine the invariant mass only from the three momenta of the tracks:

Mpair = \/2 Pt Pe- (1 — c050O..) (3.6)

As already discussed in the introduction, the abundance of the pairs to be investi-
gated is only of order 10~ relative to the hadrons present. The efficient electron iden-
tification (see previous section) powerfully copes with the problem of hadron misiden-
tification. The much more severe problem is the ratio of again only 10~ relative to the
total s present. Photons convert in the target and in the detector material immedi-
ately thereafter, and although the total material has been optimized to be only ~1% of a
radiation length, these photon conversions together with 7°-Dalitz decays still exceed
the number of high mass pairs by a factor of ~10°. In other words: low-mass pairs
would have to be recognized and taken out of the combinatorics on the level of a fac-
tor of 10° to assure an (idealized) signal-to-background ratio of 1/1. This is indeed the
problem of the CERES experiment.

Fortunately, the kinematic characteristics of the two main electron sources v con-
versions and Dalitz pairs are quite different from those of the high mass pairs. First,
they have very soft single-electron p, spectra; the average p, is only ~ 0.08 GeV/c, 1/4
of that of the mother pions. Therefore, a single p,-cut of 200 MeV /c is extremely ef-
fective and one of most important rejection handles of background. Second, connected to
their small invariant mass <0.2 GeV/c?, they have small opening angles. For identifi-
cation and rejection of such close pairs on the basis of the opening angle, it is extremely
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Figure 3.35: Signature of a genuine open pair with two hits in the SIDC detectors, two rings
in the RICH detectors and two opposite-sign (bent) tracks in the TPC (upper part). Two close
pairs in the same event, only partially reconstructed; the two lone tracks form an open pair with
two opposite-sign electrons, i.e. a high-mass combinatorial-background pair (lower part).

important that, due to zero magnetic field up to the TPC, the opening angle remains
unchanged in the major part of the setup until the TPC. Still, even given that the char-
acteristics (p;, m, 6..) of the two main electron sources are so different from high mass
pairs, limited track reconstruction efficiency and acceptance lead to a remaining com-
binatorial high mass background. An imperfect recognition of close pairs generates lone
tracks, if the co-track is lost because of falling out of acceptance, or of not getting re-
constructed, or of getting incorrectly assigned. The lone track will contribute to the
pairing and create combinatorial background. Events in which two or more low-mass
pairs are only partially reconstructed are particularly dangerous, since the resulting
combinatorial pairs have automatically large opening angles and therefore contribute
to the high-mass range of interest. This is illustrated schematically in Fig. 3.35. An
only small fraction of close pairs with only one recognized track gives rise to random
pair combinations with a sufficiently large Poissonian probability to easily outnumber
the signal. To reduce the background as much as possible beyond efficient electron
identification, an effective rejection of low-mass pairs in SIDC1/2, RICH1/2, and, to
some extent, in the TPC is absolutely vital.

About ~ 90% of all pairs with opening angles < 50 mrad and invariant masses
below 150 MeV /c? result from Dalitz decays, therefore the physics pair sample is re-
stricted to m>200 MeV /c?. However, a Dalitz-pair sample with m<200 MeV/c? and
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opening angles >35 mrad has also been collected. It is used to control the pair recon-
struction efficiency after various rejection steps and, very important, to help to assess
the pair reconstruction efficiency vs. multiplicity dN.;,/dn in control of the MC simula-
tions (see chapter 4).

3.5.2 Reduction of the Combinatorial Background

A big challenge in the pair analysis is then to maximally reject the recognized low-
mass pairs with small opening angles, while keeping a high reconstruction efficiency
for pairs with larger opening angles. The detailed individual steps taken to reach this
goal are described in the following.

Benefitting from the difference in kinematic characteristics between low- and high-
mass pairs, a transverse momentum cut of p,>100 MeV/c on each track selected by
electron identification is already done in postpostproduction, i.e. in the third produc-
tion stage. Raising the p;-cut on single electron tracks later to >200 MeV/c leads alto-
gether to a drastic reduction of the combinatorial background by a factor of >10. In the
next stage, an opening-angle cut of #>35 mrad is applied as in the 1996 analysis.

The evolution of the total number of pairs for the remaining rejection steps is shown
in Fig. 3.36. A further factor of 10 in background reduction is achieved, but not the fac-
tor of 100 required for the idealized case of S/B=1/1. The plot starts at a point where
the strong reduction of the background (without affecting too much the high mass sig-
nal) has already occurred through the p;-cut. To reject very close pairs, certain isolation
cuts to assure the cleanliness of a track environment are imposed both in the SIDC’s
and in the RICH’s. Close conversion- and Dalitz pair recognition is most powerfully
achieved by summing the pulse heights up to an opening angle of 10 mrad in the two
SIDC detectors. Pairs with opening angles < 10 mrad which are not recognized as two
close individual electron rings in the RICH detectors appear than as double-d £ /dz in-
formation in the two SIDC detectors in a correlated way (see Fig. 3.37). The cut along
the lines indicated in the figure completely removes these close pairs. The combinato-
rial background is thereby reduced by a factor of 5, while the pair efficiency is kept at
a level of ~65% (see Fig. 3.40 below and chapter 4). The power of the correlated cut in
two independent SIDC detectors is best illustrated by projecting the two islands in Fig.
3.37 onto the two axis of independent SIDC1 and SIDC2 information (Fig. 3.38). If only
one detector would exist, good rejection would automatically destroy good efficiency
(and vice versa).

As mentioned before, the double-RICH system can resolve neighboring double
rings already at 7 mrad (50% probability level). The SIDC double-hit resolution in
the 1999 data analysis was supposed to be improved compared to 1996 in resolving
double hits, both in anode and in time bin direction, to a level of <5 mrad (see section
3.3.1 above). However, the problem of artifical hit splitting completely prohibited the
use of resolved double hits and therefore double tracks up to at least 5 mrad (as also
discussed already in section 3.3.1). This is dramatically apparent from the contour plot
of the angular-distance distributions between neighboring hits, shown in Fig. 3.39 for
both SIDC detectors. Efficient rejection is therefore much better obtained by integrat-
ing information rather than to resolve it. All hits in a circular window of 10 mrad (also
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Figure 3.36: The upper (black) line shows the open-pair combinatorial background calculated
as the total like-sign pairs with masses >200 MeV/c*. Similarly, the background in the Dalitz
region is determined as the like-sign pairs with m<200 MeV/c?. The net open-pair signal (red
line) defined as (N,_ — B) consists of electron-positron pairs in the invariant mass range
m>200 MeV/c?, while the net Dalitz signal consists of e* e~ pairs in the mass region of m<200
MeV/c* with an opening angle selection of >35 mrad. The combinatorial background strongly
decreases for the different rejection steps by a factor of 10 (disregarding the particle-ID contri-
bution of a factor of 5), while the pair efficiency as controlled by the positively identified Dalitz
pairs remains nearly constant.

shown in Fig. 3.39) are summed, and genuine close tracks up to an opening angle of
10 mrad appear as clean double d£/dx information in Fig. 3.37.

Although the cut value of 1000, used in the two SIDC detectors (Fig. 3.37) to remove
close pairs, looks natural, an objective tool to optimize the cut was developed (and
also used for other cuts). Any handle to reject tracks from low-mass pairs leads to
unavoidable efficiency losses for the desired tracks; therefore, all rejection cuts have
to be optimized. The optimization is done by maximizing the effective signal, defined
as S.;p = S/(1 +2- B/S). For S, the Dalitz signal is used (defined in eq. 3.3) with
opening angles §>35 mrad and m<200 MeV/c?, while for B the open pair background
is used (defined in eq. 3.4) with opening angles §>35 mrad and m>200 MeV/c*. In
the limit B/S5>>1, the effective signal becomes S.;;~53,,/ Bopen~¢*/ Rej, and this then
should be maximal. The efficiencies and rejection factors are defined as follows: ¢ =
[Ty St /58t and Rej = T2 Reji = T4 B/ By, where 5@l = 81 and By =
B - The potential danger of this optimization method is to create a signal out of
statistical upward fluctuations by the choice of the cut. Indeed, the method would be
unthinkable, if the high-mass signal itself with its unfavorable S/B would be used for
S. It is the rather stable Dalitz part (statistically totally independent of the high-mass

background) which makes the procedure legitimate.
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Figure 3.37: Contour plot of the distributions of dE /dx in SIDC2 vs. dE /dx in SIDCI1. The
two dominant islands, separated by the lines, correspond to single tracks (with dF /dx < 1000
in both SIDC’s) and double tracks (with dF /dx >1000 in both SIDC’s). The double tracks are
mostly conversions (and very close Dalitz pairs) from the target; they are rejected by cutting
double dF /dx in both detectors as indicated by the cut lines. A much less intense contribution
from late conversions (in SIDC1) is visible as a weak island with double-d F /dx in SIDC2, but
with (smeared) single-dF /dx in SIDCI.

The result of the optimizition is shown in Figs. 3.40, 3.41. The cut value of 1000
chosen before is clearly favored. To prove that the choice of Dalitz pairs does make
the procedure uncritical, the same quantity S7 ,/B,,., was evaluated in Monte Carlo
simulations, overlaying Dalitz pairs with data (see chapter 4). The results are shown
in Fig. 3.42; they are absolutely identical to those using Dalitz pairs from data and
therefore justify the original procedure. Fig. 3.40 also allows to simultaneously see the
effect of the dF /dx cut on the open-pair background and on efficiency: Both decrease
with the cut-value, reaching an optimum with a background reduction by a factor of
~5 and a track efficiency loss of ~20% (remaining pair efficiency ~0.65).

In summary then, conversion- and Dalitz pairs with opening angles <10 mrad
which cannot be recognized as two individual rings in the RICH detectors are effi-
ciently rejected by the two SIDC detectors. Some remaining contribution of close pairs
with §<10 mrad is due to inefficiencies in the SIDC’s.

As mentioned before, data taking in 1999 suffered from the poor performance of
the TPC readout, resulting in a TPC pair efficiency of only ~19% (see chapter 4.). Even
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Figure 3.38: Projections of the distributions from Fig. 3.37 onto the two dE /dx axis before
applying the rejection cut. It is clear that d E /dx information for efficient rejection can only be
used in a correlated way; otherwise, a cut at the minima, separately in both SIDC'’s, would lead
to a high efficiency loss, due to removing the long Landau tails of single tracks.

SIDCH1 SIDC2
) \ )
g g
E E
£ £
10 15 20 5 10 15 20
sin(6)*d¢ (mrad) sin(0)*d¢ (mrad)

Figure 3.39: Angular-distance distribution between neighboring hits in a df- vs. sin(8) - d¢-
plane. The circles indicate the distance of <10 mrad for hits to be summed. The gap in the
middle corresponds to the limit of double hit resolution, while the bright spots signify the effects
of artificial hit splitting.

if the efficiency of the TPC would be high, its usefulness for low-mass pair rejection
would still be limited, due to a strong decrease of the track reconstruction efficiency
for low momenta (p,<200 MeV/c), i.e. for the momentum range of conversion- and
Dalitz pairs ((p;)~80 MeV/c). Given a track candidate with p;>200 MeV /c, the other
partner of a pair may well be much softer and will therefore not be reconstructed by
the TPC, even if pair opening angles >10 mrad are accessible.
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Figure 3.40: Relative rejection of open-pair background (left panel) and relative efficiency of
Dalitz pairs (right panel) vs. dF /dx cut applied in the two SIDC's in a correlated way (see Fig.
3.37). In both cases, the normalization is done to the respective preceding step.
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Figure 3.41: Effective signal S.;; = S3.,/Bopen ~ €2/ Rej vs. cut value, using Dalitz pairs
and open-pair background, i.e. relative efficiency and relative rejection from Fig. 3.40 (see text).

To reject low-mass pairs with opening angles >10 mrad, a different strategy is there-
fore used, relying on the superior performance of the double-RICH system. All full
electron tracks which have a SIDC-RICH electron-candidate track within 70 mrad, are
removed even if that candidate has no match to the TPC (interpreting it to be the sec-
ond leg of a close pair). Since there is no magnetic field in the RICH’s, the opening
angle can be calculated from the polar coordinates # and ¢ measured by the RICH sys-
tem. The cut value of 70 mrad is evaluated as before, maximizing the effective signal.
In the final step, identified Dalitz pairs, i.e. pairs with m<200 MeV/c? are excluded
from further combinatorics. As can be read-off from Fig. 3.36, the last two steps to-
gether reduce the background by a further factor of 2, while their effect on efficiency is
nil.

The evolution of the total number of pairs after various rejection steps can be sum-
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Figure 3.42: Same as Fig. 3.41, but using Monte Carlo simulations with =°-Dalitz pairs
overlayed onto data.

marized as follows (Fig. 3.36): Altogether, a rejection factor of >100 is obtained (in-
cluding the p;-cut), while at the same time, the efficiency losses for open pairs associ-
ated with the rejection cuts are less than a factor of 2, as illustrated by the positively
identified Dalitz pairs with opening angles >35 mrad and masses m<200 MeV/c*.
The physics signal, defined by the open pairs with m>200 MeV/c?, is seen to be also
roughly constant showing, at least within the large errors, that its size is stable even if the
background varies by a large amount.

One further rejection cut has actually been investigated in some detail: the so called
“predictor cut”. To reject low-mass pairs with opening angles >10 mrad, where the
double-ring resolution of the RICH-system is sufficient to resolve two close rings, the
SIDC information on two close tracks can be used as a predictor of the two ring cen-
ters. With properly chosen masks around these centers, the analogue sum of the hit
amplitudes of the two rings can then be created and used as a cut variable to distin-
guish single from double rings. Monte Carlo simulations of this procedure have been
encouraging [48]. However, the dynamical range between single- and double ring am-
plitudes turned out to be much smaller in the data than in the MC simulations, and the
cut was finally discarded as too risky without having reached complete understanding.

It should at the end be emphasized that only very few rejection cuts have altogether
been applied. All of them are perfectly understood by using either the data themselves
(as explained above) or Monte Carlo simulations. The small number and the good
understanding of the rejection cuts results in correspondingly small contributions to
the systematic uncertainties of the high-mass yield (see chapter 5).
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3.5.3 Strategies of Background Subtraction

The net signal S7°" of the correlated unlike-sign pairs was already defined and dis-
cussed in section 3.5.1 (egs. 3.3 and 3.4). It is given, in simplified notation, by

S_|__ :N_|__—2‘\/N_|_+'N__, (37)

using the like-sign technique for describing the combinatorial background. The geo-
metrical mean of V., and N__ contained in eq. (3.7) is robust in case of slight charge
asymmetries. However, a test of charge symmetry presented in Fig. 3.43 shows the
background to be symmetrical on the level of 1.05+0.02 (before rejection) or 0.98 4+ 0.05
(after rejection). Therefore, the arithmetic mean could just as well have been used in
the analysis. Indeed, the relative difference between one and the other is given by
§ ~ 1/8A?, where A defines the relative charge asymmetry; for A=10%, for example, §
would only be 107°.
The statistical error of the signal 5, _ defined by eq.(3.7) is given by

054 = (Nyo + Nyy + N_)'V? (3.8)

assuming statistical independence of the errors in N;_, N.; and N__ (this result is
actually independent of whether the geometrical or the arithmetic mean is used for the
background). Since S B oimp, Ny— ~ Nyt + N__ = B, and

51—~ (2B.omp)'/? (3.9)
which is obviously very much larger than (S;_)"/2. In the alternative procedure of
high-statistics event mixing for defining the like-sign combinatorial background, the
error could potentially be reduced by a factor of /2, if the problem of absolute normal-
ization of the background per event could be solved. However, none of the previous
analysis efforts of CERES including the most recent one on 1996 data [56] has been able
to find a solution, and therefore the final errors quoted on the sum signal have always
been the one defined by eq. (3.8).

The situation becomes somewhat different if the background subtraction in eq. (3.7)
is done bin-by-bin in differential spectra, for example in every bin of an invariant mass
spectrum. The statistical error given by egs. (3.8), (3.9) can then be locally reduced by a
factor of /2 in each bin, if at least the shape of the like-sign combinatorial background
can be determined with sufficient accuracy. The error of the sum over all bins does, of
course, remain unaffected.

The local improvement of the spectral significance has been done in all previous
CERES analysis work. Originally, the background was simply smoothed by using an
appropriate fit function. In the 1995 ([18, 19, 23]) and 1996 ([20, 21, 22, 23]) analysis, the
like-sign pair background was generated by a random combination of single tracks in
high-statistics Monte Carlo simulations; the track distributions in p;, § and ¢ were di-
rectly taken from the experimental data. Small residual deviations from the measured
like-sign background were taken care off by a correction function. In the most recent
1996 analysis [56], high-statistics event mixing was used which creates an unlike-sign
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Figure 3.43: Upper panel: Like-sign combinatorial background N, and N__ vs. invariant
mass me. for partial rejection corresponding to the second step in Fig. 3.36 (only p, and TPC
dE /dx cut) (left panel), and for full rejection corresponding to the last step in Fig. 3.36 (right
panel). The normalization of the ordinate is described in chapter 5. Lower panel: Ratio of
N4 /N__ for the two rejection cases.

combinatorial background in addition to the like-sign one (identical by construction);
also here, residual deviations had to be corrected.

In the present work, a still different approach has been taken. Since the like-sign
combinatorial background after rejection step 1 in Fig. 3.36 (only p;- and TPC dE/dx
cut) contains about 10 times more entries than the final background after all rejection
steps, it was felt completely sufficient to properly rescale it and then use it directly, bin-
by-bin, for background subtraction; with a down-factor of 10, the residual statistical
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Figure 3.44: Upper panel: Invariant-mass spectra of like-sign pairs before (black circles) and
after (red triangles) applying the last 3 rejection steps in Fig. 3.36, showing the stability of
the shape for the two distributions. The normalization of the ordinate is described in chapter
5. Lower panel: Ratio between normalized pre-rejection and after-rejection background vs.
invariant mass; the normalization is done in the region 0.2-1 GeV/c?, requiring a factor of
10.1440.3.



68 CHAPTER 3. DATA ANALYSIS

©

10 F
"_,.\ E before rejection unlike-sign
o~ o 4 like-sign
; 1 O E o
[}] E ?"W ™
= Co <
8 . s[® e
-5 &
— 10 E* » .
A E W* e o
S & S —8=
< i * e
v 6 oS ——
3 1% 4 :;:—f—
-g
B 107 ¢ ;PFF:%%
e r
v -
-8 B
10 = A wunlike-sign
E after rejection s like-sign
10'97”‘\H‘\H‘\H‘\H‘\H‘\H‘\H‘\HmH
(o} 0.2 04 0.6 0.8 1 1.2 1.4 1.26 1.8 2
mg. (GeV/c’)
-3
10 F
D g E before rejection unlike-sign
No 4 like-sign
= 10 E -
() E ?”W *'0«0
= -© . ‘.,
8 -5 qﬁb Se
=10 E* =, : .
A Fo ks SN, o - S SOS rzo:i:g:
N - -
=" s == e e
Vv 6 A A ——
5 e & Ban
= s
S0 it T
o’ | peade
= S
ko] F
V j
10_8 E after rejection A unlike-sign
F before rejection A scaled like-sign
9 7‘ ! ! ! ! o ! ! L

10
1.2 1.4 16 1.8 2

m,. (GeV/c?)

0O 0.2 04 0.6 0.8 1
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The normalization of the ordinate is described in chapter 5.
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bin-to-bin errors are already quadratically small compared to those of N,_. The corre-
sponding mass spectra of the like-sign combinatorial background before and after the
last 3 rejection steps of Fig. 3.36 are compared in Fig. 3.44. It is gratifying to see that
the shape is nearly identical, including the structure in the region <0.4 GeV/c?, due to
the single-electron transverse momentum cut p;>200 MeV /c (a use of the even higher-
statistics background before the p;-cut is clearly excluded). The ratio between the two
spectra is shown in the lower part of Fig. 3.44, where the normalization is done in
the region 0.2-1 GeV/c*. The normalization factor required to conserve the integral of
the post-rejection background (used then for rescaling before subtraction) is 10.14+0.3;
the associated error, discussed in section 5.3, is also quadratically small compared to
the bin-to-bin errors. In the mass region >1 GeV/c?, the normalized ratio increasingly
deviates from 1, somewhat similar to, but more so than in the 1996 procedure. The
corresponding fit function does actually only affect one bin in the mass spectra to be
shown later, namely that of the ¢-region.

To assess the improvements obtained for the like-sign combinatorial background in
direct comparison with the unlike-sign pairs, all relevant spectra, with partial rejection
(only p;- and TPC dE/dx cut) and with full rejection, are summarized in Fig. 3.45. As
is to be expected, no significant difference between unlike- and like-sign pair spectra
exists for the partial-rejection case, while with full rejection, in particular in connection
with the rescaled partial-rejection background, a clear excess of unlike-sign pairs is
seen throughout the whole mass range.



Chapter 4

Monte Carlo Simulations

The detailed properties of the individual detectors of the CERES spectrometer like ge-
ometry, materials, known deficiencies etc., have been implemented in the GEANT de-
tector simulation package. For certain corrections of the multiplicity distribution and,
in particular, for the understanding of pair efficiency and rejection on an absolute level,
MC simulations are indispensable. The package simulates the interactions of particles
and photons with the detector material like energy loss, multiple scattering, generation
of Cherenkov photons, etc. Simulations are done by generating particles from a known
source with well known decay kinematics. The trajectories of these particles are traced
through GEANT [57] including all modifications due to multiple scattering, hadronic
interactions, deflection in the magnetic field etc. Moreover, the complete events need
to be generated in the proper background environment. However, a realistic simula-
tion of the background is very difficult. Therefore, the MC is used in “overlay mode”:
particles from a known source are simulated by the MC code and then overlayed onto
real events from experimental data. The information of all detector effects like limited
geometrical acceptance, tracking efficiency, finite momentum resolution, etc. has to be
simulated in the proper way. Indeed, to get correct results, the Monte-Carlo simula-
tions have to resemble the data in all details. Since the analysis cuts are applied in
an identical way to data analysis and to MC simulations, all quantities like 8, ¢ dis-
tributions of the tracks, matching between detectors, hit amplitude distributions in all
detectors etc. need to have the proper description in MC.

4,1 Detector Simulations

4.1.1 Simulation of the SIDC Detectors

As for all detectors, the parameters of the SIDC-detector simulation have to be tuned
in a way to achieve the best description of the data. This implies to compare the re-
constructed tracks from the MC output to the reconstructed SIDC tracks from real data
in all their properties. The first comparison to be discussed concerns the amplitude
distribution dF£/dz of the hits in the two SIDC’s. Fig. 4.1 shows a strong discrepancy
between the dF/dx distribution measured from the data and the one obtained from
the original version of GEANT. The width of the MC Landau distribution is found to

70
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be too narrow, and the tails in the small d£/dx region visible in the data are not de-
scribed in MC. The poor description of the d£/dx distribution by the MC also leads
to a discrepancy between data and MC in the specific rejection factor connected to the
2-dimensional dE/dz-cut (see section 3.5.2 and Fig. 3.25); this is illustrated in Fig. 4.2.
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Figure 4.1: Comparison of the dE /dx distributions between data and MC for SIDC1 (left
panel) and for SIDC2 (right panel), using the initial version of the GEANT simulations.
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Figure 4.2: Comparison of rejection factors between data and MC for the dE /dx-cut of the
SIDC’s, using the initial version of the GEANT simulations. In contrast to Fig. 3.36, the
dE [dx-cut of the TPC is already contained in the first 3 steps along the abscissa.

The MC was therefore modified in the following way. In the first step, the known
permanently dead anodes (18 in SIDC1 and 25 in SIDC2) including their detailed map
in the ¢ direction were included in the MC. However, the scanned dead channels in
both SIDC detectors lead to an efficiency reduction of only 5%, leaving still 95%. In
the next step, other quantities influencing the amplitude, width and overall shape of
the dE /dx distribution were tuned, namely the gain of the electronics, the noise of the
readout electronics and diffusion along the drift path. The results of including these
steps in the simulations are shown in the Fig. 4.3.
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Obviously, there is still a discrepancy between the two distributions in the region
of small d£/dzx. Just using information about permanently dead anodes apparently is
not sufficient to describe the observed SIDC track reconstruction efficiency, the proper
shape of the Landau dF/dx distributions and the proper rejection factor. It should
also be recalled from section 3.31 that the low tails of the d ¥ /dx-distribution are inti-
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Figure 4.3: Comparison of dE /dx distributions for data and MC after inclusion of known dead
anodes, tuning electronic noise and gain for SIDCI (left panel) and for SIDC2 (right panel).

mately connected to the problem of artificial hit splitting. Two ways were considered to
cure the remaining problems: randomly adding further “dead anodes”, and randomly
adding “dead cells” in time bin direction. The first one was finally used. Specifically,
adding to the map of the known permanently dead anodes in SIDC1/2 an additional
9% in SIDC1 and 4% in SIDC2 at random, the result is a realistic description of the
dFE/dx distribution (Fig. 4.4), and the rejection factor of the double d£/dz-cut from the
MC now agrees with that from the data (Fig. 4.5).
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Figure 4.4: Final comparison of dE /dx distributions between data and MC for SIDCI (left
panel) and for SIDC2 (right panel) after implementation of all improvements (see text).



4.1. DETECTOR SIMULATIONS 73

Aat
Uala

pDure i
pure-ir atitZzes

Number of entries

N

10° i

8

(1] 1 2 3 4 5 6 7
accept match pt dE/dx-tpc dE/dx-sdd pred close ring

Figure 4.5: Final comparison of rejection factors between data and MC for the dE /dx cut of
the SIDC's after implementation of all improvements (see text). In contrast to Fig. 3.36, the
dFE [dx-cut of the TPC is already contained in the first 3 steps along the abscissa.

However, the observed track efficiency from the Monte Carlo is found to be still
on the high level of 88%, independent of d /N, /dn. The main reason is that the local
dead anodes together with the additional dead anodes put in at random have only a
small influence on the efficiency as long as they are isolated, i.e. as long as the im-
mediate neighbors of dead anodes are alive. The final MC results discussed in section
4.2 are therefore downward-corrected by a factor of 0.76/0.88 to be consistent with the
experimentally determined overall SDD track efficiency of 0.76 (see section 3.3.3).

4.1.2 Simulation of the RICH Detectors

In the RICH detectors, the simulated effects in the MC include chromatic aberrations,
mirror quality and multiple scattering in the radiators, and diffusion in the conversion
zone, gas gain and noise of the readout electronics in the UV detectors [23].

As already mentioned in section 3.4.2, the overlay mode of the MC simulations
results in an overall track efficiency of 0.94 for the combined use of RICH1 and RICH2,
using idealized high-p, tracks in full ring acceptance (162<§<240 mrad). The efficiency
is found to be lower for realistic simulations of the ¢-meson, 92%, and still lower for
tracks from 7%-Dalitz pairs (with mostly overlapping rings), about 86%. For the (larger)
nominal acceptance of the spectrometer of An=0.53 (142<60<240 mrad), the values drop
further: averaged over the acceptance to 90% for the ¢ and to 83.5% for Dalitz pairs.
This is mostly due to the Hough-amplitude cut which is not sufficiently lowered at the
inner edge of the spectrometer to follow the loss of UV photons per ring, once rings are
partially cut by the acceptance. The remaining improvements compared to the 1995/96
analysis with the separate use of the RICH detectors are still remarkable: compared to
the global 0.70 found there for 7%-Dalitz pairs (other sources were not investigated),
they amount to factors of 1.2 and 1.3 for #%-Dalitz pairs and the ¢, resp., on the track
level, and 1.4 and 1.65, resp., on the pair level.
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4.1.3 Simulation of the TPC

Principal MC simulations of the CERES TPC have a long history [59]. Fine-tuning of
all relevant quantities characterizing the detector system to describe the data as closely
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Figure 4.6: Distribution of the number of TPC hits per track for data (solid), MC without(red
dashed-dotted) and MC with clean-up procedure(blue dashed line).

as possible has also occurred since some time [60, 61], though all within the limits
imposed by the fast “zero-order” approach chosen for 1999 in contrast to 2000 (see
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Figure 4.7: Distribution of the mean number of hits/TPC-track vs. azimuthal angle for data
(full circles), for MC without (stars) and for MC with clean-up procedure (open circles).

discussion in sections 3.4.3, 3.4.4). The electron analysis described in this work has
greatly benefitted from these efforts. The only variable requiring additional tuning
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(by about 20%) was the overall gain, controlling the center-of-gravity of the dF/dz-
distribution. The electron-identification cut used in the data analysis to suppress fake
pions had to be precisely simulated also in the MC to assess the electron-efficiency
losses at higher p, associated with this cut (see section 4.2.2).

As discussed already before, the very instable TPC operation in 1999 with (perma-
nently changing) regions of faulty electronics, whole sectors missing etc. drastically
deteriorated the overall track efficiency of the TPC. The clean-up procedure for these
defects as used in the data analysis had to be properly incorporated in the MC simu-
lations to obtain final efficiency values anywhere near to reality [62]. The remarkable
agreement between data and MC achieved for this particularly important aspect is il-
lustrated in Figs. 4.6-4.8. The distribution of the number of hits/track in the TPC is
shown in Fig. 4.6. While the unmodified MC simulations give a value of about ~14,
the modifications associated with the event-by-event clean-up procedure reduce this to
only ~9, in close agreement with the data. A similarly strong effect can be seen in the
mean number of hits/track vs. azimuthal angle ¢ in the TPC (Fig. 4.7): without clean-
up, the MC variations vs. ¢ are even out-of-phase with the data, while with clean-up,
near-perfect agreement is seen.
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Figure 4.8: The measured ¢-distribution of electron tracks (blue) compared to the ¢-
distribution for w°-Dalitz tracks from overlay-MC simulations (red line).

The drastic influence of the defects in the TPC on the average track efficiency can be
recognized in Fig. 4.8. With the arbitrary normalization of the efficiency of sector No.
1 (second-last on the right) to 1, the relative track efficiency averaged over ¢ is found
to be 0.55 for the data, implying losses by a factor of >3 in pair efficiency compared to
a perfectly functioning TPC! The overlay-MC simulations with 7%-Dalitz-pairs, using a
representative sample of data files across the run (but, of course, not the full run), give
a value of 0.5540.03, in good agreement with the data and in perfect support of the
corrections of the clean-up procedure.
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4.2 Pair Reconstruction Efficiency

To allow for a quantitative comparison with physics sources, the measured e*e™ pair
spectra in invariant mass, transverse momentum or other variables have to be cor-
rected for experimental pair efficiency on an absolute level. This implies a Monte Carlo
simulation of the whole CERES spectrometer, including the detailed properties of the
individual detectors discussed in the previous section, total track reconstruction, par-
ticle identification, low-mass background rejection etc. Again, the technique of over-
laying pairs with known decay kinematics onto real experimental events is used (1
pair/event), always under condition of the full analysis chain and the usual analy-
sis cuts, i.e. acceptance 2.11<n<2.64, pair opening angle O..>35 mrad, single-electron
transverse momentum p,>200 MeV /c etc. The pair efficiency is then, in principle, ob-
tained as the number ratio of the reconstructed pairs to the input pairs.

In practice, given the low pair efficiency of order 3-4% in the 1999 situation, a direct
evaluation of pair efficiency in MC simulations with sufficient statistical accuracy has
proven to be completely unrealistic. A different approach has therefore been followed.
Single track efficiencies ¢"*** are determined for a number of sources from 7°- and 7-
Dalitz- to w and ¢ resonance decays to study the sensitivity to different kinematical
properties like mass, momentum, pair opening angle etc, but ignoring pair acceptance,
i.e. requiring only one track of a pair to be in the acceptance. To zero order, the pair
efficiency is then given by

pair __ _trackl track2
ee - 66 : 66 9 (41)

independent of the character of the source. All figures of this section containing pair
efficiencies (Fig. 4.12-4.14) have been evaluated in this way, including the final func-
tional dependence on dN, /dn (Fig. 4.17).

To higher order, subtle source dependences do exist, due to potentially different
dependences on dN.;, /dn and the single-track phase space parameters p,d,¢. The more
important of these, dN, /dn and 0, lead to deviations of the true value of (¢?*"), aver-
aged over the distributions in dN.;, /dn and 6, from the above formula

(er) = (e el") - Clmee, ..) (42)
where the correction function (', depending on the specific parameters of the source
and its specific dependence on d N, /dn, is still of order 1, but can deviate from 1 by up
to about 10%. This has been investigated with proper folding procedures outside the
MC chain (but using all ingredients from MC) and will be discussed in some detail in
subsection 4.24. Ultimately, the averaging is actually done on 1/¢ to be consistent with
the upward correction of the data (see also 4.24).

Instead of applying a properly evaluated global efficiency correction with (%) as
done in this work, a different approach has been taken in the 1996 data analysis. The
data were corrected event-by-event on the level of the primary unlike-sign and like-sign
pair samples N, _ and NV, ., using weights defined by

1 1
= . 4.3
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where the functional dependences of ¢"** on dN,,/dny and § were determined from
overlay-MC in the same way as in this work. Unfortunately, as was only recognized
recently, the (implicitly done) transformation of an efficiency matrix in N, and 6, as-
sessed with good MC statistics, into another multi-dimensional efficiency matrix in the
variables of interest (.. etc), using the limited-statistics data themselves, introduces
statistical fluctuations of the elements of the correction matrix which are inevitably of
the same order as the statistical fluctuations of the data themselves. In view of the fact
that the whole higher-order corrections expressed in C' = C'(m.., ...) are smaller than the
additional fluctuations introduced by the event-by-event correction procedure, this ap-
proach is obviously inappropriate and has therefore not been used in this work (and
may have to be discarded in retrospect in the 1996 data analysis also).

4.2.1 Basic Results for my-Dalitz Pairs

Close pairs from 7°-Dalitz decays play the role of a benchmark in the efficiency discus-
sion. They are the only known e*e™ source positively identified in the CERES experi-
ment (at least at present), their S/ B ratio is favorable (of order 1/1), their relative effi-
ciency vs. dN.,/dn can be taken from the data and, after normalization, directly com-
pared to the corresponding overlay-MC results (which are on an absolute level), and
finally even their absolute level (which includes the n-Dalitz part for m <200 MeV/c?)
can be taken from the data and compared to MC (subject to the uncertainty of an addi-
tional “direct-source” contribution to the data in the Dalitz region of unknown origin).
The cuts selected for the following discussion are the usual ones used in the whole
analysis, i.e. acceptance, m<200 MeV/c?, p,>200 MeV /¢, with the exception that the
opening-angle cut is reduced from >35 mrad to >25 mrad to increase the statistics both
in the data and in the overlay-MC. The data situation will be discussed first.
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Figure 4.9: Measured number of Dalitz pairs, normalized to the SIDC multiplicity distribu-
tion, for two different rejection cuts.
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Figure 4.10: Measured number of Dalitz pairs, normalized to the SIDC multiplicity distribu-
tion and the number of charged particles (N.;) in the respective bin, for two different rejection
cuts. The relative number of pairs defined in this way is proportional to the relative reconstruc-
tion efficiency.

The normalized number of measured 7%-Dalitz pairs as a function of raw-data event
multiplicity is shown in Fig. 4.9. The normalization is done by dividing the integral of
measured Dalitzes in each bin of multiplicity by the number of entries in that bin. The
comparison of the two data sets shows the strong influence of the SDD-d £/ dx rejection
cut, leading to an efficiency loss by pile-up of pions in the large summation window of
10 mrad as described in the previous chapter 3. It is clearly visible in Fig. 4.9 that the
probability of pion pile-up increases with multiplicity.

In the next step, the relative pair efficiency is determined as the number of Dalitz
pairs normalized, in addition to the SIDC multiplicity, to the average number of charg-
ed particles (/V,;,) in that bin to correct for the rise of Dalitz pairs proportional to multi-
plicity. The result is shown in Fig. 4.10. In the ideal case of no efficiency loss with mul-
tiplicity, both distributions would be flat. However, there are significant losses, and the
effects of pion pile-up are stronger in the region of higher multiplicity as shown by the
increasing relative differences between the two data sets; these differences are actually
quantitatively described by the overlay-MC (see below).

A study similar to Fig. 4.10 has been done by using the open pair combinatorial
background, i.e. the total like-sign pairs with m..>200 MeV /c?. These have a quadratic
dependence on charged multiplicity, and therefore the normalization of the differential
rate of the open pair background has to be done relative to (N, )* in each bin, in addi-
tion to the normalization to the number of events in that bin. The results are shown in
Fig. 4.11. Again, no flat distributions are seen. Instead, the background suffers from
similar efficiency losses as the Dalitz pairs, including the influence of the dF/dx rejec-
tion cut (to ease the comparison between the two data sets, the strong reduction of the
combinatorial background by a factor of 5, using the d£/dx cut, is compensated by a
corresponding upward multiplication).
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Figure 4.11: Open-pair combinatorial background, normalized to the SIDC multiplicity distri-
bution and the square of the number of charged particles (N.;)? in the respective bin, for two
different rejection cuts. The relative number of pairs defined in this way is proportional to the
relative reconstruction efficiency.

The results on the absolute pair reconstruction efficiency vs. charged multiplicity,
determined from the Monte Carlo simulations by overlaying 7°-Dalitz pairs onto real
events, are shown in Fig. 4.12. The experimental events used for the overlay were
selected from different parts of the run to avoid any bias due to subtle changes in the
set-up. The pair efficiency is obtained as the square of the single track efficiency as
discussed in detail above, ignoring in the evaluation of the track efficiency the need
of a second partner in the acceptance. The results contain all rejection cuts, including
the SIDC dF/dx cut. It should be noted that the raw V.,-scale, used in the MC studies
shown in Fig. 4.12 (and Fig. 4.13), is shifted to slightly larger values of V., compared
to the raw-data scale in Fig. 3.6, because a symmetrical matching window between
SIDC1 and SIDC2 has been used in the MC studies (see section 3.3.3). The value of
the pair efficiency obtained from the fit to the MC points at the average multiplicity
((Ner)=236; (AN /dn)=216) is 3.95%+0.31%(stat).

The absolute pair reconstruction efficiency determined from overlay MC is com-
pared in Fig. 4.13 to the experimental data points of Fig. 4.10 (including the SIDC
dF /dz-cut), normalized in a way to fit the MC line on average. It is very satisfactory to
see that the slope of the decrease of the efficiency with event multiplicity shows, within
the errors, perfect agreement between data and MC.

4.2.2 Basic Results for High-Mass Pairs

Even on the level of track efficiencies, there is a certain danger to blindly carry over the
results from 7°-Dalitz pairs to higher-mass pairs. The phase space population is indeed
different. For Dalitzes, rings always overlap, tracks are close together, the average (p;)
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Figure 4.12: Absolute pair reconstruction efficiency vs. multiplicity determined from MC
studies, using w°-Dalitz pairs overlayed onto real events. The line drawn is a fit to the MC
points.
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Figure 4.13: Absolute pair reconstruction efficiency vs. multiplicity from overlay-MC (full
line from Fig. 4.12) compared to the properly normalized experimental data points from Fig.
4.10, including the SIDC dF /dx cut. Very good agreement is seen between MC and data in
the slope of the decrease of the efficiency with event multiplicity, ranging from ~6% at low N,
to ~3% at high N.},.

is abnormally low: effects which altogether lower efficiency. High-mass pairs, on the
other hand, are always open and have larger (p;), both favorable for efficiency, but just
because (p,) is larger, they are also more sensitive to the TPC d £ /dz-cut aiding particle
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Figure 4.14: Absolute pair reconstruction efficiency as a function of invariant mass, studied in
MC by overlaying sources with known properties from the hadronic decay cocktail (z°, 1, w, ¢)
onto real events. The values plotted correspond to (N.,)=236 ((dN/dn)=216).

identification in 1999 (equivalent to the “pion-cut” on rings imposed on 1996 data). To
obtain the differential behaviour of the absolute pair efficiency as a function of mass in
addition to 7°-Dalitz pairs, n — e¢*¢~~ Dalitz pairs with mass m>200 MeV/c? and two
body decays w — eTe™ and ¢ — ete™ have been used. In all cases, track efficiencies
were studied vs. multiplicity as described for the 7°-Dalitz case in the previous sub-
section. The outcome of this study, taken again at the average value of the multiplicity
distribution ((V.;,)=236, (d N, /dn)=216), is shown in Fig. 4.14. The flat behaviour is as-
suring, but somewhat unexpected; it reflects the cancellation, by chance, of a number
of different influences. The mass-averaged pair-efficiency value corresponding to Fig.
4.14 is 3.85%+0.08%(stat.). It is important to add that the slopes of track efficiencies vs.
multiplicity were found, within errors, to be identical in all 4 cases.

As was explained in detail in sections 3.4.4 and 3.4.5, the main electron identifica-
tion done by the double RICH system is further improved by using the characteristic
energy loss of electrons in the TPC. To identify individual particles by (d£/dzx), the
resolution width must be smaller than the difference between the mean values. Sep-
aration of the average energy loss of an electron from that of other particles such as
pions, kaons etc. is momentum dependent. At the lowest momenta (see Fig. 4.15)
the pions have a greater ionisation loss than the electrons which are already in the
saturation region of the Fermi plateau. The pions cross the electron band at ~ 150
MeV (p;~30 MeV) and reach the minimum at about 300-400 MeV /c. The difference
between the minimum and the Fermi plateau is about a factor of 1.6. Therefore, in the
low-momentum region, the separation of electrons from other particles is very pow-
erful. Conversely, in the region of the average momenta populated by the resonances
¢, w ..., the separation between electrons and pions in the relativistic rise starts to be in-
creasingly difficult. Moreover, as discussed in detail in section 3.4.4, the experimental
resolution width of the (d£/dx) distribution is rather poor, due to the small average
hit number of the TPC tracks in 1999. Therefore, the electron-identification cut line
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Figure 4.15: A contour plot of the dE/dx distribution in the TPC versus momentum for
electron tracks produced in ¢ decays (pure MC). The gliding cut used in the analysis affects
the efficiency of the high momentum electrons. The dependence of the average energy loss on
momentum for electrons and pions (Bethe-Bloch) is included for orientation.
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Figure 4.16: Influence of the TPC dE /dx-cut on the relative electron track efficiency, studied
in MC-simulations by using different sources from the GENESIS generator (7°, n, w, ¢).

discussed in section 3.4.5 does remove a lot of pions, but also removes part of the high
momentum electrons. This is illustrated in Fig. 4.15 for the example of ¢ — e*e™, con-
taining the electrons with the highest average transverse momenta in the mass spec-
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trum. For these simulations, sources again from the GEANT decay cocktail have been
used, but in a pure MC-(non-overlay) mode. Quantitatively, as shown in Fig. 4.16, the
track efficiency loss for the ¢ is about 209, monotonically less so for smaller masses
(equivalent to smaller average transverse momenta).

To obtain the flat behaviour of the overall pair efficiency vs. mass shown in Fig.
4.14, a compensation of the results of Fig. 4.16 by effects increasing the efficiency with
mass is required. These have been located in the detailed response of the double-RICH
and, somewhat surprisingly, of the TPC to the different sources (see sections 4.12 and
4.13 above), while the SIDC-system turned out to be completely insensitive with a
stable efficiency value of 0.88 through the mass range. A summary of these findings is
contained in the next section (Table 4.1).

4.2.3 Summary of Basic Results

The outcome of the overlay-MC studies described in the previous two subsections
is summarized in Fig. 4.17. The abscissa has been converted from raw-data N, to

i : a99 _
I — T IVIC 96— rdata 96 1

8pair

Figure 4.17: Pair reconstruction efficiency vs. charged multiplicity density from overlay-MC
simulations, taking the average of 4 simulated sources (7°, n, w, ¢). For comparison, the results
from the 1996 analysis [22, 20, 21] are included in the plot. To help that comparison, the 1999
results are also shown rescaled such as to have the same value at dN.;, /dn=0 (dashed line).

dN.,/dn (compatible with Fig. 3.11), and the efficiency values now correspond to the
average over the 4 simulated sources (with identical slopes vs. multiplicity). The ex-
perimental data points for 7°-Dalitz pairs have correspondingly been renormalized.
For comparison, Fig. 4.17 also shows the efficiency obtained in overlay-MC simula-
tions for 7°-Dalitz pairs from the 1996 analysis [22, 20, 21]. While the 1999 absolute ef-
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ticiency values are much smaller, due to the defects of the TPC, the relative multiplicity
dependence is seen to be less steep. This improvement is presumably connected to the
superior pattern recognition of the combined RICH1/RICH?2 analysis.
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Figure 4.18: Track reconstruction efficiency vs. polar angle 6 from overlay-MC simulations,
taking the average of 4 simulated sources (7°, n, w, ). For comparison, the results from the
1996 analysis [22, 20, 21] are also shown. They span a much larger dynamical range (see text).

The only other primary experimental variable in which strong variations of the ef-
ficiency occur, is the polar angle §. The overlay-MC results for the track reconstruction
efficiency vs. 6, again for the average of the 4 sources, are shown in Fig. 4.18. Other
than in Fig. 4.17, €.+ has to be used, since ¢ refers to single electrons, and a pair effi-
ciency can only be derived from ¢;,.,.x(#) after folding over both partners of a pair (see
below). Also different from Fig. 4.17, the primary MC points have been kept rather to
show smooth fit lines. The comparison to the 1996 results [20, 21, 22] shows the dy-
namical range of the variation of efficiency with § for the 1999 data to be much smaller,
only a factor of 1.6 compared to nearly 4. The reason is the following. In the central
part of the acceptance, both dependences are roughly proportional to sin(6), reflecting
the losses due to occupancy. Towards lower values of 6, the additional losses due to a
decreasing number of hits/ring for rings increasingly cut by acceptance are much less
severe in 1999 than in 1996, because of the combined RICH1/RICH?2 analysis and a
gliding cut in the double-Hough amplitude at the acceptance boundaries in 1999. At
the upper end of the #-range, the 1999 efficiency values flatten because of increasing
losses of tracks in the TPC (tracks exiting the TPC before reaching its end, coupled to
the small number of hits/track in 1999; see Fig. 4.6 above).

To get some feeling on how the overall efficiency is roughly understood, table 4.1
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contains a summary of the efficiency values extracted from the data (where known)
and from the overlay-MC simulations of the different detectors, always taken at (dN.;, /dn)
=216. The MC-values of the detectors have been individually evaluated with the excep-
tion of the TPC, where the values are derived from the final MC results of the overall
chain, using all other entries of table 4.1 as an input. Note as stressed before, that the
overall MC results are rescaled by 0.76/0.88 to compensate for the incorrect MC value
of the SIDC-system. Note also that all MC-entries have statistical errors. All in all, the
understanding of the overall efficiency on the basis of the individual contributions is
satisfactory.

detector data track efficiency | MC track efficiency
mY-Dalitz ¢-res.
SIDC1/SIDC2 0.76 (hadr. data) (0.88) (0.88)
SIDC rejection 0.844-0.10 0.79 0.79
RICH 0.835 0.90
TPC azimuthal distribution | 0.55
unpacking 0.90
track effic.(idealized) | 0.90
polar distribution 0.97(hadr. data)
TPC overall 0.43 (0.42) (0.46)
TPC dFE/dx cut 0.95 0.77
overall 0.20 0.19

Table 4.1: Track efficiencies at (dN/dn)=216 for the individual detectors SIDC, RICH and
TPC from studies based on data (where available) and from overlay-MC simulations. The
SIDC MC wvalues are too high. The TPC values are derived from the final MC results of the
overall chain, using all other entries; they therefore contain the rest of other small influences
like overall matching losses.

4.2.4 Efficiency Folding: Higher Order Corrections

As discussed before, the final efficiency correction of the data requires the appropri-
ate folding of the track efficiencies with the relevant probability distributions in the
variables dN.; /dn and ¢ according to eq. (4.2).

dN.;, /dn-dependence of low-mass pairs

The probability distribution vs. d N, /dn of pairs with mass < 0.2 GeV/c* is determined

by the weights w;
dN; dNey, (4.4)

= gdn Ty )
where the dN;/(dN,, /dn) are the entries of the multiplicity distribution, and the (dN.; /dn);
reflect the fact that the number of Dalitz pairs is proportional to multiplicity (used

Wy
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throughout section 4.2 and iterated in Fig. 7.5 in the result chapter 7). In each bin of

(dN.y/dn);, the Dalitz pairs are measured as NP = ¢, - w; where the ¢; are the pair effi-

ciencies vs. dN.;,/dn discussed above. The weighted efficiency correction is then given
by

1 Z?:l é ’ NiDal 2?21 Wi

<6pai7’> COXLINPY TR e

(4.5)

Using the MC-fit line from Fig. 4.17, (1/¢pqir)~'=3.6% is obtained. The difference to the
value 3.85% taken at the average (d N, /dn)=216 is -6%.

dN.,/dn-dependence of high-mass pairs

Both in the 1995-[18, 19, 23] and the 1996-[20, 21, 22, 23] data analysis, the number
of high-mass pairs with m>0.2 GeV/c? is found to increase approximately with the
square of the charged multiplicity, requiring

_dN chh)Q
- chh/dn dm

(4.6)

Wy

for the weights in the folding procedure. The resulting value for (1/¢,q:.)~" is 3.4%,
i.e. lower by a relative 6% than for linear weighting. However, the 1999 data on the
multiplicity dependence of high-mass pairs shown in Fig. 7.5 in the result chapter 7
have such large error bars that a multiplicity dependence steeper than linear cannot
independently be deduced. Indeed, most of the statistics in Fig. 7.5 is concentrated in
the central of the 3 multiplicity bins. Doing the folding on the basis of these data them-
selves yields the original low-mass value of 3.6%, but with increased error bars. An
efficiency correction for high-mass pairs different from low-mass pairs on the grounds
of their dN,;, /dn-dependence can therefore not be justified in the 1999 data analysis.

f-dependence

Much of the variation of ¢, with 8 is due to the occupancy increasing towards the
inner edges of the acceptance. Care has therefore to be taken to avoid double-counting
in correcting for the 6- on top of the dN.;,/dn-dependence. Indeed, if all pairs would
have tiny opening angles, a #-correction would not be required, because the averaging
over ¢ in that limit (equivalent to eq.(4.1)) would automatically be contained in the
dN.,/dn-correction. An additional correction in 6 is meant to be a differential correction,
accounting for a possible difference in the single-electron #-weight distribution between
closed low-mass pairs and open high-mass pairs.

A comparison between the polar-angle distributions of the single-electron tracks
associated with the low-mass and the high-mass net signal as directly taken from the
(uncorrected) data is shown in Fig. 4.19 (left panel). There seems to be a tendency, anal-
ogous to the 1996 data, for the high-mass tracks to be more forward-peaked than the
Dalitz-tracks, but the errors are such that an explicit correction based on such marginal
differences could hardly be justified. The combinatorial background, measured with
much better statistics and shown in Fig. 4.19 (right panel), does not contain significant
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Figure 4.19:  Polar-angle distributions of the single-electron tracks for the net signal from
high-mass (m>200 MeV/c?, open red circles) and from Dalitz pairs (m<200 MeV/c?, full black
circles) together with their normalized ratio (left panel). Similarly, track distributions for the
high-mass (m>200 MeV/c?, open red circles) and low-mass (m<200 MeV/c?, full black circles)
like-sign combinatorial background together with their normalized ratio (vight panel).

differences between low-mass and high-mass pairs, as may have been expected in the
absence of correlations.

In lack of proper evidence from data, the polar-angle distributions of the single-
electron tracks have been studied in pure (non-overlay) MC simulations for the two ex-
treme ends of the mass spectrum, 7°-Dalitz pairs and ¢-decays. The results are plotted
in Fig. 4.20. Sizable differences are now apparent: the Dalitz-tracks are grouped sym-
metrically around the middle of the acceptance, and the ¢-tracks are rather forward-
peaked, with a dynamical range in the differences of <1.7. Folding the Dalitz distri-
bution with the #-correction function of Fig. 4.18 gives the important (but expected)
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Figure 4.20: Polar-angle distributions of single-electron tracks for w°-Dalitz and ¢-decays
from pure (non-overlay) MC simulations, together with their normalized ratio.

result, that the effective pair efficiency from the folding procedure is, to within 1%,
identical to using eq.(4.1), i.e. C'=1 in eq.(4.2): close Dalitz pairs do not require any
f-correction. Conversely, folding-in the ¢-track distribution gives '=0.96, i.e. the ef-
fective pair efficiency for ¢-decays is smaller by -4% than that of Dalitz pairs (and
presumably less for masses in between). In view of the much larger statistical errors of
the 1999 data, corrections on such a low level were judged to be negligible.

4.2.5 Conclusion

The efficiency correction of the 1999 mass- and transverse momentum spectra can,
within the given errors, be done with one global value:

(1/e)g" = 3.6% £ 0.07%(stat.) 4.7)



Chapter 5

Basic Results

This is a short and somewhat incomplete chapter. It is meant to discuss the main ingre-
dients to the more complete presentation of the final results in chapter 7: the absolute
normalization of the data, the creation of the net signal for the particular example of
invariant mass spectra, and an overview of the systematical errors of the data. The
complete set of the results - mass spectra, transverse momentum spectra and mul-
tiplicity dependences - is contained in chapter 7, together with a comparison to the
expectations from hadronic decays and various models of direct pair production.

The common conditions for all results are the following: Pb-Au collisions at 40
AGeV in the lab frame, equivalent to ~8.7 AGeV in the center-of-mass frame; trig-
ger selection of the most central 30% of the geometrical cross section; polar angle
coverage 0.142<60<0.240 rad; pseudorapidity coverage 2.11<n;<2.64 in the lab frame,
equivalent to —0.11<nca<+0.42 in the center-of-mass frame; pseudorapidity accep-
tance An=0.53; minimum pair opening angle >35 mrad; minimum transverse mo-
menta >200 MeV /¢ for both tracks of a pair.

5.1 Data Normalisation

The results of this work are mostly communicated as differential spectra in pair mass,
in pair transverse momentum or in charged multiplicity. They all undergo an identical
procedure of an absolute normalization and of an absolute efficiency correction. For the
example of mass spectra, the final differential quantity plotted is

(ANee/drce)oce _ (dNec/dMcc)mens
Norhwee ~ Now - {dNajdny - A L9 (5.1)

where (dN../dm..)q.. is the mass-differential probability of et e~ pairs/event averaged
over the CERES acceptance, (N.j)qcc=(d Ny /dn) - An is the average number of charged
particles within that acceptance, (dN../dm..).qs is the raw-data net signal expressed
as number of pairs/mass interval, N, is the total number of analyzed events, and
(1/e), is the global mass-independent efficiency correction derived and justified in de-
tail in section 4.2. Numerically, (dN.; /dn)=216 including all corrections (section 3.3.3),
(Nep)aee=216 - 0.53=115, N,,~8 million events, and (1/¢);'=0.036.

89
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5.2 Mass Spectra

The normalized and efficiency-corrected mass spectra for the total unlike-sign pairs
N, _, the like-sign pairs B.,,; = 2(N;. - N__)*/? and the net unlike-sign pairs S, _ =
N4 _— Beomp are shown in Fig. 5.1. For a direct comparison, the two cases of background
treatment discussed at lenght in section 3.5.3 are plotted side-by-side: the background
obtained after all rejection steps, and the rescaled background using only partial rejec-
tion (up to step 1 in Fig. 3.36, i.e. only p,- and TPC dFE/dx cut). Looking at the lat-
ter, the improvements in the spectral significance of the net signal in terms of smaller
point-to-point fluctuations and smaller error bars (by ~ 1/2) are immediately noticable.
Otherwise, the spectral shape of the net pairs reflects the same features as seen in all
previous CERES analysis work - a pronounced peak in the region of Dalitz decays for
m<0.2 GeV/c?, and a structureless continuum for m>0.2 GeV/c?, extending up to the
region of the ¢g-meson around 1 GeV/c?.

The integrated data sample entering the mass spectra of Fig. 5.1 after all rejection
steps is the following: in the low-mass region m..<0.2 GeV/c?: total unlike-sign pairs
532+23, like-sign pairs 283+17, net unlike-sign pairs 249+28, signal-to-background
ratio 1/1; in the high-mass region 0.2<m.<1.15 GeV/c? (including the ¢-bin): to-
tal unlike-sign pairs 1236+35, like-sign pairs 1051432, net unlike-sign pairs 185+48,
signal-to-background ratio 1/6. The high-mass sample of 185 pairs is only about 10%
of the 20184237 pairs found in the 1996 analysis, essentially due to the unfortunate
running conditions in 1999.
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Figure 5.1: Normalized and efficiency-corrected mass spectra of the total unlike-sign pairs (red
triangles), like-sign pairs (blue triangles) and net unlike-sign pairs (black circles). Left panel:
like-sign pairs and net signal after all rejection steps. Right panel: rescaled like-sign pairs
and net signal using only partial rejection (p,-and TPC dF /dx cut). For a discussion of the
experimental errors, see section 5.3 and subscript of Fig. 7.1.
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5.3 Systematical Errors

The systematical errors of the data summarized in this section strictly refer to the ab-
solutely normalized differential yield plotted in Fig. 5.1 (and to analogous plots in
chapter 7). Systematical errors using different normalizations or referring to compar-
isons with hadronic decays will be discussed in later sections where needed.

The error estimates can be subdivided into two parts: one, referring to the errors
of all entries in eq. (5.1) and therefore common to all masses, the other, connected to
the uncertainties of the background subtraction procedure and therefore of importance
only for the high-mass region with its unfavorable S/B ratio. The efficiency correction
(1/€), in eq. (5.1) gives the largest individual contribution to the overall error. The
following uncertainties can be associated with the detailed entries in table 4.1 in section
4.2.3 (all on the track level): 3% for the SIDC system (based on data), 2% on the SIDC
rejection (based on MC and on pile-up losses from pions on first principles), 3% for the
RICH (based on a well-developed MC), 5% for the TPC (based on data and MC), and
<2% for the TPC dE/dx cut (small overall effect). Assuming statistical independence of
these values leads to an uncertainty in (1/¢), of 14% on the pair level. All higher-order
corrections of the efficiency discussed in section 4.2.4 are in themselves quadratically
small compared to 14%, not to speak about their own errors. The total number of
events (8 Mill.) has some uncertainty connected with the first-path filtering; this is
estimated to be 5%. The error of the charged multiplicity density, based on the size of
the corrections and their understanding, is also estimated to be 5% (supported by the
agreement with NA49 data on this level). Assuming again statistical independence for
the superposition, an overall error of 16% is obtained for the normalization procedure
of eq. (5.1).

In the high-mass region, additional uncertainties arise from the understanding of
the rejection cuts and the details of the background subtraction procedure. For the
combined 1995/96 analysis, an overall value of 20% has been proposed for this, based
on the variation of the final result in a number of independent analysis efforts [23].
For the 1999 analysis with only very few and transparent rejection cuts, the specific
error associated with rejection alone is believed to be only about 10%. In the case of the
rescaled partial-rejection background with its smaller bin-to-bin errors (by v/2, right
panel of Fig. 5.1), an additional statistical error is reintroduced into the normalization
by the statistical error of the rescaling factor 10.14+0.3, i.e. 3%, which translates via
the S/B ratio of 6 into 18% referred to the net signal and thus to the normalization.
The statistical error of the sum over the (improved) data points for the high-mass re-
gion is 19%; superposing both numbers gives 26%, consistent with the error of the sum
over the post-rejection data points (left panel of Fig. 5.1), which directly mirrors the
net high-mass pair sample of 185+48 events. Altogether, assuming statistical inde-
pendence of all individual contributions, total systematical errors of roughly 20% (full-
rejection background) and 26% (rescaled partial-rejection background) are obtained for
the high-mass region, including the normalization error connected with eq. (5.1).



Chapter 6

Hadronic Decay Sources

6.1 The GENESIS Generator

To be able to understand the data and to find new physics if possible, the contributions
from known physics to the inclusive et e~ pair spectra need to be discussed. The essen-
tial sources of e*e~ pairs which are definitely expected to contribute are connected to
the electromagnetic decays of some of the hadrons produced in the interaction. To de-
scribe these decays, the Monte Carlo generator GENESIS has been developed [63, 64],
a special event generator written to cope with the requirements of CERES. GENESIS
simulates the ete™ pair spectra originating from hadronic decays in proton-proton,
proton-nucleus and nucleus-nucleus collisions. The sum of all these contributions is
called the “hadronic-decay cocktail”, and this then is the base which needs to be com-
pared to the data.

The most important of the hadrons contributing to the decays are the neutral mesons:
the pseudo-scalars 7°, 5y and " making Dalitz decays into ¢* ¢~ , and the vector mesons
p, w and ¢ making direct decays into ete~ as well as Dalitz decays, w — efe n"
and ¢ — ete™n. One-by-one, the particles are randomly selected according to their
(relative) production cross section and then decayed according to their (relative) de-
cay probability, described by the branching ratio of the respective decay. Since 1994,
hadron production has systematically been studied in Pb-induced reactions by several
experiments at CERN: NA44, NA49, WA97 and WA98. Therefore, good knowledge
exists on the distributions of the primary particles in rapidity and transverse momen-
tum as well as on their total cross sections. All information not directly measured is
taken from the statistical model [24, 25], which describes the hadronic final state quite
well. The models used to calculate particle production at chemical freeze-out are for-
mulated in the grand canonical ensemble with global baryon, strangeness and charge
conservation; all particle ratios are then a function of only two parameters, the freeze-
out temperature T and the baryon chemical potential ;5. The known (vacuum) values
for the hadronic masses and the partial decay widths are used without including pos-
sible in-medium interaction effects (m—m®*, I'=I"*). The inclusive production ratios
of the hadrons are implemented relative to the number of 7%s; the production ratios
of the heavier mesons like /7" or ¢/7° are quite enhanced relative to proton-proton
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collisions. All yields are normalized via the 7° to the charged particle density by
<dN7r0/d77>/<dNCh/d77>770M=o = 0.40 (6.1)

which is used as an input parameter. A summary of the particle ratios of relevance is
contained in Fig. 6.1 and in table 6.1.
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Figure 6.1: Relative abundance of hadrons calculated from the thermal model for three different
beam energies 40, 80 and 160 AGeV [69].

Each particle is generated with a kinematics based on its specific rapidity and trans-
verse momentum distributions. For the rapidity distribution of all hadrons, the mea-
sured rapidity distribution of the pions is assumed to be a sufficiently good approxi-
mation. Itis taken from NA49, centered at =2.3 with 0,=1.08. The transverse momen-
tum distributions are more complex. Single-inclusive invariant particle spectra are
typically exponential in transverse momentum; the reason is phase space of the final
multi-particle state. Multi-particle production saturates the available phase space, such
that final-state hadrons have exponential spectra with a slope that can be interpreted as
a temperature, and an absolute normalization that can be interpreted as fugacity [65].
The p, distributions of all hadrons except the 7° are calculated under the assumption
that their spectral shape can be described as

——— o exp(—(my —mg)/T), (6.2)

where m; = y/m3 + p? is the transverse mass and m, the particle rest mass. In Pb-
induced collisions at the CERN SPS, the slope parameters for the most abundant par-
ticle species show a strong dependence on particle mass. The slopes increase linearly
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with mass, T,,,.=a + b-m, where the parameter « is the slope parameter determined
by multiparticle momentum space; « ~ E/N is independent of the system size. The
constant b parametrizes additional collective motion; it is proportional to the average
collective flow velocity of the radially expanding system [66, 67]. The functional be-
haviour Tj,,.(m) is determined from fits to the experimental data. At 160 AGeV, it is
found to be T, = 0.175 + 0.115 - m, mirroring directly the average T, of 175 MeV
and the average collective flow velocity (vr) at freeze-out [68]. At 40 AGeV, all heav-
ier mesons are assumed to have the same slope parameters as at 160 AGeV, based on
preliminary experimental information. For the special case of 7%’s, the my-spectra of
7~ ’s are taken from NA49, assuming isospin-independence. However, an additional
correction is done, adding the contribution from  — 37" decays which somewhat soft-
ens the my-spectrum. The final tuning of the GENESIS cocktail for 40 AGeV has much
profitted from [64, 69].

decay branching ratio | Nycson/Nxo 1ot
0 — ete y 1.198-10~2 1
n—etey 5.0-107° 0.067
p—ete” 4.44-107° 0.062
w— ete” 7.15.107° 0.043
w— mlete” 59.10~*
o —ete” 3.09-10~* 0.0092
¢ — mete” 1.3-1074
n —etey ~5.6-10~1 0.0044

Table 6.1: The main particle decays, branching ratios and relative cross sections at 40 AGeV
implemented in GENESIS. The branching ratios are taken from the Particle Data Group.

The branching ratios of the different electromagnetic decays as taken from the re-
view of particle properties are also contained in table 6.1. Dalitz decays are simu-
lated with the Kroll-Wada expression [70]. The resulting rates are multiplied by the
electromagnetic transition form factors fitted to the data measured by the LEPTON-G
[71] collaboration. The pole approximation F'(M?*) = (1 —b- M?)~" is used for the
determination of the form factors of the 7 and 5 Dalitz decays [72]. For the w and
n' Dalitz decays, the form factors are determined by fitting a Breit-Wigner function
F(M?) =m3/((M? —m2)* + (m, - I',)?); the vector-dominance (resonant) behaviour is
then described in a proper way. The shape of the p is folded with a 7+~ phase space
factor. For the resonance decays, isotropy is assumed. For the Dalitz decays into e*e™~,
a (1 + cos*(0)) distribution is assumed where 6 is measured with respect to the virtual
photon direction.

To be able to compare the results from the GENESIS hadronic decay cocktail to the
data, the same kinematical cuts need to be applied as for the data, implying in detail
(to repeat from chapter 5): acceptance in pseudorapidity 2.11< 5, <2.64 in the lab
frame with Ay=0.53; minimum pair opening angle # >35 mrad; minimum transverse
momenta p;, > 200 MeV/c for both tracks of a pair. For a realistic comparison, the
GENESIS output finally has to be folded with the experimental resolution functions for
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the electron momenta and the pair opening angles in the lab frame in order to obtain
the appropriate mass resolution in the hadronic decay cocktail (using eq. (3.6)). For
the lab momenta, the resolution function was obtained from MC studies as discussed
in section 3.4.4 and shown in Fig. 3.21. Numerically, it is described by

op/p = ((0.04)2 + (0.012 'p)2)1/2 63)
The opening angle resolution is given by
00.. — ((\/5 . 09)2 4+ sin2l - (\/E U¢)2)1/2 (6.4)

with 64,.4,=0.6 mrad and 0,=3 mrad; its influence on the mass resolution is completely
negligible.
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Figure 6.2: Final dilepton mass spectrum of neutral meson decays (“hadronic decay cocktail”)
obtained from MC simulations with the event generator GENESIS, including all acceptance
and analysis cuts as well as folding with the experimental resolution. The systematical errors
as discussed in section 6.2 are 8% for m<0.2 GeV/c* and about 30% for m>0.2 GeV/c*.

Exactly as for the data, the final results are obtained as normalized differential spec-
tra in pair mass or pair transverse momenta. For the example of mass spectra, the
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differential quantity plotted is

<dN€€/dmee>acc o <dNee/dmee>acc
<Nch>acc B <chh/d77> . An (65)

where (dN../dn),.. is the predicted mass-differential probability of e*e™ pairs/event
averaged over the CERES acceptance, and (N.;),.c. = (dN.,/dn) - An is the average
number of charged particles within that acceptance.

The final dilepton mass spectrum for Pb+Au at 40 AGeV, expected from the su-
perposition of the electromagnetic decays of neutral mesons created in the collision,
is shown in Fig. 6.2. In the low-mass region <0.2 GeV/c?, the Dalitz decay of the =*
completely dominates, while in the high-mass region, the decays of the vector mesons
w and ¢ are most pronounced. The mass resolution, resulting from the folding of the
decay cocktail with the experimental momentum- and opening-angle resolution, can
be read-off from Fig. 6.2 as 0,,=4.2% in the region of the p/w. Partial integration of the
mass spectrum gives the normalized number of e*e™ pairs per event and per charged
particle for the two mass intervals of interest:

low-mass region <0.2 GeV/c* 7.67-107°
high-mass region >0.2 GeV/c* 1.09-107°

These values will be used for the detailed comparison with the equivalent data
integrals in chapter 7.

6.2 Systematical Errors

Even more important than in the case of the data, the error estimates will again have
to be discussed separately for the low-mass region <0.2 GeV/c? and the high-mass
region >0.2 GeV/c%.

The low-mass region is dominated by the 7°-Dalitz decay (with the n-Dalitz con-
tributing ~15%). Errors arise from the relative production cross section of the 7° and
from the parametrizations of the input rapidity- and transverse-momentum distribu-
tions. The normalization of the decay cocktail to the number of charged particles is,
of course, extremely powerful to keep the error of the ratio of N,0/N,, small; it is esti-
mated to be at most 5%. The n-distribution is uncritical, since it is taken directly from
w-data; the error contribution should be <3%. The p;-distribution is somewhat more
critical, due to the strong single-electron p,-cut >200 MeV /c. However, quite different
assumptions on the shape of the p,-spectrum above the cut (e.g. using ~~ from CERES
rather than 7~ from NA49) lead to differences in the yield of only very few % [69]. The
error is therefore estimated to be again at most 5%. Assuming statistical independence,
a total systematical error of 8% is obtained for the Dalitz region.

In the high-mass region, the errors are dominated by those of the relative produc-
tion cross section of the higher mass mesons and of the detailed properties of their
electromagnetic decays. Since most of the particle yields relevant for the cocktail have
not directly been measured (or, like the ¢, suffer from experimental controversy [73]),
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the uncertainties associated with the statistical model predictions enter instead; they
are assumed to be of order 20%, judging the average fit quality of measured particle
ratios. The uncertainties in the branching ratios and in the transition form factors have
been discussed in detail in [15]. They contribute ~15% for m<0.45 GeV/c?, ~30% in
the mass range of 0.45-0.75 GeV/c?, and 6% for m>0.75 GeV/c*. Taking everything
together and assuming again statistical independence, an overall systematical error of
very roughly 30% is estimated for the high-mass region of the decay cocktail.



Chapter 7

Final Results and Comparison to
Theory

7.1 Decays after Freezeout - Hadronic Cocktail versus Ex-
periment

7.1.1 Inclusive Mass Spectra

The normalized and efficiency-corrected inclusive e*e™ mass spectrum, shown already
as a base result in Fig. 5.1 of chapter 5, can now be compared to the expectations from
hadronic decays, normalized in the very same way as the data. This is done in Fig.
7.1. Again, both variants of the background treatment are contained: the full-rejection
background (upper part), and the rescaled partial-rejection (“high-statistics”-) back-
ground, leading to the improvements in the spectral significance of the individual data
points by a factor of /2, but keeping the original significance of the spectral integral
(see section 5.3). The systematical errors associated with the spectra are given in the
subscript of Fig. 7.1. For the data, they are quadratically small compared to the statis-
tical errors of the individual points. For the cocktail, they are small compared to the
difference to the data.

For completeness, the total number of net electron pairs entering into the spectra is
repeated here from section 5.2: 249+28 with a S/B ratio of 1/1 for m<0.2 GeV/c?, and
185+48 with a S/B ratio of 1/6 for m>0.2 GeV /c?. Partial integration of the normalized
mass spectra of Fig. 7.1 transforms these values into a normalized number of e*e™ pairs
per event and per charged particle for the two mass intervals of interest:

low-mass region <0.2 GeV/c*  7.55 + 0.8(stat) £ 1.2(syst) *107°
high-mass region >0.2 GeV/c* 5.61 + 1.4(stat) £ 1.1(syst) *107°

Comparing now data and hadronic decays in Fig. 7.1, the following conclusions can
be drawn. In the low-mass region <0.2 GeV/c?, dominated by the Dalitz decays of the
7% and the 7, excellent agreement is found within the errors. However, different from
the proton-induced reactions pBe and pAu, but qualitatively similar to all previous
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Figure 7.1: Normalized and efficiency-corrected inclusive ete™ mass spectrum compared to
the hadronic decay cocktail, using the full-rejection background (upper panel) or the “high-
statistics” background (lower panel, compare Fig. 5.1). The errors attached to the data points
are purely statistical. The systematical errors of the data are 16% for m<0.2 GeV/c*, and 20%
(upper panel) resp. 26% (lower panel) for m>0.2 GeV/c*, all quadratically small compared
to the individual statistical errors. The systematical errors of the decay cocktail are 8% in the
low-mass and 30% in the high-mass region.
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tindings of CERES for nucleus-nucleus collisions at higher beam energies, the hadronic
decay cocktail is completely unable to describe the new data at 40 AGeV in the high-mass
region. Instead, a structureless continuum much above the hadronic-decay level is seen,
extending all the way up to the ¢ without a trace of resonance structure in between,
within the limits of the (large) errors. As at 160 AGeV, the data excess shows some
threshold behaviour with a set-in around 0.2 GeV/c? (i.e. already below twice the 7 rest
mass), becomes maximal in the window 0.25-0.65 GeV /c? and then decreases again in
the region of the vector mesons. In all probability, the excess is again indicative for the
emission of direct radiation, originating promptly from processes during the interaction phase
of the collision (see section 7.2 below).

7.1.2 Pair-p, Spectra

The explore the physics nature of the high-mass enhancement further, the differential
spectra in pair transverse momentum pg¢, i.e. the total momentum of the pair perpen-
dicular to the beam axis, has also been investigated. The kinematical acceptance of the
CERES spectrometer in a p;® vs. m.. plane, including all analysis cuts mentioned be-
fore, is shown in the Fig. 7.2. One can clearly see a “hole” in the acceptance, equivalent
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Figure 7.2: Kinematical acceptance of the data after all analysis cuts, using the total N, _
sample as an input. The blue vertical line defines the two mass regions for which the pair-p:*
distribution is plotted (see Fig. 7.3), while the red horizontal line defines the two regions in
pair-pi° for which the invariant mass spectra are plotted (see Fig. 7.4).

effectively to an m,-cut: the single-electron p,-cut of >0.2 GeV/c applied in the analysis
rejects low masses and/or small pair momenta. It strongly influences the shape of the
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Figure 7.3: Normalized and efficiency-corrected invariant pair-p;® spectra compared to the
hadronic decay cocktail, showing separately low-mass pairs m<0.2 GeV/c* (left panel) and
high-mass pairs m>0.2 GeV/c* (right panel) as well as the full-rejection background- (upper
panel) and the “high-statistics” background case (lower panel). The errors attached to the data
points are purely statistical. The systematical errors of the data are 16% for m<0.2 GeV/c? and
20% (upper panel) resp. 26% (lower panel) for m>0.2 GeV/c?, all quadratically small compared
to the individual statistical errors. The systematical errors of the decay cocktail are 8% in the

low-mass and 30% in the high-mass region.

spectra to be discussed in the following.

Fig. 7.3 presents a comparison of the normalized Lorentz-invariant p{°-spectra with
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the normalized hadronic decay cocktail, where the normalization follows exactly the
same procedure as discussed for the invariant mass spectra (egs. 5.1 and 6.5, resp.). The
spectra are shown separately for low-mass pairs m<0.2 GeV/c? and high-mass pairs
m>0.2 GeV/c?, and again both variants of the background treatment are contained:
the full-rejection- and the rescaled partial-rejection (“high statistics”-) background case,
leading to the reduced errors of the net data points. The systematical errors are given
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Figure 7.4: Normalized and efficiency-corrected et e~ mass spectra for the two transverse pair
momentum bins p;®>500 MeV (left panel) and p5° <500 MeV/c (right panel) in comparison to
the hadronic decay cocktail. Again, the full-rejection background- (upper panel) and the “high-
statistics” background case are distinguished. The errors attached to the data points are purely
statistical. For the systematical errors, see detailed description in the subscripts of Figs. 7.1 and
7.3.
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in the subscript of Fig. 7.3; the same conclusions as discussed for Fig. 7.1 hold.

In the mass bin m<0.2 GeV/c?, complete agreement between the data and the
hadronic decay cocktail is found; the experimental points both in magnitude and in
slope vs. p, agree with the expectation from the cocktail. This confirms the expec-
tation that the data in this region are indeed dominated by Dalitz decays. The steep
cut-off in the distributions for pair-p;°<0.4 GeV/c reflects, of course, the analysis cut
of the single-electron p,>0.2 GeV/c as mentioned above. Conversely, in the mass bin
>0.2 GeV/c?, the very strong excess above the cocktail expectation, visible already in
Fig. 7.1, now reappears in the p{°-distribution. It is seen here to be mostly localized at
low p:©<600 MeV /c, in complete agreement with the previous CERES findings at 160
AGeV [18, 19, 20, 21, 22, 23] (see also section 1.2.4).

An alternative way to present these results is to plot the invariant mass spectra for
pair-p;° below and above 500 MeV/c. This is done in Fig. 7.4 containing again, as
before, the two variants of the background treatment. Obviously, the two mass spectra
are distinatly different. While complete agreement between data and the decay cocktail
is seen for low masses, the excess of the data above the cocktail in the high-mass region
is much more pronounced for the lower momentum bin than for the higher momentum
one, although some fraction of it resides also there.

In summary, an excess production of low-mass e*e™ pairs compared to the expec-
tation from hadronic decays is found also at 40 AGeV. In analogy to the findings at 160
AGeV, it is most pronounced in the mass region of 0.2<m<0.6 GeV/c? and at small

pair-p;©.

7.1.3 Multiplicity Dependence

Thermal radiation from parton- or pion- annihilation should show a non-linear, possi-
bly quadratic dependence ~(dN.,/dn)?* on charged particle rapidity density for a fixed
interaction volume, reflecting the emission rate to be proportional to the product of
particle and anti-particle densities in the reaction [74, 75]. Previous CERES results at
160 AGeV from both 1995([18, 19, 23]) and 1996([20, 21, 22, 23] data indeed show such
a non-linear dependence in the mass window where the strongest excess is observed.
This has not exactly been new - a pp experiment on lepton-pair production at /s=63
GeV at the CERN ISR has, in fact, observed a similar behaviour before [76]. To illus-
trate non-linearities, it is common to plot the ratio between the normalized data and the
normalized hadronic-decay contribution, named “enhancement factor” in the CERES
jargon, as a function of charged multiplicity. Since hadron yields are synonymous with
multiplicity, lepton pair production dominated by hadron decays would then just fol-
low a horizontal line at 1, while a quadratic multiplicity dependence would appear as
a linear rise. The results on the enhancement factor vs. charged multiplicity density
for the 40 AGeV data are shown in Fig. 7.5, where the data sample is again separated
into low-mass pairs with m<0.2 GeV/c? and high-mass pairs with m>0.2 GeV/c?. Itis
satisfying to see that the low-mass pairs, supposedly dominated by the Dalitz decays
of the 7° and 7, do follow a horizontal line around 1 within their errors, confirming (in
passing) also the correctness of the absolute efficiency correction of the data (see also
section 7.14 below). The high-mass pairs, on the other hand, show a strong global en-
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Figure 7.5: Multiplicity dependence of the “enhancement factor”, defined as the ratio between
the normalized data and the normalized hadronic-decay contribution, for the two mass bins
m<0.2 GeV/c* (red circles) and m>0.2 GeV/c* (black squares). The horizontal solid line at 1
indicates the expectation from final-state hadron decays. The errors attached to the data points
are purely statistical. The systematical errors are 16% (data) and 8% (cocktail) for m<0.2
GeV/c?, and 20% (data) and 30% (cocktail) for m>0.2 GeV/c?.

hancement -1, but the error bars are such that a functional dependence, in contrast to
the much more favorable 1995/96 situation, cannot be deduced. This is also the reason
why a higher-order efficiency correction for the high-mass pairs has not been applied
for the 1999 data (see section 4.2.4).

7.1.4 High-Mass Enhancement and Comparison to 160 AGeV

The degree of agreement or disagreement between experimental data and the hadronic
decay cocktail should finally be illustrated quantitatively, including all errors, by form-
ing again the ratios between the normalized data and the normalized hadronic-decay
contributions for the respective partial integrals of the mass spectra (values quoted in
section 7.11 and section 6.1), integrating now over multiplicity. The following overall
enhancement factors are then obtained for the two mass intervals of interest:

low-mass region <0.2GeV/c*  0.9840.11(stat)+0.16(syst, data)+0.08(syst, cockt)
high-mass region >0.2 GeV/c* 5.1 + 1.3(stat) £ 1.0(syst, data) £+ 1.5(syst, cockt)

While, within the errors, no deviation from the expectation for hadronic decays is
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seen in the Dalitz region, the enhancement relative to the decay cocktail is found to
be about a factor of 5 in the high-mass region, with a statistical significance of about
4 standard deviations. In comparison, the enhancement factors at 160 AGeV for the
same mass region >0.2 GeV/c* and a similar trigger selection have been determined as
3.5+0.4(stat)£0.9(syst,data) [18, 19, 23] and 2.54-0.4(stat)+0.5(syst,data) [20, 21, 22, 23]
in the 1995 and 1996 data analysis, resp.. Since the large systematical error of 30% asso-
ciated with the high-mass part of the hadronic decay cocktail is completely correlated
for the 1999 and 1995/96 analysis, it does not need to be considered in the comparison.
It is therefore safe to conclude, within the dominantly statistical error of the 1999 anal-
ysis, that the enhancement factor at 40 AGeV is found to be significantly larger than at 160
AGeV. This will be of great importance for the theoretical discussions and conclusions
in section 7.2.

Given the enhancement factor, the quality of the combinatorial-background rejec-
tion can now be compared between the 1999 and the 1995/96 analysis in a fair way.
The S/B ratio 1/6 in 1999 should loose by the difference in multiplicity ratio (216/250)
and the difference in enhancement (3.5/5 and 2.5/5, resp.), resulting in extrapolated
S/B ratios for 1995/96 of 1/10 and 1/14, resp. Comparing these to the measured ratios
of 1/8 and 1/13, resp., implies essentially zero changes in 1999, neither to the better
nor to the worse.

7.2 Comparison to Different Theoretical Models

This section is meant as a systematic overview over the different theoretical approaches
developed to describe the CERES results. Its detail goes somewhat beyond the scope
of an (experimental) doctoral thesis, but may nevertheless be useful to put the results
into a wider perspective.

7.2.1 Fireball Model

The fireball model tries to describe the dynamics and, in particular, the expansion stage
of heavy-ion collisions relevant for dilepton production. The interesting physics of
chiral symmetry restoration and QGP formation can only be studied for a few fm/c
during the early part of the expansion stage when both the density and temperature of
the matter are high. As was mentioned before, electromagnetic signals from relativistic
heavy-ion collisions directly probe this stage of the collision. However, the observed
lepton pair distribution is a complicated integral over the full space-time history of
the system. Therefore, to describe the measured data theoretically, the dilepton rates
originating from all stages of the collision have to be integrated over the full space-
time. The complete reaction dynamics with initial conditions is needed: the life time
of the system, the equation of state, the speed of thermalization etc. There are basically
three approaches to simulate the collisions: Transport simulations such as the Rela-
tivistic Quantum Molecular Dynamics (RQMD) [77, 91], Ultra Relativistic Quantum
Molecular Dynamics (URQMD) [78, 79, 80], Hadron-String Dynamics (HSD) [81] etc,
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then Hydrodynamical approaches [82, 83, 84, 85], and finally simplified fireball models
which provide parametrizations for temperature and volume [32, 125].

The fireball expansion model simulated by Rapp and Wambach [32], also that by
Weise et al. [125], belong to the third group. The fireball undergoes isentropic expan-
sion based on fixed entropy per baryon (s/pp = const) which defines a thermodynamic
trajectory in the T-up plane of the phase diagram including a phase transition from
QGP to HG. The transition (QGP-HG) is modelled by a standard mixed phase, con-
structed from entropy balance. It is also consistent with a hadro-chemical analysis, i.e.
with conservation of pion number and of the other observed particle multiplicities be-
tween chemical (7.5, 1g,5) and thermal freeze-out (1}, ig,,) [86]. The model describes
the temperature- and baryon density evolution as well as the volume expansion.

To introduce the time scale, the volume expansion is approximated by cylindrical
geometry with two fire-cylinders expanding in the +z direction, filling the experimen-
tally observed rapidity region in the final state [28]:

V(t) =2(z0 +v.t + %aZtQ)W(ro + %aﬁ)? (7.1)
Assuming isentropic expansion, the temperature profile T(t) is determined as follows:
T(t)= (T =T>)e /" 4 1 (7.2)

The baryon density is determined by the number of participants, supplemented with
an isotropic volume expansion which is described by an average baryon chemical po-
tential pp= 400 MeV:
t) — &
PB ( TV (t)
All parameters are determined such as to properly generate the end point of the fireball
evolution, i.e. the freeze-out stage, reproducing all hadronic observables like particle
ratios, HBT radii, flow velocity, m,-spectra and dN/dy distributions.

Once the time evolution of the fireball is given in terms of the temperature T(t),
baryon density pg(t) and volume V(t), the differential dilepton spectrum is calculated
via different models for the dilepton rate, integrating over space-time and over mo-
mentum:

(7.3)

dN,. o MdR..
dM = i dT‘/FB(T)/d?’qg d4q
All cuts are applied as used in the data analysis: each electron/positron track is re-
quired to have a transverse momentum p,>0.2 GeV /¢, to fall into the rapidity interval
2.11<n<2.64 (lab frame), and to have a pair opening angle ©..>35 mrad (the func-
tion Acc accounts for all these cuts). In addition, contributions from long-lived hadron
decays after freeze-out, i.e. from the so called hadronic decay cocktail discussed exten-
sively in chapter 6, have to be included. Only then, a fair comparison to the data can
be done.

(M., q;uBT) - A (7.4)

7.2.2 Free 777~ Annihilation in a Hadronic Fireball

The observation of an enhancement of low-mass dilepton production by CERES/NA45
at 160 AGeV as well as at lower beam energy of 40 AGeV (presented in this thesis)
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has stimulated a large amount of theoretical activity. The superposition of the known
hadronic decay sources can successfully account for the measured spectrum in proton-
induced reactions, but it fails to reproduce the measured low-mass dilepton spectra
in nucleus-nucleus collisions. This indicates the emission of further radiation, which
is generally interpreted as direct radiation originating from processes during the in-
teraction phase of the collision. Since vector mesons directly decay into dileptons, a
change of their masses and widths can be seen directly in the dilepton invariant mass
spectrum. Several theoretical approaches have studied medium effects in dilepton pro-
duction rates from hot/dense matter:

1) the "dropping p mass’ scenario (within a mean-field type treatment) [29, 30, 31,
87, 88]

2) the chiral reduction formalism (based on chiral Ward identities) [89, 90]

3) a chiral Lagrangian framework [91] or many-body-type calculations of in-medium
vector meson spectral functions [32, 92, 93, 94].

Dileptons are produced by the annihilation of thermally excited particles: ¢g in the
QGP phase and 7*7~ in the hadronic phase. However, the dominant particles at SPS
energies are pions, therefore the main source of dilepton radiation is two-body =* =~
annihilation . The dilepton production rate in a hadronic medium of given temperature
T and baryon chemical potential ;;, can be calculated as

dR+,-
dg*

= L ()W (q) (7.5)

through contraction of the L, -leptonic and the W**-hadronic tensor. To lowest order
in the electromagnetic coupling constant o = 1/137, the leptonic tensor is determined

as
2

Q 4.9y
Ly, = _W(Qw - ;42 ) (7.6)

while the hadronic tensor, which contains all information on the hadronic medium
of temperature T and baryon chemical potential 1.5, is obtained from the thermally
averaged electromagnetic iso-vector current-current correlation function (by using the
grand canonical ensemble):

W (q /d4:1;e “” ]Zm]§m>> = (7.7)

BT

Wl = X

To determine the contraction between the leptonic and the hadronic tensor, the corre-
lation function has been connected to the one-particle irreducible photon self energy

Z (7O 0)]a) - (27) 8% (g + py — pi) (7.8)

—2ImII" = (et — )W (7.9)

This means, to first order in the electromagnetic coupling constant «, that the current-
current correlation function is the same as the photon self energy [95]. Requiring gauge
invariance

qulle,, =0 (7.10)
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and using the previous equation, the dilepton emission rate from the hot region pop-
ulated by particles in thermal equilibrium is proportional to the imaginary part of the
spin-averaged, time-like photon self energy [96].

This means that thermally excited particles annihilate to virtual photons which de-
cay into lepton-antilepton pairs. The final result for the thermal rate is then

AR - a?
d;4l = _7T3M2 fB(qO;T)]mHem(qm(j)v (711)
(/P = #—-Bose occupation.)

By using an effective Lagrangian compatible with gauge invariance and consistent
with global chiral symmetry, the low-energy region of the correlator can very well be
described. This model is called Vector-Meson-Dominance. In the spirit of VMD, the
photons, decaying into ete~ pairs, couple to hadronic J* = 1~ states: the p, w, ¢ and
multi-pion states carrying the same quantum numbers. Applying this formalism and
starting from an effective Lagrangian of the coupled system of pseudoscalar mesons
(Goldstone bosons), vector mesons and photons, the hadronic part of the electromag-
netic current can be identified with the field of neutral isovector mesons V'* with the
universal VMD coupling

2
jo= T (7.12)

and as a consequence the imaginary part of the irreducible photon self-energy /mll.,,
is expressed through the imaginary parts of the vector meson propagators (spectral

functions)

m4

Imll...(q) = Z —2V - ImDvy(q) (7.13)
v 9v
The modifications of the vector meson properties (mass, width) are described by the
self energy ¥y which contains all interactions with the surrounding matter, i.e. the
dilepton spectra will also be strongly modified and contain all information about medi-
um modifications of the vector mesons:

Dy (M, q) = [M* —m{" — 57! (7.14)

The most prominent is the p meson, due to its very large width compared to the time
scales involved in heavy-ion reactions. The main decay channel is two-body n*n~
decay. In the reverse time direction, 7*7~ annihilation proceeds via an intermediate
p-meson:

L S = (7.15)

In vacuum, at zero temperature T=0 and at zero baryon density pp=0, annihilation
is mediated by a vacuum p = p°

rta” = p® = 4 = ete (7.16)

with the well known width of I') ~ Im¥?  ~150 MeV, while the physical mass of the
vacuum-p® M=770 MeV /c? is determined by solving for the real part of the p dispersion
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relation. The p self-energy can be determined by using a 7 p interaction Lagrangian [97],
and to order of ¢* (prm coupling) it is represented by the two loop diagrams:

; 2
L, inorderg®

Figure 7.6: One-loop contributions to the vacuum p-meson self energy: pmnm coupling (left
panel) and a tadpole diagram pprm (rvight panel).

One way to calculate these diagrams is to use the imaginary time (Matsubara) for-
malism [98], and divergences which appear in the vacuum terms are regularized by
using the Pauli-Villars scheme [99].
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Figure 7.7: Comparison of the 40 AGeV data to a model calculation [11, 86], based on =+ 7~ an-
nihilation with an unmodified p (red dashed-dotted line). The calculation includes the hadronic
decay contribution which is also shown separately (thin solid line). It is taken from CERES
(Fig. 6.2 in chapter 6), but excludes the contribution from the p to avoid double counting. For
a discussion of the experimental errors, see subsection of Fig. 7.9.

Finally, to be able to compare the vacuum model to experimental data, the vac-
uum spectra have to be computed for the thermal fireball expansion with the realistic
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dynamics of a heavy-ion collision. The differential dilepton rate

dRWW—)ee a? fp(q07 T) 0 0 2
dq4 (q07Q) = _7_[_3937” M2 [mZpWW(M)|F7r(M)| (717)

is integrated over the space-time history of the collision applying all experimental cuts
(see previous subsection).

The comparison of the vacuum model with the data from Pb-Au collisions at 40
AGeV is shown in Fig. 7.7. Clearly, free #*7~ annihilation can not describe the data.
The experimentally observed enhancement at invariant masses 0.2<m..<0.6 GeV/c?
is much larger then the low-mass tail from free 7*=~ annihilation. This also implies
that the total yield is too large compared to the fact that the free pion electromagnetic
form factor peaks at the p resonance

[F2M)| = () DR ~ (M = (i) + Spen (M), (7.18)

There is possibly too much yield around the free p mass, and definitely too little below.

The final conclusion is then that the assumption of free 7*7~ annihilation is over-

simplified. For a better description of the data, the inclusion of modifications of the
vector meson properties in the hot and dense environment seems to be essential.

7.2.3 Medium Effects

Medium effects in dilepton production rates are studied by focusing on the role of
the p-meson spectral function (in-medium p propagator), considering the p to be the
most important of the vector mesons. As mentioned before, the isovector p(770) meson
strongly couples to the 77 channel (branching ratio ~100%), is short-lived and is a
major constituent of the pion-dominated hot hadron gas. The binary reaction 77 = p
proceeds both ways in chemical equilibrium. Most p mesons decay inside the fireball
into pions which interact many times, but only a tiny fraction of about 10~* p’s decays
electromagnetically into lepton pairs, p* — +* — eTe”. The mass m* of the p* is
transported into the 4-momenta p, ,p_ of the electron pair without distortion; it can
be measured in the CERES spectrometer as the invariant mass m?=(p, + p_)?* of the
pair. However, different from the vacuum case with a p° mass of 770 MeV/c?, the
embedment of the p in the dense and hot medium acts as if it would have a significantly
lower mass, or a significantly broader width. The extraction of the p’s effective mass,
lifetime and rate of decay into lepton pairs is very model dependent.

In the following, the results from the 40 AGeV data will be compared to the different
theoretical approaches developed to explain the low-mass dileptons by the inclusion
of medium effects. Fig. 7.8 shows a comparison of the 40 AGeV invariant-mass spectra
to the two main theoretical approaches which include a medium modification of the p
spectral function by a dynamical lowering of the effective p-meson mass to ~ m,/2 in
a very different way:

e Brown-Rho scaling: the dynamical lowering is explained by a baryon-density
dependent reduction of the p mass .
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e Rapp and Wambach : modification of the dispersion relation of mesons, baryons
and their resonances in the hot and dense medium due to hadronic interactions;
the effective dynamical lowering of the mass is due to a massive spreading of the
width of the p.
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Figure 7.8: Comparison of the 40 AGeV data to model calculations based on nt 7~ annihilation
with a dropping p mass [100, 86] (left panel, green dotted line), and on ==~ annihilation with
an in-medium spreaded p [86] (right panel, black thick solid line). Both calculations contain
the sum of the hadronic decay sources. This sum is taken from the CERES cocktail (Fig. 6.2 in
chapter 6) and shown also separately in both panels (thin solid line). It excludes the contribution
of the p to avoid double counting. For a discussion of the experimental errors, see subscript of

Fig. 7.9.

Brown/Rho scaling

The approach based on BR scaling [29, 87, 100, 103, 104, 110] is dictated by chiral
and scale symmetry before reaching the chiral restoration transition. It starts from
the known structure of the effective QCD Lagrangian at low energy and zero density
which is governed by symmetries and other constraints of QCD like spontaneously
broken chiral symmetry in the vacuum due to nonvanishing quark and gluon conden-
sates, appearance of eight nearly (explicitely broken chiral symmetry) massless Gold-
stone bosons, appearance of anomalies like the anomaly of the chiral current and the
trace anomaly (97, # 0)).

In the B/R theory, embedding a hadron into hot and dense matter is equivalent
to changing the vacuum, thereby modifying quark and gluon condensates in QCD
variables. The assumption that the symmetry, i.e. the Lagrangian remains the same
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as T and density increase, implies that at each T and density masses and coupling
constants are modified according to the symmetry of QCD.

Hadron masses, such as that of the p-meson, violate scale invariance. Scale in-
variance is a symmetry of the classical QCD Lagrangian. In QCD, scale invariance
is broken on the quantum level by the so called trace anomaly, which is proportional
to the gluon condensate. Therefore, with the disappearance of the gluon condensate,
scale invariance would be restored implying that the hadron masses have to vanish
[101]. The BR approach starts from the assumption that the gluon condensate can be
separated into a hard and a soft part [102], where the soft part scales with the quark
condensate and light hadron masses are proportional to (¢g). Therefore, a universal
scaling is assumed, linking masses and the evolution of the chiral order parameters.
Scaling hadron masses are then introduced into the chiral Lagrangian. All hadron
masses (except of the Goldstone bosons) follow the universal scaling law, decreasing
in dense matter together with the order parameters of chiral restoration (f, or quark
condensate) as:

Mo Mg mne 7 (qq)”
me, m, mn  [r (qq)

~ X =0 (7.19)
X

where the symbol "+ refers to in-medium quantities and quantities without "+ corre-
spond to the free-space values.

With Brown-Rho scaling, the vector meson masses go to zero in sufficiently hot
and/or dense matter together with the chiral order parameters, which is a direct con-
sequence of chiral symmetry restoration [103]. Conversely, decreasing T and density
through the phase transition in building up the scalar field energy, the hadrons are get-
ting back there masses [104]. Lattice QCD simulations show that the quark condensate
has a weak dependence on temperature up to about 0.97,, while around the critical
temperature the quark condensate decreases very rapidly indicating chiral symmetry
restoration and thereby supporting Brown-Rho scaling [105, 106]. The Brown-Rho scal-
ing hypothesis can also be linked to the result of [33] or to a QCD sum rule analysis
[107, 108, 109], where the density- and temperature dependence of m* then follows as

m, _ {@q)”
mp (7q)

= (L= Cpr/po)(1 — (T/T2)*)" (7.20)

For the dilepton spectra, the most relevant feature is the decrease of the mass of the
p at finite temperature and density [110]. This leads to a strong excess of eTe™ pairs
below the free p mass through the =« channel. To be able to directly compare the two
different approaches Brown/Rho and Rapp/Wambach, both have to be computed in
the same thermal fireball expansion with the same initial and freeze-out conditions.

A comparison then of the BR approach of the "dropping mass’ to the data (left panel
of Fig. 7.8) shows that this model indeed leads to a strongly enhanced dilepton yield
below the free p mass, implying that the lepton pairs are predominantly emitted in
a temperature/density region which shifts the p mass to <2/3 of its vacuum value.
A more quantitative conclusion, also distinguishing between broadening (right panel)
and movement towards chiral restoration is hardly possible, considering the large error
bars of the data.
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In-medium effects due to hadronic interactions (Rapp/Wambach)

As emphasized in subsection 7.22, the dilepton production rate is related to the elec-
tromagnetic vector current-current correlation function, and in the low-mass region
this current-current correlator in the vector channel is largely saturated by the vector
mesons p, ¢, w, most important the p. The Rapp/Wambach approach [11, 28, 86, 92,112,
114] to cope with medium effects is based on an effective hadronic theory described by
a chiral Lagrangian combined with Vector Meson Dominance, including now the cou-
pling of the p to hadronic many-body excitations. Within VMD, the p meson couples
dominantly to two-pion states, but the vacuum two-pion loop Y9 _ (see 7.22) has to be
replaced by dressed in-medium ones ¥,... Also, the p-meson can interact resonantly
with nucleons at finite baryon density, as described by self-energy contributions ¥z,
and with thermal mesons at finite temperature, as described by an additional self-
energy contribution X,5;.

Based on nuclear and finite-temperature many-body techniques, the p-meson self-
energy Y, = Y rr + X,B + X, is evaluated, containing the medium modifications of
the p-meson properties (like mass, width). The medium modifications of these proper-
ties are again directly reflected in the dilepton spectrum.

The form of the in-medium p propagator in hot baryon rich matter is

D,(M,q;T) = [M?* = - %, — Y5 — ¥,y (7.21)

and the p properties mass and width are calculated from the real and imaginary part
of that propagator.

Temperature effects on the p spectral function are determined from the imaginary
and real part of ¥, + ¥,y. The temperature effect on ¥, leads to a medium mod-
ification of the p meson generated by dressing the intermediate two-pion states in hot
matter [113, 114]. X5, describes the direct interaction with thermal mesons saturated
with s-channel resonances : pr — a;(1260), pK/pK — K,(1270)/K,(1270) [114, 115].
The results of these temperature effects are a negligible broadening of the p spectral
function, and an only small mass shift compared to the mass pole in vacuum.

Baryonic-density effects arise from pions interacting with the surrounding nucle-
ons, creating an additional increase of |/mX,.|. This leads to a mixture of pions with
nucleon-hole (Nh) and delta-hole (Ah) excitations. The pion cloud is modified due
to a strong coupling to tNN~! and AN}, the so called 'w-sobars’. The results are
additional medium modifications of the p meson, generated by additional dressing of
the intermediate two-pion states in baryonic matter; this causes further broadening of
the p spectral function. In baryon-rich matter, the p also interacts resonantly ( X,5),
creating the so called "p-sobar’ [93] excitations of S-wave (N(1520)N~', A(1700)N~, ..)
or P-wave type (AN, N(1720)N~,..). Adding the contributions ¥ 5 results in a still
stronger broadening of the spectral function, without producing a further mass shift
[116].

The numerical results, setting T to zero and keeping finite baryon density, or set-
ting baryon density to zero and keeping finite T, clearly confirm that the broadening of
the p spectral function depends predominantly on baryon density, while the (anyway



114 CHAPTER 7. FINAL RESULTS AND COMPARISON TO THEORY

small) total mass shift is due to temperature effects [113]. The baryonic effects prevail
over mesonic ones, due to the stronger nature of the meson-nucleon interaction.
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Figure 7.9: Comparison of the 40 AGeV data to model calculations based on =+~ annihilation
with an unmodified p (red dashed-dotted), an in-medium dropping p mass (green dotted) and
an in-medium spreaded p (black thick solid) [86]. All three calculations contain the sum of the
hadronic decay sources. This sum is taken from the CERES cocktail (Fig. 6.2 in chapter 6)
and shown also separately (black thin solid line). It excludes the contribution of the p to avoid
double counting. The errors attached to the data points are purely statistical. The systematical
errors are 16% for m<0.2 GeV/c* and 26% for m>0.2 GeV/c?, quadratically small compared to
the individual statistical errors.

The theoretical results from the Rapp/Wambach approach contained in Fig. 7.8
(right panel) directly reflect the consequences of the broadened spectral function of the
p: a strong enhancement of the dilepton production rate for invariant masses below
0.65 GeV/c?, while the peak at 0.77 GeV/c* disappears, becoming broad and struc-
tureless (the small remaining peak is due to the w). The combined medium effects in
the p propagation lead to good agreement with the data points both in absolute yield
and in spectral shape.

A comparison of the data to the three theoretical predictions for #* =~ annihilation,
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all computed by using the same fireball simulation with the same initial and freezeout
conditions, is shown in Fig. 7.9. The data quality is sufficient to rule out an unmodified
p (vacuum-) spectral function. The spectra with medium modifications are consistent
with the experimental data points, but a more detailed differentiation between the
different medium scenarios is, within the present errors, hardly possible.

A careful inspection of the mass region <0.2 GeV/c? shows the sum of the Rapp/
Wambach model and the Dalitz part of the hadronic decay cocktail to be higher by
nearly 30% than the data points, while the agreement with the cocktail part alone is
to within 2% (see section 7.1.4). The theoretical yield in this region is dominated by
bremsstrahlung and by baryon Dalitz decays. Unfortunately, the combined error of
11%(stat, data) + 16%(syst,data) + 8%(syst, cockt), i.e. a total of 21% (see again 7.1.4)
does nor allow to draw any firm conclusions on this “theoretical excess” of 30%.

The dependence of the enhanced dilepton yield on the pair transverse momentum
p;° has also been theoretically investigated. The measured invariant mass spectra in
two different pair-p;* bins show the enhancement in the low-p{° region to be much
larger than in the high-p® region. The comparison between the data and the three
theoretical predictions is shown in Fig. 7.10. Again, quantitative agreement of the
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Figure 7.10: Invariant mass spectra for two pair transverse momentum bins p;°>500 MeV
(left panel) and p;°<500 MeV/c (right panel) in comparison to model calculations based on
7 t7~ annihilation with an unmodified p (red dashed-dotted), an in-medium dropping p mass
(green dotted) and an in-medium spreaded p (black thick solid). All three calculations contain
the sum of the hadronic decay sources. This sum is taken from the CERES cocktail (Fig. 6.2 in
chapter 6) and shown also separately (black thin solid line). It excludes the contribution from
the p to avoid double counting. For a discussion of the experimental errors, see subscript of Fig.
7.9.

data with the model calculations is seen for the two in-medium scenarios, including
now the distinct difference between the two pair-p;© bins, while the predictions for the
vacuum spectral function are clearly off. The peculiar low-p{® enhancement has been
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theoretically linked to the possibility that the lepton pair yield may be associated with
the total energy of a pair as m§® & ((m3)? + (p)*)"/* = ((mee)? + (pi9)*)"/* [111].

The 40 AGeV run was motivated in section 1.2.5 of the theoretical introduction
to this thesis by its key role in differentiating between baryon density and tempera-
ture. With the larger baryon density and smaller temperature expected at 40 compared
to 160 AGeV, the larger enhancement factor of 5 together with the good agreement
between the data and the model calculations for 40 AGeV (which are dominated by
baryon density effects) give strong support to the following conclusion: the enhance-
ment of the CERES dilepton yield is due to the in-medium effects of the intermediate

p* in 7t7~ annihilation, and the in-medium effects are basically baryon-driven.

Chiral symmetry and baryons

In BR-scaling, the p-mass shift is directly connected to chiral symmetry restoration. In
the RW scenario, the connection between the baryons driving the p-broadening and chi-
ral symmetry restoration is much less clear. As has been pointed out recently [117, 118],
the absence of parity doublets in the low-lying hadronic spectrum may not continue
at higher excitation energies. On the Gontrary, high-lying baryonic states, at 2 GeV
or above, seem to appear in the form of close parity doublets, possibly indicating
smooth chiral symmetry restoration with increasing excitation energy. This in itself
is, of course, not linked to a phase transition [117]. However, as has been discussed re-
cently by Rapp [86], the explicit consideration of dynamical processes may create such
a links'A possible scheme is illustrated in Fig. 7.11, comparing the mesonic (left panel)

n-5 o N B N(1535)"

& T Ps

a, A3/2 N(1 520)3/2
A(1700)"*

T

P

T

Figure 7.11: Interaction scheme combining chiral and resonance excitations [86].

with the baryonic (right panel) sector. Pionic s-wave excitations connect chiral partners
like p—a; or A*2— N(1520)%/2, while pionic p-wave excitations create hadronic reso-
nances like 7—p or N'/2—+A3%/2. The s-wave resonances N(1520) and A(1700) appear-
ing in this scheme are indeed among the most important baryons responsible for the
p-broadening (see previous subsection). It remains to be seen, whether a more quanti-
tative scheme of this type will completely clarify the link to chiral restoration [119]. It
should be added for completeness that a poss1ble connection between BR-scaling and
the RW scenario has also been discussed [111]+



7.2. COMPARISON TO DIFFERENT THEORETICAL MODELS 117

QGP-phase plus in-medium effects based on VDM and chiral dynamics (Renk-
Schneider-Weise)

At SPS energies and surely at 40 AGeV, only a small space-time volume is occupied by
the QGP, and the dilepton yield produced in this phase from ¢g annihilation, especially
in the low mass region m< 1 GeV/c?, is inevitably small. The evolution continues
after the phase transition, and any information from the QGP phase is thus mixed
with signals from the hadronic phase where the space-time volume is much larger. In
the two approaches discussed previously, the small plasma contribution was originally
ignored and only added recently in a very simplified pQCD calculation.

In the approach taken by Weise et al. [122], dilepton radiation from the QGP at the
early stages of the collision is explicitly included. In view of the fact that all phenom-
ena connected with the phase transition close to T. address nonperturbative QCD, their
approach treats quarks and gluons as non-interacting massive thermal quasiparticles
[120], with properties such as to reproduce the lattice-QCD equation-of-state. Pass-
ing through the phase transition, active partonic degrees of freedom are suppressed
due to the confinement process and the creation of the hadronic phase. Direct dilep-
ton radiation from the hot and dense hadronic phase is calculated using Vector Meson
Dominance combined with Chiral Dynamics where the thermally excited particles an-
nihilate through the time-like virtual photon which decays into a lepton-antilepton
pair (see section 7.22). To calculate the differential pair rate, the photon-self energy
is needed both from the early quark-gluon phase and from the longer-lived hadronic
phase [121].

1) In the QGP phase, dileptons are produced from ¢g annihilation into virtual pho-
tons decaying into e*e™~ pairs. The production mechanism actually used is the annihi-
lation of ¢g pairs with thermal masses m(T) into virtual photons. The quark lines are
multiplied with a distribution C'(T") - fp(1'), describing the reduced (by C(T)) probabil-
ity fp(7') of finding a quark or antiquark in the hot medium; this means changing the
free particle distribution function fp(7') — C(T') - fp(T). The thermal masses m,(T)
drop as T. is approached from above. Using the approximately universal function
C(T), the physical EoS from lattice results is reproduced [123, 124].

2) As the phase transition proceeds due to confinement, the new effective degrees
of freedom, color singlets, are formed. In the VMD model combined with chiral dy-
namics, the photon couples to the lowest-lying dipole excitations of the vacuum, and
hadronic states with the same quantum numbers as the electromagnetic current can be
connected to the currents of these mesons (see 7.2.2).

The most prominent changes of the spectral function arise also here from the broad-
ening of the p due to the combined effects of baryon density and temperature. By
studying temperature effects (using thermal Feyman rules [122]) and baryon effects
[94], this approach confirms the previous findings that the baryonic effects prevail over
mesonic ones, due to the strong meson-nucleon interaction (see above). The strong
broadening of the p spectral function down to the one-pion threshold is mostly due
to finite baryon density effects. To be able to compare the model results to the data,
the dilepton rate has again to be integrated over the space-time of the fireball. In this
approach, a different simplified fireball has been simulated, using a temperature and
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volume parametrization based on isentropic expansion through the quark-gluon and
the hadronic phase with a realistic equation-of-state in both phases [125].

The results from the model calculations are shown in Fig. 7.12 in comparison to the
40 AGeV data. The mass region below 1 GeV/c? is mainly filled by the contribution
from the hadronic phase, while the high-mass region above 2 GeV/c?, not included
here, is mainly populated by dileptons from the QGP phase. For very low masses, the
QGP phase contributes only about 1%. The hadronic part of the calculation explicitly
includes in-medium effects on the w and the ¢, beyond those on the p. Due to the long

4
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Figure 7.12: Comparison of the 40 AGeV data to model calculations [121] (red thick solid)
which include dilepton radiation both from the QGP phase (in terms of thermal quasiparticles)
and from the hadronic phase (in terms of VDM combined with chiral dynamics). The calcu-
lations contain the contributions from all three vector mesons p, w and ¢. The contributions
from Dalitz decays are taken from the CERES cocktail (fig. 6.2 in chapter 6). They are shown
separately, extending up to ~0.6 GeV/c?; beyond, they smoothly link to the post-freezeout frac-
tion of the w and ¢ decays, projected out of the model calculations (black thin dashed-dotted).
The QGP part is also shown separately (blue thin solid). For a discussion of the experimental
errors, see subscript of Fig. 7.9.

life time, a sizable fraction of their decays still occurs after freezeout, uninfluenced by
the environment. That fraction is shown separately in Fig. 7.12 (not taken from the
CERES cocktail!). For the particularly long-lived ¢, the vacuum fraction is surprisingly
small. The total relative yield of the w and ¢, visible as the two peaks in the sum
of all contributions (red line), also seems to deviate somewhat from the expectations
based on the CERES cocktail (comparing e.g. Fig. 7.9). Still, the overall agreement of
the model calculations with the data is on a level comparable to BR-scaling and the
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approach taken by Rapp/Wambach.

Quark-Hadron duality

In the vicinity of the phase transition, the dilepton radiation from the hot and dense
tireball is not very sensitive to whether it is emitted from a chirally broken hadronic
phase or from a chirally restored QGP phase. The calculated dilepton rates using either
hadronic or quark-gluon degrees of freedom merge together: the two descriptions become
dual [11, 126]. Duality is known from e* e~ annihilation in particle physics: the vacuum
qq rates coincide with the hadronic description for invariant masses M>1.5 GeV/¢?
up to additional resonance structure in the vicinity of the next heavy-quark threshold
(such as ¢¢). In our case of a hot and dense fireball, due to the strong medium modifica-
tion of the p in particular, both the time-averaged mass reduction and the spread of the
width are sufficiently large for the whole spectrum to be described as if it were due to
¢q annihilation, in the spirit of hadron-parton duality. There is approximate agreement
between the two rates down to the rather low mass scale of ~0.5 GeV/c?. In this sense,
the medium effects have been interpreted as a “lowering of the quark-hadron duality
threshold” [11, 126].

Using QG degrees of freedom only, the dilepton rates have been calculated from
lowest order O(aa?) ¢g annihilation, ie. in perturbative QCD. The results [11, 126]
show a rather continuous enhancement below the p, quite close to the “spreaded-p”
case in Fig. 7.9 both in magnitude and in slope.

Quark-hadron duality modeling (Kimpfer et al.)

Lowest-order ¢g annihilation in the spirit of parton-hadron duality has been consis-
tently used by Kampfer et al. for the full invariant mass range and for the full time
evolution of the collision [127, 128]. Therefore, the approach is called the “extended
duality” hypothesis. It should be emphasized once again that this is a parametrization
in parton language, irrespective of the true (mostly hadronic) nature of the hot and
dense medium. The Lorentz invariant dilepton rate from matter in local thermal equi-
librium is characterised by temperature T, chemical potentials y; and four-velocity «”
of the flow. Based on lowest order ¢g annihilation, the rate is expressed by a Boltzmann
approximation [129] as

dN Q- u

Jiaig ~ P

where the term related to the chemical potential is suppressed. The quantity Q* =
(MycoshY, My sinhY, @) is the lepton-pair four-momentum, and the invariant mass is

) (7.22)

calculated as /M7 — Q7 .) A further strong approximation which makes the model so
simple is to replace all state variables by averages: T'(t,7) — (I') = T,;y, u(t,Z) — (u)
and [did’x — [dtV(t) — N, . Thus, the thermal source is parametrized by a
Boltzmann-like exponential function with effective temperature T.;; and normaliza-
tion factor N.;, reflecting the space-time volume occupation of a thermal source (in
the sense of the usual parametrization of transverse momentum spectra of hadrons,
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Figure 7.13: Comparison of the 40 AGeV data to a model calculation by Kiampfer et al. [127,
128], based on extended parton-hadron duality. Separately shown are the thermal yield (red
solid line), the hadronic decay contribution (thin dashed-dotted line) and the sum of the two
(thick blue solid line). The hadronic decay contribution is taken from the CERES cocktail (Fig.
6.2 in chapter 6). It excludes the contribution of the p to avoid double counting. For a discussion
of the experimental errors, see subscript of Fig. 7.9.

i.e. of exponential distributions with slope parameters and normalization factors):

dN (u
aig ~ N cap(~ )
The thermal dilepton rate is then integrated, including detector acceptances and
other experimental cuts. Finally, other physical “background” like a hadronic decay
contribution is added. The resulting thermal distributions are characterized by a min-
imal unique set of parameters T.;; and N.;;. With one such unique set at a given
beam energy, the CERES/NA45 ¢te~ data for low pair masses <1 GeV/c?, the NA50
ptp~ data for high pair masses >1 GeV/c? and the WA98 data on real photons with
transverse momenta >2 GeV/c can be quantitatively described at the same time [129].
The ete™-pair results for a beam energy of 40 AGeV are compared in Fig. 7.13 to
the CERES data of this work. Once again, perfect agreement within the errors is seen
between the model calculation and experiment. The effective temperature required
to describe the data is 7.;;~145 MeV, significantly lower than the value of ~170 MeV
needed at 160 AGeV [129].

7.23
T (7.23)



Chapter 8

Concluding remarks

The study of the critical behaviour of strongly interacting matter and the dynamics of
the associated phase transitions - deconfinement, chiral, U/4(1) - is the central goal of the
heavy ion program. Since these questions address the difficult nonperturbative regime
of QCD, experimental efforts are vital to drive further progress. This is particularly true
for the region of finite baryon density, where numerical solutions of QCD using lattice
techniques still meet enormous technical difficulties. The experimental results reported
in this thesis have to be considered in that context. The emission of dileptons directly
probes the fireball evolution in the early stage, when both temperature and baryon
density are high. Through the dependence on the in-medium spectral function of the
vector mesons (the p in particular), the yield and the shape of the dilepton spectrum
are sensitive to one of the central issues of the field, chiral symmetry restoration.

The main experimental result for Pb+Au collisions at 40 AGeV reported in this the-
sis is an enhancement of the dilepton yield compared to the expectation from hadronic
decay sources by about a factor of 5 in the invariant mass region >0.2 GeV/c?, much
larger than what has been observed before at 160 AGeV. The enhancement is mostly
localized at low pair-transverse-momenta of <0.5 GeV/c, just as at the higher energy.
As shown in the very detailed discussions in section 7.2, both results are quantitatively
described by theoretical model calculations. General agreement exists on that the ex-
cess dilepton yield beyond hadronic decays is due to direct radiation from the fire-
ball, dominated by pion annihilation #*7~ — p* — eTe™. However, both the amount
of the excess yield and its specific spectral shape require the intermediate p* appear-
ing in the annihilation graph to be substantially modified in the hot and dense en-
vironment, compared to its vacuum properties. The theoretical models differ largely
in the way, in which these modifications are treated. In the basically partonic lan-
guage of Brown/Rho scaling, the mass of the p* decreases at high temperatures and
baryon densities as a direct consequence of chiral symmetry restoration. In the basi-
cally hadronic language of Rapp/Wambach, the width of the p* increases, mostly due to
high baryon density rather than to high temperature, while its mass remains roughly
constant. The connection to chiral symmetry restoration also exists there, but it is at
present not worked out in quantitative detail. The dominant role of baryon density in
the theoretical treatment (which may, somewhat hidden, also exist in the Brown/Rho
approach) finds its support in the beam-energy dependence of the observed dilepton
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yield: the larger enhancement found at 40 compared to 160 AGeV together with the
good agreement between theory and experiment is consistent with the larger baryon
density and smaller temperature expected at 40 AGeV. This is, besides the sole exis-
tence of a dilepton excess also at the lower beam energy, the crucial new physics result of
this thesis.

Unfortunately, the data quality is limited, due to the problems of the TPC and its
readout during the 1999 data taking period. With only 185+48 net pairs in the high-
mass sample >0.2 GeV/c?, the error bars on the spectral shape do not allow to distin-
guish in detail between the different theoretical scenarios, and even the global value
of the enhancement is only established to within 4 standard deviations. Beyond the
high-statistics data taken by CERES in the year 2000, where the full power of the new
TPC including its improved mass resolution of <2% should materialize, a further run
with a comparably high statistics at a lower beam energy seems mandatory. Such a
run at 20 and 30 AGeV is under consideration for late 2002, but as of the time of this
write-up not yet approved. If approval would not be given, the issue may never be
clarified cleanly. A new project at GSI could, of course, enter here.
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