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3D map of the dust distribution in the Milky Way

In this thesis, I present a new non-parametric model for inferring the three-dimensional (3D) distribution of dust density in the Milky Way. Our approach uses the extinction measured towards stars at different locations in the Galaxy at known distances. Each extinction measurement is proportional to the integrated dust density along its line of sight (l.o.s). Making simple assumptions about the spatial correlation of the dust density, we infer the most probable 3D distribution of dust across the entire observed region, including along sight lines which were not observed. This is possible because our model employs a Gaussian process to connect all l.o.s. The result is a smooth, 3D map of the dust density, which is the local property of the interstellar medium (ISM) rather than an integrated quantity. Owing to our smoothness constraint and its isotropy, the method provides one of the first maps without "fingers of God" artefact.

I then present the first continuous map of the dust distribution in the Galactic disk out to 7 kpc within 100 pc of the Galactic midplane, using red giant stars from SDSS APOGEE DR14. The resulting map traces some features of the local Galactic spiral arms, even though the model contains no prior suggestion of spiral arms, nor any underlying model for the Galactic structure. This is the first time that such evident arm structures have been captured by a dust density map in the Milky Way. Our resulting map also traces some of the known giant molecular clouds in the Galaxy and puts some constraints on their distances, some of which were hitherto relatively uncertain.

I also demonstrate a map of the 3D distribution of dust in the Orion complex. Orion is the closest site of high-mass star formation, making it an excellent laboratory for studying the ISM and star formation. We use data from the Gaia-TGAS catalogue combined with photometry from 2MASS and WISE to get the distances and extinctions of individual stars in the vicinity of the Orion complex. We find that the distance and depth of the cloud are compatible with other recent works, which show that the method can be applied to local molecular clouds to map their 3D dust distribution. We also use data from the recent second Gaia data release (GDR2) to update the map that shows complex dust clouds in the Orion region.

I finally show a 3D map of hydrogen density in the local ISM. The hydrogen equivalent column densities were obtained from the Exploring the X-ray Transient and variable Sky project (EXTRAS), which provides equivalent $N_{\mathrm{H}}$ values from X-ray spectral fits of observations within the XMM-Newton Data Release. A cross-correlation between the EXTRAS catalogue and the first Gaia Data Release was performed in order to obtain accurate parallax and distance measurements. The resulting map shows small-scale density structures which can not be modelled using analytic density profiles.

## Zusammenfassung

Ich präsentiere ein neues nicht-parametrisches Modell zur Ableitung der dreidimensionalen (3D) Verteilung der Staubdichte in der Milchstraße. Wir verwenden die gemessene Extinktion zu Sternen an verschiedenen Orten der Galaxis in bekannten Entfernungen. Jede Extinktionsmessung ist proportional zur integrierten Staubdichte entlang ihrer Sichtlinie (l.o.s). Ausgehend von einfachen Annahmen über die räumliche Korrelation der Staubdichte unter Verwendung eines Gauß-Prozesses, schließen wir die wahrscheinlichste 3D-Verteilung von Staub über die gesamte beobachtete Region einschließlich entlang nicht sichtbarer Sichtlinien ab. Die resultierende Karte bietet eine glatte 3D-Karte der Staubdichte, die die lokale Eigenschaft des ISM ist und keine integrierte Größe darstellt. Aufgrund unserer Glättebeschränkung und ihrer Isotropie bietet die Methode eine der ersten Karten ohne "Finger Gottes" Artefakt.

Ich stelle dann die erste durchgehende Karte der Staubverteilung in der galaktischen Scheibe bis zu 7 kpc innerhalb von 100 pc der galaktischen Mittelebene vor und verwende rote Riesensterne von APOGEE DR14. Die resultierende Karte zeichnet einige Merkmale der lokalen galaktischen Spiralarme nach, obwohl das Modell keine vorherigen Hinweise auf Spiralarme enthält, noch ein zugrunde liegendes Modell für die galaktische Struktur. Dies ist das erste Mal, dass solche offensichtlichen Armstrukturen von einer Staubdichtekarte in der Milchstraße erfasst wurden. Unsere resultierende Karte zeichnet auch einige der bekannten riesigen Molekülwolken in der Galaxis nach und stellt einige Einschränkungen für ihre Entfernungen auf, von denen einige bisher relativ unsicher waren.

Ich zeige auch eine Karte der 3D-Verteilung von Staub im Orion-Komplex. Orion ist der nächstgelegene Ort der Sternentstehung mit hoher Masse, was es zu einem ausgezeichneten Labor für die Untersuchung der interstellaren Medium- und Sternentstehung macht. Wir verwenden Daten aus dem Gaia-TGAS-Katalog, kombiniert mit Photometrie von 2MASS und WISE, um die Entfernungen und Aussterben einzelner Sterne zu erhalten. Wir finden, dass die Entfernung und die Tiefe der Wolke mit anderen neueren Arbeiten kompatibel sind, was zeigt, dass die Methode auf lokale Molekülwolken anwendbar ist, um ihre Staubverteilung abzubilden. Wir verwenden auch Daten aus der jüngsten zweiten Gaia-Datenfreigabe, um die Karte zu aktualisieren, die komplexe Staubwolken in der Orion-Region zeigt.

Ich zeige schließlich eine 3D-Karte der Wasserstoffdichte im lokalen interstellaren Medium. Die wasserstoffäquivalenten Säulendichten wurden aus dem EXTRAS-Projekt erhalten, das äquivalente $N_{H}$-Werte aus Räntgenspektralanpassungen von Beobachtungen innerhalb der XMM-Newton-Datenfreigabe liefert. Eine Kreuzkorrelation zwischen dem EXTRAS-Katalog und der ersten Gaia Data Release gab uns genaue Parallaxenund Abstandsmessungen. Die resultierende Karte zeigt kleinskalige Dichtestrukturen, die nicht mit analytischen Dichteprofilen modelliert werden können.
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## 1

## Introduction

Attempts to map our Milky Way date back to the 18th century. One of the most important works was by William Herschel, who constructed a map of the Milky Way by counting stars in more than 600 different lines of sight. He concluded that the Milky Way is a flattened disk and the Sun is located very close to the centre (Herschel, 1785). Jacobus Kapteyn improved Herschel's map using photometric star counts, parallaxes and proper motions of stars and estimated the size and shape of the Milky Way (Kapteyn, 1922). However, neither Kapteyn nor Herschel were aware of the importance of the extinction of light by interstellar dust, which resulted in erroneous estimates of the size and shape of the Galaxy. Robert Trumpler found the first evidence of interstellar reddening and demonstrated how significant the effect is on the brightness of distant objects (Trumpler, 1930). Even until now, almost 90 years later, the detailed structure of the Galaxy has remained literally obscured due to our location within the dusty disk.

In this chapter, I give a general introduction to dust and extinction. I start with the first observational pieces of evidence for the Galactic reddening, continue with the physical properties and formulations of dust extinction, what causes this obscuration and what we currently know about it. I finish with the current state-of-the-art Milky Way dust/extinction maps and how I have contributed to the field.

### 1.1 A walk through history

When William Herschel mapped the Milky Way in 1785, he noticed the existence of dark regions in the Galaxy. He mentions that while he was approaching the Milky Way [disk], the number of stars started to increase but all of a sudden they dropped down to nothing (Herschel, 1785). These regions were considered as "holes in the heavens". In 1847, Wilhelm Struve realised that the number of stars per unit volume decreases in all directions from the sun. This could be possible if the sun was located at the centre of the Galaxy, or if there exist some observational obscuration effects. He estimated that this obscuration has an effect of about $1 \mathrm{mag} / \mathrm{kpc}$ ( Li and Greenberg, 2003). A similar effect was found by Jacobus C. Kapteyn who obtained a roughly spherical distribution of stars around the sun (Kapteyn, 1909).

By the early 20th century, Edward Barnard (Barnard, 1919) reported that there are actually obscuring bodies rather than holes in the sky, by taking amazing pictures of the clouds of various forms and structures (see Fig. 1.1). In 1921, some dark lanes were seen in the Milky Way that were believed by Heber D. Curtis to be caused by obscuring material (in a famous debate with Shapley, Shapley and Curtis, 1921). This obscuring dark region was then called "the zone of avoidance" which is our today's Galactic plane.
It was Robert J. Trumpler in 1930 who for the first time demonstrated the effects of interstellar reddening and the existence of the general and selective absorptions in the interstellar medium (ISM) (Trumpler, 1930). He studied open clusters in the Milky Way and compared their distances determined from their photometry and spectral types with the distances estimated from their angular diameters. He found that the estimated distances deviate systematically from one another as the distance increases. Since he assumed that the dimensions of open clusters should not depend on their distances from the sun, he concluded that "a general absorption is taking place within our stellar system" (Trumpler, 1930). He estimated the value of 0.7 $\mathrm{mag} / \mathrm{kpc}$ for the general absorption and mentioned that it mainly affects stars in the Galactic plane. He also demonstrated that the absorption varies with wavelength and defined the colour excess as the difference between the "normal colour index" and the observed one and estimated the "selective absorption" of $0.3 \mathrm{mag} / \mathrm{kpc}$ between the photographic $(\lambda=4300)$ and visual $(\lambda=5500)$ bands.
Shortly after, Rudnick (1936) measured for the first time the wavelength dependency of the extinction in optical bands, via comparing pairs of obscured and non-obscured stellar spectra of the same spectral type. Further observations by Hall (1937) and


Region North of Theta Ophiuchi
$a=17^{\mathrm{b}} \mathrm{I} 3^{\mathrm{m}}, \delta=-2 \mathrm{I}^{\circ} \mathrm{O}^{\prime}$
Figure 1.1: Figure adopted from Barnard (1919); substructures that showed the presence of dark obscuring clouds (rather than holes in the sky) are clearly visible.

Stebbins et al. (1939) revealed the $1 / \lambda$ reddening law using only $\lambda=0.3-1 \mu \mathrm{~m}$ wavelength range. In addition, in 1934, Paul W. Merrill discovered "undefined interstellar lines" (Merrill, 1934); widened absorption features now known as the "diffuse interstellar bands".

Having all the observational pieces of evidence, the subsequent question concerned the kind of material that can cause the extinction of about $1 \mathrm{mag} / \mathrm{kpc}$, together with other observational effects that had been detected.

Since small metallic particles were perfect fits to the $1 / \lambda$ extinction law, It was first thought that meteors are responsible for the interstellar reddening (schalén, 1929). It was believed that the metallic grains are produced by fragmentation of the small meteors or micrometeorites (e.g. Greenstein, 1937). However, it became clear later that meteors do not have an interstellar origin. In 1935, based on the hypothesis of particle growth by Arthur Eddington, Lindblad proposed that the dust clouds could form by the condensation of gas (Lindblad, 1935). Later on, Oort and van de Hulst expanded Lindblad's theory and proposed the "dirty ice" model for the interstellar dust. They used already existing information about the interstellar medium and surface chemistry and suggested that the dirty ice molecules are made out of existing atoms ( $\mathrm{H}, \mathrm{O}, \mathrm{C}$ and H by then) in space, leading to the $\mathrm{H} 2 \mathrm{O}, \mathrm{CH} 4$, NH3 ices (Oort and van de Hulst, 1946).

In 1949, two astronomers, Hall (1949); Hiltner (1949), independently discovered the interstellar polarisation based on the prediction in 1946 by Chandrasekhar (Chandrasekhar, 1946). The discovery revealed the non-spherical nature of dust grains, and that they had to be globally aligned, likely by large-scale magnetic fields (Draine, 2003). By the discovery of the interstellar polarisation, the dirty ice model seemed to fail to explain it by that time which resulted in the reconsideration of metallic grains. Cayrel and Schatzman (1954) and Hoyle and Wickramasinghe (1962) proposed graphite as a dust component that can also explain the polarisation of the light, as a result of its anisotropic optical properties.

The development of Infrared astronomy made it finally possible to observe silicate particles in the atmosphere of M stars emitting at their characteristic $10 \mu \mathrm{~m}$ wavelengths (Woolf and Ney, 1969; Knacke et al., 1969). Nowadays we know that silicate exists everywhere in space; from interstellar clouds and circumstellar disks to different types of stars and cometary dust (Li and Greenberg, 2003).

### 1.2 Dust Extinction

One of the most well-studied properties of dust is its ability to extinguish the starlight passing through it; interstellar extinction. It is defined as the difference between the extinguished $(m(\lambda))$ and unextinguished $\left(m_{0}(\lambda)\right)$ apparent magnitudes of stars at a given wavelength $(\lambda)$ :

$$
\begin{equation*}
A(\lambda)=m(\lambda)-m_{0}(\lambda) . \tag{1.1}
\end{equation*}
$$

This can be written in terms of the apparent magnitude $(\mathrm{m}(\lambda))$, absolute magnitude $(\mathrm{M}(\lambda))$, and distance modulus $(\mu)$ as

$$
\begin{equation*}
A(\lambda)=m(\lambda)-M(\lambda)-\mu . \tag{1.2}
\end{equation*}
$$

Defining the extinction in this way requires knowing the distance and absolute magnitude of stars. Instead, one can measure the distance-independent selective extinction or "colour excess" as

$$
\begin{equation*}
E(B-V)=A(B)-A(V)=(B-V)-(B-V)_{0}, \tag{1.3}
\end{equation*}
$$

which is the excessive colour of stars due to the extinction $((B-V)$ is the observed and $(B-V)_{0}$ is the intrinsic colour of a star).
Cardelli et al. (1989) defined the "normalised extinction" as

$$
\begin{equation*}
A(\lambda) / A(I)=a(\lambda)+b(\lambda) / R(V), \tag{1.4}
\end{equation*}
$$

and demonstrated that the normalised extinction as a function of wavelength can be parametrised as what is called an "interstellar extinction curve". The two parameters, $a(\lambda)$ and $b(\lambda)$, are fixed polynomials that determine the slope and curvature of the continuous extinction and the strength and shape of the $2175 \AA$ bump. The interstellar extinction curve is an empirical relation measured classically by comparing the spectra of pairs of stars with the same spectral type, one in a dust-free region of the sky and another one behind a dusty region. Cardelli et al. (1989) found that the optical-UV extinction curves can be approximated by only one parameter, the total-to-selective extinction ratio:

$$
\begin{equation*}
R(V) \equiv A(V) / E(B-V) \tag{1.5}
\end{equation*}
$$

The parametrisation of the interstellar extinction curve was developed by Fitzpatrick (1999) with a particular attention to the finite-width photometric passbands and is


Figure 1.2: Interstellar extinction curves for different $R(V)$ values (figure adopted from Draine, 2003). The inset is zoomed in at infrared wavelengths.
provided as a general recipe for the extinction curve determination. Figure 1.2 shows the extinction curves for different $\mathrm{R}(\mathrm{V})$ values using Fitzpatrick (1999) fitting formula (adopted from Draine, 2003). The interstellar extinction curves are flatter for higher $\mathrm{R}(\mathrm{V})$ values. Also, two different prescriptions for the extinction curves, Fitzpatrick (1999) vs. Cardelli et al. (1989), are compared for the same $R(V)$ values, which shows significant variation in the UV extinction curve.
The value of $R(V)$, consequently the shape of the extinction curve, depends on the environment and the properties of the dust grains: the larger dust grains provide larger $\mathrm{R}(\mathrm{V})$ values and flat, grey extinction curves in optical, a weaker $2175 \AA$ bump and a flatter far-UV rise, relative to the smaller grains in more diffuse regions ( Li and Greenberg, 2003; Schlafly et al., 2016, see figure 1.2). Mathis (1990) reported single values of $\mathrm{R}(\mathrm{V})$ for each of the diffuse and dense interstellar medium of 3.1 and 5 respectively. A recent study by Schlafly et al. (2016) on the optical-near infrared extinction curve confirmed the universality of the extinction curve, showing small deviation for measured $R(V)$ for different sight lines. On the other hand, it showed
that variations in the $R(V)$ in the Galactic plane occur in scales much larger than individual dust clouds, indicating that $R(V)$ variations trace much more than just grain growth in the dense molecular clouds (Schlafly et al., 2016).

In general, from UV to infrared wavelengths, the extinction law follows $\mathrm{A}(\lambda) \propto$ $1 / \lambda$, although especially in the UV there are significant deviations. Apart from this general trend, there are remarkable features in the extinction curve, each of which determines the different physical and chemical properties of the dust grains. The most dominant feature is the $2175 \AA$ UV bump that is thought to be driven by small particles rich in carbon, such as graphite and polycyclic aromatic hydrocarbon (PAH) molecules (organic molecules containing only carbon and hydrogen), as possible carriers of the $2175 \AA$ bump (e.g. Li and Draine, 2001; Draine and Li, 2007; Mishra and Li, 2015). It is notable that there is a strong correlation between the $2175 \AA$ bump and the metallicity, with the bump appearing weaker in the Large Magellanic Cloud (LMC) with lower metallicity compared to the Milky Way, and almost vanishing in case of the Small Magellanic Cloud (SMC) with much lower metallicity (Draine, 2003).

Other features in the extinction curve are the diffuse interstellar bands (DIBs), very weak, broad absorption features seen from UV to near infrared. Despite their very early detection in 1934 (Merrill, 1934), it was only in 2015 when $C_{60}{ }^{+}$was confirmed in the laboratory as the carrier of two of these bands (Campbell et al., 2015). The strength of the DIBs are correlated with dust extinction and can be used to infer the interstellar reddening in different sight lines (e.g. Capitanio et al., 2017). In the mid-infrared wavelength, from 3 to $19 \mu \mathrm{~m}$, the extinction curve is dominated by the relatively broad PAH emission features. These features are present everywhere and are seen in the spectra of almost all objects, from HII regions to young stellar objects, planetary nebulae, AGB stars, and nuclei of galaxies (Tielens, 2008). There are also distinct silicate absorption features at $9.7 \mu \mathrm{~m}$ and $18 \mu \mathrm{~m}$. At longer wavelengths, the extinction curve contains mainly emission from small, heated dust grains in the star-forming regions (Draine, 2003).

### 1.2.1 CORRELATION BETWEEN EXTINCTION AND HYDROGEN COLUMN DENSITY

The amount of extinction along a line of sight is strongly correlated with the hydrogen column density (Bohlin et al., 1978):

$$
\begin{equation*}
A(V) / N_{\mathrm{H}} \approx 5.35 \times 10^{-22} \mathrm{mag} \mathrm{~cm}^{2} \quad \text { for } R(V)=3.1 \tag{1.6}
\end{equation*}
$$

Fitzpatrick (1999) found

$$
\begin{equation*}
A\left(I_{C}\right) / N_{\mathrm{H}} \approx 2.96 \times 10^{-22} \mathrm{mag} \mathrm{~cm}^{2} \tag{1.7}
\end{equation*}
$$

for the same $\mathrm{R}(\mathrm{V})$ value but computing the extinction in the Cousins $I$ band $(\lambda=$ $\left.0.802 \mu m, A\left(I_{C}\right) / A(V)=0.554\right)$. Rachford et al. (2002) discovered that this ratio is not universal and varies with $\mathrm{R}(\mathrm{V})$ variations: the extinction per unit hydrogen column density increases with larger $R(V)$ values. This correlation can be very helpful to get the total hydrogen column density using the measured extinction or vice versa. Hydrogen column density can be measured, for example, using HI or $\mathrm{H}_{2}$ bands in the UV (e.g. Bohlin et al., 1978), or through X-ray absorption lines from particular Galactic sources (e.g. using XMM-Newton, Gatuzz and Churazov, 2018; Gatuzz, Rezaei Kh. et al., 2018, as will be seen in chapter 5).

### 1.3 INTERSTELLAR DUST

The dust-to-gas ratio in the Milky Way is about $1 \%$ (e.g. Draine, 2003). The ISM itself contains about $10 \%$ of the baryonic mass of the Galaxy. Therefore dust makes up only a tiny fraction of the baryonic matter of the Galaxy, yet plays an important role. It absorbs around $30-50 \%$ of the light emitted by the Galaxy at short wavelengths, scatters and re-emits it at long wavelengths, thereby only $0.1 \%$ of the baryonic matter is responsible for up to $50 \%$ of the Galactic radiation field ( Li and Greenberg, 2003).

Apart from the observational effects, mentioned in the previous sections, we now realise that dust truly matters for the stellar and galactic formation and evolution. Intermediate-mass stars dredge up metals from their nuclei to the outer layers near the end of their lives. Dust particles are then formed as the atmosphere of the red giant and Asymptotic Giant Branch (AGB) stars are expelled by stellar winds and mass loss during the thermal pulse AGB (TP-AGB) phase. These dust particles grow further in the enriched ISM via grain-grain collisions in the denser environments or by accreting atoms and molecules onto their surfaces (e.g. Draine, 2009). They can then shield molecular hydrogen from destruction and catalyse its formation, allowing molecular clouds to form. Dust grains also cool down the hot molecular clouds via radiation, enabling them to collapse and form the next generation of stars (Tielens, 2010). Therefore, studying the three-dimensional dust distribution in the Galaxy provides valuable information about past and future star formation on large scales. Dust also plays a major role in planet formation: the remaining dust around the
new star forms a protoplanetary disk, then larger dust grains stick together, grow and eventually form planets. Not only dust grows in the ISM to form stars and planets, it can be destructed by high-energy UV radiations or due to supernovae blast waves (Draine, 2003). The timescale in which dust grains are being destroyed by supernovae shockwaves are orders of magnitude shorter than they are being formed in the atmosphere of cool stars and grow in the ISM; that is to admit that our current models for dust formation and growth are relatively incomplete (Draine, 2003).

Having access to observations in the UV and IR wavelengths, important facts about the nature of the dust particles revealed. Interstellar dust comprises a wide range of particle shapes, sizes and compositions: from large grains (about 10-500 nm) of silicate and refractory mantles to the very small (about 1-10 nm) carbonaceous nano-grains, as well as a population of Polycyclic Aromatic Hydrocarbons (PAH) macromolecules. The effects of the dust grains of various shapes and sizes are evident through their interaction with the starlight. They extinguish starlight passing through them by the combination of absorption and scattering. The extinction efficiency of a dust grain is therefore divided into scattering and absorption terms:

$$
\begin{equation*}
Q_{\mathrm{ext}}=Q_{\mathrm{scat}}+Q_{\mathrm{abs}} \tag{1.8}
\end{equation*}
$$

where $Q_{\text {ext }}$ is the extinction efficiency, $Q_{\text {scat }}$ the scattering efficiency, and $Q_{\text {abs }}$ the absorption efficiency. The grain "albedo" is then defined as $\omega=Q_{\text {scat }} / Q_{\text {ext }}$, which is $\omega=1$ for an idealised pure scattering grain, and $\omega=0$ for a pure absorbing grain. For icy particles, scattering is the dominant factor, yet absorption is not exactly zero that heats up the grains making them emit some thermal emission. Metallic grains, on the other hand, are effective absorbers (van de Hulst, 1957).

Assuming only the scattering dominated regime (e.g. icy grains), there are two interesting cases:
The first one is regarding the long-wavelength regime where the sizes of the dust grains are much smaller compared to the wavelength of the incident light. This is the classical Rayleigh scattering for which

$$
\begin{equation*}
Q_{\text {scat }} \propto \lambda^{-4} . \tag{1.9}
\end{equation*}
$$

This means that shorter wavelengths are scattered much stronger than longer wavelengths (Rayleigh, 1919).
The second case is the short-wavelength regime where dust grains are larger in size
than the wavelength of radiating light, the so-called Mie scattering (Mie, 1908). A Mie scattering curve for a specific grain size rises steeply at long wavelengths and flattens out at short wavelengths.
If we now consider also the absorption term, at long wavelengths (i.e. small particles) absorption is more efficient than scattering and we have (by solving Maxwell's equations, Mie, 1908; van de Hulst, 1957)

$$
\begin{equation*}
Q_{\mathrm{abs}} \approx \lambda^{-1} \tag{1.10}
\end{equation*}
$$

Looking back at the interstellar extinction curve (section 1.2), the broadness of the curve illustrates a wide range of particle sizes, and the fact that the curve flattens out at short wavelengths suggests that there are more small grains than large grains in the ISM. The empirical interstellar extinction curve follows $\lambda^{-1}$ relation, that, in the presence of small particles, is proven by the Mie theorem (Mie, 1908; Li and Greenberg, 2003).
In addition to absorption and scattering, the light of the bright stars is also reflected by the dust clouds located right behind them (reflection nebulae, Slipher, 1912; Hertzsprung, 1913; Hubble, 1922). Moreover, scattering off non-spherical particles polarises light. The grains are presumably aligned globally by the magnetic field (Li and Greenberg, 2003; Draine, 2003). Dust grains can also emit the electromagnetic radiation: they can be heated up in the ISM by absorption of a photon of starlight, or collisions with other atoms, dust grains, or cosmic rays. Once heated, dust grains need to cool to retain equilibrium. Radiative cooling is the main cooling process in the ISM (Draine, 2003). Their radiation is a strongly wavelength-dependent modified blackbody radiation. The normal size dust grains ( $\sim 10 \mathrm{~nm}$ ) have temperatures of around $30-50 \mathrm{~K}$ and radiate at far-infrared wavelengths up to about $100 \mu \mathrm{~m}$. The tiny dust grains ( $\sim 0.5-5 \mathrm{~nm}$ ), on the other hand, can be heated up to temperatures of about $500-1000 \mathrm{~K}$ or more by absorbing only one UV photon, thus, they never achieve equilibrium with the radiation field (Draine, 2003). The tiny heated up grains in non-equilibrium emit at near- to mid-infrared wavelength regimes (1-30 $\mu \mathrm{m})$.

### 1.4 Milky Way maps

Recognising the effects of interstellar dust on observations and ISM evolution, many attempts have been made by astronomers to map the extinction in the Milky Way. One of the most significant studies in this regard is the work by Schlegel, Finkbeiner,
and Davis (1998) who mapped the dust column density using far-infrared dust emission from the IRAS and COBE satellites. A more sensitive 2D map with higher resolution was made by Planck Collaboration et al. (2014) using a similar method to Schlegel, Finkbeiner, and Davis (1998). However, for many Galactic studies, 2D measurements do not suffice; we often need an estimate of the three-dimensional location of the emitting and/or extinguishing sources in the Galaxy. Moreover, knowing the local distribution of dust provides valuable information about the Galactic structure and the probable sites of star formation.

This opened a new area of studies in which various groups have been trying to map the Galactic dust extinction in 3D using different data sets and techniques. Marshall et al. (2006) presented a 3D extinction model in the Galactic plane using a Galactic model and the near-infrared colour excess to estimate distances and extinctions. Schlafly et al. (2010) used the blue tip of the distribution of stellar colours to measure the colour of the main sequence turnoff stars and measured the reddening of stars in the SDSS-III footprint. Sale (2012) developed a hierarchical Bayesian model to simultaneously infer extinction and stellar parameters from multi-band photometry, and Sale et al. (2014) used this method to build a 3D extinction map of the northern Galactic plane using IPHAS photometry. A similar probabilistic method was developed by Hanson and Bailer-Jones (2014) to estimate the effective temperature and extinction based on a method previously introduced by Bailer-Jones (2011). They used a Bayesian framework to account for the degeneracy between extinction and stellar effective temperature to produce a 3D extinction map of the Galactic high latitudes ( $\mathrm{b}>\sim 30^{\circ}$ ) using Sloan Digital Sky Survey (SDSS) and The UKIRT Infrared Deep Sky Survey (UKIDSS). Hanson et al. (2016) then used photometry from the Panoramic Survey Telescope and Rapid Response System 1 (Pan-STARRS1) and Spitzer Glimpse surveys to map the dust extinction in the Galactic plane. Green et al. (2014) introduced a method similar to Sale (2012) to determine dust reddening from stellar photometry which was then used by Schlafly et al. (2014) to map the dust reddening of the entire sky north of declination $-30^{\circ}$. Later on, this was used by Green et al. (2015) to build a 3D map of dust reddening for three-quarters of the sky using Pan-STARRS1 and the Two Micron All-Sky Survey (2MASS). Green et al. (2018) recently introduced an updated version of the map, taking advantage of a more accurate extinction law and additional new data from Pan-STARRS1.

The main drawback of these methods is that they treat each line of sight (l.o.s) independently from one another. This creates artefacts and discontinuities in their results (See Fig. 1.3, adopted from Green et al., 2014). Vergely et al. (2010) used


Figure 1.3: An example of the artefacts seen in the dust extinction maps due to the underlying assumptions. (Figure adopted from Green et al., 2014)
a method with a smoothing kernel to account for gaps in the data, and mapped the dust opacity (mag/pc) in the Sun's vicinity. A similar approach was taken by Lallement et al. (2014) who presented a 3D map of the local opacity. They later updated this map in Capitanio et al. (2017) using distance information from Gaia TGAS and colour excess estimates from diffuse interstellar bands (DIBs) from SDSS/APOGEE spectra, adopting a low-resolution map based on Pan-STARRS1 reddening measurements as a prior. Sale and Magorrian (2014) introduced a new method to map the Galactic extinction and dust in which the logarithm of the extinction $(\log \mathrm{A})$ is modelled as a Gaussian random field. Its covariance function has a Kolmogorov-like power spectrum which is motivated by a physical model of the interstellar medium. Dust is also modelled as a semi-stationary random field which produces a $\log \mathrm{A}$ distribution that is very close to Gaussian.

Despite several attempts at 3D dust mapping, none of the aforementioned dust maps reveals the Galactic spiral arm structure. This is in contrast with the fact that spiral arms are rich in gas and dust where many stars are formed (as seen in external galaxies: Kennicutt et al., 2011; Schinnerer et al., 2017). Evidence for spiral structure in the Milky Way dates back to 1951 when W.W. Morgan and collaborators determined the distances towards emission regions (Oort and Muller,

1952; Morgan et al., 1953). This was confirmed shortly after by the discovery of 21 cm radio observations (van de Hulst et al., 1954; Morgan, 1955). The reason for this failure of extinction maps is mainly due to the lack of precise distance measurements as well as the assumptions behind dust mapping techniques. Most of these maps illustrate dust extinction or reddening which is an integrated property, and so cannot trace local properties of the Galaxy. In addition, many of these methods treat each l.o.s separately such that no information is propagated from neighbouring points, resulting in discontinuities between neighbouring lines of sight in the resulting maps.

### 1.5 Thesis overview

This thesis summarises the work I have done as part of my Doctoral degree on the topic of 3D map of the dust distribution in the Milky Way. In this thesis, I address the shortcomings of previous 3D dust extinction maps, mentioned in section 1.4, by using a non-parametric method to capture complex structures present in the observed data. Furthermore, the method directly maps dust density - which represents the local properties of the Galaxy - rather than the integrated extinction. The correlation between dust points in space is taken into account using an isotropic Gaussian process that provides a continuous map without l.o.s artefacts. I provide the first continuous 3D dust maps of the Milky Way, for the first time with the potential to detect the Galaxy's spiral arms.
I have developed a new method for mapping the dust distribution in the Milky Way using 3D positions of stars and their l.o.s extinctions. Technical details of the method are explained in chapter 2 and have been published in Rezaei Kh. et al. (2017) and Rezaei Kh. et al. (2018, b). In chapter 3, I illustrate the capability of the method in capturing arbitrary dust variations using both simulated and real datasets. This has been also part of the Rezaei Kh. et al. (2017) publication. In chapter 4 , I summarise the work that I have done on the Galactic disk resulting in the first detection of the Milky Way spiral arms in the dust. This has been published in Rezaei Kh. et al. (2018, b). Chapter 5 represents the dust distribution in our local ( $<1 k p c$ ) Galaxy. In the first section, 5.1, I concentrate on the Orion complex, mainly taking advantage of the Gaia data. Part of this, section 5.1.2, has been published in Rezaei et al. (2018, a). In the second section, 5.2, I present the 3D map of the local $(<1 k p c)$ hydrogen density using X-ray data. This has been published in Gatuzz, Rezaei Kh. et al. (2018). The analysis of the X-ray spectra and derivation of the hydrogen column has been done by the co-authors and I have led the rest of the analysis.

Finally, in chapter 6, I summarise the main achievements during my PhD studies and how I have contributed to the field, and provide an outlook on how this can be developed and used in the future.

## 2

## 3D dust mapping technique

In this chapter, I explain in detail the new method of mapping the dust distribution in the Galaxy in 3D. The content of this chapter is adopted from Rezaei Kh. et al. (2017) and Rezaei Kh. et al. $(2018$, b).

The chapter is organised as follows. At the beginning, I introduce the problem we are about to tackle and describe the principles of our model. Then, I introduce our Gaussian process prior and show that the posterior distribution has an analytic solution. Finally, I explain how the dimensionality of the method can be decreased, resulting in a faster and more feasible method.

### 2.1 PROBLEM SETUP

Our goal is to determine the 3D spatial distribution of dust given measurements of the l.o.s extinction caused by this dust toward a number of stars. Specifically, given these extinction measurements, we would like to find the probability distribution over the dust density at any point in space, and not necessarily a point along the l.o.s to one of these stars.

Let $\rho(\mathbf{r})$ be the dust density at vector position $\mathbf{r}$ measured from the observer. A model for the attenuation of starlight caused by this dust for a star at position $\mathbf{r}_{n}$


Figure 2.1: Dust cell geometry. Left: The I.o.s towards each of the $N$ stars is divided up into a number of dust cells. The centre of each cell is shown as a small black square. (Here we show cells of constant size.) The total number of dust cells (towards all stars) is $J$, and the length of dust cell $j$ towards star $n$ is denoted $g_{n, j}$. Right: These cells are represented by a sparse matrix G of size $N \times J$. Each row has non-zero elements just for the cells along the I.o.s to that star.
is

$$
\begin{equation*}
f_{n} \propto \int_{0}^{r_{n}} \rho(\mathbf{r}) d r \tag{2.1}
\end{equation*}
$$

where $r=|\mathbf{r}|$. The principle of our method is to invert the above to get $\rho(\mathbf{r})$ for an arbitrary point in space given measurements of the attenuation towards multiple stars. If we adopt a parametric form for $\rho(\mathbf{r})$ then this is straightforward, but the result would be highly limited by the form adopted. Here we use a non-parametric model by dividing the pencil beam along the l.o.s toward each star into several dust cells, as shown in figure 2.1 (left). Let the (unknown) average dust density in cell $j$ towards star $n$ be $\rho_{n, j}$. The integral in equation 2.1 can then be replaced by a sum

$$
\begin{equation*}
f_{n}=\sum_{j} g_{n, j} \rho_{n, j} \tag{2.2}
\end{equation*}
$$

The attenuation is unitless. $g_{n, j}$ (the "geometric factor") is the length of the cell along the l.o.s. Thus $\rho_{n, j}$, which we think of as the "dust density", has units of attenuation per unit length. As we will use parsecs for distances, $\rho_{n, j}$ has units $\mathrm{pc}^{-1}$. Let $a_{n}$ be a measurement of the attenuation towards star $n$. Adopting a Gaussian noise model with standard deviation $\sigma_{n}$ means that the probability of the measurements is

$$
\begin{equation*}
P\left(a_{n} \mid\left\{\rho_{n, j}\right\}\right)=\frac{1}{\sqrt{2 \pi} \sigma_{n}} \exp \left[-\frac{1}{2 \sigma_{n}^{2}}\left(a_{n}-f_{n}\right)^{2}\right] \tag{2.3}
\end{equation*}
$$

where $a_{n}$ is the measured attenuation and $f_{n}$ is the model prediction of that, and $\left\{\rho_{n, j}\right\}$ denotes the mean densities of those cells on the l.o.s towards star $n$. If the non-extincted source intensity is $I_{0}$, then we assume that the observed intensity due to an attenuation $a_{n}$ is

$$
\begin{equation*}
I=I_{\circ} e^{-a_{n}} \tag{2.4}
\end{equation*}
$$

This is related to the measured extinction $A_{n}$ (in magnitudes) via the usual expression

$$
\begin{equation*}
A_{n}=-2.5 \log _{10}\left(\frac{I}{I_{\circ}}\right) \tag{2.5}
\end{equation*}
$$

which gives $A_{n} \simeq 1.0857 a_{n}$.
Let us suppose that we measure the extinction toward $N$ stars and use a total of $J$ dust cells, for all stars. We define G as the $N \times J$ matrix with elements $g_{n, j}$, such that the $n^{\text {th }}$ row of G contains the geometric factors just for star $n$. With this particular geometry this matrix is very sparse (see figure 2.1), because most row elements are zero (corresponding to the cells for all other stars), and each column has just one non-zero element (stars do not share l.o.s). Writing the set of dust densities in all cells (for all l.o.s) as the $J$-dimensional vector $\boldsymbol{\rho}_{J}$, and the model predictions for the attenuation towards the $N$ stars as $\mathbf{f}_{N}$, we can write equation 2.2 as

$$
\begin{equation*}
\mathbf{f}_{N}=\mathrm{G} \boldsymbol{\rho}_{J} . \tag{2.6}
\end{equation*}
$$

Writing the $N$ attenuation measurements as the vector $\mathbf{a}_{N}$ with covariance $\mathrm{V}_{N}$, then we can generalise equation 2.3 to be an $N$-dimensional Gaussian

$$
\begin{align*}
P\left(\mathbf{a}_{N} \mid \boldsymbol{\rho}_{J}\right) & =\frac{1}{(2 \pi)^{N / 2}\left|\mathrm{~V}_{N}\right|^{1 / 2}} \\
& \exp \left[-\frac{1}{2}\left(\mathbf{a}_{N}-\mathrm{G} \boldsymbol{\rho}_{J}\right)^{\mathrm{T}} \mathrm{~V}_{N}^{-1}\left(\mathbf{a}_{N}-\mathrm{G} \boldsymbol{\rho}_{J}\right)\right] \tag{2.7}
\end{align*}
$$

The above equation is the likelihood: the probability of the data given the model parameters.
Our goal is to estimate the dust density $\rho_{\text {new }}$ at an arbitrary point $\mathbf{r}_{J+1}$ in 3 D space, given $N$ measurements of the attenuation, $\mathbf{a}_{N}$, at known positions. Put probabilistically, we want to find $P\left(\rho_{n e w} \mid \mathbf{a}_{N}\right)$.

It should be noted that each element of $\rho_{J}$ refers to the average dust density in the corresponding cell, although we can consider it to be the dust density at the centre
of the cell. $\rho_{\text {new }}$, in contrast, is the density at the point $\mathbf{r}_{J+1}$. There is no concept of a cell for points where we want to predict the dust density.
We have $J \geq N$ and $N \gg 1$. A typical problem may involve $N=10^{4}$ and $J=10^{5}$ (of the order of ten cells per star on average). In order to infer the dust densities, we need to introduce some connection between the l.o.s, otherwise we just have $N$ independent equations like equation 2.2 with $J$ unknowns, which would be insoluble.

### 2.2 Gaussian process prior

We connect the l.o.s using a Gaussian process (e.g. Gibbs and MacKay, 1997; Rasmussen and Williams, 2006). This states that the joint probability distribution of the dust density at any $J$ different points (or cell centres) is a $J$-dimensional Gaussian, with a covariance matrix, $\mathrm{C}_{J}$, which depends on the distance between the points (or cell centres), i.e.

$$
\begin{equation*}
P\left(\boldsymbol{\rho}_{J}\right)=\frac{1}{(2 \pi)^{J / 2}\left|\mathrm{C}_{J}\right|^{1 / 2}} \exp \left[-\frac{1}{2} \boldsymbol{\rho}_{J}^{\top} \mathrm{C}_{J}^{-1} \boldsymbol{\rho}_{J}\right] \tag{2.8}
\end{equation*}
$$

We assume a zero mean Gaussian in order to have zero values for the dust density in regions where we do not have any constraints from the data. A useful property of Gaussian processes is that the conditional distribution, $P\left(\rho_{\text {new }} \mid \boldsymbol{\rho}_{J}\right)$, is also Gaussian. A Gaussian process is just a way of specifying a prior on the covariances between points, as opposed to specifying the functional form of the dust variation in physical space (which is what a parametric model would usually do). This permits a much wider form of functional variations than a parametric model.
An important aspect of the Gaussian processes is to choose an appropriate covariance function. This determines the elements, $c_{i, j}$, of the covariance matrix between two points (or cells) $i$ and $j$, with position vectors $\mathbf{r}_{i}$ and $\mathbf{r}_{j}$, respectively. Here we use a covariance function from Gneiting (2002)

$$
c_{i, j}= \begin{cases}\theta\left(1+t^{\alpha}\right)^{-3}\left[(1-t) \cos (\pi t)+\frac{1}{\pi} \sin (\pi t)\right] & \text { if } 0 \leq t \leq 1  \tag{2.9}\\ 0 & \text { otherwise }\end{cases}
$$

where

$$
t=\frac{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|}{\lambda} \quad \text { and } \quad \theta>0, \lambda>0
$$

which we illustrate in figure 2.2. We use $\alpha=1$ (the solid line). A larger value of $\alpha$ (e.g. $\alpha=2$, which has zero gradient at zero separation) produces functions with a


Figure 2.2: Covariance function in equation 2.9. The solid line is the case of $\alpha=1$ (used in this work) and the dashed lines, from bottom to top, are for different values of $\alpha$ from 0.25 , $0.5,0.75,1.25,1.5,1.75$, to 2 .
smoother spatial variation (plots for $\alpha=1$ are shown later). The covariance drops monotonically as the separation between the points increases, to a value of zero once the points are separated by more than $\lambda$ (the scale length). Note, however, that the covariance already drops to half its maximum at $t=0.2$, so the effective correlation distance is much less than $\lambda$. The hyperparameter, $\theta$, in the covariance function determines the overall scale of variations of the dust density. Here we consider the two hyperparameters, $\lambda$ and $\theta$, to be fixed (see chapter 3), although they can be inferred from the data.

This specific form of the covariance function does not have a particular physical motivation, apart from the fact that closer points have higher correlation, but it has compact support, which means it goes exactly to zero beyond some distance: two points separated by more than $\lambda$ will not influence each other. While other covariance functions such as an exponential will give negligible covariance beyond many scale lengths, a truncated covariance function has the advantage of giving rise to sparse covariance matrices, which reduces memory use and accelerates computations. It is important to note that although one can easily write down any function which is truncated, this is not sufficient for it to be a covariance function (see Rasmussen and Williams, 2006).
We can now use this Gaussian process prior together with the likelihood (equation
2.7) to determine $P\left(\rho_{\text {new }} \mid \mathbf{a}_{N}\right)$. This will result in estimating $J+1$ parameters from $N$ measurements. As $J \geq N$, this means that the resulting density estimates will not be independent. This is of course the whole point: to introduce correlations between the dust cells to make the problem tractable and - more significantly - to allow us to infer a PDF over the dust density at unobserved points.

Figure 2.3 shows samples drawn from the prior for different values of the hyperparameters. To make this we define a 1D grid of 1000 equally-spaced points from $r=0$ to $r=5000 p c$. One draw from this 1000 -dimensional Gaussian gives us 1000 points which are plotted at their respective positions in space, and then connected with a line. Here, for each fixed pair of $\lambda$ and $\theta$, we draw two samples from the prior (red and black lines). The sharpness of the function is due to the shape of our covariance function (Fig. 2.2) which allows for sharper fluctuations. As mentioned earlier, a larger value of $\alpha$ in equation 2.9 produces smoother variations. It is clear that higher values of $\theta$ result in sharper and larger amplitude variations. Larger values of $\lambda$ produce smoother variations.

### 2.3 Analytic solution

Using the law of marginalization over each l.o.s towards observed stars and then applying Bayes theorem, we can write the posterior PDF of the dust density at a given point given the data as

$$
\begin{align*}
P\left(\rho_{\text {new }} \mid \mathbf{a}_{N}\right) & =\int P\left(\rho_{\text {new }}, \boldsymbol{\rho}_{J} \mid \mathbf{a}_{N}\right) d \boldsymbol{\rho}_{J} \\
& =\int \frac{P\left(\rho_{\text {new }}, \boldsymbol{\rho}_{J}\right) P\left(\mathbf{a}_{N} \mid \rho_{\text {new }}, \boldsymbol{\rho}_{J}\right)}{P\left(\mathbf{a}_{N}\right)} d \boldsymbol{\rho}_{J} \\
& =\frac{1}{P\left(\mathbf{a}_{N}\right)} \int P\left(\rho_{\text {new }}, \boldsymbol{\rho}_{J}\right) P\left(\mathbf{a}_{N} \mid \boldsymbol{\rho}_{J}\right) d \boldsymbol{\rho}_{J} \tag{2.10}
\end{align*}
$$

where in the last line we use the fact that $\mathbf{a}_{N}$ is independent of $\rho_{\text {new }}$ once conditioned on $\boldsymbol{\rho}_{J}$. This is a $J$-dimensional integral evaluated over all values of each component of $\boldsymbol{\rho}_{J}$. The term outside the integral is independent of $\rho_{\text {new }}$ so is just part of the normalization constant. The first term under the integral is the Gaussian process prior (equation 2.8), now in $J+1$ dimensions. The second term is the likelihood (equation 2.7). Both are Gaussians, but not in $\rho_{\text {new }}$. Yet because their arguments
Figure 2.3: Dust density (attenuation per parsec) drawn from the prior with different hyperparameters of the covariance function (equation 2.9). We define a 1D grid of 1000 equally-spaced points from $r=0$ to $r=5000 p c$ and each red and black line shows one draw from a 1000dimensional Gaussian for a fixed $\lambda$ and $\theta$.
are linear functions of $\rho_{\text {new }}$, the integral will have an analytic solution. Let

$$
\boldsymbol{x}_{N+1}=\left[\begin{array}{c}
\boldsymbol{\rho}_{J}  \tag{2.11}\\
\rho_{\text {new }}
\end{array}\right]
$$

be the concatenation of the $J$ dust densities with the dust density at the new point. Denote its covariance matrix as $\Omega_{N+1}$. The distribution of $\boldsymbol{x}_{N+1}$ follows equation 2.8 with $J \rightarrow J+1$. We partition the inverse of this covariance matrix by writing it as

$$
\Omega_{N+1}^{-1}=\left[\begin{array}{cc}
\mathbf{Q}_{N} & \mathbf{q}_{N}  \tag{2.12}\\
\mathbf{q}_{N}^{\top} & \mu
\end{array}\right]
$$

where $\mathrm{Q}_{N}$ is a $J \times J$ matrix, $\mathbf{q}_{N}$ is a $J \times 1$ vector, and $\mu$ is a scalar. We show in appendix A that the result of the integration is a Gaussian with mean $-\beta / \alpha$ and variance $1 / \alpha$

$$
\begin{equation*}
P\left(\rho_{\text {new }} \mid \mathbf{a}_{N}\right)=\sqrt{\frac{\alpha}{2 \pi}} \exp \left[-\frac{\alpha}{2}\left(\rho_{\text {new }}+\frac{\beta}{\alpha}\right)^{2}\right] \tag{2.13}
\end{equation*}
$$

where

$$
\begin{align*}
\alpha & =\mu-\mathbf{q}_{N}^{\top} \mathrm{R}_{N}^{-1} \mathbf{q}_{N} \\
\beta & =\mathbf{a}_{N}^{\top} \mathrm{V}_{N}^{-1} \mathrm{GR}_{N}^{-1} \mathbf{q}_{N} \\
\mathrm{R}_{N} & =\mathrm{Q}_{N}+\mathrm{G}^{\top} \mathrm{V}_{N}^{-1} \mathrm{G} . \tag{2.14}
\end{align*}
$$

In order to calculate the one-dimensional PDF over any single $\rho_{\text {new }}$ at position $\mathbf{r}_{\text {new }}$, we must invert several matrices of size $J$, and this takes time $\mathcal{O}\left(J^{n}\right)$, where $n \lesssim 3$ for exact matrix inversion. The calculations can, however, be accelerated using certain matrix identities, as described in appendix A .

### 2.3.1 Decreasing the dimensionality

As discussed earlier (section 2.3), inferring the dust densities involves a $\mathrm{J} \times \mathrm{J}$ matrix inversion, followed by a set of $J$-dimensional matrix manipulations, which makes the calculations computationally expensive, even if we use accelerating techniques. The time-consuming part is the (one-off) inversion of the $J \times J$ covariance matrix $\mathrm{C}_{J}$, which takes time $\mathcal{O}\left(J^{n}\right)$ to compute, where $n$ is typically $\lesssim 3$ but can be reduced to around 2.3 (Demmel et al., 2007), as well as various matrix inversions and multiplications taking time $\mathcal{O}\left(N J^{2}\right)$, which must be done for every prediction. For a problem with $N=230$ and $J=3203$, inverting $\mathrm{C}_{J}$ took two minutes (using a
single core on a modest AMD Opteron 6380 CPU). Making predictions at multiple points can then be done in parallel: 200 predictions took 4 minutes with 40 cores, or 1.2 seconds per point. The computation time for more points is proportional to the number of points. For a problem with $N=1000$ and $J=8185$, it took 40 minutes to invert $\mathrm{C}_{J}$, and 34 seconds per point to make new predictions for 1000 new points (again with 40 cores). This is 28 times longer than the previous case, which agrees reasonably well with the $\mathcal{O}\left(N J^{2}\right)$ scaling suggested above (which gives $\left.\left(1000 \times 8185^{2}\right) /\left(200 \times 3203^{2}\right)=33\right)$.

The limiting factor when scaling this up to larger applications is the memory rather than the run-time. For the case of $J=12000$, we needed 8 GB of RAM per core. This number is determined primarily by the number of cells, $J$, because the largest matrix has size $J \times J$. However, as we use sparse matrix methods and a truncated covariance function, the RAM required will not continue to grow as $J^{2}$. It is rather the density of cells in space, rather than the number of cells, which will ultimately drive the memory requirements. Using the run-time numbers from above, and ignoring memory limitations, then with $N=10000$ and $J=100000$, the $\mathrm{C}_{J}$ inversion takes around 30 days (with just one core; this could be accelerated if $\mathrm{C}_{J}$ inversion is parallelized too). Then even with 10000 cores running for 30 days we could only make predictions at 30000 points. This (and $N$ ) is too small to build up a useful dust density map over a large volume of space.

In order to accelerate the computations, we need to decrease the dimensionality of the problem. We introduce a new prior as

$$
\begin{align*}
& P\left(\mathrm{G} \boldsymbol{\rho}_{J}\right)=\frac{1}{(2 \pi)^{J / 2}\left|\mathrm{GC}_{J} \mathrm{G}^{\mathrm{T}}\right|^{1 / 2}} \exp [X], \\
& X=-\frac{1}{2}\left(\mathrm{G} \boldsymbol{\rho}_{J}-\mathrm{G} \boldsymbol{\rho}_{\mu}\right)^{\mathrm{T}}\left(\mathrm{GC} \mathrm{G}^{\boldsymbol{\top}}\right)^{-1}\left(\mathrm{G} \boldsymbol{\rho}_{J}-\mathrm{G} \boldsymbol{\rho}_{\mu}\right) . \tag{2.15}
\end{align*}
$$

This is still a Gaussian but now in $\mathrm{G} \boldsymbol{\rho}_{J}$. This has the advantage of a dramatic drop in its dimensionality from $J$ to $N$, where $N$ is the total number of stars in the sample and G is an $N \times J$ matrix containing geometric factors of the cells. The $J \times J$ matrix $\mathrm{C}_{J}$ needs to be calculated once, and $\mathrm{GC}_{J} \mathrm{G}^{\top}$ is an $N \times N$ matrix which needs to be inverted also once. Note that the matrix $\mathrm{C}_{J}$ that is calculated first is built based on the distances between J dust cells, then it is multiplied by the matrix G. We also allow for a non-zero mean in the Gaussian process prior $\left(\mathrm{G} \boldsymbol{\rho}_{\mu}\right)$. As described later, this is determined from a global property of the input data.

The likelihood function needs to be changed accordingly too:

$$
\begin{align*}
P\left(\mathbf{a}_{N} \mid \mathrm{G} \boldsymbol{\rho}_{J}\right)= & \frac{1}{(2 \pi)^{N / 2}\left|\mathrm{~V}_{N}\right|^{1 / 2}} \\
& \times \exp \left[-\frac{1}{2}\left(\mathbf{a}_{N}-\mathrm{G} \boldsymbol{\rho}_{J}\right)^{\mathrm{T}} \mathrm{~V}_{N}^{-1}\left(\mathbf{a}_{N}-\mathrm{G} \boldsymbol{\rho}_{J}\right)\right] \tag{2.16}
\end{align*}
$$

where $\mathbf{a}_{N}$ is the vector of attenuation measurements with covariance $\mathrm{V}_{N}$. Note that the right hand side of the new likelihood is identical to the previous likelihood (equation 2.7), since we assume the positions of input stars, consequently the geometric matrix, G, are fixed.

The posterior PDF of the dust density at a new point is calculated by multiplying the Gaussian process prior (equation 2.15) by the likelihood (equation 2.16) and marginalising over the $\boldsymbol{\rho}_{J}$ to give

$$
\begin{equation*}
P\left(\rho_{\text {new }} \mid \mathbf{a}_{N}\right)=\sqrt{\frac{\alpha}{2 \pi}} \exp \left[-\frac{\alpha}{2}\left(\rho_{\text {new }}+\frac{\beta}{\alpha}-\rho_{\mu}\right)^{2}\right] \tag{2.17}
\end{equation*}
$$

which is a Gaussian with mean $-\beta / \alpha+\rho_{\mu}$ and variance $1 / \alpha$ where

$$
\begin{align*}
\alpha & =q-\mathbf{q}_{N}^{\top} \mathrm{R}_{N}^{-1} \mathbf{q}_{N} \\
\beta & =\mathbf{a}_{N}^{\top} \mathrm{V}_{N}^{-1} \mathrm{R}_{N}^{-1} \mathbf{q}_{N}+\mathbf{q}_{N}^{\top} \mathrm{R}_{N}^{-1} \mathrm{Q}_{N}^{\top} \mathrm{G} \boldsymbol{\rho}_{\mu}-\mathbf{q}_{N}^{\top} \mathrm{G} \boldsymbol{\rho}_{\mu} \\
\mathrm{R}_{N} & =\mathrm{Q}_{N}+\mathrm{V}_{N}^{-1} \tag{2.18}
\end{align*}
$$

and $\mathrm{Q}_{N}(N \times N$ matrix $), \mathbf{q}_{N}(N \times 1$ vector $)$ and $q$ (scalar) are the partitioned elements of matrix $\left(\mathrm{GC}_{J} \mathrm{G}^{\boldsymbol{\top}}\right)^{-1}$ (see appendix A for the derivations).

This leads to a dramatic computational gain, both in terms of speed and the maximum $J$ which can be handled, while providing results identical to using the previous J-dimensional Gaussian process (equation 2.8). For instance, adopting the same $J$ in both cases, the improved method runs about 1000 times faster.

It should be noted that the Gaussian model allows the dust density, $\rho$, to be negative. This is indeed non-physical but is due to the fact that the data is by nature noisy. Both extinctions and distances are measurements which contain uncertainties. Having inconsistent distance-extinction estimates and underestimated uncertainties would cause more/larger negative predictions. We will later see that in the presence of good data our posterior is mostly determined by the likelihood rather than the prior which results in mostly positive predictions. We will explore this later with real datasets (see chapters 4 and 5).

### 2.3.2 Distance uncertainty

While extinction uncertainties are taken into account in the likelihood (covariance $\mathrm{V}_{N}$ ), distance uncertainties are not considered as we assume fixed positions for input stars and corresponding dust cells. Yet we can propagate the distance uncertainty into the extinction uncertainty. To get a first order approximation, we assume a constant dust density along the line of sight to each star. This way we have

$$
\begin{gather*}
a=\rho r \\
\sigma_{a_{d}}=\frac{a}{r} \sigma_{r} \tag{2.19}
\end{gather*}
$$

where a is the attenuation, $\rho$ is a constant dust density along the l.o.s, $\sigma_{a_{d}}$ is the uncertainty in attenuation propagated from the distance uncertainty, and $\sigma_{r}$ is the distance uncertainty. Then the total input attenuation uncertainty in the model $\left(\sigma_{a_{t o t}}\right)$ is

$$
\begin{equation*}
\sigma_{a_{t o t}}=\left(\sigma_{a_{d}}^{2}+\sigma_{a}^{2}\right)^{1 / 2} \tag{2.20}
\end{equation*}
$$

where $\sigma_{a}$ is the measured attenuation uncertainty.
This way, both uncertainties in the input data, i.e. extinction uncertainty and distance uncertainty, are taken into account to infer the 3D distribution of the dust density.

## 3

## Demonstration of the metod

In this chapter, I illustrate how the method works and show the capability of the method in capturing arbitrary dust variation using both simulated and real data. This chapter is based on the work published in Rezaei Kh. et al. (2017).
The chapter is organised as follows. First, using simple mock data, I show how the method works. Afterwards, I represent a 3D dust map using a more complex simulated data from the Gaia Universe Model Snapshot (GUMS). I then finish with showing the results on a real dataset.

### 3.1 Simple mock Data

We first investigate the ability of our model to capture structures in the dust distribution and to infer it in unobserved regions. We further investigate the influence of the two model hyperparameters, $\theta$ and $\lambda$, on the dust density models produced.
Figure 3.1 illustrates the simulation set up, which specifies the distribution of dust and observations of stars in the Galactic plane. There is a general distribution of dust, the density of which decreases exponentially from the Galactic Center in all directions with a length scale of 1 kpc . Observations are made in region 1 (a $12^{\circ}$ wedge between longitudes $354^{\circ}$ and $6^{\circ}$ ) and region 3 (a $2^{\circ}$ wedge between


Figure 3.1: Illustration of the simple mock data in the Galactic plane. The true dust density decreases exponentially from the Galactic center (GC) in all directions. The observer is at the Sun. Region 1: in addition to the main dust variations there is a cloud between 3 and 3.5 kpc . 200 stars are observed here. Region 2: no stars are observed. Region 3: 100 stars are observed here (there is no cloud). Stars are drawn from throughout regions 1 and 3, their attenuations calculated, and observational noise added.


Figure 3.2: Attenuation in the simple mock data set as a function of distance for two different attenuation uncertainties ( $\sigma_{n}$ in equation 2.3) of 0.1 (left) and 0.01 (right) (no units). An increase in attenuation where the cloud is located ( 3 kpc to 3.5 kpc ) is evident at the smaller noise level (right panel). It should be noted that attenuation is unitless (see equation 2.2).
longitudes $12^{\circ}$ and $14^{\circ}$ ), but not in region 2 , a narrow wedge $\left(l=7^{\circ}-8^{\circ}\right)$ which lies between them. In region 1 there is an additional dust cloud of 500 pc depth centered on a distance of 3.25 kpc from the Sun. This does not extend into region 3 (whether it extends into region 2 in "reality" is immaterial as we have no observations there). We want to infer the distribution of the dust density over all three regions using measurements of the attenuations towards 200 stars spread uniformly over region 1 , and of 100 stars spread uniformly over region 3 . Two different sets of noisy measurements are considered: standard deviations ( $\sigma_{n}$ in equation 2.3) of 0.1 and 0.01 on the attenuations. Figure 3.2 shows the noisy input data for these two situations. In region 3 , the dust density increases roughly exponentially with increasing distance from the Sun. The attenuation is the integral of this, so is more or less exponential too. Region 1 is similar, but has the dust cloud in addition. This can be made out reasonably well in the data at higher signal-to-noise (right panel), but is barely noticeable at the lower signal-to-noise (left panel).

We use our model to estimate the dust density at 100 points distributed at random at each of the three regions. We set the hyperparameters to $\theta=10^{-7}$ and $\lambda=2 \mathrm{kpc}$ (equation 2.9) and use uniform cell sizes of size $g=250 \mathrm{pc}$. The choice of these values will be discussed later in this section. Figure 3.3 shows (as blue points) the estimated dust densities as a function of distance, as well as the uncertainty on this estimate (as error bars): these are the mean and standard deviation of the Gaussian posterior in equation 2.17. These predictions can be compared to the true values for regions 1 and 3 , which are shown as red and green crosses respectively. We see that the inference of the overall exponentially-varying dust is good in all three regions, including in region 2 , where there were no observations. This shows that our model performs sensible, plausible interpolations across unobserved regions. This is possible because of the smoothness prior imposed by the Gaussian prior. For region 1 (top row), the model predicts the location and density of the dust cloud well, even at the lower signal-to-noise ratio. In that case the estimated uncertainties (error bars) are also larger, which is what we want from a model. In region 2 (middle row), we ask the model to predict dust densities along a very narrow wedge between $l=7^{\circ}$ and $l=8^{\circ}$, located between regions 1 and 3 but closer to region 1 (with cloud) than region 3 (without cloud). With $\sigma=0.01$ (right), an increase is obvious at 3 to 3.5 kpc corresponding to the distance of the dust cloud in region 1. A smaller increase is visible for the larger noise case (left). This too is a sensible interpolation of the available data: the cloud must stop or peter out somewhere between region 1 and region 3 because it is no longer observed in region 3 . We have no information


Figure 3.3: Predicted dust densities (attenuation per parsec) in the different regions of figure 3.1 and for two different attenuation errors: 0.1 (left) and 0.01 (right). Red and green crosses show true values for regions 1 and 3 respectively, and blue points show predicted values for different regions ( 1,2 and 3 from top to bottom). The error bars on the latter points are also predicted by our model. Although there are no observations in region 2 the model can still predict dust densities there.
on where, but the covariance prior tells is that the closer we are to region 1 , the more likely we are to still encounter the cloud. (It should be noted that the physical transverse extent from $6^{\circ}$ to $12^{\circ}$ at 3 kpc is much less than the length scale, $\lambda$, we have adopted.) In region 3 , the model predictions show no indication of a cloud: they are influenced primarily by the nearer, cloud-free attenuation estimates.

The length scale, $\lambda$, sets the maximum distance over which dust cells are correlated. Note, however, that the correlation is only significant for values considerably smaller than $\lambda$ (see figure 2.2). Choosing a value of $\lambda$ that is too small will result in too many cells being disconnected (or having very low correlations), with the outcome that the information in the data is propagated less well. A value of $\lambda$ that is too large will make even quite distant cells relatively highly correlated, potentially blurring out the local variance determined by the data.

The cell size (here taken as constant) is the radial length over which we assume the dust density to be constant when setting up the model. It is only used by equation 2.2 (generally equation 2.6) to discretize the dust density for representing the dust attenuation towards observed stars. It is used neither in the calculation of the covariance nor in the computation of dust density at new points, so contrary to possible expectations it does not represent the minimum scale over which we can compute density variations. It does, however, set some kind of minimum length scale over which we are sensitive to dust variations. Ideally we would use very small cells, but the computation time grows as the third power of the number of cells, so in practice we are limited by computational considerations.

The hyperparameter, $\theta$, sets the scale of the covariance and thus the amplitude of variations in the dust. For a given $\lambda$ and cell size, a larger value of $\theta$ means we can capture larger variations in the dust. We see from equation 2.9 with $t=0$ that $\theta$ is the expected variance in the dust at any point. An estimate for the value of $\theta$ is therefore the variance in the expected distribution of the dust density over all cells. We can get an order of magnitude estimate of this before applying the model, by using the simplifying assumption that towards a given star, $n$, every cell has the same dust density, $\rho_{n}$, and same variance therein, $\operatorname{Var}\left(\rho_{n}\right)$. Adopting a constant cell size $g$ for a given star, it follows from equation 2.2 , using $a_{n}$ as our estimate of $f$, that

$$
\begin{equation*}
\rho_{n}=\frac{a_{n}}{j_{n} g} \tag{3.1}
\end{equation*}
$$

where $j_{n} g$ is just the distance to the star. Let $\mu_{\rho}$ be the average of the $\left\{\rho_{n}\right\}$ across
all $N$ stars. The weighted variance of this distribution is

$$
\begin{equation*}
\theta=\frac{\sum_{n=1}^{N} w_{n}\left(\rho_{n}-\mu_{\rho_{n}}\right)^{2}}{\sum_{n=1}^{N} w_{n}} \tag{3.2}
\end{equation*}
$$

where each weight, $w_{n}$, can be set equal to the inverse of the variance, $\operatorname{Var}\left(\rho_{n}\right)$, in the corresponding value of $\rho_{n}$. These can be found by taking variance equation 2.2 (with $a_{n}$ as our estimate of $f$ ) in which $\rho_{n, j}=\rho_{n}$ is consistent with our above assumptions. This gives

$$
\begin{equation*}
\operatorname{Var}\left(\rho_{n}\right)=\frac{\operatorname{Var}\left(a_{n}\right)}{j_{n} g_{n}^{2}} \tag{3.3}
\end{equation*}
$$

where $j_{n}$ is the number of cells towards the star $n$. Equations 3.1-3.3 allow us to estimate $\theta$ using the measured attenuations, $a_{n}$, and their uncertainties, $\sigma=$ $\sqrt{\operatorname{Var}\left(a_{n}\right)}$ as well as the distances and adopted cell sizes. We will see that the larger the value of $\theta$, the larger the error bars on our dust density predictions will be, as we expect. Using the simple mock data, we get $\theta=1.9 \times 10^{-7}$ for $\sigma=0.1$ and $\theta=1.8 \times 10^{-7}$ for $\sigma=0.01$.

It is important to realize that the minimum length scale over which we can probe dust variations is not set by $\lambda$. We see in figure 3.4 and we will see later that we can probe significant variations on length scales much less than $\lambda$. The finite cells sizes $(g)$ aside, the minimum length variation is actually set by a combination of $\lambda$ and $\theta$, plus, most importantly, by the data themselves.
Figure 3.4 shows the effects of varying the values of the hyperparameters on the model predictions. Here we compare the true and estimated dust density for different values of $\lambda$ (columns) and $\theta$ (rows) for region 1 with $\sigma=0.1$. As before, red crosses show true values and blue points show the predictions. Values of $\lambda$ and $\theta$ increase from left to right and top to bottom, respectively. Larger values of $\lambda$ produce smoother variations in the dust. This is largely because this connects more cells, thereby increasing the amount of data used to estimate the dust densities. This also decreases the uncertainties on the estimates (the error bars). Smaller values of $\theta$ prevent the model from following steep changes in the dust density: for a given $\lambda$ we see smoother variations in the dust density at smaller $\theta$.
The very nature of our covariance model is that points separated by less than $\lambda$ have correlated posterior distributions. Thus not only are the predicted dust estimates correlated, but so are their predicted uncertainties. Thus the error bars of adjacent points in figure 3.4 are highly correlated. They are simple point estimates of a continuous function (we could make estimate on a grid twice as dense; the error
is the natural logarithm of the reconstruction probability, defined by equation 3.4
bars would not change). Significant variations of the dust density can be (and are) obtained which are far smaller than these error bars.

In a real application - where we do not know the true dust densities - we could compute the likelihood of the data at the predicted values of the dust densities from equation 2.7. We could do this for a range of hyperparameters $\lambda$ and $\theta$ and find the model value which gives the highest likelihood. This is a form of Bayesian model selection, because the regularizing prior has been used to estimate the individual dust densities. The different models correspond to different values of the hyperparameters. ${ }^{1}$ The one practical disadvantage of this is that we would have to compute the dust densities along the l.o.s to every star and for all values of hyperparameters, which could become very time consuming.
For the sake of this simulation - where we do know the true dust densities - we compute instead the probability of the inferred dust densities given the true dust densities. By construction, the inferred dust densities have a joint Gaussian distribution, and the true dust densities have no variance. The log probability is therefore given by

$$
\begin{equation*}
\ln P=-\frac{1}{2} \triangle \boldsymbol{\rho}^{\boldsymbol{\top}} \mathrm{C} \triangle \boldsymbol{\rho}-\frac{1}{2} \ln \left((2 \pi)^{n}|\mathrm{C}|\right) \tag{3.4}
\end{equation*}
$$

which we will call the reconstruction probability. It is analogous to the likelihood (or negative $\log$ of the sum-of-squared residuals, if the covariance were unity) but with model predicted values replaced by their true ones. $n$ is the number of predicted points, C is the $n \times n$ covariance matrix or these points with elements given by equation equation 2.9 , and $\triangle \boldsymbol{\rho}$ is the $n \times 1$ vector of the differences between true and predicted dust densities. The numbers in the corners of the panels in figure 3.4 show the values of this metric. The highest value is at $\lambda=2000 \mathrm{pc}$ and $\theta=1 \times 10^{-7}$, which are the values we used for our predictions in figure 3.3. Recall that our pre-modelling order of magnitude estimate of what to use for $\theta$ gave a value of $\theta=1.9 \times 10^{-7}$ for $\sigma=0.1$, which is very similar. This procedure could not specify $\lambda$, because we are free to specify this according to the flexibility of the fitting we wish to achieve (and/or our knowledge of the true scale of the variations). For a fixed $\theta$ of $10^{-7}$ and different values of $\lambda$, we see from figure 3.4 that as long as $\lambda$ is large

[^0]enough (a few times cell sizes) to connect many cells in 3D space ( $\lambda=1000,2000$ and 3000 pc in this example), we can achieve good results.

From figure 3.4, it is clear that the model predicts the dust densities with smaller uncertainties when using larger values of $\lambda$. This is because it then uses more points to predict the dust densities for every new point, although the closer points of course still have more influence (correlation) than more distant points. As the dependence on $\lambda$ is not strong (once $\theta$ is set), we choose to fix $\lambda$ to a relatively large value (a few times the cell size).

### 3.2 Gaia Universe Model Snapshot (GUMS)

We now look at a more realistic set of simulations taken from the Gaia Universe Model Snapshot (GUMS) (Robin et al., 2012).

GUMS is a simulation, generated by the DPAC prior to the Gaia launch, of what the Gaia catalogue can be expected to contain. It contains both the intrinsic properties of the objects as well as simulations of the noise-free Gaia observations (or more precisely, the corresponding catalogue products). It comprises around $1.6 \times 10^{9}$ stars (in single or multiple systems) with G-band magnitudes brighter than 20. We select the coordinates, distance, G-band magnitude, absolute V-band magnitude, ( $V-I$ ) colour, extinction $A_{V}$, and effective temperature $T_{\text {eff }}$ for these stars. GUMS uses a dust model to generate its extinction values, but this is not part of our simulated catalogue (we have no knowledge of the true dust densities).
To map dust extinction we need not - and should not - use all stars. Due to computational limitations, the model, as it stands, cannot cope with anything nearly as large as the number of objects in the catalogue (see section 5.1.2 for possible improvements). We therefore first select just those stars with $G<15$, parallax errors less than $5 \%$, and $T_{\text {eff }}$ between 5000 and 10000 K . Using cooler stars, e.g. down to 3000 K , we found that it does not make a significant difference in the results, but as their parallax and/or extinction estimates would often be less precise, we would probably omit them in practice. The magnitude selection is imposed to ensure that the Gaia spectrophotometry have high signal-to-noise ratio so that $A_{V}$ is determined to better than about 0.05 mag by the DPAC processing (Bailer-Jones et al., 2013) and we calculate the expected end-of-mission parallax errors from the simplified formula in de Bruijne et al. (2014). Although a selection on apparent magnitude biases our sample towards less extinct stars, this is hard to avoid in practice (as almost all surveys have a magnitude limit). As Gaia provides parallaxes from which we can infer distances, we could instead attempt to select all stars within a given
volume. But this selection (magnitude and temperature limit) is better because the distance uncertainties are asymmetric and are themselves a strong function of magnitude, plus the interstellar extinction would significantly limit the size of a complete volume at low Galactic latitudes. A better approach might be to limit the selection to intrinsically bright stars, over a narrow $T_{\text {eff }}$ range (and therefore absolute magnitude range) for which we can estimate accurate extinctions. This will be explored in more detail in subsequent work.


Figure 3.5: Two-dimensional positions of the 52000 stars meeting our selection criteria over the region $5^{\circ}<l<7^{\circ}$ and $-1^{\circ}<b<30^{\circ}$ out to 2 kpc from the GUMS catalogue, colourcoded by the true (GUMS) extinctions in magnitudes.

Applying the above selections gives us 30 million stars distributed throughout the simulated Galaxy. To ease the interpretation of the results for the sake of this demonstration, we select stars in a wedge narrow in longitude ( $5^{\circ}$ to $7^{\circ}$ ) but broad in latitude ( $-1^{\circ}$ to $30^{\circ}$ ) within 2 kpc containing around 52000 stars. Their positions and extinctions are shown in figure 3.5. The drop off at high latitudes is due to the decline in density of the Galactic disk population away from the plane. The presence of small, nearby regions of higher dust density are apparent from the higher
attenuations along some l.o.s.


Figure 3.6: Random set of 1000 stars selected from those shown in figure 3.5. See section 3.2.

A useful feature of our method is that we do not have to use all stars within a region. Although the stars are independent probes of their l.o.s extinctions, stars in close proximity to one another probe much of the same dust. Provided the stars retained have a high enough spatial density to map out the minimum scale of the spatial variations we want to probe, randomly removing additional stars will not qualitatively change the resulting map. It may reduce the precision, because we then have fewer measurements to determine the dust density, but often other factors dominate the uncertainties (we will examine this in section 5.1.2). However, as reducing the number of stars can lead to great computational savings and increased numerical stability, this is a useful strategy to pursue. Figure 3.6 shows the positions of 1000 stars randomly selected from the sample of 52000 . Although there are far fewer stars, we can still see most of the structures from the full sample.
Figure 3.7 shows the predicted dust densities for 2000 random new points in the


Figure 3.7: Predictions of the dust densities for the selected area from GUMS catalogue ( $5^{\circ}<l<7^{\circ}$ and $-1^{\circ}<b<30^{\circ}$ ) for 2000 new points in two dimension coloured coded by the dust density values. A high value dust cloud is seen at the large distances and low latitudes as well as some lower-value dust clouds in other locations.
selected region. A localized region of high dust density ("dust cloud") is apparent at around $(X, Z)=(400,150)$ which is responsible for the high extinctions beyond this point visible in figure 3.6, namely the upper diagonal wedge. Likewise, the very high extinction region in the plane beyond about 1400 pc is assigned a cloud at the same distance. Less apparent is a dense dust cloud responsible for the intermediate diagonal wedge in figure 3.6; the model has instead attributed this to a more diffuse region of higher dust density, perhaps because there is a larger region of higher extinctions at intermediate latitudes. It should be noted that the position of these new points have been chosen at random; we are free to select them and predict dust density at any point in 3D space. For this predictions we used a dust correlation length scale, $\lambda$, of 2 kpc , dust cell lengths, $g$, of 250 pc and a dust variation scale, $\theta$, of $1 \times 10^{-7}$.

In the above we selected just 1000 stars from a possible 52000 which met our selection


Figure 3.8: Effect of different sampling on the dust density predictions (attenuation per parsec, shown as the colour scale) for the region of $5^{\circ}<l<7^{\circ}$ and $-1^{\circ}<b<30^{\circ}$ using GUMS catalogue (section 3.2). Top panel shows the predictions using 1000 randomly sampled input data (from the entire 52000), the middle panel is the results using 1000 input stars which sampled in a biased way towards high value attenuations, and the lower panel shows predictions in case of the same biased sampling but using 2000 stars. The results are pretty much consistent, capturing similar trends.
criteria. How might this selection affect our inference?
The top panel of Figure 3.8 shows the same results as in Figure 3.7 but now giving the average dust density in the rectangular region. The middle panel shows the results when we instead select 1000 stars but biased towards selecting higher attenuations. For the biased selection, we sample from the data with the probability of being selected proportional to the rank of the sorted attenuation values. The bottom panel is for 2000 stars selected in this same biased manner. Overall we see a high level of consistency, although not surprisingly, these latter two data sets reveal larger densities in the higher extinction areas. There is essentially no difference between using 1000 and 2000 stars, however. This is good news for our method, because it has a poor computational time scaling with the number of data points.

### 3.3 Application to APOKASC data

Having demonstrated the basic features of our model on simulated data, we now apply it to a set of real data to construct a 3D dust map in a small region of the Galaxy.
We use extinctions and positions of nearly 2000 stars provided by Rodrigues et al. (2014). They use spectroscopic and asteroseismic data of giants observed by APOGEE and the Kepler satellite (APOKASC catalogue), together with photometry from SDSS, 2MASS, and WISE and apply a Bayesian method to determine their extinctions and distances. The sample covers 17 degrees in longitude (from $68^{\circ}$ to $85^{\circ}$ ) and 14 degrees in latitude (from $6^{\circ}$ to $20^{\circ}$ ). We select stars with distance uncertainties of less than $10 \%$ within 3 kpc and remove stars with negative extinctions. This leaves around 1900 stars with observed extinctions shown in figure 3.9. The spatial distribution arises from the Kepler's CCD placement in the focal plane. Many of the extinctions are small, but we do see patches of higher extinction on different scales, especially in the lower right of the plot.
We apply our model to estimate the dust density (specifically: the mean and standard deviation of a Gaussian distribution at each point) at 2000 points distributed at random throughout the volume occupied by the stars. This has the shape of a pyramid with its apex at the Sun. We use $\lambda=2 \mathrm{kpc}, g=250 \mathrm{pc}$, and $\theta=$ $3 \times 10^{-7}$ (set as described in section 3.1). Figure 3.10 shows the mean estimated dust density of each of these points projected onto the sky. Comparing the coverage of this dust map with the input data makes it apparent that we can predict dust densities for points outside of the measured field. The model predicts an extended


Figure 3.9: Extinction values of 1900 stars from Rodrigues et al. (2014) lying within 3 kpc . The colour indicates the extinction in magnitudes. The discrete squares are due to the Kepler satellite fields.
region of higher density at the bottom of the region, presumably driven by the higher extinctions for some stars in the lower fields in figure 3.9.

As the inferred dust distribution covers a range of distances, a sky projection like Figure 3.10 does not give the full picture. Figure 3.11 attempts to show the threedimensional distribution. As expected from the input data, regions with higher dust densities are located at the lower latitudes, as is visible at the bottom of the east and west triangles. There is also a relatively high density region at about 1.5 kpc from the Sun which, as it is most visible in the south triangle, must be located predominantly in the southern part of the region. It is important to note that there is no l.o.s ("fingers of god") effect in the dust reconstruction. This is a direct consequence of the non-parametric nature of our model plus its minimal assumption on a smoothness prior. This is one of the advantages that our approach brings over more traditional mapping techniques, which are generally based on independent estimates of the dust


Figure 3.10: Inferred dust density (attenuation per parsec) for the area of $68^{\circ}<l<85^{\circ}$ and $6^{\circ}<b<20^{\circ}$ out to 3 kpc using data from Rodrigues et al. (2014) shown in 2D with the same frame as figure 3.9 (the input data). It should be noted that dust density is local in 3D and these points lie at a range of distances as seen in figure 3.12.
density along different l.o.s, which lead necessarily to the fingers of god.
One way to assess the performance of our model is to estimate the dust density at several points along the l.o.s towards to a star, and then to use equation 2.2 to predict the attenuation, $f_{n}$. The standard deviation in this prediction is found by taking the variance of equation 2.2 ,

$$
\begin{equation*}
\operatorname{Var}\left(f_{n}\right)=\mathbf{g}^{\boldsymbol{\top}} \mathbf{C} \mathbf{g} \tag{3.5}
\end{equation*}
$$

where $\mathbf{g}$ is the the vector of cell sizes along that l.o.s, and C is the covariance matrix (with elements given by equation 2.9) of the dust densities in these cells. It should be noted that this expression takes into account the (often large) covariance between cells along a l.o.s. (This is essential, because our model by its very nature assumes spatial correlations in the dust.) We compute attenuation estimates and uncertainties in this way for 200 stars in the two lower right Kepler fields in figure

Figure 3.11: Dust densities estimated by our model over the pyramid-shaped region $68^{\circ}<l<85^{\circ}, 6^{\circ}<b<20^{\circ}, d<3 \mathrm{kpc}$, computed using the extinction and distance data from Rodrigues et al. (2014). The left panel figure shows the data in three dimensions. The right panel shows the dust density in projection as viewed from the outside sides of the pyramid. 'north' means looking from top to bottom, perpendicular to the upper side of the pyramid, and similarly for 'south' (looking from the bottom). The 'east' and 'west' views are looking perpendicular to the sides of the pyramid, where 'east' means looking from higher longitudes to lower ones, and 'west' from lower to higher. Colour scale is as in figure 3.10. It should be noted that these triangles are plotted with a larger scale parallel to their base (transverse to the I.o.s from the Sun) a larger opening angle than in reality - in order to better resolve the details.
3.9. For each star we use 15 cells with constant cells sizes per l.o.s. As the stars are at a side range of distances, this corresponds to cells sizes between 39 and 334 pc .


Figure 3.12: Residuals between reconstructed and measured attenuations as a function of distance for the 200 stars in the APOKASC data (from the bottom right two fields shown in Figure 3.9).

Figure 3.12 shows the residuals (predicted minus measured) of the attenuations to these 200 stars, along with the corresponding error bars. These error bars are computed from the sum of the variance in the measurement, $\sigma_{a}^{2}$, and the variance from equation 3.5. We see no particular trend in the magnitude of either the residuals or their uncertainties with distance. However, it looks as though there is a small negative bias, in the sense that our model slightly under estimates the measured attenuations. This is better seen in Figure 3.13, which shows the residuals scaled by
their uncertainty estimates. A linear model with ideal Gaussian residuals would show a Gaussian distribution with zero mean and unit standard deviation. A negative bias is apparent. This is not necessarily a sign of a bad model, because the whole point of the model is to make an inference from the data subject to the smoothness constraint. Our model uses a zero mean prior for the dust density; thus, in the absence of data the model gives zero density. We can always add an offset to the covariance function of the Gaussian process to have a non-zero mean (e.g. if we want to examine the high density regions).


Figure 3.13: Distribution of the scaled residuals, $\left(a_{n}-f_{n}\right) / \sigma$, where $\sigma^{2}=\sigma_{a}^{2}+\operatorname{Var}\left(f_{n}\right)$, for the set of 200 stars in the APOKASC data. The mean is -0.12 and the standard deviation is 0.99 . The curve shows a Gaussian with these values for comparison.

In contrast, the standard deviation is almost exactly unity, indicating that our Gaussian process is very good at estimating the uncertainty in its predictions. Figure 3.14 shows the predicted values together with the measured values as a function of distance. Recall that the error bars on the predictions are correlated. They increase with distance because the more distant stars have larger dust cells. There are a few measurements which lie well outside of the main envelope of the data, but given the number of points (and the size of their error bars in some cases) this is entirely consistent. We see how the model has smoothed out these "outliers", on account of its built-in assumptions. We further see that our model's underestimation of high extinctions is a consequence of its smooth variation with distance.


Figure 3.14: Reconstructed attenuations as a function of distance (black dots with blue error bars) on top of the measured values (in red) for the set of 200 stars in the APOKASC data. It is important to note that the error bars in the predictions are highly correlated.

Table 3.3.1: Logarithm of the Bayes factors for APOKASC data for different ranges of $\lambda$ and $\theta$.

| $\log _{10}$ (Bayes factor) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\theta \backslash \lambda(\mathrm{pc})$ | 500 pc | 1000 pc | 2000 pc | 3000 pc |
| $1 \times 10^{-8}$ | -1.41 | -0.87 | -0.43 | -0.21 |
| $1 \times 10^{-7}$ | 0.05 | 0.14 | 0.15 | 0.13 |
| $1 \times 10^{-6}$ | 0.05 | -0.06 | -0.18 | -0.26 |
| $1 \times 10^{-5}$ | -0.40 | -0.48 | -0.65 | -0.69 |

We could try to fix the hyperparameters by calculating the Bayesian evidence. The evidence (or "marginal likelihood") is the probability of observing the data, for fixed $\lambda$ and $\theta$, averaged over all possible instantiations of the model. We compute this by drawing one sample from the J-dimensional Gaussian process prior (which gives us J values for the dust density), calculating the likelihood for these model dust densities, repeating it for a large number of times (e.g. $K=10^{5}$ ), and then averaging these likelihoods

$$
\begin{equation*}
P\left(\mathbf{a}_{N} \mid \lambda, \theta\right)=\frac{1}{K} \sum_{k=1}^{K} P_{k}\left(\mathbf{a}_{N} \mid\left\{f_{i}\right\}, V_{N}\right) \tag{3.6}
\end{equation*}
$$

where $\left\{f_{i}\right\}$ are calculated attenuations (equation 2.6) using dust densities drawn from the prior. Having done this for various $\lambda$ and $\theta$, we then calculate the Bayes factors, which are the ratio of these evidences (for different $\lambda$ and $\theta$ ) to the one with the specific values of $\lambda$ and $\theta$ used for our APOKASC data $(\lambda=2 \mathrm{kpc}$ and $\theta=$ $4 \times 10^{-7}$ ). We report these in table 3.3.1.

We get values for the Bayes factors in the case of APOKASC data which agree broadly with what we calculated for $\lambda$ and $\theta$. But in the case of the simulated data (section 3.1), the Bayesian evidence does not give us a useful discrimination between models. Most values are very close to zero for a range of $\theta$ and $\lambda$ because our simulated data have high extinctions, which are not well represented by a Gaussian process prior with zero mean. The APOKASC data, in contrast, have smaller extinctions. This shows that using a non-zero mean in the Gaussian process prior will better construct the dust density in regions with higher extinctions, such as the disk of the galaxy and the spiral arms. A different covariance function could also be used in the Gaussian process. We tested various forms of the covariance function, such as truncated exponential forms, but they did not make a significant difference to our results. The covariance function that we are using has the advantage that we
can get different variation slopes by changing $\alpha$ (see fig. 2.2).

## 4

## Galactic disk structure

In this chapter, I represent the 3D map of the dust distribution in the Galactic disk out to about 7 kpc from the sun. This chapter is adopted from our recent paper Rezaei Kh. et al. (2018, b).

The chapter is organised as follows. First, I explain the APOGEE data used as the input. Then I discuss the results, and finally illustrate the detection of the spiral arms from our map.

### 4.1 APOGEE DATA

To map the dust distribution in the Galactic disk, we use data from APOGEE-2 (Blanton et al., 2017; Majewski et al., 2017; Abolfathi et al., 2017), a near-infrared high-resolution spectroscopic survey targeting bright stars (Eisenstein et al., 2011; Zasowski et al., 2013). As the survey operates in the near-infrared, the effects of extinction are about an order of magnitude lower than at optical wavelength, enabling it to observe stars in the highly obscured regions of the Galactic disk and towards the Galactic centre.

We select giants from APOGEE DR14 (Majewski et al., 2017; Abolfathi et al., 2017) using their $\log \mathrm{g}$ information $(0.5<\log \mathrm{g}<3.5)$. We estimate distances and colour


Figure 4.1: Distribution of input stars in the $X-Y$ plane ( $\pm 100 \mathrm{pc}$ in Z ). The sun is at ( -8000 , 0 ) and the Galactic centre is at $(0,0)$. The top panel shows giants stars and the bottom panel shows red clump stars. The colour represents their l.o.s K-band extinction. Most giants can probe out to about 7 kpc , while red clump stars probe to about 5 kpc on average.
excess $\left(\mathrm{E}(\mathrm{J}-\mathrm{K})\right.$, as described below) using the stellar parameters $\left(\mathrm{T}_{\mathrm{eff}}, \log \mathrm{g}\right.$ and $[\mathrm{M} / \mathrm{H}])$ together with isochrones from stellar evolution models ${ }^{1}$ (PARSEC, Tang et al., 2014; Chen et al., 2015). The stellar parameters were determined by the APOGEE Stellar Parameters and Chemical Abundances Pipeline (ASPCAP, García Pérez et al., 2016).

For each star, we look for the closest point in the $\mathrm{T}_{\text {eff }}$ vs. $\log g$ plane for the corresponding isochrone at a given metallicity, taking into account the uncertainties in the stellar parameters. We use the calibrated stellar parameters (PARAM) which were calibrated using a sample of well-studied field and cluster stars as well as stars with asteroseismic stellar parameters (Holtzman et al., 2015). Each star in the APOGEE sample has 2MASS J, H, and $K_{s}$ magnitudes. In the isochrone grid we find the absolute magnitudes $M_{J}, M_{H}$, and $M_{K_{s}}$ corresponding to the stellar parameters. The colour excess $\mathrm{E}\left(\mathrm{J}-K_{s}\right)$ is calculated as $\mathrm{E}\left(\mathrm{J}-K_{s}\right)=\mathrm{J}-K_{s}-\left(M_{J}\right.$ - $M_{K_{s}}$ ). To convert $\mathrm{E}(\mathrm{J}-\mathrm{K})$ to $A_{K_{s}}$ we use the extinction law of Nishiyama et al. (2009) with $\mathrm{A}_{\mathrm{K}_{\mathrm{s}}}=0.528 \mathrm{E}\left(\mathrm{J}-\mathrm{K}_{\mathrm{s}}\right)$.

We then calculate the distances as

$$
\begin{equation*}
d=10^{0.2\left(K_{s}-M_{K_{s}}\right)+5-A_{K_{s}}} \tag{4.1}
\end{equation*}
$$

For a more detailed description see Schultheis et al. (2014). The distance from each star to the nearest point in the isochrone grid in the $\mathrm{T}_{\text {eff }}$ and $\log \mathrm{g}$ dimension, together with the individual uncertainties $\sigma_{\text {Teff }}$ and $\sigma_{\log g}$ (from the ASPCAP pipeline), gives the distance uncertainty for each star. As shown in Schultheis et al. (2014) the median uncertainty is approximately $30 \%$.

Apart from giants, APOGEE also targets red clump (RC) stars. Bovy et al. (2014) introduced a new method to select these RC stars from APOGEE data based on their position in the colour-metallicity-surface-gravity-effective-temperature space. Because of the narrowness of the RC locus, distances to these stars can be estimated with an accuracy of $5 \%-10 \%$ (Bovy et al., 2014). The extinctions for this sample are calculated by Bovy et al. (2014) using Rayleigh Jeans Colour Excess method (RJCE; Majewski et al., 2011) which relies on the fact that near- to mid- infrared colours are almost constant for all stars. Therefore the change in the colour of a star is due to interstellar extinction. The catalogue of RC stars is available from APOGEE DR14 containing around 30000 stars with accurate distance and extinction estimates (Bovy et al., 2014), which we use as inputs for our model to map the


Figure 4.2: 2D image of the 3D map of the dust distribution in the Galactic disk ( $\pm 100 \mathrm{pc}$ in the $Z$ direction) using giants (left panel) and RC stars (right panel). The sun is at ( -8000 , 0 ) and the Galactic centre at $(0,0)$. The colour shows the mean of the dust density predictions over the column through the disk $\left(p c^{-1}\right)$.
dust distribution.
From both the giant and RC catalogues we select targets within $\mathrm{Z}=100 \mathrm{pc}$ above and below the Galactic mid-plane. The RC catalogue provides the Galactic Z values assuming the Sun is 8 kpc from the Galactic centre and 25 pc above the Galactic midplane (Bovy et al., 2014). We make the same assumption and calculate the Galactic Z for the giants to select stars in the disk of $\pm 100 \mathrm{pc}$. Also, to be consistent with RC distance precision, from our giant sample we only select those with fractional distance uncertainties less than 0.05 . This leaves us with about 5000 stars from the RC catalogue and about 16000 giants. Figure 4.1 shows both samples: the giant sample probes larger distances and gives higher extinction measurements, in particular in the first quadrant and towards the Galactic centre.
We use each of these samples separately as the input data in our model to infer the dust distribution in the Galactic disk. The typical separation between stars in both RC and giant samples is of the order of 200 pc . We use this as the cell size in the model, and adopt a correlation length of $\lambda=1000 \mathrm{pc}$. The corresponding $\theta$ for giant and RC samples is $9 \times 10^{-9}$ and $6.5 \times 10^{-9} p c^{-2}$ respectively (see chapter $2)$. The common mean dust density of the Gaussian process prior $\left(\rho_{\mu}\right)$ is computed
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Figure 4.3: As Fig. 4.2 but now overplotting as black points the locations of the stars used to derive the underlying dust map. The giant sample extends to larger distances than the RC stars.
to be $1.2 \times 10^{-4} p c^{-1}$ for both the giants and the RC samples (see chapter 2 ). It is important to note that the correlation length scale, $\theta$, is not the resolution limit of our maps: we can probe much smaller scales depending on the distance between stars (Rezaei Kh. et al., 2017; Rezaei et al., 2018). The correlation length is in fact the upper limit on the distance between two points which can still interact, since we use a covariance function with finite support.

### 4.2 GALACTIC DUST MAP

Figure 4.2 shows our dust maps for both the giants and the RC sample. There are many high dust density clouds and structures in both maps. They trace similar structures in the second and third quadrants out to distances where they overlap: there are many dust clouds with relatively high densities (higher than the average mean density of $1.2 \times 10^{-4} p c^{-1}$ ) spread around the area. However, the maps show dramatic differences in the first quadrant. The reason for this can be seen from Fig. 4.3 that shows the input data over-plotted on the predicted dust densities: it is clear that the RC sample poorly covers the first quadrant, especially towards the Galactic centre. In this case the posterior will be dominated by the prior. The giant sample, on the other hand, covers much greater distances in general, in particular they cover most of the area in the first quadrant, resulting in better constrained predictions in the first quadrant compared to that of the RC sample.
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Another area of interest in Fig. 4.3 is the lower left corner of the maps where there is a gap in the input stars in both the RC and giant samples. For close distances where the stars on both sides of the gap are within the 1000 pc correlation length, predictions are affected by the neighbouring stars. For more distant points, however, the correlation drops to zero and the predictions would be close to the input mean of the Gaussian process prior. The same criterion applies to the outer regions of the first quadrant in the map produced using RC stars.
We now consider only the map based on the giants, since it extends to greater distances. The high density dust clouds in the first quadrant of this map seem to be lined up to form arc-shaped structures along the expected locations of the spiral arms of the Galaxy. To explore this, we connect the lined-up high density clouds to predict the locations of the arms. As seen in Fig. 4.4, left, in the first quadrant, we connect three sets of lined-up clouds with blue lines; however, in the second quadrant, the high density clouds seem to be spread widely and do not shape clear lines; therefore, we show borders (as dashed lines) of the area where most of high density clouds are located. Afterwards, we over-plot our predictions on the Spitzer sketch of the Galaxy ${ }^{2}$ (Fig. 4.4 right). It is worthwhile to mention that this artist's impression of the Milky Way is based on the Spitzer observations; the spiral structure in the impression is more qualitatively related to observational data. This is the the reason we choose to compare our spiral arm predictions with this particular map. Other present Galactic spiral arm models are heavily modeldependant, consequently quite different from one another, while the Spitzer map is mainly based on the stellar observations and does not have strong Galactic model assumptions, which makes it similar to our approach.

The locations of our predicted arms in the first quadrant are in relatively good agreement with the Spitzer arm structures, especially at the position of the Orion spur (line 3 in Fig. 4.4). Parts of the Scutum-Centaurus and Sagittarius arms (arms 1 and 2 in Fig. 4.4) also match nicely with our inferred dust clouds. The location of the Perseus arm coincides with high density clouds in between our predicted two dashed lines. This is in agreement with the recent finding of Baba et al. (2018) which uses data from Gaia DR1 concluding that the Perseus arm is being disrupted. In addition to spiral arm structures, our map detects some of the known giant molecular clouds (GMCs) that are labelled in Fig. 4.4. Literature distances to the W51 GMC ranges from 5 to 8 kpc depending on the method used (Parsons et al., 2012). From our map, the distance to W51 GMC is about 5.5 kpc , which is in
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Figure 4.5: Standard deviation of the dust density predictions. The larger uncertainties (dark blue colour) appear at the places not well-populated by the stars.
agreement with the distances obtained by Sato et al. (2010) and Russeil (2003). We estimate the distance to the W44 GMC, the dust cloud that seems to be associated with the Sagittarius arm, to be about 3 kpc . There are two nearby clumps of highdensity dust at the location of the Cygnus GMC at distances of about 1.5 and 2 kpc . The distance to the main OB associations in Cygnus X has been reported to be about 1.7 kpc (Schneider et al., 2006). We also see some moderate density of dust at the expected locations of the W3 and Rosette GMCs at about 2 and 1.5 kpc respectively.

Figure 4.5 shows the model predicted uncertainties. Generally the uncertainties increase as going to larger distances due to the drop in the density of stars in the


Figure 4.6: The left panel is the same as the left panel of Fig. 4.3, but now overplotting as triangles the positions of masers from Reid et al. (2014) which are within $\pm 100$ pc of the disk midplane. Some of the masers show correlation with high density predictions. The right panel is the same, but with the stars removed.
sample. Comparing this to the input data (Fig. 4.3, left) reveals that regions of larger uncertainty occur where the gaps between the input stars are larger, resulting in the dust density being less well constrained. As can be seen from Fig. 4.4, we are not able to constrain the location of the Sagittarius arm where it comes close to the sun. This is due to the lack of precise measurements in the direction towards the Galactic centre and lacking data in the southern hemisphere. There is a relatively high density line-shaped area parallel to the Orion spur that seems to be part of the Sagittarius arm. But Fig. 4.5 suggests the predictions in this area have relatively high uncertainties and are inferred primarily from their surrounding points. We therefore decided to not include it as part of the arms.

### 4.3 Galactic spiral arms

Our model does not assume any functional form or prior assumption in favour of the spiral arm or Galactic disk structure in our model. Any feature in our map is the outcome of the input data used for inferring the underlying dust densities coupled with the smoothness assumption from the Gaussian process. In order to draw a stronger conclusion for the arm structure of our Galaxy, velocity information from stars could be of great help. Future data from Gaia, 4MOST and WEAVE
will provide precise distances, radial velocities and proper motions for millions of stars in the Milky Way which allow us to trace the motion of stars in the Galaxy in order to reveal better the position of the spiral arms. It will be possible then to see whether the arm predictions by the stellar velocities and over-densities coincide with what the dust density probes.

Beyond stellar kinematics, HI and CO observations of gas provide longitude-velocity information which can trace the spiral arms of the Galaxy (e.g. Dame, Hartmann, and Thaddeus, 2001). Since the molecular gas and dust are mixed in the ISM (e.g. Tielens, 2005; Corbelli et al., 2012), they are expected to trace the same arm structure. However, the main challenge of using gas velocity information is that their distance estimates (kinematic distances) have large uncertainties, so the sources cannot be precisely located. There have been various studies trying to overcome this issue and determine distances to the star forming regions (Wienen et al., 2015; Whitaker et al., 2017) thought to be associated with the spiral arms. One of the major works in this aspect is that of Reid et al. (2014) who use trigonometric parallaxes and proper motion of masers associated with high-mass star forming regions that trace the spiral arms in the Milky Way (Reid et al., 2014). From their sample we select those masers that are within our probed volume (out to 7 kpc in distance and $\pm 100 \mathrm{pc}$ in the Z direction) and over-plot them on our dust map (Fig. 4.6). Some of the maser locations match inferred dust density clouds we find, especially those located in regions well-populated by the input stars. Some others, on the other hand, appear where little dust is inferred. This may be due to the fact that some regions are poorly covered as a result of APOGEE's target selection (Zasowski et al., 2013). A more likely reason is the nature of the masers: they cover much smaller physical scales (less than 1000 AU ) than the resolution of our map (200 pc scale here, which is related to the typical separation of stars in the sample: see section4.1). The supposed high dust density they trace only extends over a small volume, so makes only a small contribution to the average over a larger volume.

Figure 4.7 is the same as the left panel of Fig. 4.4 but additionally shows the spiral arms from the Reid et al. (2014) model. Our predicted locations for the Scutum-Centaurus arm and the Perseus arm match that of Reid et al. (2014) quite well. In contrast, our predictions for the Sagittarius arm and the Orion spur (local arm) do not match, except for the part of the Sagittarius arm that merges with the Orion spur. These differences could be due to the observational limitations in both cases, i.e. a limited number of lines-of-sights/regions have been observed. It is also important to note that our results are determined without recourse to any
prior information on the nature or even the existence of spiral arms or any other Galactic structures. The spiral arm model of Reid et al. (2014), in contrast, contains strong assumptions for the Galactic and arm rotations and structures. Moreover, the assignment of the masers to the spiral arms based on their longitude-velocity measurements is relatively undetermined, especially for the inner arms. Only based on the masers locations in Reid et al. (2014), which represent the locations of the high-density clouds as in our map, it is extremely hard to reach a conclusion about the spiral arms.


Figure 4.7: As Fig. 4.4 left, but overplotting spiral arms model from Reid et al. (2014) as grey shaded curves. The width of the shaded curves is equal to $2 \sigma$ uncertainty in the arm fitting ( $1 \sigma$ on each side of the central curve, Reid et al., 2014).

Apart from limitations in the precision of the data, there are limitations in our results due to the assumptions of the model. We assume a constant dust density within each cell to relate the measured extinction to the model dust density along
observed lines of sight (chapter 2). This, together with the separation between stars, limits the resolution of the map and can cause the map to miss smaller structures in the ISM, as discussed above with the masers.
As mentioned in chapter 2 , we do not constrain our dust density predictions or the input extinctions to be positive; as a result, our dust density predictions contain negative values. This is indeed non-physical but is due to the fact that the data is by nature noisy. Both extinctions and distances are measurements which contain uncertainties. Having inconsistent distance-extinction estimates and underestimated uncertainties would cause more/larger negative predictions. In fact, in the presence of the "good" data, the predictions are positive (as seen in the results of the simulated data in chapter 3).

## 5

## Dust distribution in the local molecular clouds

In this chapter, I present the 3D maps of our local ISM using different datasets and targets. Most of the first section is adopted from Rezaei et al. (2018, a). The second section is also part of the Gatuzz, Rezaei Kh. et al. (2018) publication.
The chapter is organised as follows. The first section concentrates on the Orion complex, first using the combination of the Gaia DR1, 2MASS and WISE, and then using Gaia DR2. The second section illustrates the 3D map of the local ( $<600 p c$ ) hydrogen density using X-Ray data.

### 5.1 Orion complex

The Orion molecular complex is one of the most studied regions in the Galaxy. Containing M42, it is the closest H II region and closest site of massive star formation (O'dell, 2001). Being an on hand laboratory, Orion has been studied in various aspects; from distance estimates to different parts of the cloud to the star formation processes and individual stellar populations (e.g. Brown et al., 1994; Menten et al., 2007; Jeffries, 2007; Bally, 2008; Alves and Bouy, 2012; Bouy et al., 2014; Schlafly et al., 2015; Zari et al., 2017).
Estimates of the distance to the Orion nebula cluster, the active star-forming regions in Orion, which extend over 200 pc both in radial direction and in the plane of the sky
(e.g. Brown et al., 1994; Bally, 2008), range from 347 pc to 483 pc using optical and near-infrared photometry and colour-magnitude diagrams (CMD) (Jeffries, 2007). Other methods have found different distances to the cloud of 440 pc and 392 pc (Jeffries, 2007), 480 pc (Genzel et al., 1981), 434 pc and 387 pc (Kraus et al., 2007), and 414 pc (Menten et al., 2007). Recently, Schlafly et al. (2015) mapped the dust in Orion using Pan-STARRS1 photometry, revealing a 150 pc depth dust ring extending from around 415 pc to 550 pc in distance from the Sun.
Stellar activities in the Orion region is known also to be responsible for the creation of the Orion-Eridanus superbubble, a large cavity in the vicinity of the Orion that extends to the constellation of Eridanus in the sky (e.g. Bally, 2008; Pon, 2015). Bubble structures are very common in the ISM. They are results of the presence and evolution of young, massive stars that influence their surrounding ISM through radiations, stellar winds and supernovae explosions (e.g. Heiles, 1979; Mac Low et al., 1989). Although the projected picture of the Orion-Eridanus superbubble in the plane of the sky has been determined from various observations of the gas/dust emission (e.g. Ochsendorf et al., 2015; Soler et al., 2018), the distance to the front and back edges of the bubble is still debated.

### 5.1.1 GaiA Data

Most of the work I present in this chapter makes use of data from the recent European Space Agency (ESA) mission: Gaia. The Gaia astrometric satellite was launched in December 2013 aiming for providing the most accurate astrometric survey to date (Gaia Collaboration et al., 2016b). It will determine accurate positions, parallaxes and proper motions for more than a billion sources, and radial velocities for brighter stars ( $G<17 \mathrm{mag}$, Gaia Collaboration et al., 2016a). Measurements with ultimate accuracy will only be provided at the end of the post-operational phase of the mission, currently planned for 2023, but the Gaia collaboration decided to provide intermediate data releases to the community (Gaia Collaboration et al., 2016a).
The first Gaia data release (GDR1) is one of the intermediate data releases based only on 14 months of observation. GDR1 includes astrometry for about 2 million bright stars in common with the HIPPARCOS and Tycho-2 catalogue (Høg et al., 2000) to calibrate the parallaxes (Gaia Collaboration et al., 2016a; Michalik et al., 2015). The typical uncertainty in the so called Tycho-Gaia Astrometric Solution (TGAS) catalogue is about 0.3 mas for the positions, about $1 \mathrm{mas} / \mathrm{yr}$ for the proper motions, and 0.3 mas for the parallaxes (Gaia Collaboration et al., 2016a).

I use data from TGAS catalogue in section 5.1.2.
The second Gaia data release (GDR2) was provided to the community in April 2018 with precise parallaxes and proper motions for about 1.3 billion sources (Gaia Collaboration et al., 2018). Apart from astrometry, the GDR2 contains astrophysical parameters, including stellar effective temperature, extinction, reddening, radius, and luminosity, for about a hundred millions of sources (Gaia Collaboration et al., 2018; Andrae et al., 2018). A typical uncertainty for the positions and parallaxes of bright stars $(G<15 \mathrm{mag})$ can reach down to 0.02 mas , and for the 17 th magnitude is about 0.1 mas. A proper motion uncertainty for a star at $G=17 \mathrm{mag}$ is 0.2 mas. A typical extinction uncertainty in $G$ band is about 0.5 mag (Gaia Collaboration et al., 2018). I use the positions and extinctions from GDR2 in section 5.1.3.

### 5.1.2 Combining Gaia-TGAS, 2MASS, and WISE

As explained in chapter 2, we need the 3D positions of the stars, i.e. their longitudes, latitudes, and distances (l, b, d), together with their l.o.s extinction measurements to derive dust densities. Positions and parallaxes of around two million stars were published as the Tycho-Gaia astrometric solution (TGAS; Michalik et al., 2015; Lindegren et al., 2016) as part of the first Gaia data release (Gaia DR1; Gaia Collaboration et al., 2016a). Astraatmadja and Bailer-Jones (2016) used this survey to infer distances from noisy parallaxes. We use their published distances, those inferred with the Milky Way prior without the additional systematic errors, together with the Gaia positions to determine the 3D positions of stars.

We then estimate extinctions for these stars using the Rayleigh-Jeans Colour Excess method (RJCE) (Majewski et al., 2011), which uses near- and mid-infrared (NIR and MIR, respectively) data to estimate the l.o.s $K_{s}$-band extinction. Since the dereddened colour $(\mathrm{H}-[4.5 \mu])$ 。 is almost constant for different types of stars, extinction values can be calculated as

$$
\begin{equation*}
A_{k_{s}}=0.918(H-[4.5 \mu]-0.08) \tag{5.1}
\end{equation*}
$$

with an approximate extinction uncertainty of less than 0.1 mag , where $H-[4.5 \mu]$ is the measured colour (Majewski et al., 2011). We use NIR photometry (J, H, and $K_{s}$ ) from the Two Micron All-Sky Survey (2MASS; Skrutskie et al., 2006) and the MIR photometry (W1 and W2) from WISE (Wright et al., 2010). Both catalogues are cross-matched with TGAS in the Gaia archive ${ }^{1}$, making estimation of the extinctions
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Figure 5.1: Colour-magnitude diagram (absolute $K_{s}$ band magnitude vs. dereddened colour $\left.\left(J-K_{s}\right)_{0}\right)$ for the theoretical models (grey points) and our data (in colour). The colour indicates the derived extinctions from the RJCE method. We cut some stars that are not compatible with the theoretical models, as can be seen in the inset plot (which is the same, but extending to bluer colours). The colour scales are different in the two plots and the rare stars have spuriously high extinctions of up to about 2 mag in the $K_{s}$ band.
for our sample rather trivial.

## InPUT SAMPLE

We only select stars with fractional distance uncertainties below 0.15 to have a precise sample. This gives around 650000 stars out to 700 pc .

From this sample, we select stars towards the Orion complex, which we defined as the region $187.5^{\circ}<l<218^{\circ}$ and $-25^{\circ}<b<-4^{\circ}$. This leaves around 12000 stars within distance of $100-650 \mathrm{pc}$ that we use as the input data. To check the derived extinctions we can look at the distribution of stars in the CMD. Figure 5.1 shows the absolute $K_{s}$ band magnitude versus dereddened colour $\left(J-K_{s}\right)_{0}$ for the input data with RJCE extinction values (coloured points) on top of the theoretical isochrones with no extinction (grey points), for which we have used PARSEC 1.2S ${ }^{2}$ (Tang et al.,
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Figure 5.2: Histogram of extinction of stars. For illustrative purposes, the main plot is limited to the range -0.2 to 0.3 mag while very few stars have extinctions up to about 0.6 mag .

2014; Chen et al., 2015) to compute 2MASS $\mathrm{JH} K_{s}$ dereddened photometry for solar metallicity stars $\left(Z_{\odot}=0.0152\right.$; Bressan et al., 2012), using the extinction law of Cardelli et al. (1989) and O'Donnell (1994) with $R_{V}=3.1$ (Girardi et al., 2008). As can be seen in the subplot at the lower left corner of figure 5.1, a small number of points have spuriously large $A_{K_{s}}$ and accordingly extremely blue inferred intrinsic $J-K_{s}$ colours. Examining these stars in detail reveals that almost all of them are variable stars and young stellar objects. We choose to eliminate stars by discarding those with $J-K_{s}<-0.3 \mathrm{mag}$ (this removes 19 stars). We discuss these stars and their effects on the predictions in section 5.1.2.
As the measured extinctions are noisy, they can be negative, and in fact about


Figure 5.3: Galactic latitude vs. longitude of input stars towards Orion complex (187.5 ${ }^{\circ}<$ $l<218^{\circ}$ and $-25^{\circ}<b<-4^{\circ}$ ) for four different distance slices. Colour shows the extinctions. Most of stars have extinction values lower than about 0.3 magnitudes but there are some higher extinction values up to about 0.6 magnitudes. The Orion cloud can be identified in the lower right panel (high-extinction stars surrounding a slight void), but it is hard to see any trend in the other three panels.
$40 \%$ of our sample have negative extinctions. Figure 5.2 shows the histogram of extinction for all input stars. The $A_{K_{s}}$ values go up to about 0.5 magnitudes but most of the stars have extinction values lower than about 0.2 magnitudes (around 2 magnitudes in V band). Unlike in our previous work (Rezaei Kh. et al., 2017), we use all these data (including negative extinctions) in our model to predict the underlying dust density. Subsequently, in section 5.1.2, we discuss the effects of input stars with negative extinctions on the predictions by running the model only for positive extinctions. The RJCE method assumes three sources of uncertainty in the predicted extinctions: intrinsic scatter in the stellar colour, photometric uncertainty, and uncertainties in the extinction law that they used. Combining all these sources, (Majewski et al., 2011) estimate extinction uncertainty of less than 0.11 mag in $K_{s}$ band for a typical individual star, while being more precise for red clump stars and


Figure 5.4: Dust density predictions for 50000 points randomly distributed towards the Orion complex (as in figure 5.3), where we plot by taking the mean of each $0.3^{\circ} \times 0.3^{\circ}$ grid, then smoothing the plot with a Gaussian function with a scale parameter of 0.4 to cover empty pixels. Each panel shows a different distance range. Green and blue colours show the points with higher dust densities. Orion A, Orion B, and $\lambda$ Orionis are denoted by dashed lines Lombardi et al. (2011).
giants. Since we do not have any selection on types of stars, we assume the upper limit of the extinction uncertainty for all stars in our sample. We discuss the effects of different extinction uncertainties on our predictions in section 5.1.2.

Figure 5.3 shows the spatial distribution of the input data (latitude versus longitude) for four different distance slices (less that 250 pc , then 100 -pc slices up to 450 pc and $450-650$ pc slice), colour-coded by their extinction values. We use these values as the input data for our model, assuming an extinction uncertainty of 0.1 mag for all stars. Using this we calculate the underlying dust densities for 50000 points randomly distributed in space towards the Orion complex with distances between 100 pc and 600 pc .


Figure 5.5: Dust density predictions for 10000 points at fixed distance distributed on a regular grid. There is no smoothness or interpolation for plotting and the features are the direct outcome of our predictions. Orion A, Orion B, and $\lambda$ Orionis are indicated by dashed lines Lombardi et al. (2011).


Figure 5.6: Two Cartesian projections of the 3D dust distributions in Orion. Only dust densities higher than the mean density of the predictions $\left(1.2 \times 10^{-4} \mathrm{pc}^{-1}\right)$ are shown. The Sun is at $(X, Y, Z)=(0,0,0)$, with $X$ increasing towards the Galactic centre and $Z$ point to the north Galactic pole, perpendicular to the Galactic disk.

## DUST DENSITY PREDICTIONS

Figure 5.4 shows the dust density predictions for the same panels as figure 5.3. Each panel represents the mean of the dust density predictions for the corresponding distance range. There is not much dust seen out to 250 pc (upper left panel). The dust density starts to increase from the second ( $250-350 \mathrm{pc}$ ) up to the last ( $450-$ 550 pc ) distance range, suggesting that the Orion cloud in some parts is extended for about 200-300 pc. In the lower left panel, the clear detection of Orion A and Orion B towards $\lambda$ Orionis is evident (as indicated by dashed lines from Lombardi et al., 2011), where Orion B and $\lambda$ Orionis seem to extend to distances of larger than 450 pc. Figure 5.5, on the other hand, shows the exact value of the predictions at fixed distances (in 50 pc steps). The first traces of over-densities starts appearing
at 300 pc and extends up to at least 500 pc . It is worth mentioning that we restrict our data to the fractional distance uncertainty of $<0.15$, which on average is about 50 pc at 400 pc distance.

In order to see the structures and locations of different parts, we need to look at their spatial distributions. Figure 5.6 shows 2D projections of the dust from two directions: a top-down view (i.e. looking from above the Galactic plane) and a side view. For better visualisation, the plot only shows points with dust predictions higher than the mean density of the predictions $\left(1.2 \times 10^{-4} \mathrm{pc}^{-1}\right)$. We see that the front part of the higher density region starts as close as 300 pc and extends to 550 pc at the direction of the Orion A, Orion B, and $\lambda$ Orionis.


Figure 5.7: Dust density vs. distance for four different l.o.s.: three towards known regions of Orion and one towards a control region where we do not expect a cloud. The black line shows the mean and the blue shades represent one standard deviation (also computed by the Gaussian process model).

Our model predicts a Gaussian distribution for our knowledge of the dust density at every point in space, from which we can extract an estimate (the mean, which has been plotted so far) and its uncertainty (standard deviation). Figure 5.7 shows the variation of both of these quantities along different l.o.s. Each panel of the figure
shows one l.o.s towards Orion A, Orion B, and $\lambda$ Orionis, plus one l.o.s outside these regions where we do not expect to see a prominent peak in the dust density. The dust density in Orion A and B starts increasing slightly after 200 pc , while dust towards $\lambda$ Orionis seems to be more concentrated, increasing only after 300 pc. The dust density in Orion A decreases to the input mean value by a distance of 500 pc ; however, in Orion B the density remains high to larger distances, which demonstrates a more extended dense part at the direction of Orion B.


Figure 5.8: Latitude vs. longitude of input stars towards Orion complex further than 500 pc colour coded by their input extinctions. A region extending down and left of centre and down and right of centre is devoid of stars due to the high foreground extinction. The extinctions of the stars at the edge of this region are increasing towards the centre of the region.

Figure 5.8 shows the input stars that lie behind the Orion cloud (further than 500 pc ), colour coded by their extinctions. The first feature from this plot is the gap missing stars - extending from the centre of the plot to the lower left and right. This is a consequence of stars behind the dense regions of the Orion complex being highly extinct and thus too faint for our data sample, on account of the magnitude limit of Gaia-TGAS ( $G \simeq 13.5$, although incompleteness sets it at brighter magnitudes). The second feature is the increase of the extinction towards the edges of these missing parts, from which we can better identify the location of the foreground obscuring
cloud. However, this makes our model underestimate the predictions in these highly extinct regions where stars are missing, and makes us uncertain of the back edges of the clouds.

## DISCUSSION

Our results indicate that the Orion molecular complex includes a higher density dust region starting as close as about 300 pc and extending up to around 500 pc , suggesting a depth of 200 pc for the complex. We compare our results with the recent work of Schlafly et al. (2015) in figure 5.9, which shows the same distance slices as in the first two panels of figure 2 of Schlafly et al. (2015). The colour shows the integrated dust densities through the cloud ( $A_{K_{s}}$ in mag. which is approximately 0.1 times $A_{V}$ ). There is a good overall agreement. Most of the dust we infer is at distances between 300 pc and 600 pc and the three main parts related to Orion A, Orion B, and $\lambda$ Orionis are obvious in the right panel. We also over-plot contours of $\mathrm{E}(\mathrm{B}-\mathrm{V})=0.5 \mathrm{mag}$ from the Schlegel, Finkbeiner, and Davis (1998) (SFD) 2D reddening map. This matches our dust density predictions fairly well, except for the regions closer to the Galactic disk and larger longitudes where the dust probed by SFD is further away and beyond our probed distance range.
If we compare these reconstructed extinctions towards the Orion complex with the input extinctions (figure 5.3), we see the maximum $A_{K_{s}}$ value in figure 5.9 is only about 0.1 mag while the input extinctions extend to 0.6 mag . This is the expected outcome of our isotropic Gaussian process prior with a particular scale length (100 pc here), which considers correlations in all directions. This means that each point is affected by the surrounding points within the 100 pc correlation length. Therefore, to compare the predicted and input extinctions, we need to estimate the average extinctions within the 100 pc radius in figure 5.3. The average extinction over 100 pc radius for most of the regions in figure 5.3 is around $0.05 \pm 0.05 \mathrm{mag}$, which is in agreement with the reconstructed extinctions.

As explained in previous chapters, we notice that some dust density predictions are negative. This does not have a physical meaning, but it is a consequence of the Gaussian process assumption and the noisy input data. We could put some stronger constraints (priors) on the predictions (e.g. with truncated functions) to get only positive values. But we chose not to do this, as these negative values are informative and show inconsistencies in the input extinctions and/or distances. This is because the integral over dust density predictions along the l.o.s towards each star needs to be equal to the input extinction for the likelihood model. Therefore,


Figure 5.9: Integrated dust density predictions (i.e. extinctions $A_{K_{s}}$ in mag.) for the Orion complex for the same two distance slices as shown in figure 2 of Schlafly et al. (2015). Most of the extinction is at distances more than 300 pc . Orion A, Orion B, and $\lambda$ Orionis are indicated by dashed lines (Lombardi et al., 2011) and the solid contours show the $\mathrm{E}(\mathrm{B}-\mathrm{V})=$ 0.5 mag from the 2D dust map of Schlegel, Finkbeiner, and Davis (1998) (SFD), where the hatched area indicates lower reddening.
if there are some extinctions that cause the model to predict higher dust densities than what is expected for more distant stars (along or near to the l.os.), then the model has to predict some negative dust densities to stay consistent with other input extinctions within their error bars. This is evident from figure 5.10, where not only the impact of the very high input extinction values appears as an increase in the maximum predicted extinction, but also they produce maps with much larger negative dust densities than before, which is another indication that the some of the input extinctions are unrealistically high.

Another point to consider is that by using the Gaia-TGAS catalogue, we underestimate the amount of dust in the Orion complex. This is because even a modest amount of extinction means stars do not appear in Gaia-TGAS because of its relatively bright magnitude limit ( $G \simeq 13.5$ ). Thus we can only see the cloud to a limited depth. This will improve with the use of Gaia DR2, which will reach around seven magnitudes deeper than the TGAS catalogue. With Gaia DR2 we will be able to make a deeper and more precise 3D view of the Orion cloud and infer more accurate distances towards its different parts. Moreover, the extinction estimates in Gaia DR2 have uncertainties of order 0.2 mag in the G band (Andrae et al. 2018 A\&A submitted), which is equivalent to about 0.02 mag in the K band; this is five
times smaller as used in this study, although there are additional issues (such as systematics) with using the Gaia DR2 extinctions.

## Discussion 1 - Spurious high-EXtinction sources

As mentioned briefly in section 5.1.2, input sample, using the observed colours of stars and RJCE method results in having extremely high extinction values for 19 out of 13000 stars, mostly located at the lower centre of the second and third distance slices of figure 5.3. We decided to discard these stars based on the CMD and the theoretical models. To study these stars we include them in the sample and predict the dust densities one more time to see their effects on the results. Figure 5.10 shows the resulting map.


Figure 5.10: Effects of the spuriously blue stars with extremely high extinction values on the predictions; there is a foreground cloud in front of Orion. The axis and view angle are the same as in figure 5.6, right panel.

The main change (cf. 5.6, right panel) is the appearance of a distinct cloud in front of Orion A. Looking up these stars on SIMBAD suggests that many of these supposedly high-extinction sources are young stellar objects in the foreground of Orion and are associated with bursts of star formation in Orion over the last several million years (e.g. Bouy et al., 2014; Bally, 2008; Brown et al., 1994, 1995). These stars have MIR excesses, which are due to their circumstellar dust rather than interstellar dust, leading to spurious extinction predictions from RJCE, for which stars are assumed to be older. Another reason for having such extreme, unlikely extinction values is our approach to deriving colours for these stars. Since we obtain NIR and MIR
photometry from different surveys (2MASS and WISE), and as these surveys did not collect their data at the same time, stellar variability could result in erroneous colours ( $H-K_{s}$ colour of more than 2 magnitudes). We therefore used the location of stars in the CMD to help assess the validity of their dereddened colours. This experiment demonstrates that using only colours of stars without other constraints such as the CMD can cause unexpected results because the colours might have been affected by different factors which could, in our case, noticeably affect the predictions.

## Discussion 2 - Negative input extinction effects



Figure 5.11: Dust density predictions as in figure 5.4 but using only stars with positive extinctions as the input. The colour bar is the same as in figure 5.4 enabling direct comparison. Orion A, Orion B, and $\lambda$ Orionis are indicated by dashed lines Lombardi et al. (2011).

As mentioned in section 5.1.2, input sample, around $40 \%$ of stars in our sample have negative extinctions (see figure 5.2); we have included these stars in our analysis so far. To see the effects of these negative extinctions, we remove them from the sample


Figure 5.12: As Fig. 5.7 but using the positive extinctions to infer the dust densities.
and redo the analysis using only positive extinctions. This makes the input mean density almost twice as high as when including negative extinctions. Figure 5.11 shows the predictions using only positive extinctions with the same colour range as in figure 5.4. The results look rather similar. They trace similar structures in the dust densities, although the range of the dust density is now narrower. This can be seen better by comparing figures 5.7 and 5.12 , where figure 5.12 shows dust density predictions per l.o.s for the case of using only positive extinctions. This decrease in dust amplitude arises because discarding negative extinctions decreases the contrast between high and low density regions. Excluding negative extinctions produces less negative dust densities overall.

## Discussion 3 - Input extinction uncertainties

As mentioned in section 5.1.2, input sample, we have assumed for all input stars a constant extinction uncertainty of 0.1 mag, which is the upper limit of the uncertainties expected from the RJCE method. Here we investigate the effects of input extinction uncertainties on our density predictions. Figure 5.13 shows l.o.s predic-


Figure 5.13: As figure 5.12 but from using uncertainties on the extinctions of 0.05 mag as opposed to 0.10 mag .
tions as in figure 5.12 using only positive extinctions with a smaller uncertainty of 0.05 mag . The predictions are less smooth and the error bars are smaller. This is as expected. Having smaller uncertainties in the extinction values indicates a sharper likelihood, which therefore has more impact on the posterior than does our Gaussian process prior. There are also more negative density predictions at lower distances, which is because dropping the uncertainties make input extinctions less consistent within their error bars, therefore predicting negative values at lower density regimes.

### 5.1.3 Using Gaia DR2

The Gaia DR2 contains G-band extinctions that are derived using BP - RP colours and parallaxes, together with the HR diagram constraints (Andrae et al., 2018). However, since there are strong degeneracy between the extinctions and temperatures of stars, the catalogue contains extinctions for only about 88 million sources. The validation of the Gaia DR2 extinction estimates for the Red Clump (RC) stars
demonstrates the reliability of those measurements (Andrae et al., 2018).


Figure 5.14: G-band extinction estimates from Gaia DR2 (Andrae et al., 2018; Gaia Collaboration et al., 2018) in the plane of the sky. Colour shows the extinction value and the size of the points represents their distances: close points are larger and further away ones are smaller.

We, hence, select only RC stars towards the Orion region $\left(180^{\circ}<l<218^{\circ}\right.$ and $-25^{\circ}<b<-4^{\circ}$ ) from the Gaia DR2 catalogue using the colour, absolute magnitude and colour cut as explained in the section 7.3 of (Andrae et al., 2018). We join the Gaia DR2 catalogue of RC stars with the distance estimates from Bailer-Jones et al. (2018) and limit the distances to 700 pc to focus on the Orion complex. This selection criteria leaves us with about 1000 stars spread all over the area. The Gband extinctions for the sample ranges from 0 to 3 mag as seen from figure 5.14. We use this sample as our input data to derive the corresponding dust distribution in the area.

## DUST DENSITY PREDICTIONS

Figure 5.15 shows the predicted dust densities towards the Orion for distance slices at every 25 pc . There is a dust cloud centred at $(\mathrm{l}, \mathrm{b})=(208,-14)$ that appears to be at closer distances than the main Orion complex, peaking at about 270 pc . It seems to be connected to Orion B which peaks at around 400 pc , while Orion A is located at larger distances of about 450 pc . The distance to $\lambda$ Orionis looks to be


Figure 5.15: Dust density predictions at fixed distances for every 25 pc using GDR2. The boundaries of the Orion A, Orion B, and $\lambda$ Orionis are marked by dashed lines (Lombardi et al., 2011). The presence of a foreground cloud to Orion A, and a background cloud to Orion $B$ is evident in the first and last rows.
somewhat in between Orion B and A distances. These interpretations can be seen better from figure 5.16 which shows the 2 D projections of the 3 D distribution from two different view angles. The foreground cloud and its connection to Orion B can be seen clearly in this figure. Moreover, this results suggest that the dust in/around the Orion region consists of multiple dust clumps with different size and density that can be related to the young OB stellar associations in the area (cite).
In the previous figures, we only plotted the mean of our density predictions. To investigate the uncertainties of the predictions and the significance of the predicted dust clouds we look at the certain lines-of-sight through the Orion region and plot the predicted dust densities with their uncertainties as a function of distance, as illustrated in 5.17. The presence of the foreground cloud in front of the Orion A (in


Figure 5.16: Two Cartesian projections of the 3D dust distributions in Orion using GDR2. The Sun is at $(X, Y, Z)=(0,0,0)$, with $X$ increasing towards the Galactic centre and $Z$ point to the North Galactic pole, perpendicular to the Galactic disk. Clumps of dust are seen in the Orion region from different angles.


Figure 5.17: Dust density vs. distance for four different I.o.s. using GDR2: three are towards known regions of Orion and one towards a control region where we do not expect a cloud. The black line shows the mean and the blue shades represent one standard deviation (also computed by the Gaussian Process model). The foreground cloud to Orion A as well as the background cloud of the Orion B are clearly detected here.
l.o.s projection) is evident.

## Discussion

These results shows multiple dust clumps spread around the area and suggest that there is a dust cloud as close as 275 pc in the direction of the Orion complex which can put a constraint on the distance to the back edge of the Orion-Eridanus superbubble. However, looking back at figure 5.14, there is only one star deriving that foreground cloud. In another words, selecting only red clump stars towards the Orion region with precise parallax measurements provides only around 1000 stars in this area, resulting in low statistics. We can not claim the foreground cloud based only on these few stars. The extinction measurements for the red clump stars are validated, yet expanding the sample to include other stellar types at this point is not possible. This is due to the fact that extinction measurements from GDR2 contain some systematic artefacts and is not suggested to be used for star-by-star base analysis (Andrae et al., 2018).

Future work on deriving better extinction measurements for Gaia sources, e.g. using multi-band photometry from other surveys, will provide a more reliable sample to find a precise dust distribution towards the Orion-Eridanus superbubble. Since the OB associations are thought to be responsible for the production of the superbubble (e.g. Schlafly et al., 2015; Pon et al., 2014), we look at the known OB associations towards the Orion complex. There are distance estimates to various groups of OB associations ranging from about 330 pc to 500 pc (e.g. Brown et al., 1994; Jeffries, 2007; Menten et al., 2007; Zari et al., 2017). However, if the discovered foreground dust cloud would be confirmed, it is in line with the foreground population of stars reported by Alves and Bouy (2012); Bouy et al. (2014). Further studies on the distance of the young stellar populations towards the Orion region are needed in order to find the possible link between our predicted dust clumps, in particular the foreground and background clouds, and the young stellar associations.

### 5.2 3D local hydrogen density map using X-Ray spectra

In this section, I present a study of the 3D hydrogen density, $n_{\mathrm{H}}\left[\mathrm{cm}^{-3}\right]$, distribution in the Milky Way, using equivalent hydrogen column density, $N(\mathrm{H})\left[\mathrm{cm}^{-2}\right]$, obtained from the X-ray Multi-Mirror Mission (XMM-Newton) spectral fitting, using the parallax measurements obtained by Gaia. The angular resolution of the XMMNewton is about 6 -arcsec FWHM, that, compare to that of the $21-\mathrm{cm}$ all-sky surveys ( $\sim 36$ arcmin), allows a study of the small-scale ISM structures.
The Exploring the X-ray Transient and variable Sky project (EXTRAS, De Luca
et al., 2016) provides a catalogue of X-ray spectral fitting parameters for observations within the XMM-Newton catalogue. The current version of EXTRAS includes 137212 observations from the XMM-Newton Data Release (3XMM-DR6, Rosen et al., 2016). A phenomenological classification scheme, developed by the EXTRAS team, allows the identification of a given source according to their spectral properties. The scheme is based on the random forests probabilistic method developed by Breiman (2001) which has been successfully applied to classify X-ray sources (Lo et al., 2014; Farrell et al., 2015). This provides us with hydrogen column density, $N(\mathrm{H})$, towards individual sources.
The first Gaia data release Gaia Collaboration et al. (GDR1 ${ }^{3}$ 2016a) contains parallax measurements for 2.05 million sources. It is important to note that the estimation of distances needs to be done in a proper way in the sense that inverting the parallax is only valid in the absence of noise and therefore the distance calculation should be treated as an inference problem. Therefore, we used the distances and uncertainties inferred by Astraatmadja and Bailer-Jones (2016, hereafter AST16) using the Milky Way Prior. ${ }^{4}$.
We performed a cross-matching between the EXTRAS and AST16 catalogues by computing the angular distance between sources. For each source in our sample we assigned the distance obtained from the closest AST16 source. The upper limit in the angular distance is determined from the XMM-Newton angular resolution ( $<12.5$ arcsecond). We found a mean angular distance in the cross-matching of 2.1 arcsecond. At this step we noted that (i) numerous sources have large column density errors and (ii) for sources with number of counts $<10^{2}$ we are not able to recover low column densities $\left(<10^{21} \mathrm{~cm}^{-2}\right)$. In order to build a final sample, we decide to exclude sources with number of counts $<10^{2}$ and those with multiple observations and $\Delta N(\mathrm{H})>50 \%$. This final sample consists of 2128 sources and is used in the following analysis.
Figure 5.18 shows the Galactic distribution of the sample in Aitoff projection for different distance ranges. The colours indicate the hydrogen equivalent column density for each source (obtained from the X-ray fitting procedure described above), in units of $1 \times 10^{22} \mathrm{~cm}^{-2}$. For illustrative purposes, all sources with equivalent column densities larger than $1 \times 10^{22} \mathrm{~cm}^{-2}$ show the same colour. Although sources are concentrated near the Galactic plane, the sample also includes high latitude sources.
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Figure 5.18: Galactic distribution of the X-ray sources in Galactic coordinates.

### 5.2.1 3D mapping of the ISM neutral absorption

Two regimes can be distinguished when studying the H I distribution in the Milky Way: large-scale and small-scale structures. Large-scale structure refers to the global distribution of the gas assuming hydrostatic equilibrium conditions. Using the equivalent $N(\mathrm{H})$ values obtained from the EXTRAS catalogue the gas distribution can be modeled according to the equation

$$
\begin{equation*}
N_{i}=\int_{\text {observer }}^{\text {source }} n_{i}(r) d r \tag{5.2}
\end{equation*}
$$

where $r$ is the distance along the $i$ l.o.s and $n_{i}(r)$ is the density profile. Because our sample does not include sources near the Galactic centre or near the outer regions, we cannot constrain the parameters that define the analytic density profiles defined above (e.g. core density $n_{0}$ ). We use instead a method explained in chapter 2 (Rezaei Kh. et al., 2017, 2018, b) to infer hydrogen densities from the hydrogen column density.
To begin with, the size of the 1D cells towards each source needs to be set to the


Figure 5.19: Full-sky 2D map of the density distribution. The map is an Aitoff projection covering distances from 0 to 600 pc .
typical separation between the input sources, which in our case is 70 pc . Afterwards, there are three hyper-parameters of the Gaussian process which need to be fixed: first is $\lambda$ which is the correlation length. It needs to be a few times the cell sizes so that it can connect the nearby cells. Here we use the correlation length of 500 pc. Second is the variation scale, $\theta$ which sets the maximum fluctuation the model can have to capture the variations. It is calculated based on the variance in the input distribution. We fix this parameter at $2 \times 10^{-4}$. Finally, we can set a non-zero mean for the Gaussian process based on the input data, with $n_{\mathrm{H}}=7 \times 10^{19} \mathrm{~cm}^{-2} \mathrm{pc}^{-1}$ $\left(\approx 23 \mathrm{~cm}^{-3}\right)$. Having set these hyper-parameters we predict the probability distribution function over densities, which is characterised by the mean and the standard deviation, for 50,000 points randomly distributed in the 3D data space. The results contain negative values mainly due to very noisy equivalent $N(\mathrm{H})$; indeed approximately half of the predicted results are negative. These negative values have been set to zero for illustrative purposes (we come back to this point in section 5.2.2).
Figure 5.19 shows a 2D full-sky map of the density distribution obtained for different
distance ranges. The map is in Aitoff projection. Since the predictions were made for points randomly distributed in the area, we have performed a linear interpolation in order to included those regions for which no points were computed with the method described above. The maximum distance value in our final sample corresponds to $r=600 \mathrm{pc}$. In this sense, we are doing an analysis of the very local ISM density distribution, surrounding the solar system. Clouds of different sizes are observed along all l.o.s, an evidence of small-scale structures. In this regime the ISM is found outside equilibrium mainly because of the presence of shock fronts associated with supernovae explosions, although the contribution from magnetic fields and cosmicrays to the physical conditions of the gas are significant (Kalberla and Kerp, 2009; Kalberla et al., 2016). HI intermediate-velocity clouds at high latitudes have been identified by Röhser et al. (2016), which can explain the high-density region located near $\left(360^{\circ},+40^{\circ}\right)$ for large distances. However, we noted that density uncertainties increase as we move to the boundaries of the data region.


Figure 5.20: $(x, y)$ density uncertainty distribution map for $z=0$. The Sun is located at coordinates $(x, y)=(0,0)$ and the Galactic centre direction to the right.

Figure 5.20 shows a $(x, y)$ percentage density uncertainties distribution for $\mathrm{z}=0$, normalised to the maximum density value obtained. The uncertainties for the density predictions tend to increase as the predictions get closer to the boundaries of
the data volume. This is due to the fact that as we get closer to the boundary, the number of input sources within the correlation volume decreases which makes the predictions more uncertain in these areas. By including more sources from the next Gaia data releases the uncertainties for the density prediction will decrease.

### 5.2.2 Caveats and Limitations

The main caveat in our analysis comes from the equivalent column density estimation by X-ray spectral fitting, which depends on the number of counts. We estimate the expected uncertainties in the column densities for sources with 500 counts in the complete energy range ( $0.5-10 \mathrm{keV}$ ) to be of the order of $\sim 25 \%-40 \%$, depending on the complexity of the model (Gatuzz, Rezaei Kh. et al., 2018). For sources with lower number of counts, the uncertainties can be $>100 \%$. However, based on our results, that contained around $50 \%$ negative predictions, we think that we underestimate the uncertainty per source. Having performed more sophisticated X-Ray spectral analysis and modelling, which can result in realistic uncertainty estimate, will certainly provide more accurate results.

Moreover, the angular separation in the cross match between EXTRAS and GDR1 has a considerable effect on the final sample, thus the predictions. So far we used a maximum separation of 12.5 arcsecond, which corresponds to the point-spread function (PSF) of the EPIC PN instrument on board of XMM-Newton ${ }^{5}$. However, if we use 4 arcsecond, a value used in similar cross-matching surveys (see for example Caccianiga et al., 2008; Pineau et al., 2011; Lansbury et al., 2017), a lot of sources will be excluded, especially those with higher hydrogen column density located near the Galactic plane. The lower angular separation corresponds to a more accurate identification, nevertheless, the resulting sample covers a small column density range. This is the first time such a map has been created using X-ray spectral fits. Although, because of systematic uncertainties due to the $N(\mathrm{H})$ dependency on the continuum fitting model and the source identifications, the present maps should be considered qualitatively at this point. Future work using GDR2, together with a more sophisticated X-Ray modelling is currently being performed. Observational constraints, such as the densities derived from our analysis, are necessary to compare with the high-resolution 3D hydrodynamical simulations that have been performed in the last decades (de Avillez, 2000; de Avillez and Berry, 2001; Lagos et al., 2013; Gent et al., 2013).

[^6]
## 6

## Concluding remarks

In this thesis, I have introduced a new non-parametric method for building a smooth, three-dimensional map of dust density which avoids l.o.s artefacts. It uses a Gaussian process prior to constrain the variation of the dust density in 3D space, but without assuming a specific functional form for the spatial dependence. It instead uses a covariance function which varies with the separation of points. This allows the model to infer the dust density in unobserved regions as well. Our model uses the 3D positions of stars together with their l.o.s extinctions as its input data and infers the posterior probability density function (PDF) over the dust at selected points. This PDF is a Gaussian, and we showed that its mean and standard deviation have analytic solutions. While the l.o.s to the observed stars are divided into discrete cells, predictions are made at arbitrary points without any discretisation being necessary. The result is a continuous, smooth map of the dust distribution, which can trace the local properties of the Galaxy, as opposed to extinction maps.
With this method, we have presented a map of the Galactic disk using giants from APOGEE DR14. This is the first time that such a continuous map of the dust in the disk is presented out to 7 kpc from the Sun. We showed that some of the dust features in our map are possibly associated with spiral arms in our Galaxy. However, our result is limited by the spatial coverage of the input data and observational artefacts due to the APOGEE target selection, plus a limited distance precision of $5 \%$. Future
data from APOGEE south and SDSS-V will be great compliments to the current data by covering the southern hemisphere and providing continuous observation. In addition, the Gaia DR2 data can be of help as it covers some of the missing l.o.s in our current APOGEE sample, although the fact that it is an optical survey limits the depth it can probe in dusty regions.
We have also shown that our method can be used to map the 3D distribution of the dust in the local molecular clouds. Our results in the Orion region shows multiple dust clumps in different distances. Further studies on the Orion complex with the new GDR2 data can help to put new constraints on the shape and distance of the Orion-Eridanus superbubble and the connections of the dust clouds and young stellar OB associations.
We also presented a proof of concept of the kind of science possible with the synergy of the X-ray catalogues, e.g. XMM-Neuton. They can provide measurements of the hydrogen column density $N_{\mathrm{H}}$, using which we derived the 3D local hydrogen density map. However, given the systematic uncertainties connected to the source identification and to the dependence of $N_{\mathrm{H}}$ on the spectral model, the present maps should be considered qualitatively at this point.
The method has limitations that can be improved in the future. We assume a constant for the mean of the dust in the Gaussian process prior everywhere in our map. This has the advantage of not imposing any spatial dust density prior to the data, therefore the features appear in the map are mainly derived by the input data (i.e. there is no spatial preference for the appearance of the high-density clouds in the prior), but has the disadvantage of not being very informative. Using a more informative prior, like the mean density derived from an actual map, will better constrain the predictions in the area not well-populated by the data. Another limitation of the method is its computation time and memory. We have developed this already by decreasing the dimensionality (section 2.3.1), yet needs further improvement in order to be applicable to larger, global datasets and/or provide higher resolution maps. We are currently working on this by trying to divide the input data in overlapping chunks, but how to combine those overlapping area needs further investigations. Once these developments have been made and tested, the model will be ready to provide global dust density maps. In particular, using future near-infrared data, we will be able to build a 3D dust map covering more obscured regions of the Galactic disk and provide a more accurate picture of the spiral structure of the Milky Way.

## A

## Analytic solution of the integral

As explained before, our likelihood function is:

$$
\begin{align*}
P\left(\mathbf{a}_{N} \mid \mathrm{G} \boldsymbol{\rho}_{J}\right)= & \frac{1}{(2 \pi)^{N / 2}\left|\mathrm{~V}_{N}\right|^{1 / 2}} \\
& \times \exp \left[-\frac{1}{2}\left(\mathbf{a}_{N}-\mathrm{G} \boldsymbol{\rho}_{J}\right)^{\mathrm{T}} \mathrm{~V}_{N}^{-1}\left(\mathbf{a}_{N}-\mathrm{G} \boldsymbol{\rho}_{J}\right)\right] \tag{A.1}
\end{align*}
$$

where $\mathbf{a}_{N}$ is the vector of attenuation measurements with covariance $\mathrm{V}_{N}$. Using our new Gaussian process prior, the law of marginalization and then applying Bayes theorem, we can write the posterior as

$$
\begin{align*}
P\left(\rho_{n e w} \mid \mathbf{a}_{N}\right) & =\int_{\mathrm{G} \boldsymbol{\rho}_{J}} P\left(\rho_{n e w}, \mathrm{G} \boldsymbol{\rho}_{J} \mid \mathbf{a}_{N}\right) d\left(\mathrm{G} \boldsymbol{\rho}_{J}\right) \\
& =\int_{\mathrm{G} \boldsymbol{\rho}_{J}} \frac{P\left(\rho_{n e w}, \mathrm{G} \boldsymbol{\rho}_{J}\right) P\left(\mathbf{a}_{N} \mid \rho_{n e w}, \mathrm{G} \boldsymbol{\rho}_{J}\right)}{P\left(\mathbf{a}_{N}\right)} d\left(\mathrm{G} \boldsymbol{\rho}_{J}\right) \\
& =\frac{1}{P\left(\mathbf{a}_{N}\right)} \int_{\mathrm{G} \boldsymbol{\rho}_{J}} P\left(\rho_{n e w}, \mathrm{G} \boldsymbol{\rho}_{J}\right) P\left(\mathbf{a}_{N} \mid \mathrm{G} \boldsymbol{\rho}_{J}\right) d\left(\mathrm{G} \boldsymbol{\rho}_{J}\right) \tag{A.2}
\end{align*}
$$

Both the first (the new Gaussian process prior) and the second (the likelihood) terms are linear functions of $\rho_{\text {new }}$ which suggests an analytic solution for the integral. For brevity we write equation A. 2 as

$$
\begin{equation*}
P\left(\rho_{\text {new }} \mid \mathbf{a}_{N}\right)=\frac{1}{Z} \int_{\mathbf{G} \boldsymbol{\rho}_{J}} e^{-\psi / 2} d\left(\mathrm{G} \boldsymbol{\rho}_{J}\right) \tag{A.3}
\end{equation*}
$$

where $Z$ is a normalisation constant, and

$$
\begin{align*}
\psi= & \boldsymbol{x}_{N+1}^{\top} \Omega_{N+1}^{-1} \boldsymbol{x}_{N+1}+\left(\mathbf{a}_{N}-\mathrm{G} \boldsymbol{\rho}_{J}\right)^{\top} \mathrm{V}_{N}^{-1}\left(\mathbf{a}_{N}-\mathrm{G} \boldsymbol{\rho}_{J}\right) \\
= & \boldsymbol{x}_{N++}^{\top} \Omega_{N+1}^{-1} \boldsymbol{x}_{N+1}+\mathbf{a}_{N}^{\top} \mathrm{V}_{N}^{-1} \mathbf{a}_{N}-\boldsymbol{\rho}_{J}^{\top} \mathrm{G}^{\top} \mathrm{V}_{N}^{-1} \mathbf{a}_{N}+\boldsymbol{\rho}_{J}^{\top} \mathrm{G}^{\top} \mathrm{V}_{N}^{-1} \mathrm{G} \boldsymbol{\rho}_{J} \\
& -\mathbf{a}_{N}^{\top} V_{N}^{-1} \mathrm{G} \boldsymbol{\rho}_{J} \tag{A.4}
\end{align*}
$$

where the third and fifth terms are identical as each term is a scalar and

$$
\begin{align*}
\boldsymbol{x}_{N+1} & =\left[\begin{array}{c}
\mathrm{G} \boldsymbol{\rho}_{J}-\mathrm{G} \vec{\rho}_{\mu} \\
\rho_{\text {new }}-\rho_{\mu}
\end{array}\right]  \tag{A.5}\\
\Omega_{N+1}^{-1} & =\left[\begin{array}{cc}
\mathrm{Q}_{N} & \mathbf{q}_{N} \\
\mathbf{q}_{N}^{\top} & q
\end{array}\right] \tag{A.6}
\end{align*}
$$

where $\mathrm{Q}_{N}\left(N \times N\right.$ matrix), $\mathbf{q}_{N}$ ( $N \times 1$ vector), and $q$ (scalar) are components of the inverted matrix, and $\rho_{\mu}$ is the mean of the dust densities for the Gaussian process prior and is calculated from the input attenuation (see chapter 2). We can then write

$$
\begin{align*}
& \boldsymbol{x}_{N+1}^{\top} \Omega_{N+1}^{-1} \boldsymbol{x}_{N+1} \\
&= {\left[\begin{array}{ll}
\left(\mathrm{G} \boldsymbol{\rho}_{J}-\mathrm{G} \vec{\rho}_{\mu}\right)^{\top} & \left(\rho_{\text {new }}-\rho_{\mu}\right)
\end{array}\right]\left[\begin{array}{cc}
\mathrm{Q}_{N} & \mathbf{q}_{N} \\
\mathbf{q}_{N}^{\top} & q
\end{array}\right]\left[\begin{array}{c}
\mathrm{G} \boldsymbol{\rho}_{J}-\mathrm{G} \vec{\rho}_{\mu} \\
\left(\rho_{\text {new }}-\rho_{\mu}\right)
\end{array}\right] } \\
&=\left(\mathrm{G} \boldsymbol{\rho}_{J}-\mathrm{G} \vec{\rho}_{\mu}\right)^{\top} \mathrm{Q}_{N}\left(\mathrm{G} \boldsymbol{\rho}_{J}-\mathrm{G} \vec{\rho}_{\mu}\right)+2\left(\rho_{\text {new }}-\rho_{\mu}\right) \mathbf{q}_{N}^{\top}\left(\mathrm{G} \boldsymbol{\rho}_{J}-\mathrm{G} \vec{\rho}_{\mu}\right) \\
&+q\left(\rho_{\text {new }}-\rho_{\mu}\right)^{2} . \tag{A.7}
\end{align*}
$$

Substituting this into equation A. 4 and gathering together terms gives

$$
\begin{align*}
& \psi=\left(\mathrm{G} \boldsymbol{\rho}_{J}\right)^{\top}\left(\mathrm{Q}_{N}+\mathrm{V}_{N}^{-1}\right) \mathrm{G} \boldsymbol{\rho}_{J}+2\left(\left(\rho_{\text {new }}-\rho_{\mu}\right) \mathbf{q}_{N}^{\top}-\mathbf{a}_{N}^{\top} \mathrm{V}_{N}^{-1}\right. \\
&\left.-\left(\mathrm{G} \vec{\rho}_{\mu}\right)^{\top} \mathrm{Q}_{N}\right) \mathrm{G} \boldsymbol{\rho}_{J}+\left(\left(\mathrm{G} \vec{\rho}_{\mu}\right)^{\top} \mathrm{Q}_{N}\left(\mathrm{G} \vec{\rho}_{\mu}\right)\right. \\
&\left.-2\left(\rho_{\text {new }}-\rho_{\mu}\right) \mathbf{q}_{N}^{\top}\left(\mathrm{G} \vec{\rho}_{\mu}\right)+\mathbf{a}_{N}^{\top} \mathrm{V}_{N}^{-1} \mathbf{a}_{N}+q\left(\rho_{\text {new }}-\rho_{\mu}\right)^{2}\right) \tag{A.8}
\end{align*}
$$

This is a quadratic expression in $\mathrm{G} \boldsymbol{\rho}_{J}$. The last term is independent of $\boldsymbol{\rho}_{J}$ so can be taken out of the integral, allowing us to write equation A. 3 as

$$
\begin{array}{r}
P\left(\rho_{\text {new }} \mid \mathbf{a}_{N}\right)=\frac{1}{Z} \exp \left[-\frac{1}{2}\left(\mathrm{G} \vec{\rho}_{\mu}\right)^{\top} \mathrm{Q}_{N}\left(\mathrm{G} \vec{\rho}_{\mu}\right)-\frac{1}{2} \mathbf{a}_{N}^{\top} \mathrm{V}_{N}^{-1} \mathbf{a}_{N}\right] \\
\times \exp \left[-\frac{1}{2} q\left(\rho_{\text {new }}-\rho_{\mu}\right)^{2}+\mathbf{q}_{N}^{\top}\left(\mathrm{G} \vec{\rho}_{\mu}\right)\left(\rho_{\text {new }}-\rho_{\mu}\right)\right]  \tag{A.9}\\
\quad \times \int_{\mathrm{G} \boldsymbol{\rho}_{J}} \exp \left[-\frac{1}{2}\left(\mathrm{G} \boldsymbol{\rho}_{J}\right)^{\top} \mathrm{R}_{N} \mathrm{G} \boldsymbol{\rho}_{J}+\mathbf{b}_{N}^{\top} \mathrm{G} \boldsymbol{\rho}_{J}\right] d \mathrm{G} \boldsymbol{\rho}_{J}
\end{array}
$$

where

$$
\begin{align*}
\mathrm{R}_{N} & =\mathrm{Q}_{N}+\mathrm{V}_{N}^{-1}  \tag{A.10}\\
\mathbf{b}_{N} & =\mathrm{Q}_{N}^{\top}\left(\mathrm{G} \vec{\rho}_{\mu}\right)+\mathrm{V}_{N}^{-1} \mathbf{a}_{N}-\left(\rho_{n e w}-\rho_{\mu}\right) \mathbf{q}_{N} \tag{A.11}
\end{align*}
$$

The integral is a standard one allowing us to write equation A. 9 as

$$
\begin{align*}
P\left(\rho_{\text {new }} \mid \mathbf{a}_{N}\right) & =\frac{1}{Z} e^{-\phi / 2} \quad \text { where } \\
\phi & =q\left(\rho_{\text {new }}-\rho_{\mu}\right)^{2}-2 \mathbf{q}_{N}^{\top}\left(\mathrm{G} \vec{\rho}_{\mu}\right)\left(\rho_{\text {new }}-\rho_{\mu}\right)-\mathbf{b}_{N}^{\top} \mathrm{R}_{N}^{-1} \mathbf{b}_{N} \tag{A.12}
\end{align*}
$$

and we have absorbed all factors which do not depend on $\rho_{\text {new }}$ into the normalization constant. Substituting for $\mathbf{b}_{N}$ this becomes

$$
\begin{align*}
& \phi=\left(\text { terms free of } \rho_{\text {new }}\right)+\left(q-\mathbf{q}_{N}^{\top} \mathrm{R}_{N}^{-1} \mathbf{q}_{N}\right)\left(\rho_{\text {new }}-\rho_{\mu}\right)^{2}+ \\
& \quad 2\left(\mathbf{a}_{N}^{\top} \mathrm{V}_{N}^{-1} \mathrm{R}_{N}^{-1} \mathbf{q}_{N}+\mathbf{q}_{N}^{\top} \mathrm{R}_{N}^{-1} \mathrm{Q}_{N}^{\top} \mathrm{G} \vec{\rho}_{\mu}-\mathbf{q}_{N}^{\top} \mathrm{G} \vec{\rho}_{\mu}\right)\left(\rho_{\text {new }}-\rho_{\mu}\right) . \tag{A.13}
\end{align*}
$$

The first parenthesis contains terms which do not depend on $\rho_{\text {new }}$ so can be absorbed into the normalization constant. Putting this into equation A. 12 gives us

$$
\begin{equation*}
P\left(\rho_{\text {new }} \mid \mathbf{a}_{N}\right)=\frac{1}{Z} \exp \left[-\frac{1}{2} \alpha\left(\rho_{\text {new }}-\rho_{\mu}\right)^{2}-\beta\left(\rho_{\text {new }}-\rho_{\mu}\right)\right] \tag{A.14}
\end{equation*}
$$

where

$$
\begin{align*}
\alpha & =q-\mathbf{q}_{N}^{\top} \mathrm{R}_{N}^{-1} \mathbf{q}_{N} \\
\beta & =\mathbf{a}_{N}^{\top} \mathrm{V}_{N}^{-1} \mathrm{R}_{N}^{-1} \mathbf{q}_{N}+\mathbf{q}_{N}^{\top} \mathrm{R}_{N}^{-1} \mathrm{Q}_{N}^{\top} \mathrm{G} \vec{\rho}_{\mu}-\mathbf{q}_{N}^{\top} \mathrm{G} \vec{\rho}_{\mu} \tag{A.15}
\end{align*}
$$

By completing the square in the exponent we see that

$$
\begin{equation*}
P\left(\rho_{n e w} \mid \mathbf{a}_{N}\right)=\sqrt{\frac{\alpha}{2 \pi}} \exp \left[-\frac{\alpha}{2}\left(\rho_{\text {new }}+\frac{\beta}{\alpha}-\rho_{\mu}\right)^{2}\right] \tag{A.16}
\end{equation*}
$$

which is a Gaussian with mean $-\beta / \alpha+\rho_{\mu}$ and variance $1 / \alpha$.
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[^0]:    ${ }^{1}$ What we call the likelihood here is not the likelihood in the sense of parametric models, which is the probability of the data for a given model and a given set of parameters. While we could maximize this likelihood to find the best parameters for a given model, we cannot use it to choose among models, because it contains no regularization and so will just identify the most complex model (we can eventually fit the data perfectly, noise and all). The likelihood we are talking about in this Gaussian process context is at a higher level. The "parameters", if you will, have effectively been marginalized over by the Gaussian process to produce the probability of the data for given hyperparameters.
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