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“I would desire [...] to establish the conviction, that Chemistry, as an independent science, offers one
of the most powerful means towards the attainment of a higher mental cultivation; that the study
of Chemistry is profitable, not only inasmuch as it promotes the material interests of mankind, but
also because it furnishes us with insight into those wonders of creation which immediately surround
us, and with which our existence, life and development, are most closely connected.
It is so congenial to the ever-active human intellect to inquire into the causes of natural phenomena,
and into the changes which we daily observe in all that surrounds us, that those sciences which give
satisfactory answers to our inquiries exercise more influence on the progress of mental cultivation
than any others.”

— Justus von Liebig,
Familiar Letters on Chemistry, 1851,
Letter I, Importance of Chemistry, 3rd Edition, IV, 1.
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Quantum Chemical Investigations in Homogeneous Catalysis:
Dehydroperoxidation and Asymmetric Reductive Amination

Abstract

This thesis describes the investigationof homogeneously catalyzed reactionswith quantumchem-
ical methods. Two different reactions were studied in this work: the dehydroperoxidation of alkyl
hydroperoxides with both vanadium and chromium catalysts and the direct asymmetric reductive
amination of ketones with ruthenium.

In the first part, the dehydroperoxidation of cyclohexyl and 4-heptyl hydroperoxide to the cor-
responding ketones with a vanadium dipicolinato complex is investigated. It is found that a radical-
free mechanism is feasible and that it proceeds through hydrogen abstraction by the vanadium oxo
group. The barrier difference for this process for both substrates is in line with higher experimen-
tal selectivities for the non-cyclic hydroperoxide. A mechanistic study on the chromium-catalyzed
dehydroperoxidation follows, which shows that a similar mechanism is active for Cr. The better se-
lectivity and activity of this catalyst in comparison with the vanadium system is reproduced as the
activation energy for dehydroperoxidation is lower with chromium. Finally, we rule out that the re-
action proceeds via an intramolecular hydrogen transfer in an alkoxy/alkylperoxo chromium species,
which has been suggested in previous research on the topic.

The second part of the thesis explores the mechanism of the direct asymmetric reductive amina-

tion of ketones with a ruthenium (S,S)-f -binaphane complex. Acetophenone is used as the model

ketone for this reaction. The investigations show that the rate-determining step of the reaction is the

proton transfer from a σ-dihydrogen complex to liberate the amine. A thorough analysis of possible

isomer/conformer combinations turns out to be crucial for a quantitative understanding of the re-

action; following such an analysis, the experimental enantioselectivity is accurately reproduced for

a series of catalysts with different halide ligands. These results are supplemented by studies on the

chemoselectivity of the reaction. The mechanism is then applied to build a simple model for esti-

mating the bite angle dependency of the reaction’s enantioselectivity. It is predicted that larger bite

angles should favor higher enantioselectivity. A search in theCCDCdatabase reveals several promis-

ing ligand backbone candidates for an optimized binaphane ligand of which a biaryl motif is finally

considered as the most promising candidate.
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Quantenchemische Untersuchungen in der homogenen Katalyse:
Dehydroperoxidierung und asymmetrische reduktive Aminierung

Kurzzusammenfassung

Diese Arbeit befasst sich mit der Untersuchung homogen katalysierter Reaktionen mit quanten-
chemischenMethoden. Zwei verschiedene Reaktionen wurden in dieser Arbeit untersucht: die De-
hydroperoxidierung von Alkylhydroperoxiden mit Vanadium- und Chromkatalysatoren und die di-
rekte asymmetrische reduktive Aminierung von Ketonen mit Ruthenium.

Im ersten Teil wird die Dehydroperoxidierung von Cyclohexyl- und 4-Heptylhydroperoxid zu
den entsprechenden Ketonen mittels eines Vanadiumdipicolinatokomplexes untersucht. Es wird
gezeigt, dass ein radikalfreier Mechanismus möglich ist und über eineWasserstoffabstraktion durch
dieVanadium-Oxo-Gruppeerfolgt. DieBarrierenunterschiede zwischendenbeidenSubstraten stim-
men übereinmit der besseren Selektivität für das nicht-zyklischeHydroperoxid. Es folgt einemech-
anistische Studie der chromkatalysierten Dehydroperoxidierung, in der gezeigt wird, dass ein sehr
ähnlicherMechanismus für Cr aktiv ist. Die bessere Selektivität und Aktivität dieses Katalysators im
Vergleich zuVanadiumwird bestätigt, da die Aktivierungsenergie für dieDehydroperoxidierungmit
Chromgeringer ist. Abschließendwird ausgeschlossen, dass die Reaktionmittels eines intramoleku-
laren Wasserstofftransfers einer Alkoxy/Alkylperoxo-Chromspezies abläuft, wie es in früheren Un-
tersuchungen vorgeschlagen wurde.

Der zweite Teil der Arbeit untersucht denMechanismus der direkten asymmetrischen reduktiven

Aminierung von Ketonen mit einem Ruthenium-(S,S)-f -binaphan-Komplex. Acetophenon dient

als Modellsubstrat für diese Reaktion. Die Untersuchungen zeigen, dass der geschwindigkeitsbes-

timmende Schritt der Protonentransfer von einem σ-Diwasserstoffkomplex zur Bildung des Amins

ist. Es wird festgestellt, dass eine gründliche Analyse der möglichen Kombinationen von Isomeren

undKonformeren nötig ist für das quantitativeVerständnis derReaktion. DieserAnalyse folgend, ist

es möglich die experimentellen Enantioselektivitäten für mehrere Katalysatoren mit verschiedenen

Halogenidliganden zu reproduzieren. Diese Ergebnisse werden dann um Studien zur Chemoselek-

tivität der Reaktion erweitert. Der Mechanismus wird verwendet um ein einfaches Modell für die

Abhängigkeit der Enantioselektivität vom Bisswinkel des Chelatliganden zu konstruieren. Es wird

vorhergesagt, dass größere Bisswinkel in höherer Enantioselektivität resultieren sollten. Eine Suche

in der CCDC-Datenbank bringt verschiedene Kandidaten für ein neues Binaphanrückgrat hervor,

von denen ein Biarylmotiv letzten Endes am vielversprechendsten erscheint.
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1
Introduction

Chemistry is the study of compounds, their properties, structure and – perhaps most impor-
tantly – their transformations: chemical reactions, in which compounds interact to form a
new set of compounds. It is therefore not surprising that understanding not only which reac-
tions can occur and what compounds can be formed has been of particular interest, but more
importantly, how these transformations, on a molecular, atomistic basis, exactly take place.
The investigation of reaction mechanisms is essential for chemistry in that it provides insight
into known reactions and explains the observed behavior of chemicals and reaction properties
such as activity and selectivities. Extending further, the knowledge of reactionmechanisms of
already established reactions has been a key driver for the discovery of new reactions and pre-
diction of reaction outcomes for unknown chemical systems.

The actual investigation of a reactionmechanism, however, is not trivial. Any experimental at-
tempt to elucidate the chemical events taking place during a reaction must almost exclusively
rely on indirect observation of secondary properties. The actual molecular changes cannot be
directly observed due to their size (usually less than a nanometer) and the speed with which
they proceed (usually less than a picosecond). A very common approach is the study of re-
action kinetics, where the rate of product formation and/or reactant depletion is observed
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1 Introduction

at different temperatures, pressures or solvents, but also isotopes, differently substituted sub-
strates or varying acid/base strengths to see whether they influence the reaction and might
therefore play a role in a potential mechanism. Besides kinetics, studying the products and in-
termediates and their distribution can give hints on the underlying reaction mechanism. The
effect of substitution patterns on product selectivities may tell which of several reaction path-
ways might be most likely, reaction intermediates can be observed in situ or trapped to find
stationary points that a transformation proceeds through. In a reaction yielding chiral prod-
ucts, the observed enantioselectivity may be a sign of how the reaction takes place spatially,
retention/inversion of a chiral center can hint at intermediates in the reactionmechanism and
cross-over experiments can potentially distinguish between inter- and intramolecular reaction
mechanisms. Many more experiments and tests have been conceived, and almost always a
combination of several is needed to give a satisfactory mechanistic interpretation. Accord-
ingly, a plethora of analytical tools and methods have been developed that are still becoming
more and more sophisticated, without which these experimental investigations would not be
possible.

Nonetheless, there are many cases, especially in the complex chemistry of today, where ex-
perimental insight into reaction mechanisms can be severely limited. For a start, there are
properties, effects or intermediates that are very hard to access through experiment for various
reasons, and there are other entities that cannot be determined by experiment. It is therefore
of high interest to be able to calculate or simulate the systems at hand using appropriate theory
to complement the experiments. This is where computational chemistry comes into play.

Among the different branches of chemistry, it should be considered that computational chem-
istry is still a very young one. While the foundations were laid in the early 20th century with
the emergence of quantummechanics in physics and Schrödinger’s famous 1926 paper1 pos-
tulating the differential eigenvalue equation that is now central to quantum chemistry, it took
some timeuntil application of theory to synthetic problems becamewidely used. Shortly after
Schrödinger’s seminal paper, Hartree and Fock proposed what is now known asHartree-Fock
theory,2,3 but it took until 1951whenRoothaan andHall proposed the LCAOmethod4,5 ren-
dering calculations based on Hartree-Fock theory feasible, albeit being still computationally
expensive considering computational resources at the time. Hence, semi-empirical methods
were preferred, where neglection or approximation of integrals enabled calculation for chem-
ically interesting systems and still provided reasonably good (qualitative) results. Hückel had
already proposed a simple semi-empirical theory in the early thirties6–9 to describeπ-electron
systems. Hoffmann developed the extended Hückel theory (EHT) in 1963, which could
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also be used for σ bonds and thus be applied to whole organic molecules and reactions; very
shortly afterwards, Woodward and Hoffmann proposed their rules for pericyclic reactions10

supported by EHT calculations, perhaps one of the first and very elegant examples of how
quantum chemistry could explain themechanism of a whole group of reactions and guide ex-
perimental work through prediction. At the same time, in 1964, Hohenberg and Kohn pub-
lished two theorems,11 now named after them, which would lay the foundation of density
functional theory – today the most widely applied method in computational chemistry. The
Kohn-Sham formalism was published only a year later,12 and the first local density approxi-
mation functionals appeared in the following years. In the 1970s and 1980s, algorithms were
developed to facilitate the first accurate total energy calculations, analytical gradients enabled
automated geometry optimizations and analytical second derivatives were implemented. The
local density approximation was superseded by more accurate functionals based on the gen-
eralized gradient approximation, and relatively accurate quantitative predictions for a wide
range of chemistry were possible for the first time. Beginning in 1990, a surge in publications
on density functional theory started that continues until today; more and more researchers
joined the field and applied density functional theory to their particular chemical problem of
interest.

The success of computational chemistry may more generally be attributed to two factors: the
exponential increase in available computational power (often referred to as Moore’s law) and
the development of more efficient quantum chemistry methods and their algorithmic imple-
mentations. For example, Intel’s first commercial processor “Intel 4004” was released in 1971
and had a clock rate of 500 kHz with 2300 transistors; the first Pentium series processor re-
leased in 1993 already featured 3.1million transistors and a clock rate of 60MHz; as ofwriting
this thesis, a recent generation processor has a clock rate of 3.0GHzonmultiple coreswith 2.6
billion transistors (Intel i7-5960, 2014). Additional gains in computational power are antici-
pated from future use of quantum computers in computational chemistry. Likewise, DFT has
turned into a fast and accuratemethod for electronic structure calculations. Coming from the
local density and generalized gradient approximation, more accurate hybrid, meta-hybrid and
dispersion-corrected functionals have been and are continously further developed, together
with countless other functionals and methods which can already exceed experimental accu-
racy in some areas of research and approach chemical accuracy in others.

This rapid development has opened up possibilities to computationally investigate reaction
mechanisms in the field of homogeneous transition metal catalysis, which the research at the
Catalysis Research Laboratory (CaRLa) revolves around. At CaRLa, current problems in
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1 Introduction

industrial homogeneous catalysis are tackled, with experiment and theory working hand in
hand. Computational chemistry is used in various ways: to evaluate whether new projects are
feasible from a thermodynamic perspective, to visualize geometries of hypothetical ligands
and complexes, for calculation of spectra or other properties such as pKas or boiling points.
The main focus, however, is the investigation of mechanisms for homogeneously catalyzed
reactions. Insights from these investigations are not only helpful in understanding how a re-
actionworks; they are used to guide the experimentalwork, generate new ideas, suggest useful
experiments and make predictions.

In this thesis, two independent problems of industrial importance and their solutions devel-
oped at CaRLa have been studied computationally and will be described. The first is the oxi-
dation of cyclohexane to cyclohexanone, an old and established industrial process, where we
looked into the radical free decomposition of hydroperoxides, key intermediates during the
reaction, to see whether an alternative process is feasible that could potentially increase selec-
tivity in the current industrial cyclohexanone process. The chemistry of promising vanadium
and later chromium-based complexes was evaluated with respect to a feasible mechanism of
dehydroperoxidation. In the second topic of this thesis, the direct asymmetric reductive ami-
nation of ketones with ammonia and hydrogen was studied. This reaction is very challenging
due to a number of factors, and has only very recently been achieved in our lab. The chiral
ruthenium catalyst facilitating this reaction has been intensively studied in this work, since ex-
perimental insight was limited for this reaction, and mechanistic explanations are desired to
understand and further improve this new system and predict potentially better catalyst candi-
dates.

This thesis is purely computational, but in the concept of CaRLa, all work is based on and
in cooperation with experimental work. The experiments mentioned have therefore not been
performed by me, but by several of the postdoctoral researchers who worked on the different
projects: Anna-CorinaSchmidt and JessicaNadineHamann for the vanadium-andchromium-
catalyzed dehydroperoxidation reactions, and JuanGallardo-Donaire and JedrzejWysocki for
the ruthenium-catalyzed direct reductive asymmetric amination of ketones.
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2
Theory

This chapter shall explain some of the basic concepts and methods, as well as their theoreti-
cal background and foundation, that were necessary for the preparation of this thesis. By no
means can this chapter be considered an extensive review of the following topics, rather, it
is intended to explain the basics of the applied methods to get a sense of what is behind the
quantum chemical programs that were used in this work.

2.1 Reaction Paths

The general idea behind reaction paths is, that any chemical reaction can be described as pro-
ceeding from its reactants to its products through intermediates which are connected through
transition states. Intermediates are structural arrangements of atoms corresponding to min-
ima on the potential energy surface, while transition states, the connections between interme-
diates, are saddle points where in direction of negative curvature two intermediates orminima
can be found.

In the computational study of chemical reactions, including that of homogeneously catalyzed
reactions, reaction paths have occupied an important place, the reason being that they provide
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2 Theory

useful insights into the studied reactions with even predictive power at reasonable computa-
tional cost. It should be noted, that the exploration of reaction paths also comes with a central
disadvantage – the intrinsic bias that the scope of possible intermediates and transition states
is subject to the researcher’s imagination. If one were to miss out on the actual path of a reac-
tion, it is possible tomake false conclusions about a reactionwhenother studied reactionpaths
seem reasonable. Ab initiomolecular dynamics for the study of chemical reactionsmay there-
fore seem more suitable as it can potentially sample a much larger phase space, but since the
timescales ofmany reactions lie on the order ofmilliseconds to hours or even days, it is usually
not feasible. Similarly, the full exploration of a system’s potential energy surface is computa-
tionally too expensive. Tominimize the potential danger of accepting a proposedmechanism
that is not occurring in reality, it is of importance that an extensive investigation into several
plausible mechanisms is undertaken. Even more importantly, computational results should
be validated by experiment and reproduce experimental findings. Different mechanistic pro-
posals will yield different reaction paths, which are then weighted according to their energies.
Generally, free enthalpies or Gibbs energies G are discussed. The path whose energetically
highest transition state is the lowest relative to all other paths may usually be considered to be
the dominating mechanism for a reaction.

Feasability of a reaction can be judged by the highest transition state that the reaction path
proceeds through. Usually the Eyring equation13 (eq. 2.1) is applied to estimate reaction
rates, where for catalyzed reactions the reaction can usually be assumed to proceed in pseudo-
first order kinetics.

k = κ
kBT

h
e−

∆G‡
RT (2.1)

The transmission coefficient κ, the fraction of successful transition state crossings, is usually
taken as κ = 1. Under this assumption, the rate constant k of a reaction at given tempera-
ture T can then be calculated from the reaction’s Gibbs free energy of activation ∆G‡. For
example, as a rule-of-thumb, reactions with an energetic gap (difference between the free en-
thalpies of the highest transition state and the lowest intermediate) of around 100 kJ·mol−1

are considered feasible at room temperature. Following this example, from equation 2.1, a
rate constant of k = 1.88 × 10−5 s−1 can be deduced. For a pseudo-first order reaction, the
half-life λ can be calculated as:

λ =
ln(2)

k
(2.2)

This translates into a reaction half-life of 10.2 h which is quite well on the temporal order of
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2.1 Reaction Paths

magnitude of most reactions that are performed in organic chemistry. The observed reaction
timewill not only dependon∆G‡, but also on the temperatureT and in principle on the pres-
sure p. The latter is usually less of relevance as differences in concentration are accounted for
through partial pressures or mole fractions, while direct influence of the pressure only has an
effect for reactions where the volume of activation∆V ‡ is significant or where the number of
particles changes. Formost homogeneously catalyzed reactions, the span of applied pressures
is 1-100 bar, where pressure dependence of the free enthalpies can be neglected. The applied
temperatures are of greater significance as they usually span a greater range. Furthermore, we
can write the conversion x as a function of reaction time t of a reaction with half-life λ as:

x = 1− 1

2
t
λ

(2.3)

Similarly, the reaction time t can be written as:

t =
ln
(

1
1−x

)
ln(2)

λ (2.4)

Using the above equations, we can infer themaximum∆G‡ for a reaction with observed half-
life λ at given temperature T :

∆G‡ = RT ln

(
λkBT

hln(2)

)
(2.5)

Correspondingly, the reaction time t for a reaction with given activation energy∆G‡ at tem-
perature t to achieve conversion x can be calculated:

t =
h ln

(
1

1−x

)
kBT

e
∆G‡
RT (2.6)

Graph 2.1 illustrates the upper limit on ∆G‡ depending on the temperature T that can be
considered under various criteria of reaction completion – here reaction times t to achieve
certain conversions are given, which are more convenient than half-lifes. The strong tempera-
ture dependence of the reaction rate can be seen in Figure 2.2 – for example, a reaction with a
barrier of 100 kJ·mol−1 takes around a day to complete at room temperature, but will proceed
within a minute at 100 °C and around a second at 150 °C.
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Lastly, it should be noted that these are just guidelines for ranges of reasonable activation en-
ergies – the direct determination of absolute rate constants from computation still remains
a challenge. The transmission coefficient κ can deviate substantially from 1 (sometimes by
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2.1 Reaction Paths

several orders of magnitude), and in principle full knowledge of the potential energy surface
is needed for an accurate estimation of κ.
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2.2 Thermodynamic Corrections

The final computed free enthalpies G for all intermediates and transition states in reaction
paths are composed of several contributions: the electronic energy of the system Eel in the
gas phase, thermal corrections∆Gtherm to the specified thermodynamic state (temperature
and pressure) in the gas phase and free enthalpies of solvation ∆Gsolv as a correction from
gas to condensed phase in a certain solvent.

G = Eel +∆Gtherm +∆Gsolv (2.7)

Details on how the electronic energy Eel and solvation contributions ∆Gsolv are obtained
will be discussed in sections 2.3 and 2.4. The thermal corrections ∆Gtherm are themselves
the sum of several contributions: the zero-point vibrational energy (ZPVE)EZPV E , as well
as translational, rotational and vibrational contributions to the kinetic energy (Et,Er ,Ev).

∆Gtherm = EZPV E + Et + Er + Ev (2.8)

These contributions can all be derived from their respective partition functions q. The aver-
age rotational energy Er is RT

2
per degree of freedom (3

2
RT for non-linear molecules, RT

for linear molecules), while the average translational energyEt is equal to 3
2
RT . Vibrational

contributionsEv can be computed from the sum over all vibrational modes of the molecule
(3N − 6modes for non-linear molecules, 3N − 5modes for linear molecules):

Ev = R
∑
i

1

e
hνi
kBT − 1

hνi
kB

(2.9)

Similarly, the zero-point vibrational energy corresponds to the occupation of the lowest level
of each vibrational mode and its contribution is:

EZPV E = R
∑
i

1

2

hνi
kB

(2.10)
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2.3 Quantum Chemistry

2.3 QuantumChemistry

Calculation of the electronic energyEel of a molecule requires solving the Schrödinger equa-
tion1 for that particular system. The time-dependent Schrödinger equation is as follows:

i~
δ

δt
|Ψ⟩ = Ĥ |Ψ⟩ (2.11)

Formost stationary problems, including the questions of this thesis, it is sufficient to solve the
time-independent Schrödinger equation:

Ĥ |Ψ⟩ = E |Ψ⟩ (2.12)

Ĥ is the Hamiltonian describing the physics of the system, |Ψ⟩ the eigenfunction of Ĥ (also
called wave function) and E is the (energy) eigenvalue. The meaning of the wave function
|Ψ⟩ has attracted some philosophical debate, but its squaredmodulus |Ψ|2 can be interpreted
as the probability density of the particles inΨ. Here, Ĥ is theHamiltonian in atomic units for
a molecular system of i electrons and I nuclei

Ĥ = −
∑
I

1

2MI

∇2
I −

∑
i

1

2
∇2

i +
∑
i>j

1

rij
−

∑
i,I

ZI

RIi

+
∑
I,J

1

2

ZIZJ

RIJ

(2.13)

where rij ,RIi andRIJ denote the distances between the ith and jth electron, the Ith nucleus
and the ith electron and the interatomic distances between the Ith andJ th nucleus.MI is the
mass of the Ith nucleus in units of electron massme and ZI is the nuclear charge. In almost
all cases, a simplified Hamiltonian is applied within the so-called Born-Oppenheimer (BO)
approximation, which is likely the most fundamental approximation in quantum chemistry.
In brief, it simplifies theHamiltonian Ĥ of amolecular system to give aHamiltonian that only
depends on the system’s electrons and treats nuclei as fixed. At the core of the BO approx-
imation lies the fact that electrons are far lighter than nuclei, even for the lightest isotope of
hydrogen (ratio of proton mass to electron mass: mp

me
≈ 1836). Thus, the electrons’ move-

ment can be described by an effective Hamiltonian defined by the position of the nuclei,RI .
From the original, full Hamiltonian (eq. 2.13), the kinetic energy operators of nuclei move-
ment are removed while the nuclei’s positionsRI in the electron-nucleus interaction term are
now fixed parameters and the term for nucleus-nucleus coulomb repulsion becomes a con-
stant value. The latter is sometimes also excluded from Ĥel, since a constant term only shifts
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the eigenvalue without changing the eigenfunctionΨ of the operator.

Ĥel = −
∑
i

1

2
∇2

i +
∑
i>j

1

rij
−

∑
i,I

ZI

RIi

+
∑
I,J

1

2

ZIZJ

RIJ︸ ︷︷ ︸
constant

(2.14)

The electronic Hamiltonian in eq. 2.14 now allows for finding solutions to the electronic
structure of the system without considering the quantum mechanics behind nuclear motion
– however, the solutions are now dependent on the initially chosen nuclear configurationRI .
Unfortunately, analytic solutions to the Schrödinger equation only exist for very small (one-
electron) systems – the many-body nature of the electron-electron Coulomb interaction pre-
vents the finding of analytic or exact solutions. An exception is the helium atom, for which
Hylleraas pioneered an exact solution which is non-analytic, but can in principle be numeri-
cally calculated to arbitrary precision.14–16 Nevertheless, a number of methods have been de-
veloped to find approximate solutions for larger systems. These methods are called ab-initio
when they are only based on fundamental physical constants.

2.3.1 Hartree-Fock Theory

Although pure Hartree-Fock (HF) theory is rarely applied on its own today, it still plays an
important role – on the one hand being the first widely applied ab-initiomethod, on the other
hand being the basis for many of today’s more sophisiticated methods either indirectly where
HF calculations are used to obtain first guesses for orbitals etc. or directly as in some density
functionals which use exact exchange from Hartree-Fock theory, in multi-reference methods
or in the more recent random-phase approximation.

As an approximation for amany-electron wave functionΨwithN electrons in k orbitals, one
can use a product of one-electron wave functions χ, which is called Hartree product:

|Ψ⟩ =
∣∣χ1

iχ
2
j ...χ

N
k

⟩
(2.15)

These orbitalsχ are spin orbitals, the product of a spatial wave functionψ and a spin function
α or β for the two spin states of an electron (up or down). The spatial wave functions, spin
functions and therefore also the spin orbitals χ are orthonormal, so that

⟨ψi|ψj⟩ = δij (2.16)

⟨α|α⟩ = ⟨β|β⟩ = 1 (2.17)
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⟨α|β⟩ = ⟨β|α⟩ = 0 (2.18)

⟨χi|χj⟩ = δij (2.19)

Still, one requirement has not yet been met: the Pauli exclusion principle,17,18 which states
that the wave function of a quantum mechanical system is antisymmetric with respect to ex-
change of two fermions. It is a postulate independent from the Hamiltonian and adds the
requirement of antisymmetry to the wave function, so that it changes sign upon exchange of
two particles (electrons):

|χiχj...⟩ = − |χjχi...⟩ (2.20)

The Hartree product itself does not satisfy the antisymmetry. An antisymmetric wave func-
tion can be obtained through a different form of wave function, the Slater determinant,19

which utilizes the change of sign of a matrix’ determinant upon exchange of two of its column
vectors. The wave function is then written as

|Ψ⟩ = 1√
N !

∣∣∣∣∣∣∣∣∣∣
χ1
1 χ1

2 χ1
3 . . . χ1

n

χ2
1 χ2

2 χ2
3 . . . χ2

n
...

...
... . . . ...

χN
1 χN

2 χN
3 . . . χN

n

∣∣∣∣∣∣∣∣∣∣
(2.21)

where 1√
N !

is the normalization factor. This is the general form for a wave function inHartree-
Fock theory. Applying the Ritz variational principle20 to the Hartree-Fock energy, which is
a functional of the molecular orbitals, the orbitals are optimized under the constraint that
they remain orthogonal and normalized. This can be done by using the method of Lagrange
multipliers with the Lagrange function

L = E {χi} =
N∑
i,j

ϵij (δij − ⟨χi|χj|χi|χj⟩) (2.22)

which ultimately yields the Hartree-Fock equations as

f̂iχi = ϵiχi (2.23)
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where f̂ is the one-electron Fock operator defined as

f̂i = −1

2
∇2

i −
∑
I

ZI

riI
+
∑
n

Ĵj − K̂j (2.24)

Ĵj and K̂j are the Coulomb and exchange operators

Ĵj(1) =

∫
χ∗
j(2)χj(2)

r12
=

∫
|χj(2)|2

r12
dx2 (2.25)

K̂j(1) =

∫
χ∗
j(2)χi(2)

r12
dx2 (2.26)

which describe an average interaction of electron 1 and 2 in orbitals i and j – this approxima-
tion, referred to as mean-field approach eliminates the two-particle interaction from the orig-
inal electronic Hamiltonian and transforms the problem into an independent particle model,
which is the central idea in Hartree-Fock theory. While the Coulomb integrals arising from
Ĵ can be interpreted as the interaction energy of an electron moving in an averaged potential
formed by the probability density of another electron, no such interpretation is available for
the exchange integrals of K̂ , which ultimately are a consequence of the antisymmetry of the
wave function.

Even in this form, the Hartree-Fock equation is very difficult to solve as it constitutes a non-
linear, integrodifferential eigenvalue problem. The common solution in quantum mechanical
applications is to transform this problem into a matrix eigenvalue problem. Roothaan intro-
duced an idea in which the spatial orbitals are expanded as a linear combination of basis func-
tions.4 An electron in orbitalΦi would then be described by a set of ν basis functions

Φi(1) =
∑
ν

cνiϕν(1) (2.27)

Using this expression for the wave function in the Hartree-Fock equation, followed by multi-
plication from the left with ϕ∗

µ and integration gives

∑
ν

cνi

∫
ϕ∗
µ(1)f̂(1)ϕν(1)dx1 = ϵi

∑
ν

cνi

∫
ϕ∗
µϕνdx1 (2.28)

The integrals in 2.28 are the elements of two matrices: The Fock matrix F with elements

Fµν =

∫
ϕ∗
µ(1)f̂(1)ϕν(1)dx1 (2.29)
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and the overlap matrix S with elements

Sµν =

∫
ϕ∗
µϕνdx1 (2.30)

which can be used to write a final matrix equation, called the Roothaan-Hall equations

FC = SCϵ (2.31)

where the wave function is represented by thematrixC , containing the linear expansion coef-
ficients cνi as matrix elements where each column vector ofC corresponds to one molecular
orbital Φi. Solving the eigenvalue problem yields a diagonal matrix ϵ which has the orbital
energies as diagonal elements. It is important to note that the Fock matrix F depends on the
orbitals themselves. Therefore a solution can only be found iteratively: Starting from an ini-
tial set of orbitals, F is constructed, the Roothaan-Hall equations are solved, and a new set
of orbitals is obtained. From these, a new Fock matrix F is obtained. The procedure is then
repeated until the orbitals are not changing anymore – coining the term “self-consistent field”
(SCF) method. HF theory is variational, which means that the obtained energy will be an
upper bound to the true ground state energy. Within computational chemistry, the Hartree-
Fock limit is the lowest energy that can be obtained when approaching an infinitely large or
complete basis set. The difference between the Hartree-Fock limit and the true ground state
energy is attributed to electron correlation and defines the correlation energy.21

2.3.2 Basis Sets

As shown in the Roothaan-Hall form of Hartree-Fock theory, it makes sense to describe the
wave function of a system through a linear combination of atom-centered functions, called ba-
sis functions. A set of basis functions (with defined parameters) is consequently called basis
set, andnearly all electronic structuremethods rely on representing thewave function through
appropriate basis functions. Theoretically speaking, a basis set would need an infinite number
of basis functions to replicate the true wave function of a system. This is obviously not com-
putationally possible, so that one has to resort to a finite number of basis functions which can
be handled. Nevertheless, with increasing basis set size, convergence of the energy and most
other properties is observed, and with a sufficiently large basis set, usually a good description
of thewave function is obtained. In general, a variety ofmathematical functions could be used
for construction of a wave function. However, the computational cost which scales with ap-
proximately O(n4) regarding the number of basis functions, makes it necessary to consider
some features that a useful basis set should possess to keep the number of basis functions low
and simplify computational procedures. Good basis functions should model the physical na-
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ture of the problem correctly. For example, the wave function should decay with increasing
distance to the nucleus; and that decay should be in some form exponential, similar to the
wave function of hydrogen-like atoms. Another very important feature is that the basis func-
tions (ormore specifically, products of several basis functions) can be easily integrated asmost
of the computational cost is determined by calculation of the J andK integrals, which may
include products of up to four different basis functions. We will focus on two types of basis
functions that are very popular and nowadays widely used: the Slater-type orbitals (STOs)
and Gaussian-type orbitals (GTOs). Note that in other cases, for example solid-state calcula-
tions with periodic systems, other basis functions may bemore suitable (e.g. plane wave basis
sets, which inherently reproduce the periodicity of the system).

Slater-type orbitals, as introduced by Slater in 1930,22 are basis functions (written in polar
coordinates) of the form

χnlm(r, θ, ϕ) = NYlm(θ, ϕ)r
n−1e−ζr (2.32)

wheren, l andm are the quantumnumbers,N is a normalization factor,Ylm are the spherical
harmonic functions (which introduce the correct angular dependence and nodal behavior for
higher orbitals) and ζ is a shielding constant, representing the effective nuclear charge expe-
rienced by an electron. ζ can be ultimately calculated using Slater’s rules,22 which estimate an
effective nuclear charge based on then and l quantumnumbers of an electron. TheSTOshave
correct shape ase−ar resembles the exponential decay as in thewave functionof hydrogen-like
atoms. More specifically, they also satisfy Kato’s cusp condition,23,24 which states that in an 1

r

Coulomb potential, the electron density will have a cusp at r = 0. The applicability of STOs
is however strongly limited by their difficulty when in comes to integration. For integrals of
three- and four-center products of Slater-type orbitals no analytic solution exists,making their
calculation difficult and computationally costly. STOs have therefore been mostly used for
relatively small systems or semi-empirical methods like the Complete Neglect of Differential
Overlap approximation (CNDO), where multi-center integrals are neglected entirely.

Gaussian-type orbitals as basis functions were first proposed by Boys,25 and have the form

χnlm(r, θ, ϕ) = NYlm(θ, ϕ)r
2n−2−le−ζr2 (2.33)

Despite being less physical than the Slater-type orbitals in that they have a too strong expo-
nential decay (from∼ e−r2 as compared to e−r) and do not satisfy the cusp condition since
the derivative of a Gaussian is zero at r = 0, they are today the most widely used type of basis
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function in use. The advantage of Gaussians is that they allow for much easier calculation of
multi-center integrals, whichwas also Boys’ initial proposal,25 since due to theGaussian prod-
uct theorem, the product of two Gaussian functions can be written as a new single Gaussian
function centered between the two:

e−α1x2
1 · e−α2x2

2 = ne−(α1+α2)(x−x0) with x0 =
α1x1 + α2x2
α1 + α2

(2.34)

Thus, the three- and four-center integrals can be effectively written as integrals over a single
Gaussian function. While the indefinite integral over a Gaussian function has no analytical
expression (the well-known error function), the definite integral over the whole function is
known and can be expressed: ∫ ∞

−∞
e−αx2

=

√
π

α
(2.35)

This leads to a dramatic speed up in comparison with the more physical Slater-type orbitals.
ThedisadvantagesofGTOscanbe compensatedbyusingmore functions to approximatewhat
would otherwise be a single Slater-type orbital; even then calculations with Gaussian basis
functions are faster by several orders of magnitude. The quality of a basis set is denoted by
how many functions are used to describe the atomic orbitals. In a minimum or single zeta
(SZ) basis set (ζ as in the Slater-type orbitals), only one function is used for each type of or-
bital (1s, 2s, 2px, 2py , 2pz , ...) whereas double zeta (DZ), triple zeta (TZ) and quadruple
zeta (QZ) basis sets use two, three and four functions for each orbital, allowing for a more
accurate description. In most cases so called split-valence basis sets are used, where the in-
ner electrons may for example only be described by a basis set of SZ quality while the valence
shells are represented by a basis set of DZ quality. This is indicated by a “V”, e.g. DZV, for a
double zeta split-valence basis set. The rationale for split-valence basis sets is, that they reduce
computational cost while keeping good accuracy for chemical bonding, since the inner elec-
trons do usually only play a subordinate role for the chemistry at hand. Additionally, most
basis sets include polarization functions, which are higher angularmomentum functions than
the elements would have as occupied orbitals in their ground state. As an example, hydrogen
would gain additional p-functions to allow for distortion (“polarization”) when bonding with
another atom although it usually only possesses a single 1s-function. Similarly, the p-block
elements will get d-functions, d-block elements receive f -functions and so forth. Another ba-
sis set extension that is sometimes applied are diffuse functions. These are usually long-range
exponentials with a slower decay, allowing for extension of electron density further away from
the nucleus. While not always necessary, there are cases in which a good descriptionmay only
be achieved with diffuse functions, especially with smaller basis sets, e.g. negatively charged
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species or certain types of intermolecular interactions.

Many different basis sets of Gaussian-type orbitals have been constructed of which the most
popular are: the different Pople basis sets,26–31 the correlation-consistent basis sets by Dun-
ning,32 and the Karlsruhe basis sets developed in the group of Ahlrichs.33–36 In this thesis, the
Karlsruhe basis sets were used in their revisited “def2-” form, which are available for all atoms
up to radon (Z = 86) in QZV quality.35

2.3.3 Coupled Cluster Theory

Of the different post-HF methods that have been developed to account for electron corre-
lation, coupled cluster theory is of special importance. In its CCSD(T) variant, it is often
referred to as the “gold standard of quantum chemistry”, providing very accurate results and
often used as a reference for electronic structuremethods. To overcome the limitations of the
single Slater determinant as in HF, the wave function in coupled cluster theory is written in
an exponential ansatz:

|Ψ⟩ = eT̂ |Φ0⟩ (2.36)

Here,Φ0 is the ground state Slater determinant as in Hartree-Fock theory and T̂ is the cluster
operator, which is a sum of n-electron excitation operators T̂n

T̂ =
∑
n

T̂n = T̂1 + T̂2 + T̂3 + ... (2.37)

The excitation operators to create all single (T̂1) and double excitations (T̂2), as inCCSD, can
be written as

T̂1 =
∑
i

∑
a

ciaâ
†
aâi (2.38)

T̂2 =
1

4

∑
i,j

∑
a,b

cijabâ
†
aâ

†
bâiâj (2.39)

where â†a and âi are the creation and annihilation operators which generate the excited Slater
determinants fromΦ0 in which electrons from orbitals i, j are excited to unoccupied orbitals
a, b. The coefficients cijab determine the contribution of each excitation to the final wave func-
tion |Ψ⟩ and are optimized in the coupled cluster calculation. With the Taylor or McLaurin
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series expansion of ex and the CCSD cluster operator, we obtain

eT̂ = 1 + T̂ +
1

2
T̂ 2 + ... = 1 + T̂1 + T̂2 +

1

2
T̂ 2
1 + T̂1T̂2 +

1

2
T̂ 2
2 + ... (2.40)

Therefore, evenCCSD features higher than just double excitations which arise from the terms
in the Taylor series expansion (1

2
T̂ 2
1 , T̂1T̂2, etc.). The “gold standard” CCSD(T) contains full

single “S” and double excitations “D”, and treats additional triple excitations “(T)” through
perturbation theory (rather thanwithin the coupled cluster framework). Despite its accuracy,
coupled cluster theory may fail when the system under study exhibits strong multi-reference
character, in which case the ground state HF wave function, from which the coupled cluster
wave function is constructed, only poorly describes the ground state. Coupled cluster theory
comes with considerable computational cost (∼ O(n7)), which makes it only feasible for
relatively small molecules as large triple or quadruple zeta basis sets are required to obtain
reliable energies.

2.3.4 Density Functional Theory

Density functional theory (DFT) is based on the Hohenberg-Kohn theorem11 which states
that the energy of any non-degenerate ground-state electronic system is a unique functional of
the electron density ρ(r⃗), which uniquely defines the external potential V (r⃗), and therefore
the corresponding Hamiltonian Ĥ and the ground state wave functionΨ as well as all other
properties of the system.

The commonproof of the theorem is by contradiction.11 If therewere two different potentials
V1(r⃗) ̸= V2(r⃗) and associated Hamiltonians Ĥ1 ̸= Ĥ2 (which only differ in their potential)
with eigenfunctions Ψ1 ̸= Ψ2 having the same density, the variational principle states that
the respective wave functions would both give an upper bound on the energy of each other. It
therefore follows, that such two potentials cannot exist, which means that a unique relation-
ship must exist between the density and potential. Similarly, all other properties, including
the energy are defined – so that the energy is a functional of the electron density.

In contrast to the 3N-dimensionalwave function, the electrondensity of any system is always a
three-dimensional entity regardless of the number of electrons, which reduces computational
complexity. While the Hohenberg-Kohn theorem shows the unique relationship between
electron density and ground-state energy, it does not make any statement on the form of the
functional and the true form of the functional is unknown. Such a functional would be com-
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posed of different contributions:

E[ρ] = T [ρ] + J [ρ] + Enc[ρ] (2.41)

The kinetic energy T , the classical Coulomb interaction J and a non-classical interaction en-
ergyEnc. An analytic expression is only known for the Coulomb energy J . To facilitate sim-
pler calculation of the kinetic energy term, Kohn and Sham introduced an approach in which
the electrons are non-interacting, but moving in an effective potential to recoup interaction
effects.12 For non-interacting electrons, the kinetic energy can be exactly determined. It is
worth to note that almost all currently employed DFT methods follow the Kohn-Sham (KS)
formalism.37 In Kohn-ShamDFT, ρ(r) is then described by a sum ofN one-electron orbitals
from a single Slater determinant

ρ(r) =
∑
i

|ϕi(r)|2 (2.42)

the corresponding energy functional can then be expressed as

E[ρ] = TS[ρ] + J [ρ] + Vne[ρ] + EXC [ρ] (2.43)

The kinetic energy of independent electrons TS[ρ], the classical Coulomb interaction J [ρ]
and the nucleus-electron interaction Vne[ρ] are known. The exchange-correlation functional
EXC consists of different terms

EXC [ρ] = (T [ρ]− TS[ρ]) + (Jee[ρ]− J [ρ]) (2.44)

and captures the difference in kinetic energy of interacting (T [ρ]) and non-interacting elec-
trons (TS[ρ]) as well as the remainder of the electron-electron interaction that is not con-
tained in the classical Coulomb energy J [ρ]where electrons move in an averaged field. EXC

is unknown and themain challenge in the current development of density functionals. While
onemay say that this merely shifts uncertainty about the functional form from the original ki-
netic energy to T [ρ] to the exchange-correlation functional, the exchange-correlation energy
EXC [ρ] is far smaller than all other contributions in the functional, justifying this approach.
EXC [ρ] can be split into its exchange part which describes the interaction of same-spin elec-
trons, while the correlation term accounts for the correlated movement of electrons rather
than independently from each other as in the kinetic energy term. Note, that this is dynamic
correlation – static correlation, which is the interaction of different electronic states instead of
moving electrons of one electronic state is not accounted for. In fact, most DFT methods fail
in cases where static correlation is significant and one has to resort to multireference ab initio
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methods for an accurate description.

Local Density Approximation

The first approach to exchange-correlation functionals was the local density approximation
(LDA) in which the electron density is treated at each point as a homogeneous electron gas
of the same density. The exchange part ϵX of the functional is known38 for a uniform electron
gas and has the analytic form

ϵX [ρ] = −3

4

(
3

π

) 1
3
∫
ρ(r)

4
3dr (2.45)

The correlation part is not known, but different approaches have been developed in the past
for an approximative description, such as the VWNcorrelation functional by Vosko,Wilk and
Nusair39 or the PW92 functional by Perdew and Wang.40 As the correlation energy can be
obtained fromquantumMonteCarlo (QMC) simulations, most LDA correlation functionals
are fits toQMCdata. For very high and low electron densities, the behavior of the correlation
energy is known, andLDA functionals try to emulate this behavior togetherwith interpolation
of theQMCvalues. LDA functionals give relatively reasonable structures formolecules, while
computed energies usually suffer from a larger error, preventing usage for most applications.

Generalized Gradient Approximation

A natural extension of the LDA was the development of the generalized gradient approxima-
tion (GGA).41–43 In addition to the local electron density, GGA functionals incorporate in-
formation about the gradient of the electron density ∇⃗ρ into the functionals. Rather than
replacing the LDA functional, the gradient is used to apply a correction to the LDA terms. An
early and now widely applied GGA-type exchange functional was proposed by Becke44 as a
correction to the LDA exchange energy as in eq. 2.45:

∆ϵX [ρ] = −βρ
4
3

x2

1 + 6βx sinh−1(x)
with x =

|∇⃗ρ|
ρ

4
3

(2.46)

The β parameter was fitted to reproduce the exact Hartree-Fock exchange energies of the no-
ble gas atoms (He - Rn). In a similarmanner, Lee, Yang and Parr constructed a four-parameter
GGA correlation functional known as LYP whose parameters were fitted to the Hartree-Fock
helium atom,45 and which has been applied widely. Another series of GGA functionals were
introduced by Perdew andWang,40,46,47 as well as Perdew, Burke and Ernznerhof.48,49 Rather
than using an additive correction as in the approach by Becke (eq. 2.46), Perdew and Wang
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used a scaling function for the LDA exchange energy in their 1986 functional:

ϵX [ρ] = ϵLDA
X [ρ]FGGA(s) (2.47)

FGGA(s) =

(
1 + a

s2

m
+ bs4 + cs6

)m

with s =
|∇⃗ρ|

ρ
4
3

3
√
24π2

(2.48)

In general, GGA functionals present a large improvement over LDA functionals in that they
greatly reduced errors with respect to energies reducing LDA’s tendency to strongly overes-
timate the correlation energy ϵC . Calculations with GGA functionals have become precise
enough to correctly model structures and energies of many systems, although not all of LDA’s
problems are addressed. For example, structures computed with LDA functionals usually un-
derestimate bond lengths; GGAs tend to overcorrect this and produce bond lengths with a
tendency of being too long. Also, atomization energies are often overestimated byGGA func-
tionals.50

Hybrid Functionals

Besides GGA functionals, Becke proposed that a fraction of exact exchange from Hartree-
Fock theory should bemixed into the GGA exchange-correlation functional.51,52 In these so-
called hybrid functionals, the exchange energy is partly replaced by exact exchange:

Exc = αEHF
x + (1− α)EGGA

x + EGGA
c (2.49)

withEHF
x defined like theKij exchange integrals as in Hartree-Fock theory:

EHF
x =

1

2

∑
ij

Kij = −1

2

∑
ij

∫ ∫
χ1∗
i χ

1∗
j

1

r12
χ2
iχ

2
j dx1dx2 (2.50)

The amount α of exact exchange can be fitted to experimental data52 or estimated from the-
ory.53–55 This approach has turned out to give very good results that can beat the accuracy of
pure GGA functionals. Today, hybrid functionals are widely applied, with the famous B3LYP
functional, combining Becke’s 88 exchange44 with the correlation functional of Lee, Yang and
Parr45 and a fraction of exact exchange,52 as the most popular functional overall.

meta-Generalized Gradient Approximation

A further extension of GGA functionals, meta-GGA functionals include the curvature or sec-
ond derivative of electron density. This is achieved either directly through the Laplacian of the
electron density∆ρ(r) or through the kinetic energy density τ(r), which is more common.
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The kinetic energy density effectively contains the Laplacian of the electron density in form
of the orbitals:

τ(r) =
1

2

∑
i

|∇χi(r)|2 (2.51)

Besides functionals that make use of the kinetic energy density, all functionals that utilize
orbital information are usually also referred to as meta-GGA functionals. The TPSS func-
tional56 by Tao, Perdew, Staroverov and Scuseria is an example of a non-empirical exchange-
correlation meta-GGA, which itself is a further development of the earlier meta-GGA PZKB
functional.57,58 Inclusion of HF exchange energies into meta-GGAs yield meta-hybrid func-
tionals, of which the family of Minnesota functionals, developed by Truhlar and coworkers is
probably the most popular. Among the Minnesota functionals, the suite of M06 functionals
which use varying amounts of HF exchange59,60 are most used.

2.3.5 Resolution of the Identity Approximation

A major contribution to the computational cost in Hartree-Fock or DFT is the calculation of
two-electron four-center integrals, as they appear in theCoulomb (J) and exchange (K) part
of the Fock operator as integrals over pairs of functions:

⟨χαχβ|χµχν⟩ (2.52)

One way to reduce the computational effort in their calculation is the Resolution of the Iden-
tity (RI) approximation.61,62 Using the RI approximation, pairs of functions are expanded in
an auxiliary basis set:

|χµχν⟩ ≈
∑
i

ci |φi⟩ (2.53)

The auxiliary basis set is chosen so that it fulfills the relationship

∑
i

|φi⟩ ⟨φi| ≈ 1 (2.54)

which is the identity operator in the limit of a complete basis (therefore the name “Resolution
of the Identity”).36 Expansion of both parts of the integral in an auxiliary basis set i/j, the
two-center four-electron integral can be written as

⟨χαχβ|χµχν⟩ ≈
∑
i

∑
j

cicj ⟨χαχβ|φi⟩ ⟨φi|φj⟩−1 ⟨φj|χµχν⟩ (2.55)
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This effectively reduces four-center integrals ⟨χαχβ|χµχν⟩ to several three-center integrals
⟨χαχβ|φi⟩ which can be calculated considerably faster. The coefficients of the auxiliary ba-
sis set ci, cj are optimized to minimize the resulting integral error. For a complete auxiliary
basis, the resolution of the identity approximation would be exact. In practice, the obtained
error through the RI approximation is on the order of 0.1 kJ·mol−1, which is well below the
accuracy of most electronic structure methods and therefore negligible. At the same time, a
dramatic speed-up of an order of magnitude or more can be observed, which makes the RI
approximation very valuable.63 TheRI approximation is sometimes referred to as “density fit-
ting”, coming from the “refitting” of the electron densities in the Coulomb operator Ĵ .

2.3.6 Dispersion Correction

One of the main disadvantages of currently available density functionals is the poor descrip-
tion of dispersion interaction. Dispersion is the main part of the van der Waals (vdW) inter-
action. Sometimes called London forces,64,65 dispersion forces arise from spontaneous fluc-
tuations in the electron density, creating a temporary dipolemoment in amolecule/atom that
can induce another dipole in an interacting molecule/atom. While generally being a weak in-
teraction when compared with covalent bonds, neglection of dispersion can introduce error
into calculations. Even qualitative description can be wrong without dispersion when disper-
sion forces are the major interaction between molecules, for example in dimers of benzene66

or noble gas atoms,67 which DFT calculations fail to predict as being bonded or heavily un-
derestimate the interaction energy. Dispersion interaction can be generally described as an
attractive potentialU following

U ∼ −C

r6
(2.56)

which has its origin in a series expansion derived by London.64,68 For short interatomic dis-
tances, other forces dominate the interaction energy, but for longer ranges, the interaction
energy follows the 1

r6
behavior until asymptotically approaching zero. While there have been

different approaches of incorporating dispersion effects into DFT, this section will briefly ex-
plain the DFT-D approach by Grimme et al. which has also been employed in this thesis.
Note, that in this approach, the dispersion interaction energy is added on to the final DFT
energy

E = EDFT + Edisp (2.57)

whereas other approaches include the dispersion energy into the functional itself by addition
of terms to the Hamiltonian containing the Kohn-Sham potential. It is therefore inherently
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different in methodology.
The dispersion energy Edisp in DFT-D is a sum of atom-pairwise interaction energies of the
form69

Edisp = −
∑
AB

∑
n=6,8,10,...

sn
CAB

n

Rn
AB

f(RAB) (2.58)

in which each atom pair AB’s contribution is the product of a scaling factor sn, an atom
pair dependent dispersion coefficient CAB

n and a damping function f depending on the in-
teratomic distance. For the currently widely applied third generation dispersion correction
DFT-D3,69,70 Edisp is expressed as

Edisp = −
∑
AB

s6
CAB

6

R6
AB + f (R0

AB)
6 + s8

CAB
8

R8
AB + f (R0

AB)
8 (2.59)

with the Becke-Johnson damping71 function having the form

f(R0
AB) = a1R

0
AB + a2 and R0

AB

√
CAB

8

CAB
6

(2.60)

The dispersion coefficients CAB
n are dependent on the density functional and are finally ob-

tained (inDFT-D3) from frequency-dependent dipole polarizabilitiesα computedwith time-
dependent density functional theory (TDDFT):

CAB
6 =

3

π

∫ ∞

0

αA(iω)αB(iω)dω (2.61)

The higher order dispersion coefficients CAB
8 can be inferred through a known relationship

fromCAB
6 . In the DFT-D3 approach, the polarizabilities are calculated for hydrides ofA and

B rather than the free atoms – the effect of the hydrogen atoms is then removed by subtrac-
tion of the corresponding polarizability of dihydrogen. While the differentDFT-Ddispersion
corrections by Grimme et al. are nowadays very widely used, it should be noted that a similar
approach of using pairwise atomic interaction energies with damping functions for descrip-
tion of dispersion was already proposed earlier by Cohen and Pack.72

2.3.7 Relativistic Effects

Particles approaching the speed of lightwill be subject to additional relativistic effects, altering
the electronic structure of the system under study. This is the case for the inner electrons
of heavier atoms. As a very rough estimate, we can use the average kinetic energy ET in a
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hydrogen-like atom with quantum number n = 1

ET =
1

2
µc2Z2α2 ≈ 1

2
mec

2Z2α2 with α =
e2

4πcϵ0~
(2.62)

where µ is the reduced mass of the electronme and nucleusM

µ =
meM

me +M
(2.63)

which can be approximated as µ ≈ me sinceM ≫ me. Z is the atomic number or charge
of the nucleus. From the classical kinetic energy formula, an estimate for the velocity of the
electron using eq. 2.62 then is

ve =

√
2ET

me

= cZα (2.64)

For the hydrogen atom (Z = 1), a velocity of 0.007c is obtained, which explains why non-
relativistic solutions can describe smaller atoms so well, but for typical transition metals in
catalysis like ruthenium (Z = 44, v = 0.32c) or iridium (Z = 77, v = 0.56c) or heavier ele-
ments like gold (Z = 79, v = 0.58c), which owes its distinct color to relativistic effects,73 the
1s electron speed approaches a significant fraction of c. One relativistic effect is the increase
in particle mass when in the regime of relativistic velocities:

m =
m0√
1− v

c

(2.65)

With increasingmassm, the orbitals undergo a corresponding contraction, which is also expe-
rienced by the valence shell. For example, the 1s orbital in a heavy atomwill strongly contract
due to the velocity of the 1s electron, but also higher s-functions will contract since they have
to be orthogonal with respect to the inner s-functions. There are approximations to explicitly
account for relativistic effects, but for the purposes of the investigations in this thesis theywere
notneeded– the reasonbeing, that somemolecular properties can still be accuratelydescribed
with simpler methods. Rather than explicitly treating the inner electrons of heavy atoms with
relativistic methods, it is possible to replace the inner electrons with a potential that models
their behavior as if they were behaving relativistically. These so called pseudopotentials, also
effective core potentials (ECPs), are usually based on true relativistic all electron calculations
or from fitting to atomic spectra, and enable very fast calculations while still using the non-
relativistic Hamiltonian for outer electrons. Unless spin-orbit effects are of importance, the
accuracy of relativistic pseudopotentials is similar to those of relativistic all-electron calcula-
tions, which has led to their widespread adoption in general computational chemistry.74
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2.4 SolutionChemistry

In homogeneous catalysis, most reactions take place in liquid phase. The effects of solvation,
however, have to be added onto the electronic energies and thermal corrections, as these were
calculated for isolated (gas-phase) molecules. Explicit solvation, the introduction of solvent
molecules around the molecule of interest, while sometimes necessary to capture special ef-
fects originating from relatively strong directed interactions, is problematic as it dramatically
increases computational time due to larger system size and also usually requires extensive
molecular dynamics (MD) simulations to obtain good averages, as one would otherwise suf-
fer from slow or erratic convergence behavior when addingmore andmore solventmolecules.
Therefore, the use of implicit solvation has become very popular, where solvation contribu-
tions are estimated through different means. While several approaches exist, this section will
focus on the conductor-like screening model for real solvents (COSMO-RS),75,76 which was
used to obtain the solvation contribution to∆G in this thesis.

COSMO-RS theory is solely based on the σ-profiles of the molecules constituting the solu-
tion. σ-Profiles are histograms of the screening charge surface density, which can be obtained
from DFT calculations by applying the COSMO boundary conditions.77 The molecular sur-
faces are segmented and the segments with their associated charge densities are grouped into
a histogram p(σ)which represents theσ-profile. The interactions between different segments
of solvent and solute molecules are computed to obtain the chemical potential µ of all com-
ponents in the solution, from which almost all other thermodynamic solution properties can
be derived. For a surface segment with screening charge σ, the chemical potential µ(σ) can
be calculated from the solvents σ-profile p(σ′) and the interaction energy between surfaces’
screening chargesEint(σ, σ

′).

µ(σ) = −kT ln

∫
p(σ′)e−

Eint(σ,σ
′)−µ(σ′)

kT dσ′ (2.66)

The expression can only be solved iteratively as equation 2.66 itself depends onµ(σ′). The in-
teraction energyEint(σ, σ

′) consists of several terms describing interactions in liquids such as
the Coulomb interaction, hydrogen bonding, Van-der-Waals interactions and combinatorial
terms. They shall not be explained in detail here, but the parameters describing these interac-
tions have been fitted to large sets of available thermochemistry data in the implementation
by Klamt et al. that has been used in this thesis.75,76
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Several approximations are incorporated into COSMO-RS theory:

• Contacts of surface segments govern the interaction based on their screening charges.

• Surfaces are in close contact.

• Only pairwise surface interactions are taken into account.

• The three-dimensional arrangement of surface segments can be neglected.

Of particular interest for homogeneous catalysis is the free enthalpy of solvation ofmolecules,
to obtain reaction paths that describe the free enthalpy of a reaction in solution. Calculation
of the free enthalpy of solvation∆Gsolv of a compound in theCOSMO-RS framework75,76,78

is possible from its chemical potentials at infinite dilution (µs) and in the ideal gas state (µig)
with ρS as the solvent density,Vig as themolar volume of an ideal gas, and the solvent’smolec-
ular weightMS .

∆Gsolv = (µs − µiG)−RT ln

(
ρSVig
MS

)
(2.67)

Adding∆Gsolv to the gas phase electronic energies and thermodynamic corrections gives the
final free enthalpyG in solution.
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2.5 Methodology

For DFT studies concerning reactions in homogeneous catalysis, a two-fold approach is be-
ing widely applied, wherein the optimization of the molecular structure and computation of
vibrational frequencies is carried out at a faster and lower level of theory, followed by a higher
level, more accurate single point calculation at the previously optimized geometry. This ge-
ometry is not aminimumon the potential energy surface of the higher level method. While it
would therefore be certainly preferred to also conduct geometry optimizations and frequency
calculations at the final higher level methodology, the size of many systems in homogeneous
catalysis would make this prohibitively time-consuming. Thus, many studies have resorted
to the above mentioned approach, which generally works relatively well. The reason is good
error cancellation since one is mainly interested in relative energy differences between struc-
tures. While absolute energiesmight differ a lot, the error in not using theminimum structure
of a higher level method is mostly systematic and cancels out when calculating energy differ-
ences.

In the following, the main choice of method for geometry optimization and final single point
energies will be explained. More details on the computational methodology, the use of soft-
ware packages and choice of thermodynamic reference points are given in the “Computational
Details” sections of chapters 3 and 4.

In the whole manuscript, unless indicated otherwise, energies and energy differences refer
to free enthalpies/Gibbs energies.

2.5.1 Geometry Optimization

For geometry optimizations, the BP86 functional with the def2-SV(P) basis set35 was largely
used. BP86 is a GGA-type functional and combines Becke’s 1988 exchange functional44 with
Perdew’s 1986 correlation functional.46 The correlation part of the functional also contains
the LDA functional by Vosko, Wilk and Nusair.39

Structure optimizations with BP86/def2-SV(P) have been used successfully in the literature
due to the very good accuracy-to-cost ratio. Especially for larger molecules (>100 atoms),
which are often studied in homogeneous catalysis due to the size of many ligands, compu-
tational cost can easily become an issue. For example, the (S,S)-f -binaphane ligand used in
our work for the direct asymmetric reductive amination already has 97 atoms, including Fe in
the ferrocene backbone. It is therefore necessary to perform geometry optimizations at lower
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level and supplement the structures withmore accurate electronic structure calculations later.
Optimized structures usually show deviations, but these are in most cases very systematic,
thus being cancelled out in studies where relative energy differences between structures are
important.

For transition metal chemistry, BP86 has performed fairly well and reproduces crystal struc-
tures mostly accurately, with a general tendency for overestimation of bond lenghts by a few
picometers that is well known.50 Thegroup of Schaefer studied a series of transitionmetal car-
bonyl complexes and showed good prediction of structures and vibrational frequencies from
BP86.79 Philipp Plessow compared computed structures to crystal structure data for differ-
ent transition metal complexes in his thesis and also found a small overestimation of bond
lengths (mean absolute deviation of 4.0 pm).80 For ruthenium-related chemistry, Jensen and
coworkers benchmarked structures of different ruthenium olefin metathesis catalysts from
DFT methods against X-ray crystallography data and also found good performance of BP86
(again with a small, general overestimation of bond lengths), even outperforming the popular
B3LYP and the more sophisticated M06 and M06L functionals.

2.5.2 Single Point Energies

Final electronic energies in this thesis were mostly obtained with the PBE0 functional us-
ing the def2-QZVPP basis set.35 PBE0 is a hybrid functional in which a fraction of the ex-
change from the original GGA exchange-correlation functional of Perdew, Burke and Ernz-
erhof48,49 (PBE) is replaced by exact exchange from Hartree-Fock theory.53,55 Contrary to
B3LYP,44,45,52 where the amount of exact exchange was fitted to experimentally measured at-
omization energies, the exchange part of PBE0 contains a predefined amount of 1

4
HF ex-

change:

EPBE0
x =

3

4
EPBE

x +
1

4
EHF

x (2.68)

Perdew, Ernzerhof and Burke rationalized the choice of 1
4
EHF

x by corresponding 1
n
amounts

of exact exchange with nth-order corrections fromMøller-Plesset (MP) perturbation theory,
where for n = 4 good results were obtained by Pople, Head-Gordon and Fox for the atom-
ization and ionization energies of a set of molecules.81 PBE0 is therefore regarded as non-
empirical and has become the second most popular hybrid GGA functional right after “semi-
empirical” B3LYP.82 As mentioned earlier, a weakness of current density functionals is the
description of dispersion effects. Therefore, PBE0 was supplemented with the third genera-
tion dispersion correction D3 by Grimme et al.70 with Becke-Johnson (BJ) damping.71
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In a study by Grimme et al., PBE0-D3(BJ) showed the best performance in a benchmark
set of organometallic reactions among a wide variety of functionals against CCSD(T)/CBS
data.83 To check the suitability for the early transition metal chemistry, a small benchmark
study was conducted. It should be kept in mind that due to the inaccessibility of absolute
electronic energies from experiment for relevant models, CCSD(T) data is usually used as a
reference for benchmarking. Due to the high computational cost of coupled cluster methods,
only a simplified model of the original reaction can be studied. For this benchmark, a mini-
mum reactionmodel for dehydroperoxidation ofmethyl hydroperoxide (MeOOH, the small-
est alkyl hydroperoxide) and isopropyl hydroperoxide (iPrOOH, the smallest secondary alkyl
hydroperoxide) was investigated, involving hydrogen transfer andO-O cleavage as well as hy-
droperoxide additionvia aproton relaymechanism. This is in analogy to thedehydroperoxida-
tion studies which will be presented later in chapter 3.3. CCSD(T)/def2-TZVPPwas chosen
as the benchmark reference method. Six methods were benchmarked against the CCSD(T)
data: BP86/def2-SV(P), which is the level of geometry optimization, BP86/def2-QZVPP,
the same method, but with an appropriate basis set and B3LYP/def2-QZVPP as the most
widely used hybrid functional. As methods that incorporate dispersion interactions in dif-
ferent ways, PBE0-D3(BJ)/def2-QZVPP was chosen for a dispersion-corrected hybrid func-
tional, M06/def2-QZVPP as a representative meta-GGA and RPA(PBE)/def2-QZVPP, the
random phase approximation which had been successfully employed by Philipp N. Plessow
in a previous PhD thesis.80

A comparison of the reaction paths in Figures 2.3 and 2.4 shows that themore advancedDFT
methods (PBE0-D3, M06 and RPA) easily outperform BP86 and B3LYP. At the level of ge-
ometry optimization, both barriers are severely underestimated and the general reaction free
enthalpy is underestimated by more than 50 kJ·mol−1. BP86 in conjunction with the large
def2-QZVPP basis set essentially halves themean absolute deviation over both reactions (see
Table 2.1) and (over)corrects the far too low activation energy for TS-A2/TS-B2, but gen-
erally energies are still quite far off from the CCSD(T) values. B3LYP on average performs
slightly better, although the dehydroperoxidation transition states are strongly overestimated
in activation energy (deviation of 38.5 kJ·mol−1/42.6 kJ·mol−1 relative to CCSD(T)), which
would predict the wrong order for the rate-determining step. The overall reaction energy is
reproduced relatively well as expected for B3LYP. The M06 functional performs a bit better –
although it overestimates the activation energies in all cases by about 10 to 15 kJ·mol−1, it does
so systematically and therefore reproduces the qualitatively correct energetic order of transi-
tion states fromCCSD(T). Still, themean average deviation over all structures is only slightly
better than B3LYP (12.4 kJ·mol−1 vs. 15.2 kJ·mol−1). The two best methods in this bench-
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Figure 2.3: Benchmark of various electronic structure methods against CCSD(T)/def2-TZVPP refer-
ence for a strongly simplified dehydroperoxidation mechanism with MeOOH. Thermody-
namic reference for all structures is the vanadium alkylperoxo complex. The geometries
have been optimized at BP86/def2-SV(P) level; ZVPEs and thermal corrections at 298.15
K and 1 bar are included at the same level of theory.

mark areRPA andPBE0-D3withMADsof only 6.4 kJ·mol−1 and 5.1 kJ·mol−1. ThePBE0-D3
method is in very good agreement with the CCSD(T) profile, with only one larger deviation
for the general reaction free enthalpy withMeOOH (A5, 16.4 kJ·mol−1); this error is not ob-
served for themore realistic secondary alkyl hydroperoxide iPrOOH(B5). The catalytic path
is quite accurately reproduced with both activation energies being quantitatively correct and
showing the right energetic order and deviations smaller than 7 kJ·mol−1. RPA also tends to
be very accurate, but overestimates the activation energy for the first transition state in both
cases (TS-A2/TS-B2, deviation of +13.8 kJ·mol−1 and +14.3 kJ·mol−1) and therefore gives
the wrong energetic order for the two transition states by a small margin. It should be men-
tioned that noCCSD(T) reference values could be obtainedwith the quadruple zeta basis set
def2-QZVPP; M06/RPA could potentially be more accurate than CCSD(T)/def2-TZVPP.
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2.5 Methodology

Figure 2.4: Benchmark of various electronic structure methods against CCSD(T)/def2-TZVPP refer-
ence for a strongly simplified dehydroperoxidation mechanism with iPrOOH. Thermody-
namic reference for all structures is the vanadium alkylperoxo complex. The geometries
have been optimized at BP86/def2-SV(P) level; ZVPEs and thermal corrections at 298.15
K and 1 bar are included at the same level of theory.
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Table 2.1: Benchmark summary for model dehydroperoxidation of MeOOH and iPrOOH. The ref-
erence values at CCSD(T)/def2-TZVPP level are given in the left column (∆G rela-
tive to A1/B1). The values from the other methods are given as deviations from the
CCSD(T)/def2-TZVPP values. BP86* is the level of geometry optimization (BP86/def2-
SV(P)). All other methods are calculated with the def2-QZVPP basis set. PBE0-D3 is the
dispersion corrected hybrid functional with Becke-Johnson damping. The orbitals for the
RPAmethod were obtained from the PBE functional. The mean average deviation for each
method over all structures relative to CCSD(T)/def2-TZVPP is given at the bottom.

Structure Reference Tested Methods
CCSD(T) BP86* BP86 B3LYP PBE0-D3 M06 RPA

MeOOH
TS-A2 84.5 -71.1 12.8 38.5 0.2 16.0 13.8
A3 -9.1 12.7 1.0 7.9 2.9 1.2 -2.8
TS-A4 90.3 -25.0 -41.7 -1.2 2.6 12.3 0.6
A5 -209.9 60.5 15.6 0.5 16.4 -9.3 4.8

iPrOOH
TS-B2 80.1 -68.7 16.4 42.6 1.3 17.7 14.3
B3 -16.6 19.5 6.6 14.6 6.5 5.7 -3.3
TS-B4 93.0 -29.5 -36.4 3.1 5.9 20.6 1.6
B5 -243.9 -10.6 0.8 -13.2 4.9 -16.1 9.6

MAD - 37.2 16.4 15.2 5.1 12.4 6.4

For the ruthenium-related chemistry a reasonable benchmark is harder to perform since we
are interested in differences between enantiomers and the ligand plays a more crucial role.
Unfortunately, any meaningful simplified ligands are too large to obtain reliable CCSD(T)
data, but there are several reasons to assume that our method of choice (PBE0-D3(BJ)/def2-
QZVPP) should give reasonable results. As previouslymentioned, in a large benchmark set of
prototypic organometallic reactions for 3d/4d transitionmetalsNi/Pd in different oxidations
states, which included a variety of bond activation reactions (C-H, N-H, O-H, H-H, C-C, ...)
and the corresponding barriers, PBE0-D3performed the best compared to a large set of tested
functionals including meta-GGAs and meta-hybrid functionals as well as other dispersion
corrected GGAs and hybrid functionals.83 In a very recent paper, Grimme and co-workers
performed another benchmark against the MOR41 database of organometallic reactions.84

MOR41 contains even more reactions covering most of the synthetically relevant metals in
catalysis (3d: Ti, Cr, Mn, Fe, Co, Ni / 4d: Mo, Ru, Rh, Pd / 5d: W, Ir, Pt), with a broad
range of bonding motifs and transformations. Most importantly, the complexes are realistic
in that they are actually used in catalysis (e.g. Grubbs metathesis catalysis, Milstein’s pincer
ligands, etc.) and have not been simplified. The reference data was obtained from DLPNO-
CCSD(T)85,86 which was recently developed in the group of Neese, and enables CCSD(T)
quality calculations on large systems. Among the tested functionals, PBE0-D3(BJ)/def2-
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QZVPP again performed very well (MAD of 2.8 kcal/mol) and was only outperformed by
ωB97X-V and mPW1B95-D3, but not by the Minnesota meta-hybrids or RPA.84

Consequently, PBE0-D3 has been applied in the mechanistic study of transition metal cat-
alyzed reactions in the past years. Examples are a study of the oxidative addition of triflates to
palladium complexes by Schoenebeck et al. which highlights the importance of dispersion87,
the rhenium-catalyzed hydrogenation of carbonyl derivatives with PNP ligands which was
studied by Sortais et al.,88 or a study of the Pd-catalyzed Suzuki-Miyaura coupling by Kozuch
and Martin.89,90 For ruthenium catalysis, two examples include Breit et al.’s investigation of
the Ruthenocene-phosphine-based anti-Markovnikov hydration of alkynes91 or the mecha-
nistic study of a decarboxylative C-H alkylation with Ru(II) in the group of Ackermann.92

Despite all benchmarking and successful applications, it is important to verify that computa-
tional results are in accordance with experimental observations where they are available.

35





3
Oxidation of Cyclohexane with Early Transition
Metal Catalysts

Reproduced inpartwith permission from[Schmidt, A.C.;Hermsen,M.; Rominger, F.; Dehn,
R.; Teles, J. H.; Schäfer, A.; Trapp, O.; Schaub, T. Inorganic Chemistry 2017, 56(3), 1319–
1332.] Copyright 2018 American Chemical Society.

3.1 Motivation
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Figure 3.1: Industrial route to ϵ-caprolactam.

The oxidation of cyclohexane to cyclohexanone is of great importance as it is a crucial step
in the synthesis of ϵ-caprolactam, the monomer for the production of Nylon-6. Industrial
synthesis of ϵ-caprolactan starts from benzene, which is hydrogenated to cyclohexane and ox-
idized to cyclohexanone, followedbyoximationwithhydroxyl amine to give cyclohexyl oxime
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3 Oxidation of Cyclohexane with Early Transition Metal Catalysts

which can undergo a Beckmann rearrangement to the final lactam (see Figure 3.1).93 Around
seven million tons of cyclohexanol/cyclohexanone (KA oil) are produced annually, mostly
through oxidation of cyclohexane with air.94 The reaction is carried out in liquid-phase, ei-
ther with cobalt catalysts or uncatalyzed at 140 - 180 °C and 8 - 20 bar. Conversion is kept
low to avoid overoxidation of cyclohexane; in most processes conversion is lower than 6 %.95

The main intermediate in this reaction is cyclohexyl hydroperoxide, which is catalytically de-
composed by cobalt into amixture of cyclohexanone and cyclohexanol, also calledKAoil (for
ketone/alcohol). In the uncatalyzed oxidation, cyclohexyl hydroperoxide is obtained as the
main product, which can then be subjected to decomposition in a separate reaction. Differ-
ent ratios of cyclohexanol to cyclohexanone can be observed depending on the appliedmetal
catalyst. A method to decompose cyclohexyl hydroperoxide only into ketone and water is
not known. The KA oil is then separated from cyclohexane which constitutes the bulk of the
mixture due to low conversion. Cyclohexane is fed back into the oxidation stream, while the
KA oil is split into cyclohexanone and cyclohexanol via distillation. Cyclohexanol can then
be dehydrogenated with different catalysts (CrO/Cu, Ni, Zn, CoCO3, ...) to cyclohexanone,
which is the desired product for nylon production.95

OOH

O2

Aerobic
Oxidation

OH
Co (V,Mn,Cr) 

salts

Decomposition
+ H2O

O

+

Separation
by Distillation

KA Oil

OH
CrO-Cu

(Ni,Zn,...)

Dehydrogenation

O

Desired Selective
Decomposition

Figure 3.2: Currently applied oxidation of cyclohexane to cyclohexanone.

The problems with this process are obvious:

1. Low general selectivity towards cyclohexanol/cyclohexanone

2. Separation of the KA oil mixture which consumes substantial energy and is not trivial
due to azeotrope formation

3. Additional steps are added to the overall synthesis as cyclohexanol has to be dehydro-
genated after separation from cyclohexanone so that it can be converted later into the
oxime
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3.1 Motivation

Preferably, a selective decomposition of cyclohexyl hydroperoxide would yield only the ke-
tone and water, which could be separated easily and would avoid distillation/separation and
dehydrogenation steps from the process.

OSelective
Decomposition

Catalyst
+ H2O

OOH

Figure 3.3: Desired dehydroperoxidation to solely cyclohexanone and water.

This was the starting point for research into selective catalysts for the decomposition of cy-
clohexyl hydroperoxide into cyclohexanone andwater. The currently industrially applied sys-
tems also allow for some selectivity, giving cyclohexanone:cyclohexanol ratios of up to 4:1
for the aqueous caustic phase process, but in the usually applied Co-catalyzed aerobic oxida-
tion/decomposition process, the ratio favors the alcohol by 7:2.95 Additionally, the radical de-
hydroperoxidation suffers from a general selectivity problem: Only about 80% are converted
intoKAoil, with the rest being carboxylic acids and other ring-opened products. Theproblem
even for a ketone/alcohol ratio of 4:1 is, that this is not sufficient for a change in production
as the amount of cyclohexanol that is produced is still to high – a good catalyst will have to
provide almost complete selectivity towards the ketone to be of industrial interest.
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3.2 ComputationalDetails

Molecular geometries were optimized at BP86/def2-SV(P) level of theory.35,44,46 Final elec-
tronic energies were computed at the PBE0-D3(BJ)/def2-QZVPP35,54 level using Grimme’s
dispersioncorrection70withBecke-Johnsondamping.71 Electronic structure calculationswere
carried out using the TURBOMOLE program96 using the resolution of the identity approx-
imation62,97,98 with the corresponding auxiliary basis sets.36 Thermal corrections and zero-
point vibrational energies were computed at the level of geometry optimization (BP86/def2-
SV(P)), within the harmonic oscillator/rigid rotor approximation at 298.15 K and 1 bar. All
positive vibrational frequencieswereused in thevibrational partition function. Free enthalpies
of solvation in cyclohexane were calculated for each structure at infinite dilution with the
conductor-like screening model for real solvents, COSMO-RS theory75,76 at the BP86/def-
TZVP level using theCOSMOthermprogrampackage78,99with the correspondingparameter
set (Version C3.0, Release 1501, revision 1744).

For each species only the lowest conformer that was foundwas considered and the conforma-
tional partition function was set to 1. In case of cyclohexanol and cyclohexyl hydroperoxide,
the equatorial conformers were identified as energetically preferred and used throughout the
calculations. For 4-heptyl hydroperoxide, the linear alkyl chain was chosen as the reference in
all structures.

For species in the investigation of the chromium chemistry, the calculation of 1HNMR shifts
was performed at the B3LYP/def2-TZVPP44,45,52 level using the DFT-GIAO method100 as
implemented in theTURBOMOLEpackagewith the chemshift program fromgeometries that
were optimized at the same level of theory in the gas phase. As usual, tetramethylsilane was
selected as reference for the isotropic 1H NMR shifts. NMR shifts for chemically equivalent
hydrogen atoms were averaged.
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3.3 Vanadium-based Dehydroperoxidation

3.3 Vanadium-basedDehydroperoxidation

To enable a selective decomposition of cyclohexyl hydroperoxide to cyclohexanone and wa-
ter, vanadium complexes had been identified as promising candidates. More specifically, Mi-
moun et al. had shown that vanadium(V) dipicolinato complexes can form stable alkylper-
oxo complexes.101–103 Other examples of alkylperoxo complexes with cobalt104 and molyb-
denum105 had also been demonstrated byMimoun and coworkers. However, the alkylperoxo
complexes they prepared had been obtained from tBu-hydroperoxide, which cannot undergo
the desired decomposition, as no corresponding ketone exists. Their focus, however was on
reactions of alcohols and alkenes with the alkylperoxo species, with the hydroperoxide serv-
ing as an oxidant, not on the fate of the hydroperoxide itself. In further work with vanadium,
different reactions of vanadium(V) alkylperoxo complexes were explored, including epoxi-
dations and oxidations of alcohols, but since the hydroperoxide substrate was always tBu-
hydroperoxide, only t-butanol was obtained. Due to the initial inaccessibility of cyclohexyl
hydroperoxide as the desired test substrate, experimental tests for dehydroperoxidation were
performedwith 4-heptyl hydroperoxide for which a dedicated synthesis had been reported in
the literature.106 The catalyst was prepared from pyridine-2,6-dicarboxylic acid (dipic) and
V2O5 giving the free hydroxido vanadyl dipicolinato complex 1.

N

O
O

V

O
O

OH

O

H2O, 70 °C
V2O5 + N

O
OH

O
OH

1

Figure 3.4: Synthesis of vanadium(V) dipicolinato oxido hydroxo catalyst precursor.

Reaction of 1with alcohols exchanges the hydroxo group and gives the corresponding alkox-
ido complexes, of which several different species were prepared.
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Figure 3.5: Preparation of corresponding cyclohexyl alkoxido complex/catalyst 2 from 1 through ad-
dition of the cyclohexanol.

Indeed, 4-heptyl hydroperoxide would undergo dehydroperoxidation when subjected to cat-
alyst 2, preferably giving the ketone over the alcohol (3.7:1 at room temperature, 2.4:1 at
60 ◦C).
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2 (3-8 mol%)

DCM, days

OOH O OH
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Figure 3.6: Initial dehydroperoxidation experiments with vanadium(V) dipicolinato complexes with
4-heptyl hydroperoxide. Preference of the desired ketone could be observed in ratio of
3.7:1 at room temperature.

These promising results prompted the investigation of cyclohexyl hydroperoxide as the orig-
inal and industrially relevant substrate. Cyclohexyl hydroperoxide (CyOOH) was obtained
via basic extraction from actual KA oil of BASF’s cyclohexane oxidation plant. Submitting
CyOOH to dehydroperoxidation with complex 2 gave worse selectivities (around 1:1, de-
pending on conditions), but crystals of the cyclohexyl peroxido complex 3 could be obtained
as a first example of an alkylperoxido complex derived from a secondary alkyl hydroperoxide.

Figure 3.7: Crystal structure of the cyclohexyl peroxide vanadium oxo complex 3 isolated from the
reaction of 2 with cyclohexyl hydroperoxide. Bond lengths in Å: V-O1: 1.885(13), V-O2:
2.008(9), V-O3: 1.579(3), V-O4: 2.215(4), O1-O2: 1.438(10), O3-H: 2.742.

In the crystal structure of 3 (figure 3.7), cyclohexyl hydroperoxide is bound to vanadium in
an η2 mode, with V-O bond lengths of 1.89 Å for the primary coordinating oxygen atom and
2.01 Å for the second peroxo oxygen which is bound to the cyclohexyl ring. The O-O bond
length is 1.44 Å. Water coordinates trans to the oxo group on the vanadium center and the
V-O distance for water is 2.21 Å. The distance between the α-hydrogen on the alkylperoxo
ligand and the vanadium oxo group is found to be 2.74 Å. This relative proximity already
suggests a hydrogen transfer between oxo group and the alkylperoxo substrate, which will be
discussed later. We used this structure as a starting point to investigate the reaction compu-
tationally. The “regular” radical-based decomposition has been studied extensively by other
groups,107–109 although a full picture of radical decomposition still remains challenging due
to reactivity of the species and vastness of the possible reaction network. We were therefore
interested whether the selectivity towards ketone and water formation could be due to an un-
derlying non-radical mechanism. This would be a potential entry point for optimization of
the reaction to drive the selectivity towards the ketone and improve the overall selectivity.
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3.3 Vanadium-based Dehydroperoxidation

3.3.1 Thermodynamics

From a purely thermodynamic point of view, the decomposition of cyclohexyl hydroperoxide
to ketone andwater is strongly exergonic and irreversible. ∆G for this reactionwas calculated
to be −282.7 kJ·mol−1. This is due to the inherent weakness of the O-O bond; the O-O bond
dissociation energy (BDE) in tBuOOH is only ~189 kJ·mol−1 compared to the C-O BDE in
tBuOH which is about ~398 kJ·mol−1 according to literature.110 Another factor is the stabil-
ity of the generated carbonyl group (∆H = −245.2 kJ·mol−1) as well as the favorable change
in entropy (∆S = 0.157 kJ·mol−1·K−1).

For the radical background decomposition there are several ways how initiation might occur.
All are higher in energy then the reactions that will be discussed in the following, but that will
not necessarily exclude radical reactions since a small amount of radicals may turnover a rele-
vant fraction of substrate, depending on radical chain length, availability of termination reac-
tions, and general reaction conditions. Homolytic cleavage of the O-O bond in CyOOH was
computed to be relatively high in energywith 259.9 kJ·mol−1, similar to the dissociation of the
alkylperoxo complex into a vanadium(V) peroxyl and cyclohexyl radical (244.7 kJ·mol−1).
In contrast, O-O dissociation in the alkylperoxo complex to a vanadium oxyl and cyclohexyl
oxyl radical is much more feasible (146.0 kJ·mol−1). Another possible pathway would be the
homolytic cleavage of V-O into a vanadium(IV) oxo complex and cyclohexyl peroxyl radical,
which is endergonic by151.9 kJ·mol−1. In some reactions the formationofVO(dipic)(H2O)2
was observed, which supports this mode of radical initiation. Radical mechanisms will not be
evaluated in this thesis, but the work of Hermans and co-workers should be mentioned once
again here, who have performed in-depth experimental and theoretical work on radical autox-
idations, and more specifically the oxidation of cyclohexane.108,109,111–114

3.3.2 Dehydroperoxidation via H-Transfer to the Oxo Group

In a proposed schematic mechanism (figure 3.8) for the dehydroperoxidation from an initial
vanadium(V) alkylperoxido complex, the α-hydrogen on the hydroperoxide is transferred to
the oxo group, while theO-Obond is cleaved. This step could be concerted or stepwise. Upon
hydrogen transfer the free hydroxido oxido vanadium dipicolinato complex is formed. From
this complex, addition of hydroperoxide yields the initial alkylperoxido complex and releases
water, which completes the catalytic cycle.
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Figure 3.8: Proposed mechanism for the vanadium-catalyzed dehydroperoxidation of cyclohexyl hy-
droperoxide via intramolecular transfer of the α-hydrogen on the hydroperoxide to the oxo
group on the vanadium catalyst with cleavage of the peroxide O-O bond. The decompo-
sition is followed by addition of new substrate under release of water to restore the initial
complex.

An overview of the investigated mechanism as a reaction path is depicted in Figure 3.9. The
catalytic cycle starts from the cyclohexylperoxo complex 3, which was isolated and analyzed
byX-ray crystallography (see Figure 3.7) and is used as the reference (G= 0 kJ·mol−1) for our
mechanism. Decoordination ofwater from this complex forms the distorted square pyramidal
complex 4 in which the peroxide oxygens are still bound in η2-fashion to the vanadium center.
Despite the weak enthalpy of dissociation of only 41.3 kJ·mol−1, formation of this complex is
endergonic by 9.0 kJ·mol−1 as the gained entropy (∆S = +0.146 kJ·mol−1·K−1) is countered
by release of water into cyclohexanewith∆Gsolv =+11.1 kJ·mol−1. Thewater-free complex 4
can then rearrange to the η1 alkylperoxo complex 5, which structurally already resembles the
following hydrogen transfer transition state and is endergonic by 27.0 kJ·mol−1 relative to 3.
From 5, decomposition of cyclohexyl peroxide occurs through the six-membered transition
state TS6. The activation energy of this process is 110.1 kJ·mol−1 with respect to 3. The de-
peroxidation is concerted; the hydrogen transfer to the oxo group occurs simultaneously with
the cleavage of the O-O bond.

The transition state structure is shown in Figure 3.10. The O-O bond is already significantly
elongated to 1.71 Å, especially when compared to the O-O bond length in the loose η1 com-
plex 5 (1.40 Å). The twoV-O bonds are of similar length in the transition state: 1.63 Å for the
V-O double bond about to turn into a new V-OH group with a single bond, while the other
V-O peroxo bond length is 1.69 Å, on trajectory to form the new V-O oxo group and double
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3.3 Vanadium-based Dehydroperoxidation

Figure 3.9: Free energy pathway for the vanadium-catalyzed dehydroperoxidation of cyclohexyl hy-
droperoxide. Energies are given in kJ/mol and are relative to complex 3 which was iso-
lated and characterized by X-ray crystallography. The energy levels after TS6 have been
adjusted in height due to the highly exergonic nature of the reaction.

Figure 3.10: Transition state TS6 in which hydrogen transfer and O-O bond cleavage occur in a con-
certed mechanism.

bond. The hydrogen to be transferred to the oxo group has a O-H distance of only 1.53 Å and
the C-H bond is almost directly pointing at the oxo group. A stepwise mechanism could pro-
ceed through the corresponding alkylperoxo species with no α-hydrogen and a protonated
oxo group on the vanadium complex, but this is not a stable intermediate. Similarly, the other
stepwise mechanism would involve cleavage of the O-O bond before hydrogen transfer into
a cyclohexyloxyl radical and the corresponding vanadium oxyl species, but this process is too
high in energy (∆G = 146.0 kJ·mol−1). The formation of cyclohexanone and the vanadium
oxo hydroxo species 1 via TS6 is irreversible as the reverse barrier would be 365.2 kJ·mol−1.
Intermediate 1 can then undergo addition of new cyclohexyl hydroperoxide to give the ini-
tial cyclohexylperoxo complex 3 and water. This addition is exergonic with respect to 1 by
27.6 kJ·mol−1. Figure 3.11 shows different transition states for the hydroperoxide addition.

45



3 Oxidation of Cyclohexane with Early Transition Metal Catalysts

N

O
O

V

O
O

O

O

H

O
O

H

O
H

N

O
O

V

O
O

O

O

H

O
O

H

H
O

H

N

O
O

V

O
O

O

O

H

O
O

H

N

O
O

V

O
O

OH

O

N

O
O

V

O
O

O
O

HO

H2O

1 (0.0 kJ/mol)

TS8 (80.5 kJ/mol)

TS9 (65.5 kJ/mol)

TS10 (57.2 kJ/mol)

3 (-27.6 kJ/mol)

Figure 3.11: Comparison of direct hydroperoxide addition (TS8) and proton relay mechanisms for
hydroperoxide addition with water (TS9) and cyclohexanol (TS10).

The direct addition of cyclohexyl hydroperoxide through a four-membered transition state
(TS8) is relatively high in energy with a barrier of 80.5 kJ·mol−1. However, different proton
relay mechanisms are possible: water can act as a proton relay agent and is generated anyway
during the reaction as well as cyclohexanol. The proton relay transition states, forming six-
membered rings, all have lower barriers than the direct addition: 65.5 kJ·mol−1 for TS9 with
water and 57.2 kJ·mol−1 for TS10 with cyclohexanol. Hydrogen transfer and cleavage of the
O-O bond inTS6 (figure 3.9) is therefore the rate-determining step in the overall mechanism
with a barrier of 110.1 kJ·mol−1.

3.3.3 Comparison with 4-Heptyl Hydroperoxide

Since higher selectivities towards the dehydroperoxidation into ketone and water were ob-
served for 4-heptyl hydroperoxide, themechanismwas recalculated for this substrate. The re-
actionpath is shown inFigure3.12. Again, theη2 alkylperoxo complexeswith coordinatedwa-
ter serve as reference. From the alkylperoxo complex 11, loss ofwater (12) and rearrangement
to the η1 alkylperoxo complex 13 are endergonic by 4.5 kJ·mol−1 and 19.2 kJ·mol−1, which is
slightly lower than the corresponding changes for cyclohexyl hydroperoxide. Despite both
substrates being secondary hydroperoxides, a considerably lower activation energy for the
transition state TS14 is found for 4-heptyl hydroperoxide (91.7 kJ·mol−1 vs. 110.1 kJ·mol−1

for cyclohexyl hydroperoxide) to give 4-heptanone and oxo hydroxo intermediate 1. The rel-
ative difference∆∆G‡ of 18.4 kJ·mol−1 when comparing to cyclohexyl hydroperoxide trans-
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3.3 Vanadium-based Dehydroperoxidation

Figure 3.12: Free energy pathway for the vanadium-catalyzed dehydroperoxidation of 4-heptyl hy-
droperoxide. Energies are given in kJ/mol and are relative to complex 11. The energy
levels after TS14 have been adjusted in height due to the highly exergonic nature of the
reaction.

lates into a ~1600-fold increase in rate, whichmay explain the observed selectivity difference:
For the linear alkyl hydroperoxide, more decomposition through the non-radical based path-
way is occurringwhich leads to formationof ketone andwater, rather thandecomposition into
a mixture of ketone and alcohol which is likely radical-based. The lower activation energy is
likely due to better adaption to the transition state structure in the linear alkyl chain. Struc-
tural comparison of intermediates 5 and 13, which preceed the hydrogen transfer transition
states TS6 and TS14, show that the change in O-H distance is lower for 4-heptyl hydroper-
oxide (0.72 Å) than cyclohexyl hydroperoxide (0.89 Å), indicating that the linear alkane is
already closer to the transition state in the preceeding intermediate. Addition of new sub-
strate to intermediate 1 proceeds similar to cyclohexyl hydroperoxide. Only the proton relay
through 4-heptanol was calculated in analogy to cyclohexanol which had the lowest barrier
in the mechanism for CyOOH. For 4-heptyl hydroperoxide, this has process has an activa-
tion energy of 57.2 kJ·mol−1 via TS15 and is exergonic by 18.5 kJ·mol−1 to yield the initial
alkylperoxo complex 11.

3.3.4 Influence of Water Coordination

In addition to the previous mechanistic studies of cyclohexyl and 4-heptyl hydroperoxide,
variants of the mechanism in which water stays coordinated to the complex were also investi-
gated. This is of interest since the obtained crystal structure of 3 had a watermolecule coordi-
nating trans to the oxo group, but also because water is generated in the dehydroperoxidation
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3 Oxidation of Cyclohexane with Early Transition Metal Catalysts

and therefore abundant during the reaction; furthermore the decoordination ofwater to4/12
was found to be endergonic in the calculations.

Figure 3.13: Free energy pathway for the vanadium-catalyzed dehydroperoxidation of cyclohexyl hy-
droperoxide with (blue) and without (black) water coordinating to the catalyst. Energies
are given in kJ/mol and are relative to complex 3. The energy levels after TS6 and 17
have been adjusted in height due to the highly exergonic nature of the reaction.

Figure 3.14: Free energy pathway for the vanadium-catalyzed dehydroperoxidation of 4-heptyl hy-
droperoxide with (blue) and without (black) water coordinating to the catalyst. Energies
are given in kJ/mol and are relative to complex 11. The energy levels after TS14 and
TS20 have been adjusted in height due to the highly exergonic nature of the reaction.

Figures 3.13 and 3.14 show the water-assisted pathways in comparison with the regular dehy-
droperoxidationmechanisms. Therelative changes are very similar for cyclohexyl and4-heptyl
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hydroperoxide. The loose hydroperoxide without η2 coordination is slightlymore stable with
water coordinating in both cases (4.3 kJ·mol−1 forCyOOH,2.4 kJ·mol−1 forHeptOOH).The
barrier for dehydroperoxidation is also lowered for both substrates, with 101.0 kJ·mol−1 for
cyclohexyl hydroperoxide via TS17 and 86.3 kJ·mol−1 for 4-heptyl hydroperoxide via TS20.
The previously calculated difference remains, as dehydroperoxidation is favored for the linear
hydroperoxide by 13.7 kJ·mol−1, in agreement with the observation of more selective dehy-
droperoxidation for 4-heptyl hydroperoxide. While coordination of water is favorable to this
point, after dehydroperoxidation, the newly formedoxo group is now in trans to the ligand and
cis to the coordinating water. Due to the oxo groups strong trans effect, decoordination of wa-
ter from 18 to 1 is now energetically favored by 22.5 kJ·mol−1. In summary, the water-assisted
pathway is not only feasible but also lower in energy and can therefore likely take place, de-
pending on the reaction conditions.

The water-assisted dehydroperoxidation was also recalculated for water being cis to the oxo
group during the mechanism, and the correspoding pathways are shown in Figures 3.15 and
3.16. These complexes could potentially be formed from hydroperoxide addition to interme-
diate 18. However, the cis coordinated loose alkylperoxo complexes 21 and 23 are already
substantially higher in energy than their trans counterparts: for the cyclohexyl substrate, the
corresponding intermediate21 is 23.4 kJ·mol−1 less stable than trans complex 5, for heptyl hy-
droperoxide the difference between 13 and 23 is lower with 12.4 kJ·mol−1, but still favors the
trans complex. Not surprisingly, the following transition statesTS22 and 24 are also higher in
energy, with overall barriers of 109.1 kJ·mol−1 forCyOOHand98.2 kJ·mol−1 andHeptOOH,
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3 Oxidation of Cyclohexane with Early Transition Metal Catalysts

which render them unlikely compared to the regular water-assisted mechanism.

3.3.5 Proton Relay Mechanisms

Since a significant reduction of the activation energy was found for proton relay mechanisms
in the addition of hydroperoxide to the catalyst (57.2 kJ·mol−1 via TS10 vs. 80.5 kJ·mol−1

for TS8), a potential proton relay mechanism for the dehydroperoxidation step was also in-
vestigated. The difference, however, is that the direct addition in TS8 proceeds through a
four-membered transition state, and the additional entropic contribution of the proton relay
mechanisms can be compensated by better orbital overlap in a six-membered transition state,
whereas a proton relay mechanism for dehydroperoxidation as in TS6 does not provide this
benefit (six-membered vs. eight-membered transition state).
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Figure 3.17: Proton relay transfer for the dehydroperoxidation step with water, cyclohexanol and cy-
clohexyl hydroperoxide, with TS6 for comparison. Energies are given in kJ/mol and are
relative to complex 3.

As expected, proton relays are therefore not a valid alternative to the regular six-membered
transition state: all transition states (see Figure 3.17) are substantially higher in energy. Pro-
ton relay throughwater (TS25) is the highest with an overall barrier of 162.1 kJ·mol−1 relative
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3.3 Vanadium-based Dehydroperoxidation

to 3, the corresponding transition states with cyclohexanol (TS26) and cyclohexyl hydroper-
oxide (TS27) are lowerwith142.4 kJ·mol−1 and147.9 kJ·mol−1, but still not competitivewith
the original mechanism (110.1 kJ·mol−1). Hence, participation of proton relay agents in the
dehydroperoxidation step is ruled out for this reaction.

3.3.6 Hydrogen Transfer to Carboxyl Group of Dipic

Another open question was whether the ligand participates in the reaction. In a variant of
metal-ligand cooperation, the α-hydrogen of CyOOH could be potentially abstracted by a
carboxyl group of the ligand, releasing the ketone through O-O bond cleavage and forming
a partially protonated dipic vanadium(V) dioxo complex. Carboxylated vanadium(V) dioxo
complexes havebeenknown for some time,115,116 anddioxo vanadiumcomplexeswith triden-
tate Schiff-base ligands, which are structurally related to dipic, have been previously prepared
byPlass andYozgatli.117 If the ligandwere to participate actively in the reaction, changes in the
ligand structure could be used to actively engineer the ligand’s properties for a more selective
dehydroperoxidation.
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complex 3.

Figure 3.18 depicts the ligand-assisted pathway in comparison with the regular dehydroper-
oxidation mechanism, complex 3 serves as reference. The ligand protonation transition state
TS28 cannot be considered feasible with 161.6 kJ·mol−1, which is 51.5 kJ·mol−1 higher in en-
ergy thanTS6where the vanadiumoxo group is the hydrogen acceptor. Interestingly, if TS28
was lower in energy, the hypothetical dioxo species 29 could undergo very fast isomerization
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3 Oxidation of Cyclohexane with Early Transition Metal Catalysts

back to oxohydroxo complex 1with an activation energy of only 48.3 kJ·mol−1 throughTS30.
A closer look at the transition state structure reveals that the O-O bond length is very large
(1.91 Å) compared to that in the regular pathway (TS6, O-O distance: 1.71 Å), which might
explain the high energy of this transition state. TheO-Obond is essentially alreadydissociated
when hydrogen transfer takes place, costing significant energy. This is due to the V-O bond
of the hydrogen acceptor being considerably longer for dipic (2.03 Å in TS28) than for the
vanadium oxo group in the regular mechanism (1.63 Å inTS6). Otherwise, the bond lengths
are similar; the α-hydrogen being abstracted from the cyclohexyl hydroperoxide has a C-H
distance of 1.21 Å, the O-H distance for the reprotonation of the dipic oxygen is 1.53 Å and
the second oxo group on dipic to be formed has anO-V bond length of 1.69 Å (the oxo group
that remains untouched in this mechanism has a V-O distance of 1.59 Å).

Figure 3.19: Transition state for the ligand-assisted deprotonation via TS28, leading to the vana-
dium(V) dioxo complex 29 with a partially protonated dipic ligand.

52



3.3 Vanadium-based Dehydroperoxidation

3.3.7 Addition of Hydroperoxide through Ligand Protonation

Although participation of the ligand in dehydroperoxidation has been ruled out, the carboxyl
group could still be involved in the other crucial step of the reactionmechanism, the addition
of hydroperoxide to the complex. Here, the O-H bond of the hydroperoxide formally adds
to the V-O bond of the complex to give an alkylperoxo oxo hydroxo vanadium species. The
proposed mechanism is shown in Figure 3.20.
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Figure 3.20: Mechanism based on hydroperoxide addition to the carboxyl vanadium V-O bond. Ref-
erence is the free oxo hydroxo species 1 where in the regular mechanism hydroperoxide
addition occurs to the hydroxo group. Energies are free enthalpies in kJ/mol. From the
intermediate 32, several pathways are possible: hydrogen transfer to the oxo group
(TS33) or hydroxo group (TS34), followed by several isomerization/dehydration reac-
tions to the initial oxo hydroxo vanadium complex 1.

Direct addition through the four-membered transition stateTS31on to the ligand-metal bond
is in fact feasible with an activation energy of 52.5 kJ·mol−1. This is, surprisingly, a lower bar-
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3 Oxidation of Cyclohexane with Early Transition Metal Catalysts

rier than the regular hydroperoxide addition, even when assisted through proton relay agents
(TS10 through cyclohexanol, 57.2 kJ·mol−1). Figure 3.21 shows the transition state for the
addition to the carboxyl ligand, with a long V-O bond length (3.51 Å) for the peroxo oxy-
gen to be added onto vanadium due to the formally saturated/closed coordination shell of
vanadium. The trajectory shows that this transition state is mostly a deprotonation of the hy-
droperoxide; the newly formed anion seamlessly transitions into coordination to vanadium
to yield the new VO(Hdipic)(OH)(OOCy) complex. Formation of the alkylperoxo oxo hy-
droxo vanadium complex 32with a protonated dipic ligand is kinetically favored over the reg-
ular oxo alkylperoxo complex 3, due to the lower activation energy. But contrary to the forma-
tion of 3, which is exergonic by 27.6 kJ·mol−1, reaction to 32 is endergonic by 27.7 kJ·mol−1.
The reverse reaction back to 1 therefore only has a barrier of 24.8 kJ·mol−1 and will take place
rapidly, while addition product 3 is much less likely to undergo such a backreaction (∆G‡ =
84.8 kJ·mol−1). From 32, two potential acceptors for the transfer of the α-hydrogen on the
peroxide are possible: either to the hydroxo group, which is still available in this pathway, or
to the oxo group, similar to the regular mechanism. The former is too high in energy with
135.6 kJ·mol−1 via TS34 to yield the dioxo species 29. More likely, but still higher in energy
than the regular mechanism, is the transfer to the vanadium oxo group through TS33, with a
barrier of 117.3 kJ·mol−1. Either way, closing the catalytic cycle in both reaction paths seems
feasible: Dioxo complex 29 can restore the initial oxo hydroxo complex 1 as already shown
through TS30 with a small activation energy of only 48.3 kJ·mol−1. Oxo dihydroxo species
35 originating fromTS33 can do an internal protonation between the two cis hydroxo groups
leading to expulsion of water and formation of 29, from which formation of 1 has just been
discussed. This process has a relatively high barrier of 101.5 kJ·mol−1. 35 can also transfer
hydrogen from the protonated carboxyl group to the hydroxo group cis to go directly to com-
plex 1, which has a far lower barrier of only 62.8 kJ·mol−1 viaTS37. Nevertheless, the barriers
throughTS33 andTS34make this pathway not feasible.

Figure 3.21: Structure of transition state TS31 for the addition of cyclohexyl hydroperoxide directly to
the carboxyl group of the dipic ligand and vanadium.
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3.3 Vanadium-based Dehydroperoxidation

3.3.8 Hydrogen Transfer to a Peroxide Oxygen Atom

Another conceivablemechanism for dehydroperoxidation from 3would be the transfer of the
α-hydrogen to the peroxide oxygen that is bound to vanadium in the alkylperoxo complex.
This would lead to the same intermediate 1 as in our current regularmechanism, although the
oxo group on the vanadium center is conserved in this process and the new hydroxo group
is formed from the peroxo oxygen. In a direct transfer through a four-membered transition
state, two conformational variants are possible, with the hydrogen transfer occurring either
syn or anti to the vanadium oxo group. The direct hydrogen transfers can be excluded as rele-
vant since they are very high in energy. The dehydroperoxidation in synmode has a barrier of
202.0 kJ·mol−1, the anti pathway a similar barrier of 203.5 kJ·mol−1, which are far too high to
occur at the employed reaction conditions (room temperature to 60 ◦C).
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Figure 3.22: Hydrogen transfer to the peroxide oxygen atom in syn and anti conformation. Energies
are free enthalpies in kJ/mol and relative to complex 3.

Structures of the corresponding transistion states are shown in Figure 3.23. Despite being
conformationally different, the structural cores of the transition states are very similar for
the syn and anti dehydroperoxidation, in line with them being almost isoenergetic. The O-
O bond lengths in both transition states are very large with 2.02 Å forTS38 (syn) and 2.01 Å
forTS39 (anti). For comparison: the O-O distance in the regular dehydroperoxidation tran-
sition state TS6 was only 1.71 Å. Even in the already unfavorable ligand-assisted mechanism
viaTS28, theO-O distance is lower with 1.91 Å. It therefore seems like these transition states
resemble an adduct of a cyclohexyloxyl radical and a vanadium(V) oxyl species, and in fact,
the dissociation energy into these two separate species is only higher by about ~40 kJ·mol−1

(244.7 kJ·mol−1). C-H andC-Odistances are equal in both the syn and antimodewith 1.22 Å
and 1.32 Å. It may be argued, that in the case of large O-O bond lengths, increasing biradical
character is not very well described by a single reference method, but since the correspond-
ing transition states are > 100 kJ·mol−1 higher in energy than our proposedmechanism, these
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pathways can still be considered unfeasible despite potential error in the correct description
of the electronic structure.

Figure 3.23: Structure of syn and anti transition states TS38 and TS39 for the hydrogen transfer to
peroxo oxygen on vanadium.
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Accordingly, proton relay transferswere also studied for this step and are shown inFigure 3.24.
Hydrogen transfer through any proton relay agents reduce the barrier height substantially. For
water the overall barrier goes down to 147.8 kJ·mol−1 viaTS40, cyclohexanol as a proton relay
agent has a barrier of 138.6 kJ·mol−1 and cyclohexyl hydroperoxide shows a similar barrier to
that of water with 147.9 kJ·mol−1 through transition state TS42. Still, even the energetically
most feasible pathway viaTS41 is not competitive compared to the originalmechanism(TS6,
110.1 kJ·mol−1) or the water-assisted analogous pathways which have smaller barriers.
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3.3.9 Summary and Conclusion

The radical-free dehydroperoxidation of alkyl hydroperoxides with a vanadium dipicolinato
complex has been studied. Results show, that a radical-free mechanism, without change in
oxidation state on the vanadium center, is energetically feasible. Depending on conditions, a
water-assisted pathway, where water stays coordinated in trans position to vanadium during
the dehydroperoxidation step, is energetically favored (figures 3.13 and 3.14). A considerable
difference is found for the substrates, cyclohexyl hydroperoxide and 4-heptyl hydroperoxide.
For cyclohexyl hydroperoxide, overall barriers lie at 110.1 kJ·mol−1 (TS6) and101.0 kJ·mol−1

(water-assisted,TS17),whereas 4-heptyl hydroperoxidehasbarriers of 91.7 kJ·mol−1 (TS14)
and 86.3 kJ·mol−1 (water-assisted, TS20). Selective decomposition of the latter is hence fa-
vored by ~15 to 18 kJ·mol−1, explaining differences in ketone selectivity, relative to the back-
ground radical decomposition that usually produces a 1:1 ratio of ketone and alcohol. In fur-
ther investigations, many other variants of possible dehydroperoxidation reactions with the
vanadium dipicolinato ligand were explored: proton relaymechanisms for the dehydroperox-
idation step, hydrogen transfer to the carboxyl group on the dipicolinato ligand, addition of
the hydroperoxide to the carboxyl group and the subsequent possible pathways as well as an
internal hydrogen transfer to the peroxide oxygen and its proton relay variants. None of these
were found to be competitive with the original mechanism. The crucial step for the radical-
free dehydroperoxidation is therefore a six-membered transition state inwhich cleavage of the
O-O bond occurs simultaneously with the hydrogen transfer to the vanadium oxo group.

Based on these results, two possible ideas were developed to improve selectivity. The overall
goal is to lower the activation energy for the selective, non-radical pathway as studied in this
chapter to facilitate more decomposition into ketone and water, rather than a ketone-alcohol
mixture.

1. Altering the ligand might potentially give a vanadium oxo group which can serve as a
better acceptor, lowering the activation energy for dehydroperoxidation inourpathway.

2. Since the six-membered transition state for dehydroperoxidation is enabled through
the neighboring oxo and hydroxo/alkylperoxo motif on the metal, other metal com-
plexes that can exhibit this motif and form stable oxo complexes could potentially act
by a similar mechanism and be more suitable for selective dehydroperoxidation.

Following approach 1, several Schiff base ligands were prepared. These contain the same tri-
dentate O-N-O coordinationmotif as the dipicolinato ligand, but are relatively simple to syn-
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3.3 Vanadium-based Dehydroperoxidation

thesize. As mentioned earlier, vanadium complexes of Schiff bases had been prepared previ-
ously by several groups.118–120
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Figure 3.25: Schiff base vanadium complexes that were prepared as catalysts for dehydroperoxida-
tion. The ligands can be synthesized from the corresponding aniline and benzaldehyde.
Reaction of the ligand with VO(OEt)3 gives the desired vanadium complexes.

Three different Schiff base ligand complexes were tested in dehydroperoxidation reactions.
Groups R2/R4 were either tert-amyl or tert-butyl to increase solubility, whereas R1/R3 were
varied to make the complexes differently sterically demanding (H/H, H/tBu and tBu/tBu).
The first two tended to form µ-oxo bridged dimer complexes (which were nevertheless used
in catalysis) while the last and most sterically demanding Schiff base gave a monomeric com-
plex with R = Et. However, all complexes failed to give significantly improved selectivities.
The ketone-alcohol ratios were in a range of 0.7 to 1.3, with better stereoselectivities for the
sterically less demanding Schiff bases (despite their tendency for dimerization). The search
for better ligands was then supplanted by approach 2. Rather than trying to find or test out
other ligands for the vanadium-based dehydroperoxidation, new metal-oxo species or met-
als known to form similar oxo/hydroxo motifs, were tested. A large body of transition met-
als was screened for catalytic activity and ketone-alcohol selectivity. Most promising were
chromium(III) complexes or more specifically, chromium acetylacetonato (acac) complexes.
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Figure 3.26: Cr(III) acetylacetonato complexes. In the initial screening for dehydroperoxidation, R =
Me, tBu, CF3 and the unsymmetric benzoylacetonate (R = Me/Ph) were tested.

After the regular acetylacetonato complex (R = Me) had shown good selectivity towards the
ketone for dehydroperoxidation of cyclohexyl hydroperoxide (90:10), electronically and ster-
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ically different acetylacetonato complexes were tested. Regardless of the ligand, the selec-
tivity remained about the same for all complexes: 96:4 for tBu-substituted acac, 91:9 for
the electron-poor CF3 analogue and 88:12 for benzoylacetonate, all at room temperature.
Temperature seemed to have a deleterious effect on the selectivity (for tBu-acac, selectivity
dropped to 81:19 at 100 ◦C and 73:27 at 130 ◦C). The relative independence of selectivity
from the ligand hinted at a different active species not bearing acetylacetonate ligands. Rather,
different reaction times suggested different time periods for formation of the actual catalyst
from the Cr(III) acac-type precursors. This also seemed to make sense since the chromium
acetylacetonato complexes do not bear any oxo groups, which a suspected catalyst probably
would. Following these first results, Cr(III) and Cr(VI) oxide were tested. Cr(III) oxide per-
formed worse with a ketone-alcohol ratio of 29:71, but CrO3 showed an excellent selectivity
of 98:2 and also reacted much faster (complete conversion within 10 min compared to sev-
eral days for the acac complexes). The active species is therefore likely a chromium (VI) oxo
compound, that was previously just very slowly formed from acac complexes in the oxida-
tive conditions with CyOOH. These findings and observations prompted us to look into the
selective decomposition of cyclohexyl hydroperoxide with chromium (VI).
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3.4 Chromium-basedDehydroperoxidation

Reproduced in part from [Hamann, J. N.; Hermsen, M.; Schmidt, A.-C.; Krieg, S.; Schießl,
J.; Riedel, D.; Teles, J. H.; Schäfer, A.; Comba. P.; Hashmi, A. S. K.; Schaub, T. Selective De-
composition of Cyclohexyl Hydroperoxide using Homogeneous and Heterogeneous Cr(VI)
Catalysts: Optimizing the Reaction by Evaluating the Reaction Mechanism. ChemCatChem
2018, 10, 2755-2767.] CopyrightWiley-VCHVerlagGmbH&Co. KGaA. Reproducedwith
permission.

3.4.1 Previous Work

The stoichiometric use of chromium in oxidation reactions has been known for some time,
and several name reactions are associated with it: the Jones,121 Sarett122 and Collins123 ox-
idations in which ketones are obtained from alcohols by oxidation with different chromium
trioxide (CrO3) reagents. One of the first patents that mentions use of chromium trioxide in
the synthesis of cyclohexanone/cyclohexanolwas filed by Stamikarbon, a subsidiary ofDutch
State Mines (DSM), as early as 1973.124 Catalytic applications of chromium trioxide for the
oxidation of alcohols were published by Muzart in 1987.125 Using 5 mol% CrO3 and 4 eq.
of tert-butyl hydroperoxide (70%) in dichloromethane (DCM), a series of alcohols could be
converted into ketones, with the best selectivities obtained for benzylic alcohols. Muzart also
proposed a mechanism involving conservation of the oxidation state of Cr(VI) in which a
combined chromic acid ester of alcohol and alkyl peroxide lead to ketone formation. This was
later investigated in more detail by Boitsov et al.126 with nuclear magnetic resonance (NMR)
spectroscopy and will be discussed in one of the following subsections (Cooperative Mecha-
nism, 3.4.4). In a study of homogeneous and heterogeneous chromium catalysts for the de-
composition of cyclohexyl hydroperoxide, Buijs et al. proposed a differentmechanism, which
also conserves the oxidation state of +VI at chromium, similar to the previously discussed de-
peroxidation mechanism for our vanadium catalyst. The mechanistic study included calcu-
lations at the B3LYP/6-31G** level which predict such a mechanism to be feasible – we will
discuss this in more detail in the subsection on the regular dehydroperoxidation mechanism
(3.4.3).

As mentioned, the dehydroperoxidation with chromium(VI) is considerably faster than with
vanadium. For example, in initial experiments addition of hydroperoxide to neat CrO3 in cy-
clohexane reacted so vigourously that within seconds the solvent started boiling in the NMR
tube and conversion was completed after only a few minutes. But even through cooling and
using less reactive chromium trioxide precursors (such as the Collins reagent, CrO3 · Py2), it
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Figure 3.27: Suspected chromium alkylperoxo complex, which would formally be a peroxo ester of
chromic acid. Different complexes are possible – the free acid with R=H, but also R=OCy
or R=OOCy for the bisalkylperoxo ester.

was not possible to experimentally isolate a suspected chromium alkylperoxo complex, which
had been the starting point for our previous investigations with vanadium. To our knowledge,
isolation of a chromium alkylperoxo complex has not been reported before in the literature,
although the related chromium oxide peroxide (CrO5) and derivatives of it are known.127 In-
stead, the existence of such a proposed intermediate was confirmed indirectly. Cooling a solu-
tion of CrO3 · Py2 in non-coordinatingα,α,α-trifluorotoluene to 5 ◦C and adding a stoichio-
metric amount of cyclohexyl hydroperoxide triggered a change in the UV/Vis spectrum with
a new absorption band appearing at 480 nm. This band has been attributed in the literature to
alkylperoxo complexes of chromiumwith tBuOOH.126 Thealkylperoxo complex is, however,
not stable and after 48 h the typical UV/Vis spectrum of Cr(VI) without distinct absorption
bands is observed. Thiswas also seen in the catalytic reactions, confirming conservation of the
+6 oxidation state of chromium. Additionally to the UV/Vis experiments, the formation of
alkylperoxochromiumwas followedbyNMR.Toa solutionofCyOOHindeuterated toluene,
a stoichiometric amount of CrO3 · Py2 was added at −20 ◦C. A downfield shift of the peak at
3.72 ppm to 4.09 ppm was observed, which was attributed to the α-hydrogen on cyclohexyl
hydroperoxide (free vs. bound to chromium). A new peak appeared at 11.64 ppmwith simul-
taneous disappearance of the hydroperoxide (CyOOH) signal at 5.83 ppm.

Table 3.1: Experimental and calculated NMR shifts of free cyclohexyl hydroperoxide and the sus-
pected chromic acid alkylperoxo ester CrO2(OH)(OOCy).

Proton Exp. [ppm] DFT [ppm]

Free CyOOH
OOH 5.83 6.62
OOCH 3.72 3.84

CrO2(OH)(OOCy)
OH 11.64 11.82
OOCH 4.09 4.19

ComparisonwithDFT-computed values (table 3.1) confirms that formationof the chromium
alkylperoxo complex CrO2(OH)(OOCy) is likely, which is the product of direct addition of
CyOOH to CrO3. The downfield shift of the α-hydrogen on the hydroperoxide is in agree-
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3.4 Chromium-based Dehydroperoxidation

ment with the prediction from DFT (∆δexp = 0.37 ppm, ∆δDFT = 0.35 ppm) and the new
signal at 11.64 ppmseems to correspond to the newly formedOH on chromic acid. TheOOH
signal of free CyOOH is predicted to be too far downfield from the experimental value, which
is expecteddue toneglectionof interactions for protons that canparticipate inhydrogenbond-
ing and exchange. Having established that formation of an alkylperoxo species fromCrO3 and
cyclohexyl hydroperoxide is very likely occurring, we used this as our starting point for com-
putational investigations into the mechanism of the dehydroperoxidation.

3.4.2 Formation of Chromium Alkoxy and Alkylperoxy Species

Figure 3.28: Direct additions of water, cyclohexanol and cyclohexyl hydroperoxide to form chromic
acid and various chromic acid esters. The∆G‡ are free enthalpies of activation in kJ/mol
in cyclohexane.

Besides CrO2(OH)(OOCy), different related chromium species can potentially be formed
in the reaction mixture. Figure 3.28 shows an overview how mono- and diesters of chromic
acid can form from either chromium trioxide or chromic acid. The reactions shown are di-
rect additions: the substrate approaches the corresponding chromium species through a four-
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membered transition state in which the OH moiety of H2O, CyOH or CyOOH formally
adds onto a Cr-O double bond or CrO-H single bond (forming either a new Cr-OH group,
or releasing water in the latter case). From the calculations with vanadium, the direct addi-
tion can be considered an upper limit to the necessary activation energy for substrate addi-
tion – proton relay mechanisms are even lower in energy and will be discussed later in sec-
tion 3.4.3. Generally, even for direct addition, the activation energies are feasible and lie be-
tween ~ 75 to 85 kJ·mol−1, which would correspond to a half-life of the reaction on the or-
der of a few seconds or minutes, in agreement with the experimentally observed rapid reac-
tion. Direct addition to CrO3 is higher for water (101.8 kJ·mol−1) to give chromic acid or
cyclohexanol to yield the cyclohexyl chromate ester (107.0 kJ·mol−1). However, addition to
monomeric CrO3 should in any case only be considered a roughmodel, since it is more likely
that the addition occurs on a surface of solid CrO3 or to the Collins reagent CrO3 · Py2, de-
pending on which precursor is used. Formation of the previously experimentally observed
CrO2(OH)(OOCy) can occur with a barrier of only 84.4 kJ·mol−1 from CrO3. This mo-
noester can potentially react with either CyOH or CyOOH to the mixed chromic acid es-
ter CrO2(OCy)(OOCy) or the dialkylperoxo complex CrO2(OOCy)2. Both additions have
reasonable barriers of 74.3 kJ·mol−1 for CyOH and 83.1 kJ·mol−1, respectively for CyOOH.
Formation of CrO2(OCy)2 from CrO2(OH)(OCy) can also occur with an activation en-
ergy of 85.7 kJ·mol−1 for the addition of cyclohexanol. Which species is actually dominant
depends on the concentrations of water, cyclohexanol and cyclohexyl hydroperoxide which
vary during the reaction, and secondary effects such as the phase separation of water and
cyclohexane during dehydroperoxidation of the substrate. In all cases, formation of the dif-
ferent alkylperoxo and alkoxy complexes of chromium is energetically feasible. Looking at
the thermodynamics of the reaction, substitution of the free chromic acid CrO2(OH)2 is
energetically always favored. The monoesters CrO2(OH)(OCy) and CrO2(OH)(OOCy)
are more stable by 28.7 kJ·mol−1 and 23.1 kJ·mol−1 relative to CrO2(OH)2. For the diesters
the reaction is even more favorable, with formation of CrO2(OCy)(OOCy) being exergonic
by 50.1 kJ·mol−1 (this species is important for the cooperative mechanism as proposed by
Boitsov et al.).126 The other two species, CrO2(OCy)2 and CrO2(OOCy)2, are also exer-
gonic compared with the free chromic acid by 56.5 kJ·mol−1 and 42.9 kJ·mol−1, respectively.
It can be concluded, that any of the above species may qualify for participating in the dehy-
droperoxidation reaction.

3.4.3 Regular Dehydroperoxidation Mechanism

As in the dehydroperoxidation mechanism of the vanadium complex, a similar mechanism
is proposed for the dehydroperoxidation with the chromium catalyst (figure 3.29), where a
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3.4 Chromium-based Dehydroperoxidation

concerted hydrogen transfer to the metal oxo group and simultaneous O-O bond cleavage
of the alkyl peroxide is the crucial step. The dehydroperoxidation is followed by addition of
hydroperoxide to the generated oxo hydroxo chromium species.

Figure 3.29: Mechanism for the dehydroperoxidation with chromium similar to the vanadium-
catalyzed dehydroperoxidation. R may be just -H for the monoester or -OCy/-OOCy
for the diesters of chromic acid. The addition can be direct as depicted here, or through
a proton relay mechanism.

In this mechanism, the oxidation state of chromium is not altered during the reaction and
remains at +6. Buijs and coworkers calculated this reaction for R=H in the gas phase at the
B3LYP/6-31G** level and obtained an activation energy of 65.3 kJ·mol−1 for the deperoxida-
tion (in their calculation, a watermolecule has a loose hydrogen bond to the peroxide, but this
should only have a minor effect). Starting from chromic acid 43, Figure 3.30 shows the addi-
tion of cyclohexyl hydroperoxide which can proceed either directly throughTS44 or through
proton relays with cyclohexanol (TS45) or water (TS46). As already shown in Figure 3.28,
the direct addition viaTS44 has an activation barrier of 86.2 kJ·mol−1, which is certainly fea-
sible, but relatively high. In the analogous addition to the vanadium complex (TS8) this step
had an activation energyof 80.5 kJ·mol−1, butwas significantly reducedbyproton relay agents.
The same is found for chromic acid. Addition of the hydroperoxide through transition state
TS45, where cyclohexanol acts as a proton relay agent only has a barrier of 54.5 kJ·mol−1 and
is therefore favored by 31.7 kJ·mol−1 over the direct addition. Water as a proton relay agent
(TS46) also lowers the barrier for hydroperoxide addition, although the effect is smaller than
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3 Oxidation of Cyclohexane with Early Transition Metal Catalysts

with CyOH (∆G‡=75.1 kJ·mol−1, 11.1 kJ·mol−1 less than TS44). All additions lead to the
release of water and formation of the chromium alkylperoxo ester 47, which was experimen-
tally observed in situ by NMR and UV/Vis. Formation of 47 is exergonic compared to the
free hydroperoxide and chromic acid by 23.1 kJ·mol−1.
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Figure 3.30: Comparison of direct addition of hydroperoxide (TS44) with proton relay mechanisms for
the hydroperoxide addition through cyclohexanol (TS45) and water (TS46). Energies are
free enthalpies relative to chromic acid 43.

The alkylperoxo complex 47 can then undergo dehydroperoxidation through six-membered
transition state TS48 (see Figure 3.32 for structure). The α-hydrogen on the hydroperoxide
is transferred to the chromium oxo group and the peroxide O-O bond is cleaved to release
cyclohexanone. The computed barrier is 83.7 kJ·mol−1 for this step which makes it the rate-
determining step of the reaction. Structurally, the transition state is very similar to its coun-
terpart with vanadium (TS6). TheO-O bond distance is marginally smaller 1.69 Å (1.71 Å in
TS6), but the O-H distance for the oxo group on chromium and the abstracted hydrogen is
shorter (1.44 Å vs. 1.53 Å). Formation of cyclohexanone and chromic acid is highly exergonic
by 260.6 kJ·mol−1 relative to the preceding chromium alkylperoxo complex 47, making this
step irreversible (∆G‡ for reverse reaction is 344.3 kJ·mol−1). Compared to the value com-
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3.4 Chromium-based Dehydroperoxidation

putedbyBuijs andco-workers (65.3 kJ·mol−1, B3LYP/6-31G**),128 thebarrier is predicted to
be slightly higher than in their calculations. However, considering the small benchmark study
in section 2.5.2, B3LYP seems to have a tendency to underestimate this barrier (at least for the
similar vanadium chemistry), as the stability of the alkylperoxo species is underestimated. In
fact, Buijs et al. report the alkylperoxo complex to be isoenergetic or even slightly endergonic
(∆G = 1.7 kJ·mol−1) relative to CrO2(OH)2, whereas the calculations in this thesis find a
thermodynamic preference of the alkylperoxo complexes on the order of 20 to 30 kJ·mol−1

for vanadium and chromium. This tendency, albeit smaller, is also found in the CCSD(T)
benchmark for the simplified vanadium complexes. Lastly, experimental observation of the
rapid reaction with chromium upon addition of CyOOH and the addition of alcohols and
hydroperoxide to vanadium oxo hydroxo complexes also support the relative stability of 47
vs. free chromic acid. Comparing the computed barrier with the corresponding barrier for
vanadium, it is found that the activation energy for deperoxidation is significantly lower with
chromium (TS48: 83.7 kJ·mol−1, for vanadiumTS6: 110.1 kJ·mol−1). This is in line with the
far better ketone/alcohol selectivity obtainedwith chromiumaswell as the faster reaction rate.
It also explains why isolation of the chromium alkylperoxo species could not be achivied due
to the low barrier of dehydroperoxidation, whereas the corresponding vanadium alkylperoxo
complexes were stable and could be characterized by X-ray crystallography.
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3 Oxidation of Cyclohexane with Early Transition Metal Catalysts

Figure 3.31: Reaction path for the dehydroperoxidation of cyclohexyl hydroperoxide with chromic
acid. Energies are free enthalpies in kJ/mol relative to free chromic acid. Only the
energetically lowest transition state for addition is shown (TS45, proton relay via CyOH).
The energy level after TS48 is adjusted in height due to the high exergonic nature of the
reaction.

Figure 3.32: Structure of the dehydroperoxidation transition state TS48 involving hydrogen transfer
to the chromium oxo group and simultaneous O-O bond cleavage.

Additionally, the same dehydroperoxidation was also recalculated for the other alkylperoxo
specieswhichmightbepresentduring the reaction, the cyclohexanol andcyclohexyl hydroper-
oxide diesters (see Figure 3.33). Thedifferences to the free chromiumhydroxo species (mono
alkylperoxo ester) are veryminor. For CrO2(OCy)(OOCy) (49) the barrier is 85.3 kJ·mol−1

via TS48, which is only 1.6 kJ·mol−1 more than TS48 in the free chromic acid alkylperoxo
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Figure 3.33: Deperoxidation barriers for the related species, which are formally esters of chromic acid
with cyclohexanol 49 and cyclohexyl hydroperoxide 52, through the same six-membered
transition state with hydrogen transfer and O-O bond cleavage. The regular mechanism
is shown at the top for comparison. Energies are free enthalpies in kJ/mol and relative
to the corresponding preceding alkylperoxo complex.

complex. Similarly, for the symmetric dialkylperoxo complex 52, the barrier is in the same
range (87.8 kJ·mol−1 viaTS53). Thermodynamically, formation of cyclohexanone and water
is strongly exergonic in all cases, with also onlyminor differences (−262.4 kJ·mol−1 from49 to
51 and −263.9 kJ·mol−1 from 52 to 47; the original value for the regular dehydroperoxidation
of 47 is 260.6 kJ·mol−1). It can be concluded, that not only is formation of all species is pos-
sible, but dehydroperoxidation can also occur from any of the different alkylperoxo species.
The differences in free enthalpy are too low to favor one single path and therefore likely are
more subject to the reaction conditions. Experimental evidence for the CrO2(OH)(OOCy)
species 47 suggests that this might be the dominant pathway under the reaction conditions
employed in our experiments.
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3.4.4 Cooperative Mechanism

Figure 3.34: Cooperative mechanism in which a mixed alkoxy alkylperoxy chromium complex is
needed for the dehydroperoxidation. The key transition state is a transfer of the α-
hydrogen on the alkoxy group to the peroxo oxygen on the alkylperoxo ligand to yield
chromium trioxide, cyclohexanol and cyclohexanone. Since cyclohexanol is needed for
regeneration of the alkoxide / alkylperoxo complex, the net reaction is the same: cyclo-
hexyl hydroperoxide is decomposed to cyclohexanone and water.

An alternative mechanism has been suggested by Boitsov et al. in 2001 on the basis of NMR
experiments.126 They studied the oxidation of secondary alcohols with tBuOOH and found
NMR evidence for a mixed chromium species, containing both an alkylperoxo ligand from
tert-butyl hydroperoxide and alkoxy ligand from the secondary alcohol. Based on this ob-
servation, it was assumed that this species participates in a cooperative mechanism. Here,
the carbon-bound peroxo oxygen would abstract theα-hydrogen on the alkoxy ligand, which
would then form the corresponding ketone. The alkylperoxo ligand would release chromium
trioxide and the corresponding alcohol. For tBuOOH, the corresponding alcohol tert-butanol
cannot beoxidized to a ketone, but for a secondaryhydroperoxide like cyclohexyl hydroperox-
ide, the generated secondary alcohol could itself be oxidized to the corresponding ketone. In-
termediary formed chromium trioxide would immediately coordinate and add new substrate,
and thus close the catalytic cycle.
To verify whether this might be a valid alternative to the reaction path with the hydrogen
transfer to an oxo group and O-O bond cleavage, we computed the corresponding reaction
path (figure 3.35). The trigonal bipyramidal pyridine CyOOH/CyOH complexes 54 and
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3.4 Chromium-based Dehydroperoxidation

Figure 3.35: Cooperative mechanism in which a mixed alkoxy alkylperoxy chromium complex is
needed for the dehydroperoxidation.

55 were chosen as starting points. Fully ligand free chromium trioxide is unlikely to exist
in solution (unless formed as a reactive intermediate), but 54/55 can be formed through ex-
change from CrO3 · Py2. The cyclohexanol complex is slightly more stable by 12.8 kJ·mol−1.
From here, both complexes can undergo addition of CyOH/CyOOH via TS56/TS57 and
both have the same energy relative to the initial CyOH complex 54, 61.7 kJ·mol−1. Pyridine
is released and either the hydroxo alkylperoxo complex 47 or alkoxy species 58 are formed,
which is exergonic by −36.6 kJ·mol−1 and −29.4 kJ·mol−1, respectively. To yield the mixed
alkoxy/alkylperoxo complex 61, cyclohexanol must be added in the case of the alkylperoxo
complex 47 and cyclohexyl hydroperoxide for the alkoxy complex 58. Both additions are
feasible with activation energies of 86.3 kJ·mol−1 for the addition of CyOOH via TS59 and
74.2 kJ·mol−1 for the addition of CyOH via TS60. These are direct additions – the proton
relay variants are likely to be even lower in energy, as was shown earlier. Formation of the
mixed species 61 is therefore kinetically feasible and also exergonic with respect to 54 by
50.8 kJ·mol−1. From this intermediate, the transition state suggested by Boitsov et al. is now
accessible. The activation energy for this step, however, is 168.9 kJ·mol−1 (TS62) and thus
far too high in energy to be competitive with the previously studied mechanism. A potential
proton relay for this step, through an eight-membered transition state involving water, was
also studied, but is even higher in activation energy (258.4 kJ·mol−1). Figure 3.36 shows the
structure of transition stateTS62. Again, the length of theO-O bond is considerable (1.97 Å,
which is 0.28 Å longer than in the regular mechanism), that is similar to the O-O distance in

71



3 Oxidation of Cyclohexane with Early Transition Metal Catalysts

the hydrogen-to-peroxo-oxygen mechanism via TS38 or TS39 with vanadium (2.01 Å and
2.02 Å). Also, the peroxo oxygen on the chromium complex has a Cr-O distance of 1.70 Å
compared to 1.80 Å in intermediate 61. Thismechanism can be ruled out due to the high bar-
rier, although the generation of chromium trioxide, cyclohexanol and cyclohexanone would
be exergonic (by 22.3 kJ·mol−1 relative to 61) and CrO3 would, as a very reactive interme-
diate, easily add new substrate or recoordinate pyridine/CyOH/CyOOH. The existence of
the mixed species is quite likely as its formation is feasible and thermodynamically favored,
but the reaction then does not proceed through the corresponding cooperative mechanism
but rather through the regular dehydroperoxidation via TS50, which only has an activation
energy of 85.3 kJ·mol−1.

Figure 3.36: Transition state TS62 for the cooperative dehydroperoxidation via a mixed intermediate
containing alkoxy and alkylperoxo ligands that was suggested by Boitsov et al.

3.4.5 Pyridine Pathways

One of the main challenges in the application of chromium catalysts is the high toxicity of
chromium(VI). The toxicity of chromium(VI) or chromate stems from its similarity to the
sulfate anion, allowing it to enter cells through sulfate channels,129 where it is reduced to
chromium(III) and forms stable complexes with nucleic acids and proteins, exhibiting mu-
tagenic and genotoxic effects.130–132 As an example for the high safety standards regarding
chromium, theGerman regulationsondrinkingwater set a limit of 0.05mg·L−1 total chromium
content, which is around8ppb in chromate and similar to the limits for cyanide (0.05mg·L−1),
lead (0.01mg·L−1) or uranium (0.01mg·L−1).133 Especially in a bulk product used for tex-
tiles like Nylon-6, which cyclohexanone is ultimately converted to, residual chromium must
be kept very low. For this purpose, CrO3 · Py2 was immobilized with poly(4-vinylpyridine)
(PVP). Product solutions from dehydroperoxidation reactions with the Cr-PVP catalyst did
not contain chromium higher than the detection limit of 0.1mg·kg−1 by ICP-MS, showing
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3.4 Chromium-based Dehydroperoxidation

Figure 3.37: Barriers for dehydroperoxidation with chromium pyridine complexes. The pyridine
molecule coordinates trans to the alkylperoxo ligand. Energies are free enthalpies in
kJ/mol, relative to the corresponding complex without pyridine.

the success of preventing leaching with PVP.Hence, we were interested in the role of pyridine
and whether the previously studied mechanism can still be considered valid for chromium
complexes with coordinating pyridine. Pyridine is here both a model for the actual pyridine
molecules when using CrO3 · Py2 as precursor as well as the vinyl pyridine moieties in PVP.
The coordination of pyridine to the chromium alkylperoxo complexes is feasible and yields
distorted pentagonal bipyramidal chromium complexes in which the pyridinemolecule coor-
dinates trans to the alkylperoxo ligand. From these complexes (63, 64 and 65 depending on
the ligandRon chromium, see Figure 3.37) the regular dehydroperoxidation transition states,
albeit with coordinating pyridine, are accessible. Barriers compared to the “free” alkylperoxo
complexes are relatively similar to the regularmechanismwithout pyridine: 87.4 kJ·mol−1 for
the unsubstituted chromic acid via TS66, slightly higher for the alkoxy complex 64 through
TS67 (97.8 kJ·mol−1) and lower for the dialkylperoxo species (74.1 kJ·mol−1 viaTS68). Co-
ordination of pyridine is endergonic due to entropic contributions, but this is expected to
be different in a polymer like PVP. Generally, the additional entropic and steric effects for
chromium on actual PVP are not considered in this model, but dehydroperoxidation for the
pentagonal bipyramidal complex should be energetically feasible.
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Figure 3.38: Formation of hexacoordinate chromium complexes from the Collins’ reagent.

Since the Collins’ reagent (CrO3 · Py2, 69) bears two pyridine ligands in a similar fashion,
a hexacoordinate complex upon addition of CyOOH could be potentially formed. Gener-
ation of this species is however highly endergonic by 129.7 kJ·mol−1 (70). Participation of
hexacoordinate chromium species or bispyridine complexes in the dehydroperoxidation was
therefore ruled out, since the formation of the corresponding complex is thermodynamically
disfavored.

3.4.6 Related Chromium(VI) Species

Other alternatives to the dehydroperoxidation catalyzed by chromic acid or the previously
discussed derivatives of it, are dichromic acid (Cr2O5(OH)2) and the anions of both chromic
and dichromic acid, chromated and dichromate. Dichromic acid can be formed depending on
the concentration of chromic acid and water,134 of which the latter is formed from cyclohexyl
hydroperoxide during the reaction. The corresponding ions can be generated through depro-
tonation, for example by pyridine, but even in water dissociation may occur as both chromic
and dichromic acid are strong acids.

To test whether these species can also potentially participate in the investigated dehydroper-
oxidation mechanism, both addition of hydroperoxide and the subsequent deperoxidation
through a six-membered transition state similar to TS48 were computed. The results are
shown in Figure 3.39. In the transition state for hydroperoxide addition, the proton relay
through cyclohexanol was chosen for better comparison with TS45. For the regular mech-
anismwithCrO2(OH)2, this had been the energetically lowest transition state for addition of
substrate with a barrier of 54.5 kJ·mol−1. In the case of dichromic acid and its deprotonated
anion, dichromate, addition of cyclohexyl hydroperoxide is very fast with a barrier of only
31.1 kJ·mol−1 (TS72) and 43.1 kJ·mol−1 (TS80), respectively. For the chromate anion, how-
ever, the addition is significantly higher in energy with an activation barrier of 99.4 kJ·mol−1

viaTS76. At first this seems a bit surprising, since the transition states are structurally similar.
However, in the case of the chromate anion, the negative charge is directly at the chromium
center where the addition is taking place. This is different for the dichromate anion, where the
negative charge is located further away from the center of reaction. Also, the negative charge
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is delocalized over the whole chromate anion, instead of being located on the oxygen on the
opposite side of the addition. The lowered electrophilicity of chromium therefore hinders
the nucleophilic attack of the peroxide oxygen, leading to a higher energy for this transition
state. Thealkylperoxo chromate77 couldpossibly be generateddifferently: rather thanhaving
the energetically unfavored addition to the chromate species in TS76, it can be formed from
the “regular” chromium species 47 by deprotonation after hydroperoxide addition. Forma-
tion of the three different alkylperoxo complexes 72, 77 and 81 is exergonic (−23.4 kJ·mol−1,
−23.9 kJ·mol−1 and −13.5 kJ·mol−1) and similar to that of the free chromic acid alkylperoxo
complex 47 (−23.1 kJ·mol−1). Dehydroperoxidation occurs via the known six-membered
transition state where hydrogen transfer and O-O bond cleavage are concerted. This step is
rate-determining in all cases (considering formation of 77 through deprotonation of 47) and
the energies are close to those observed in the neutral, monomeric chromic acid pathway.
For dichromic acid, the barrier to dehydroperoxidation is 85.8 kJ·mol−1 via TS74, the corre-
sponding anion81 has a bit lower activation energy for transition stateTS82 of 71.5 kJ·mol−1.
The chromate anion 77 has an energetic barrier of 89.0 kJ·mol−1 for the same reaction. All of
the reactions can be considered feasible under our reaction conditions; the anions seem to be
a little more active – if they are formed – which is not necessarily supported in cyclohexane.
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Figure 3.39: Dehydroperoxidation pathways for dichromic acid, and the chromate and dichromate
anions. The addition reactions of cyclohexyl hydroperoxide to the initial complexes are
with cyclohexanol as a proton relay agent for better comparison with TS45 in Figure 3.31.
Energies are free enthalpies in kJ/mol, relative to the corresponding acid/anion without
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3.4 Chromium-based Dehydroperoxidation

3.4.7 Summary and Conclusion

The dehydroperoxidation of cyclohexyl hydroperoxide with chromic acid and its derivatives
was studied. Through various addition reactions, amultitude of different chromium(alkylper-
oxo) species can be formed, including the mixed ester of cyclohexanol and cyclohexyl hy-
droperoxide, CrO2(OCy)(OOCy). As seen before, addition reactions benefit from proton
relay through water or cyclohexanol as they lower the corresponding transition states com-
pared to the direct addition of these substrates. The previously investigated mechanism for
the vanadium dipicolinato complex can also act here and we thus confirm the results of Buijs
et al. Activation energies are slightly dependent on the substitution pattern of the chromium
catalyst, but are generally energetically feasible. Barriers for dehydroperoxidation are lower
than those found for vanadium, which is in agreement with the higher selectivity observed for
chromium in the dehydroperoxidation of cyclohexyl hydroperoxide to cyclohexanone and
water. A mechanism that was suggested by Boitsov et al. was also studied. This mecha-
nism included the formation of the mixed species bearing alkoxy and alkylperoxo ligands on
chromium to facilitate dehydroperoxidation by hydrogen abstraction through the peroxo oxy-
gen from the alkoxy ligand. This hypothesis was ruled out as the necessary activation energy is
far higher than that of the regular dehydroperoxidation mechanism. Formation of the mixed
intermediate of alkoxy/alkylperoxo chromium(VI) is very well feasible, but will then rather
undergo dehydroperoxidation through the “regular” mechanism, leaving the alkoxy moiety
on the ligand untouched. Which of the many species that can be formed is the most relevant
in solution is not certain. Since almost all of the have similar barriers for dehydroperoxida-
tion, this is likely to depend on the exact reaction conditions (solvent, free CrO3 · Py2 in cy-
clohexane or chromium(VI) immobilized on poly(4-vinylpyridine), etc.), but comparison of
NMRdata at low temperatures with computedNMRparameters suggests that the intermedi-
ateCrO2(OH)(OOCy)plays an important role. For this particular complex, the dehydroper-
oxidation can proceed rapidly with a small barrier of only 83.7 kJ·mol−1, i.e. 26.4 kJ·mol−1

lower than the analogous reactionwith the vanadiumcomplex. We conclude that the selective
formation of cyclohexanone is due to an analogousmechanismas in the vanadium system, but
favoredby lower activation energieswith chromium. Somedetails, such as the specific interac-
tion of PVPwithCr(VI), the formation of a dialkylperoxide in some cases (whichwas not dis-
cussed in this chapter) or radical decomposition and possible ways to prevent them remain in-
teresting and provide potential starting points for future investigations in the chromium(VI)
system.

77





4
Asymmetric Reductive Amination of Aryl-Alkyl
Ketones

Reproduced in part with permission from [Gallardo-Donaire, J.; Hermsen, M.; Wysocki, J.;
Ernst, M.; Rominger, F.; Trapp, O.; Hashmi, A. S. K.; Schäfer, A.; Comba, P.; Schaub, T.
Journal of the American Chemical Society 2018, 140(1), 355–361.] Copyright 2018 American
Chemical Society.

4.1 Motivation

Chiral amines belong to one of the most important building blocks for pharmaceuticals and
agrochemicals.135 The high abundance of chiral amines in natural products may be owed to
amino acids, which are all chiral except for glycine, and make up the building blocks for pro-
teins, which are essential to life. Nonetheless, many non-amino acid derived biologically ac-
tive compounds exist and many of these are aryl-alkyl substituted chiral amines. Figure 4.1
shows someexamplesof currently approvedchiral aminedrugs: Cinacalcet (secondaryhyper-
parathyroidism),Rivastigmine (Parkinson’s andAlzheimer’s disease),Codeine (pain), Repagli-
nide (diabetesmellitus),Mefloquine (malaria) and Sertraline (antidepressant). While less of-
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4 Asymmetric Reductive Amination of Aryl-Alkyl Ketones

ten encountered, chiral amine agrochemicals also exist, with (S)-Metolachlor andDimethen-
amide-P being two examples of which the former is probably the largest industrially and syn-
thetically produced chiral amine.
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Figure 4.1: Examples for chiral amines in pharmaceuticals and agrochemicals which are not derived
from chiral amino acids. Chiral aryl-alkyl amine derivatives are highlighted in blue.

Naturally, a plethora of methods have been developed to synthesize chiral amines:

1. Chiral Resolution of Racemic Amines
Theresolutionof racemic aminesby conversion intodiastereomeric salts is not exactly a
chiral synthesis of amines, but it is included nevertheless, since it remains an important
way to access chiral amines on an industrial scale even today. Usually chiral carboxylic
acids are used for the resolution that can be obtained at low cost and in pure form from
natural sources; examples are mandelic, malic or tartaric acid. Obvious disadvantages
of these processes are the need for racemization (or in the worst case disposal) of the
undesired enantiomer, the stoichiometric amounts of chiral auxiliary for crystallization
and the additional steps needed for removal and recycling of the auxiliary to obtain the
pure chiral amines.
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2. Asymmetric Hydrogenation of Enamides
In the asymmetric hydrogenation of enamides, a stereoselective hydrogenation of a C-
Cdouble bond, substituted by an amine, is carried out, resulting in a chiral amine. Usu-
ally,N-acetylenamides are hydrogenated. These can be produced from ketones via the
oxime and acetylation or through theBlaise reaction of a nitrilewith aGrignard reagent
and subsequent acetylation with acetic anhydride. In both cases, once the asymmetric
hydrogenation has been performed, only a chiral amide is obtained. When the primary
amine is desired, additional removal of the acetyl group is necessary.

3. Asymmetric Hydrogenation of Imines and Derivatives
Asymmetric hydrogenation of C-N bonds also yields chiral amines. Imines are the pri-
mary choice as substrate, but oxime ethers and hydrazones can also be hydrogenated
asymmetrically. The compounds can be made from ketones/aldehydes and the corre-
sponding amine, hydroxyl amine and alkylating agent, or hydrazine derivative. These
work well if the imines are sufficiently substituted, but primary imines, due to their in-
stability, can usually not be reduced to the chiral primary imine. This introduces the
need for additional steps to remove protecting groups on the imine.

4. Enzymatic Routes
Ketones and α-keto acids may be transformed into chiral amines by transamination.
A (non-chiral) amine such as isopropyl amine is needed as the nitrogen source and
is converted to the corresponding ketone in the reaction. Drawbacks are the instabil-
ity of some transaminases, separation from product mixtures, access to both R and S
enantiomers and challenges in the engineering of enzymes for new substrates. Another
strategy is kinetic resolution of racemic mixtures by enzymes, which can do stereose-
lective acylations or hydrolysis of amides to separate enantiomers.

5. Asymmetric Reductive Amination
Reductive aminations (RA) are reactions in which a carbonyl compound is directly
converted into an amine with an imine only formed as an intermediate. They are more
challenging then hydrogenation of imines since chemoselectivity is also an issue: re-
duction of the imine has to be favored over the reduction of the carbonyl compound.
In principle, reductive aminations are very elegant in that they can proceed within one
step from the corresponding carbonyl compound, compared to the other methods.
However, especially asymmetric reductive aminations are far less explored due to nu-
merous challenges.

Of the various methods, particular interest has been on the reductive amination due to its po-
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tential of yielding amines in one step. Several name reactions can be considered reductive am-
inations that have existed for some time, albeit being non-asymmetric: the Eschweiler-Clarke
reaction,136,137 the Leuckart-Wallach reaction138,139 and the Mannich aminomethylation.140

The Leuckart-Wallach reaction is a simple example for a reductive amination that only needs
ammonium formate as both nitrogen source and reductant, releasing only carbon dioxide.

R1 R2

O NH4HCO2

- H2O/CO2
R1 R2

NH2

Figure 4.2: Leuckart-Wallach reaction. A ketone or aldehyde is converted to the corresponding pri-
mary amine. Ammonium formate serves both as the source of nitrogen and reductant.

In the original Leuckart-Wallach reaction and early applications,141 high temperatures were
necessary (up to 185 ◦C). Depending on the conditions, not the primary amine is formed, but
its formamideor ammoniumsalt. Of course, all aminations at this pointwerenon-asymmetric.

Despite the early successes of transition metal-based asymmetric catalysis in the 1970s and
1980s pioneered by Knowles142 and Noyori143 for hydrogenations and Sharpless in asym-
metric oxidations144–146, which were eventually awarded with the nobel prize, it took some
time for the first asymmetric reductive amination to be developed. In 1999, Blaser et al. re-
ported the synthesis of an intermediate for the production of (S)-metolachlor with a chiral
iridium catalyst147 that is now widely regarded as the first example of an asymmetric reduc-
tive amination.148

O

O +

NH2 [Ir(COD)Cl]2
Xyliphos

TBAI, CF3COOH
H2 (80 bar)
50 °C, 16 h

HN
O

Fe PPh2

P(xylyl)2

Xyliphos:

99% yield
78% ee

Figure 4.3: Blaser et al.’s 1999 synthesis of the key chiral intermediate for the synthesis of (S)-
metolachlor.

An enantiomeric excess of 77 % could be achieved using iridium with the Xyliphos ligand
from the family of Josiphos ligands developed a couple of years earlier by Togni and cowork-
ers.149 The new method was patented by Ciba-Geigy and has since been implemented on a
>10,000 t/y scale. The ability to produce enantiomerically enriched metolachlor was espe-
cially important since only the (S)-enantiomer shows biological activity150 and the patent
for racemic (RS)-metolachlor had run out. Still, the example by Blaser is an enantioselec-
tive N-alkylation, not a synthesis of a chiral primary amine. In the following years, several
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protocols for asymmetric reductive amination, imine hydrogenation and alcohol amination
were published using iridium,151–155 rhodium,156,157 palladium158 and ruthenium159 cata-
lysts. Most of these also produce secondary or tertiary amines, but some are notably close
to primary amines: Kadyrov et al. developed a system based on [((R)-tol-binap)RuCl2] with
NH4HCO2 (as in the Leuckart-Wallach reaction) in NH3/MeOH and obtained mixtures of
amine and formylated amine with good enantiomeric excess (86-98%).159 Nevertheless, the
free amine has to be obtained by removal of the formyl protection group. Another approach
by Zhang used an iridium catalyst with the (S,S)-f -binaphane ligand to hydrogenate iminium
salts to the corresponding chiral ammonium salts with dihydrogen as the reductant.152 This is
relatively close to the desired free amine, but technically speaking not a reductive amination
– the iminium salts have to be prepared separately from alkylation of nitriles with (expensive)
Grignard reagents. To summarize the state of the art in 2016, numerous asymmetric reduc-
tive amination procedures had been developed from 2000 onward, but none yielded the free,
unprotected chiral primary amine in decent yield. Also, the use of ammonium formate as a
reductant is not ideal, and in the cases where hydrogen (H2) had been used for the reduction,
the source of nitrogen was expensive as the iminium salts in the chemistry of Zhang had been
made from nitriles and organometallic reagents.152,153,157

From an industrial perspective, an ideal asymmetric reductive amination for primary amines
would have to fulfill the following criteria:

1. Provide high enantioselectivity.

2. Provide high chemoselectivity (vs. ketone hydrogenation).

3. Yield the chiral primary amine, without any protecting groups or intermediary steps
directly from the ketone.

4. Employ H2 as the simplest and cheapest reductant.

5. Employ NH3 as the simplest and cheapest nitrogen source.

Such a reductive amination would be the simplest and economically most viable route to chi-
ral amines and also the most atom-efficient pathway (producing only water during imine for-
mation as the sole byproduct). There are, however, numerous challenges in the direct asym-
metric reductive amination, especially for the synthesis of primary chiral amines directly with
NH3 and H2. First of all, primary imines, formed from the condensation reaction of ketone
and ammonia, are known to be unstable. Only very few examples ofN-unsubstituted imines,
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4 Asymmetric Reductive Amination of Aryl-Alkyl Ketones

that could be isolated, exist.160 As a consequence, the reaction has to be highly chemose-
lective, since the equilibrium between ketone/ammonia and imine/water favors the ketone.
The increasing amount of water left over from hydrogenation of the imine will shift this equi-
librium even further. The catalyst must therefore exhibit an intrinsic strong preference for
imine hydrogenation over reduction of the ketone. Secondly, for the enantioselectivity, N-
unsubstituted imines also pose a significant challenge as they lack a third (bulky) substituent
on the nitrogen to enhance enantiodiscrimination. Another issue in imine hydrogenation
(compared to ketones) is that they exhibit potential E/Z isomerism, also affecting enantioin-
duction. Since ammonia, the formed amine but also imines are usually good ligands, cata-
lyst poisining can also be an issue. Lastly, potential overalkylation to secondary and tertiary
amines rather than the primary amines has to be controlled.

As no catalyst for this reductive amination existed and none had been reported for the explicit
RA with NH3 and H2, a new project was developed at CaRLa in search for a suitable catalyst
system. The target substrates were aryl-alkyl amines. BASF currently produces a portfolio
of chiral amines under the tradename ChiPros, which contains 32 aryl-alkyl amines of which
most belong to the group of phenylethylamines (acetophenone-type). These are produced
through the lipase-catalyzed enantioselective amidation of racemic amines, followed by sepa-
ration and deprotection.135 The basis for the asymmetric reductive amination at CaRLa was
a previous project in which the non-asymmetric reductive amination withNH3/H2 had been
established.161

[Ru(CO)ClH(PPh3)3] (1 mol%)
dppe (1.1 mol%)

Al(OTf)3 (10 mol%)
NH3 (4-9 bar), H2 (40 bar)

toluene, 120 °C, 16 h

O NH2

R R

dppe:

Ph2P PPh2

Figure 4.4: Previously developed non-asymmetric reductive amination that only uses NH3 and H2
with aryl-alkyl amines as targets.

Theprotocol uses a rutheniumcomplexof 1,2-bis(diphenylphosphino)ethane (dppe) to reach
yields of up to 99% amine with almost no alcohol formation. It was therefore natural to use
a chiral variant of dppe to achieve the same reductive amination with enantioinduction. Chi-
raphos is such an analogue of dppe and is the samemolecule except for twomethyl groups on
the ligand backbone which make the ligand chiral. Unfortunately, only 26% ee were obtained
and a lower yield was also observed. A variety of ligands were screened of which a few showed
some enantioselectivity (see Figure 4.5), but the enantiomeric excess did not exceed 32%.
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Ph

26% ee n.d. 21% ee

23% ee 32% ee 13% ee

Figure 4.5: Chiral ligands tested for the asymmetric reductive amination which all exhibit not even
moderate enantioselectivity. From left to right; top, then bottom row: (R,R)-Chiraphos,
(R)-BINAP, (R)-SEGPHOS®, (S)-QuinoxP®, (R)-C3-TunePhos, (N)-benzyl-(3S,4S)-
bis(diphenylphosphino)pyrrolide. In the case of BINAP, the enantiomeric excess was not
determined since activity was very low.

After about 20 ligands had been screened unsuccessfully, (S,S)-f -binaphane finally achieved
a promising ee of 70%. The ligand was developed in the group of Xumu Zhang, which had
used it for the hydrogenation of imines.151 The enantioselectivity could be further increased
using ammonium iodide as an additive and tweaking the reaction parameters to 87% ee. The
optimized protocol is shown inFigure 4.6. Since the newly developed reactionwas the first ex-
ample of an asymmetric reductive amination to primary amines directly from NH3/H2 with
good enantioselectivity, we became interested in studying the reaction mechanism to gain
more understanding and potentially improve the system even further. As experimental in-
sights into themechanismwere limited, a computational study became themethod of choice,
which will be discussed in this chapter.

[Ru(CO)ClH(PPh3)3] (1 mol%)
(S,S)-f-binaphane (1.1 mol%)

NaPF6 (2 mol%)

NH4I (10 mol%)
NH3 (6 bar), H2 (40 bar)

toluene, 120 °C, 16 h

O NH2

R R

(S,S)-f-binaphane:

Fe
P

P

Figure 4.6: Current system for the direct asymmetric reductive amination with NH3/H2 using (S,S)-f -
binaphane. NH4I is crucial for a good enantioselectivity (and chemoselectivity).
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4.2 ComputationalDetails

All molecular structures were optimized at the BP86/def2-SV(P) level of theory.35,44,46 Fi-
nal electronic energieswere computed at the PBE0-D3(BJ)/def2-QZVPP35,54 level using dis-
persion correction70 with Becke-Johnson damping.71 Electronic structure calculations were
carried out using the TURBOMOLE program96 using the resolution of the identity approx-
imation62,97,98 with the corresponding auxiliary basis sets.36 Thermal corrections and zero-
point vibrational energies were computed at the level of geometry optimization (BP86/def2-
SV(P)), within the harmonic oscillator/rigid rotor approximation at 298.15 K and 1 bar. The
thermodynamic reference for all species was a molar fraction of χ = 0.01, except for hydro-
gen (p = 40 bar) and ammonia (p = 6 bar). All positive vibrational frequencies were used in
the vibrational partition function. Free enthalpies of solvation for toluene were calculated for
each structure at infinite dilution with COSMO-RS theory75,76 at the BP86/def-TZVP level
using the COSMOtherm program package78,99 with the corresponding parameter set (Ver-
sion C3.0, Release 1501, revision 1744).

For each species, only the lowest conformer that was found was considered and the confor-
mational partition function was set to 1, with the exception of substrate conformers, which
were investigated in-depth as was necessary for accurate prediction of the enantioselectivity.
For the free imine, the E isomer was used as reference, which was computed to be favored by
3.1 kJ·mol−1 over the Z configuration of the double bond.

In the search for some transition states, the single-ended growing string method by Zimmer-
man162 and coworkers was applied.

Ab-initio molecular dynamics simulations were performed with the Quickstep163 module of
the CP2K program suite,164 version 5.0. The calculations were carried out with the Perdew-
Burke-Ernzerhof functional48 and the third generation dispersion correction byGrimme and
coworkers.70 The DZVP-MOLOPT-SR-GTH basis set165 was used for all atoms in combi-
nation with Goedecker-Teter-Hutter pseudopotentials for the core electrons.166–168 The time
step was set to 0.5 fs and the trajectory was recorded every 5 steps. The temperature was set
to 330 K and pressure to 1 bar. Each MD simulation contains the respective binaphane com-
plex with the backbone of interest as the typeA isomer as reference, solvated with 90 toluene
molecules. The initial cells were packed with the packmol program.169 Using anNPT ensem-
ble, MD simulations were performed until the cubic, periodic cell reached equilibrium (cell
size only fluctuating around the equilibrium value). An average cell size was calculated from
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the last 1000 frames of the NPT ensemble. Then a frame with cell size close to the averaged
cell size was taken and used as the initial configuration for a NVT ensemble MD simulation
with the same parameters. The bite angle distributions were obtained with the VMD (Visual
Molecular Dynamics) program170 from the trajectory of the NVT ensemble.
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4.3 Results andDiscussion

4.3.1 General Thermodynamics

In a reductive amination, the intermediary imine is formed by condensation of the ketone
with ammonia and then reduced to the corresponding amine. Looking at the plain thermo-
dynamics, the computed Gibbs free energy changes are as follows:

0.0 kJ/mol

O

NH NH2

OHH2

H2

- NH3
+ H2O

+ NH3
- H2O

+17.6 kJ/mol -44.8 kJ/mol

-29.2 kJ/mol

Figure 4.7: Thermodynamics of imine formation and hydrogenation of ketone and imine for acetophe-
none. Energies given are free enthalpies in kJ/mol and relative to the ketone.

Formation of the imine from the ketone is endergonic by 17.6 kJ·mol−1, which is generally
expected asN-unsubstituted imines are known to be unstable. Hydrogenation of both ketone
and imine are exergonic by 29.2 kJ·mol−1 and 62.4 kJ·mol−1. The heat of hydrogenation for
the ketone reduction∆redH is computed to be −57.7 kJ·mol−1, which is in line with experi-
mentally measured hydrogenation enthalpies, ranging from ~50 to 70 kJ·mol−1.171

4.3.2 Catalyst Structure

The very first question in the investigation of themechanism that had to be addressedwas that
of the actual catalyst structure. Since we had not been able to obtain a crystal of the active cat-
alyst due to purification and isolation issues, not much was known about the structure. There
where some experimental hints for which ligands were of relevance and might be involved:

1. (S,S)-f-Binaphane
The influence of the ligand on enantio- and chemoselectivity and the signals from 31P
NMR clearly indicated that the ligand is coordinating to the catalyst.

2. Iodide
Similarly, the influence of halide on the reaction outcome suggested that iodide is co-
ordinating to ruthenium in the active catalyst.
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3. Hydride
A hydride ligand on ruthenium seemed necessary to facilitate any type of hydrogena-
tion reaction, and the hydride was also present in our precursor.

4. Carbon monoxide
The presence of coordinated carbon monoxide on the ligand was deduced from the
fact that a CO-free precursor, [RuH2(PPh3)3] did not facilitate the reaction under the
same conditions, and due to the general stability of Ru-CO coordination.

With six coordination sites on a typical ruthenium(II) octahedral complex, this would leave
one free coordination site for the imine to initiate the reaction. Due to the different modes of
conformation possible for the imine, ammonia was chosen as a substitute for a sixth ligand.
Since ammonia is also present during the reaction, it is also likely that coordination of ammo-
nia occurs. With this set of ligands, six isomersA-Fwere proposed as likely candidates for the
active catalyst species.
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Figure 4.8: Suggested general isomers for the structure of the catalyst in the asymmetric reductive
amination. The C2-symmetric (S,S)-f -binaphane ligand is simplified.

Of the six different isomers, the pairs A/B, C/D, and E/F are, except for the chirality of the
ligand, almost mirror images of each other. (S,S)-f -binaphane is C2-symmetric, but has no
mirror plane (hence the chirality). The energetically lowest pair of isomers is A/B. Complex
B, in which the hydride is trans to the phosphine ligand and on the left when the halide is
viewed as being in the upper apical position, is slightly more stable by 4.7 kJ·mol−1 than com-
plexA. Complex typesC andD are a bit higher in energy with 8.2 kJ·mol−1 and 11.0 kJ·mol−1

relative toB. In these complexes, the hydride is trans to the halide andCOcoordinates in equa-
torial position trans to the phosphine. Although these complexes are not as stable asA/B, the
energy difference is too low to rule them out for being catalytically active species. To assess
whether these are relevant in catalysis, it is necessary to go a step further and look at the nec-
essary η2-imine complexes which have to be formed for hydride transfer from the catalyst. In
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these complexes, ammonia is substituted by the imine (phenylmethyl imine, the imine of the
ubiquitous test substrate acetophenone) and the imine coordinates with the π-double bond
to the ruthenium center. For a full picture, η2 complexes of the R and S prochiral faces of the
imine as well as the E andZ isomers have to be calculated for each isomer type of the complex
(A/B, C/D). We will go into more detail regarding the isomer/conformer complexity later.
Contrary to A/B, complexes of type C/D do not have stable η2 intermediates. Thus, “sup-
posed” η2 complexes were calculated, with fixed Ru-C and Ru-N bond lenghts taken from
the stable intermediates of A and B. For these complexes, however, the η2 imine coordina-
tion for isomer types C/D is disfavored: compared with the lowest η2 intermediate of A/B,
the complexes of C andD are higher in energy by 18.3 to 50.0 kJ·mol−1. Additionally, these
complexes have theC-N double bondmore or less in plane with the phosphine ligand in trans
position. For an actual hydride transfer, they would have to rearrange into an η2 coordina-
tion where the C-N bond is parallel to the apical I-Ru-H axis, so that the electrophilic carbon
points toward the hydride – in which case either the phenyl or methyl group points directly
into the ligand, rendering them even less realistic in terms of energy. Therefore, complexes
C and D were ruled out for participating in the catalysis. Finally, complexes E and F, where
ammonia (or the substrate binding site) is trans to the halide, are very high in energy. Relative
to B, they are less stable by 73.3 kJ·mol−1 and 73.2 kJ·mol−1, which also seemed not compet-
itive withA/B. As a result, it was proposed that complexes of typeA orBwould facilitate the
reaction, potentially both, due to the low energy difference.

Figure 4.9: Computed structures of catalyst isomers A and B, which are the relevant species in catal-
ysis. A very distinct feature of (S,S)-f -binaphane as a ligand is already visible: in contrast
to many ligands where chirality is located on the backbone, the chiral binaphane “wings”
wrap around the metal complex and create a chiral pocket of two parallel naphthyl groups.

Thecomputational proposal was later confirmed by experiment, when a crystal was finally ob-
tained that was suitable for analysis by X-ray crystallography (unfortunately, this was the only
time a ruthenium species could be isolated from the reaction mixture and analyzed). Figure
4.10 shows the crystal structure of the pre-catalyst/catalyst resting state that was obtained.
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Except for having triphenylphosphine (from the [Ru(CO)ClH(PPh3)3] precursor) instead
of ammonia, since it is a better ligand, the complex is of proposed typeB, whichwas predicted
to be the energetically lowest of all species.

Figure 4.10: Structure of [Ru(I)H(CO)((S,S)-f -binaphane)(PPh3)] from X-ray crystallography. The hy-
dride cannot be located in the difference electron density map, but charge balance, as
well as the overall complex geometry and the elongation of the Ru-P2 distance (2.43Å)
demonstrate that it is present. The NMR signal of the hydride could also be detetced
in 1H NMR (δ = -7.86 ppm). The corresponding mass of the hydride complex was
confirmed by FD-MS. Selected bond distances (Å) and angles (°): Ru−I: 2.7932(9),
Ru−C: 1.834(10), Ru−P1: 2.340(2), Ru−P2: 2.434(3), Ru−P3: 2.404(2), C−O: 1.138(9),
I−Ru−C: 179.0(3), P3−Ru−I: 84.59(5), P1-Ru-P2: 100.23(9), P3−Ru−P1: 155.63(2),
P2−Ru−C: 90.5(3), Ru−C−O: 175.6(7).

The crystal structure again shows the wing-like geometry of the complex with the binaphtyl
groupswrapping around the complex. The ferrocene backbone has its cyclopentadienyl paral-
lel to the backward facing naphtyl groups of the binaphtylmoieties, creating a sandwhich-in-a-
sandwhich-like appearance. While the hydride cannot directly be seen, its presence was con-
firmed by 1H NMR and in FD-MS. The elongation of the trans Ru-P2 bond (2.43 Å) due to
its strongσ-donation also indicates that the hydride is coordinating cis to triphenylphosphine.
The other Ru-P bond distance of (S,S)-f -binaphane is considerably shorter with 2.34 Å. The
bite angle of the chelate ligand is 100.2°.
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4 Asymmetric Reductive Amination of Aryl-Alkyl Ketones

4.3.3 Mechanistic Proposal

After initial considerations and several revisions during the investigations, the mechanism
shown in Figure 4.11 was proposed:

Figure 4.11: Mechanistic proposal for the hydrogenation of the intermediary imine in the asymmet-
ric reductive amination of acetophenone to (R)/(S)-1-phenylethylamine. The bidentate
phosphine ligand is (S,S)-f -binaphane.

In the mechanism, the free imine coordinates to the vacant site on the ruthenium complex of
either type A or B to form the corresponding η1 imine complex. To initiate hydride transfer,
the iminemust rearrange from the η1 mode, where it coordinates with its lone pair, into the η2

complex where the π-system of the C-N double bond coordinates to ruthenium. From here,
hydride transfer can occur and will result in the ruthenium amide complex (as we will later
see, an amido complex with agostic C-H-Ru interaction is also possible). Molecular hydro-
gen can coordinate to the Ru amide complex to form the corresponding σ-dihydrogen com-
plex, which can then undergo heterolytic cleavage of H2 to facilitate the proton transfer to the
amide, restoring the initial hydride and releasing the final amine. This is a very typical path-
way for hydride formation when the alternative of oxidative addition to the dihydride is not
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feasible. H2 here acts as an internal acid and numerous examples of ligand protonation from
σ-dihydrogen complexes exist, for systems where this behavior could be isolated.172 This is
due to the kinetic acidity of σ-bonded hydrogen being greatly enhanced for the intramolecu-
lar protonation since no change in oxidation state or coordination number occurs. Direct pKa

estimates are difficult, but estimates of pKas as low as -6 have been reported for ruthenium
complexes.173 For the hydride transfer transition state and the η2 imine, different isomers are
possible (highlighted in blue): any combination of either the complex type A/B, the prochi-
ral faces of the imine for R/S, and the double configuration on the imine (E/Z), should be
considered, which can be up to eight potential pathways. Similarly, the same applies to the
σ-dihydrogen complexes and the proton transfer. It was also realized, that due to the reduc-
tion of the double bond to a single bond in the hydride transfer step, the C-N rotamers have
to be considered for this species, giving up to 24 different possibilities for this pathway. We
will discuss this later inmore detail, but the investigations showed, that a thorough analysis of
these isomers/conformers was necessary for reliable results (with respect to enantioselectiv-
ity).

Other mechanistic proposals were also considered. The classical Noyori-type hydrogenation
mechanism174 for an outer-sphere hydrogenation was unlikely since no analogous diamine
ligandwas present. The only similar proton source for aNoyori-type outer spheremechanism
would have been free ammonia, but the formation of an unsubstituted NH2 amido ligand did
not seem realistic, and to our knowledge no reports of such systems exist. It should be men-
tioned here, that very recent investigations by Dub andGordon have shed some doubt on the
originally established involvement of the amine ligand in Noyori-type hydrogenations.175,176

An outer-sphere hydrogenation exclusively taking place at ruthenium through a dihydride
species was also discarded: since the presence of halide on the ruthenium complex was cer-
tain, it would have involved very unusual Ru(III)/Ru(I) redox chemistry, with a tetracoor-
dinated intermediate, but NMR experiments never showed signs of paramagnetic ruthenium
species. In fact, experimental observations suggested that the oxidation state of ruthenium
remained +2 during catalysis, which also supported our proposal. Finally, we could exclude
metal-ligand cooperation as has beenproposed forMilstein’s pincer-type systems,177–179 since
(S,S)-f -binaphane does not offer the required functionality for a ligand-substrate hydrogen
transfer through aromatization/dearomatization. Onemight argue that the benzylic position
on the ligand could be susceptible to this; but the known PNP-pincers work by formation of
the corresponding enamide (not some phosphorous ylide).

Our proposed mechanism consists of different intermediates and transition states of many
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4 Asymmetric Reductive Amination of Aryl-Alkyl Ketones

isomers and conformers that should finally be able to predict our experimental observations,
especially the enantioselectivity, and these will be discussed in the following subsections.

4.3.4 Substrate Coordination and η1 Imine Complexes

In an initial step, the substrate must coordinate to the metal complex for catalysis to begin.
With our catalyst, this is the η1 imine complex which is initially formed. Several other species
compete with coordination at the vacant site of the ruthenium hydrido complex: imine, am-
monia, molecular hydrogen and triphenyl phosphine from the catalyst precursor. Figure 4.12
shows the relative free enthalpies of the species.
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Figure 4.12: Mechanistic proposal for the hydrogenation of the intermediary imine in the asymmet-
ric reductive amination of acetophenone to (R)/(S)-1-phenylethylamine. The bidentate
phosphine ligand is (S,S)-f -binaphane. Energies are in kJ/mol and relative to the most
stable η1 imine complex (which is of complex type B). The depicted complexes have the
B-structure, but values are given for both A/B.

The energies are given relative to the most stable η1 imine complex. This is the initial species
for the catalysis and will also serve as reference in the upcoming subsections. Themost stable
η1 complex is of isomer type B (similar to our estimations for the isomer types, B is slightly
more stable by 2.4 kJ·mol−1) and more precisely has the imine in configuration R/Z. Unsur-
prisingly, thepentacoordinate specieswith a vacant site is energetically unfavored(61.3 kJ·mol−1
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forA, 71.9 kJ·mol−1 forB). Coordination ofNH3 is energetically very similar to the imine (A:
3.6 kJ·mol−1, B: −1.1 kJ·mol−1) and it can be assumed that the two ligands can interchange
quickly in solution. Triphenyl phosphine is a better ligand than the imine by 21.1 kJ·mol−1

and 29.7 kJ·mol−1 for isomers A/B. For PPh3, the difference between A and B seems to be
more pronounced (11.0 kJ·mol−1), probably due to its bulkiness, which discriminates more
strongly between the two sites of the complex. The relative stability also explains why the
only crystal that could be obtained in the project was of isomer type B with triphenyl phos-
phine coordinating. Under catalytic conditions, the relative excess of substrate vs. PPh3 will
likely alleviate the better ligand capabilities of the latter. Theσ-dihydrogen hydrido complexes
were also calculated, and contrary to the fear that they might be resting states (ruthenium
complexes of hydrido dihydrogen type have been isolated, for example in the group of Sabo-
Etienne),180 they were endergonic by 38.9 kJ·mol−1 (A) and 37.4 kJ·mol−1 (B) relative to the
imine complexes. Dihydrogen hydrido complexes are therefore only formed as short-lived
intermediates, but do not affect the activity of the catalyst.
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Figure 4.13: Isomerization between complex types A and B, either by direct transition of the hydride
through the trigonal bipyramidal hydride complex or via H2. Energies are free enthalpies
in kJ/mol and relative to the hydride complex with a vacant site of type B.

The hydride complex of types A and B are in a rapid equilibrium, so that the initial configu-
ration is not relevant. The direct interconversion from the hydride complexes with a vacant
coordination site has a barrier of 63.5 kJ·mol−1 (A→B) and 74.1 kJ·mol−1 (B→A). Isomer-
ization is accelerated by the formation of the σ-dihydrogen hydride complexes which are ex-
ergonic with respect to the pentacoordinated complexes. In these, proton transfer fromH2 to
the hydride only has a barrier of 13.1 kJ·mol−1 (A→B) and 22.2 kJ·mol−1 (B→A).
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Comment on Nomenclature

As already indicated, several η1 imine complexes can be formed. Eight isomers/conformers
are possible from isomer types A/B, R/S prochiral faces of the imine and the E/Z isomerism
of the imine (2 × 2 × 2). To make things easier, we will introduce a systematic nomen-
clature for complexes throughout this chapter, which is also consistent with the tables in the
appendix. The structures are numbered/named according to Figure 4.14 with TSH for the
hydride transfer transition states and TSP for the proton transfer transition states. These will
be used in the whole chapter. η1 complexes will be denoted with 1, followed by the halide (I
for the iodide complex, we will discuss other halides in section 4.3.12) and the indicators for
complex type, enantiomer and E/Z isomer:

<Structure><Halide>-<Complex Type><Enantiomer><E/Z Isomerism>

For example 1I-ARZ, which is the η1 imine complex for the catalyst with iodide as a halide,
in complex type A, where the imine coordinates with the R face and is in Z configuration.

Figure 4.14: Numbering/names for the structures in the mechanism of the asymmetric reductive am-
ination. Each structure has many subvariants which are indicated by suffixes in the
nomenclature.
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All eight variants of the η1 imine complex are shown in Table 4.1. The most stable η1 imine
complex is 1I-ARZ, which will be used for reference throughout this chapter. Complexes
1I-BRZ and 1I-BSZ are only slightly higher in energy with 2.4 kJ·mol−1 and 5.1 kJ·mol−1.
Generally, no very clear trend for the energetic order of the complexes can be seen. This is
because they are the η1 complexes preceding the following η2 complexes. These have a much
more defined structure due to the C-N double bond being in plane with the Ru-P bonds, cre-
ating a well-defined, rigid geometry with respect to the other substituents. The η1 complexes
in contrast only loosely correspond to that coordination as they are more loosely coordinated
to the ruthenium center. Thedefinition ofR and S is also less pronounced since each prochiral
face is onlyweakly facing either toward or away from the complex, whereas inη2 coordination,
the R/S determination is obvious. Nevertheless, some weak trends may be identified: the Z
complexes have lower energies than the corresponding imines in E configuration, albeit the
latter being more stable for the free imine. This can be explained as a steric effect: since in
the η1 coordination, ruthenium can be considered as a formally forth substituent on the C-N
double bond (the other three being N-H, C-Me and C-Ph), having the smaller methyl group
on the side of ruthenium leads to lower steric repulsionwith the hydride bound to ruthenium.
Also, the imine complexes of type B are energetically preferred relative to the corresponding
complexes of typeA (with the exception of 1I-ARZ/1I-BRZ), a trend that has already been
found for the complexes in Figure 4.12 and reflects the intrinsic discrimination of left- and
right-hand side on the complex due to the chirality of the ligand. Speaking of left and right, we
will always view the complex having the halide on top and viewedwith the bidentate ligand in
the back – thus complexA has the hydride on the right and substrate on the left and vice versa
for complex type B.

Table 4.1: Free enthalpies of the eight η1 complexes in kJ/mol, relative to the most stable complex
1I-ARZ (0.0 kJ·mol−1).

Relative Energies of η1 complexes [kJ/mol]
Complex E Z

AR 35.2 0.0
AS 16.3 7.3
BR 11.2 2.4
BS 10.5 5.1
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Figure 4.15: Molecular structures of η1 imine complexes of typeA. In typeA, the imine is coordinating
on the left side of the complex. The complex in the lower right, 1I-ARZ, is the most stable
of all complexes (see Table 4.1) and serves as reference for all species in this chapter.

Figure 4.16: Molecular structures of η1 imine complexes of typeB. In typeB, the imine is coordinating
on the left side of the complex.
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4.3.5 η2 Imine Complexes
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Figure 4.17: Rearrangement of η1 complexes 1I to the η2-bound imine complexes 2I

η2 complexes are the precursors to the following transition state for the hydride transfer and as
just mentioned have a much more defined geometry that the η1 complexes. The correspond-
ing energies are considerably higher than the η1 complexes. Rearrangement into the η2 com-
plex is endergonic by 42.4 to 63.3 kJ·mol−1, and themost stable for complexes for the pathway
to the R and S enantiomers are 2I-ASE and 2I-BRE which are endergonic by 53.5 kJ·mol−1

and 54.9 kJ·mol−1 relative to 1I-ARZ. Two η2 complexes could not be located. 2I-ASZ and
2I-BSE seem to go from the η1 complexes directly into the respective hydride transfer transi-
tion states without a having an η2 intermediate as aminimum in between. The relative energy
difference to the η1 imine complexes and the fact that some could not be found shows that
these are likely only very short lived intermediates in the reaction. This is in agreement with
the fact that so far no complexes of imines (evenN-substituted ones) in η2 coordinationmode
have been isolated in the literature, contrary to the examples for C-C double bond η2 com-
plexes with transition metals.181,182

Table 4.2: Free enthalpies of the eight η1 complexes in kJ/mol, relative to 1I-ARZ.

Relative Energies of η2 complexes [kJ/mol]
Complex E Z

AR 77.6 63.3
AS 53.5 -
BR 54.9 64.3
BS - 67.0

What explains the relative stability of intermediates 2I-ASE and 2I-BRE compared to the
others? When looking at the structures in comparison (figure 4.18), several features become
obvious for the two complexes:

1. The imine is in its naturally lowest configuration, E.

2. The imine hydrogen N-H is pointing toward the halide.
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3. The phenyl group is in the hemisphere of the carbonyl group.

All of these factors are stabilizing: as was mentioned earlier, the E configuration of the imine,
where the hydrogen is on the side of the smaller methyl group is more stable by 3.1 kJ·mol−1

for the free imine. Having theN-H bond pointing toward the halide stabilizes the η2 complex
through a hydrogen bond-like interaction to the iodide ligand. Themagnitude of stabilization
∆GHB may be estimated by comparing complexes that are identical with regard to the spatial
arrangement of the imine except for the orientation of theN-Hbond, and subtracting theE/Z
energy difference of the imine:

∆GHB = GwHB −GnHB ±∆GE/Z (4.1)

GwHB is the free enthalpy of the complex with hydrogen bond,GnHB the free enthalpy cor-
responding complex without hydrogen bond, and∆GE/Z the correction for the energy dif-
ference of the imine. Complexes 2I-ARE and 2I-ARZ, as well as 2I-BRE and 2I-BRZ can
be used for this comparison. Using equation 4.1, ∆GHB can be calculated by comparison
of 2I-ARE/2I-ARZ and 2I-BRE/2I-BRZ. The estimate for the stabilization∆GHB is then
in the range of 6.3 to 17.4 kJ·mol−1. It should be mentioned, that there is an additional dif-
ference in the two structures with N-H· · · I interaction: due to the ligands chirality, 2I-ARZ
has a more unhindered hydrogen bond since the methylene group of the ligand is pointing
away from the complex core (NH-H2C distance: 3.54 Å), whereas for 2I-BRE, the closest
methylene group is pointing inwards and the NH-H2C distance is smaller (2.43 Å). The in-
crease in the neighboring N-Ru-P angle from 82.6 to 84.7° also indicates steric repulsion by
the methylene group. As a last comment, the NH-I interaction may also be influenced by a
weak interaction between NH and the π-system of the naphthyl group, which coincides with
the orientation of themethylene group. It is therefore difficult to estimate the actual stabiliza-
tion through the hydrogen-to-halide bond, as separation from (steric) ligand interactions due
to chirality is not trivial. Literature examples are scarce, but Eisenstein andCrabtree estimated
a hydrogen bond strength of NH2-I-Ir of < 7.5 kJ·mol−1,183 although for a different complex
(iridium with iodide trans to halide, and the NH being an amine on a pyridine ring). We will
revisit this for the hydride transfer, where we can compare all four possible combinations for
the transition state. Finally, wemay do a similar comparison for the arrangement of the phenyl
group. For the phenyl group facing the halide, complexes are a bit less stable, by 9.8 kJ·mol−1

for 2I-ARZ vs. 2I-ASE and 12.1 kJ·mol−1 for 2I-BSZ vs. 2I-BRE. A reason could be the un-
favorable anion-π interaction, which is known to be repulsive for aromatic systems that are
not electron-deficient.184 In the same way as with the NH interactions, slight differences in
steric interaction with the ligand may also influence the energetic order.
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4.3 Results and Discussion

Figure 4.18: Molecular structures of η2 imine complexes. 2I-ASE and 2I-BRE are the most stable
complexes. The complexes for 2I-ASZ and 2I-BSE could not be located, for these
species the corresponding η2 imine seems to be no minimum on the PES.
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4.3.6 Hydride Transfer
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Figure 4.19: Hydride transfer transition states TSHI, which follow the η2 coordinated complexes 2I.

For the hydride transfer transition states, all eight possible combinations could be located.
The structures can be seen in Figure 4.20. The free enthalpy barriers are given in Table 4.3.
Structurally, the transition states are very close to their preceding η2 intermediates. Compar-
ison shows that only a small tilt of the electrophilic carbon on the imine and the hydride on
ruthenium distinguish the hydride transfer transition states from their η2 precursors. Since
the geometric change is only minor, the energies are also only moderately higher. The lowest
transition state leading to theR enantiomer isTSHI-BREwith a barrier of 70.2 kJ·mol−1. For
the S enantiomer, the lowest transition state is TSHI-ASE and the barrier is 71.5 kJ·mol−1.
From these barrier differences alone, the enantiomeric excess would be estimated to be only
around ~ 26%, which is somewhat lower than what is experimentally observed (~ 87%). We
will later see, that the hydride transfer is reversible and that the proton transfer is the rate-
determining and also enantio-discriminating step, hence the prediction of ee from the hydride
transfer transition state difference is not reliable. Also attention should be directed toward
two other transition states. While TSHI-ASE and TSHI-BRE are the overall lowest hydride
transfer transition states, this is only true for the respective combination of A/S and B/R.
The lowest energy TS forR and Swith the respective other complex type areTSHI-ARZ and
TSHI-BSZ with barriers of 77.8 kJ·mol−1 and 81.9 kJ·mol−1. These are also of importance
since the energetic order of the hydride transfer transition states is not necessarily the same
as for that of the complexes facilitating the proton transfer. Coming back to the stabilizing
effects that were observed for the η2 complexes, the same trend is also found for the hydride
transfer transition states. The lowest barriers have E configuration, show theNH-I interaction
and have the phenyl group in the carbonyl hemisphere of the complex. Since for these TS
all eight combinations were found, the relative trend seems to be that the strength of NH-I
interaction (together with contributions from steric/ligand effects) is greater than that of the
repulsive anion-π interaction from phenyl group and iodide.
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Figure 4.20: Overview of transition state structures for the hydride transfer. TSHI-ASE and TSHI-BRE
have the lowest barriers to the R and S enantiomers.

This becomes evident from the energetical “grouping” of structures: TSHI-ASE/TSHI-BRE
have both interactions in favorable orientation (71.5 kJ·mol−1/70.2 kJ·mol−1), followed by
TSHI-ARZ/TSHI-BSZwhich are identical except for the different phenyl-iodide interaction
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(77.8 kJ·mol−1/81.9 kJ·mol−1). TSHI-ASZ andTSHI-BRZ have no attractiveNH-I orienta-
tion, but avoid the repulsive anion-π interaction (99.3 kJ·mol−1/85.9 kJ·mol−1), and TSHI-
ARE andTSHI-BSE (96.4 kJ·mol−1 and 89.2 kJ·mol−1) with both interactions in the less fa-
vorable orientation, although the order for the latter two is not so clear. We may also apply
our estimate for the NH-I interaction strength here again and obtain four values from pair
comparisons: 18.6 kJ·mol−1 (TSHI-ARE/TSHI-ARZ), 27.8 kJ·mol−1 (TSHI-ASE/TSHI-
ASZ), 15.7 kJ·mol−1 (TSHI-BRE/TSHI-BRZ), and7.3 kJ·mol−1 (TSHI-BSE/TSHI-BSZ).
The spread already indicates that theNH-I interaction is not isolated from an additional effect
due to interaction with the methylene groups and potentially the naphthyl π-system. This
also explains the difference between the highest and lowest value. In TSHI-ASE, the NH-I
hydrogen bond comes together with a favorable orientation with respect to the ligandmethy-
lene group compared to TSHI-ASZ, giving an especially high stabilization of 27.8 kJ·mol−1,
while exactly the opposite is the case forTSHI-BSZ vs. TSHI-BSE, reducing the stabilization
to only 7.3 kJ·mol−1. The effect seems to be less pronounced though with the other two re-
maining pairs, so the phenyl group orientation still plays some role. Averaging over these pairs
should eliminate theNH-ligand effects, andwe arrive at an estimate of about 17.4 kJ·mol−1 for
the stabilization of theNH-I interaction and around~10 kJ·mol−1 for the residual ligand inter-
action. As mentioned previously, η2 complexes and the hydride transfer transition states are
structurally very close. One might therefore expect a systematic energy difference between
them, and this is indeed true in our calculations. The hydride transfer transition states are
higher by about 15 to 21 kJ·mol−1, a relatively narrow bandwidth, as expected.

Table 4.3: Barriers for the hydride transfer to the imine. Energies are free enthalpies in kJ/mol relative
to 1I-ARZ.

Barriers for hydride transfer [kJ/mol]
Complex E Z

AR 96.4 77.8
AS 71.5 99.3
BR 70.2 85.9
BS 89.2 81.9
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To examine the structure of the transition states in more detail for the lowest two TS, TSHI-
ASE and TSHI-BRE, the inner structures are shown in Figure 4.21. Since both are struc-
tures are mirror images of each other (except for the chirality of the ligand) the structural
parameters are very similar. The C-N double bond is elongated from 1.34 Å in the η2 com-
plex to 1.38 Å and the C-H distance for the incoming hydride is 1.54 Å. At the same time,
the Ru-N bond distance decreases as the new amido bond is about to be formed from 2.28 Å
to 2.18 Å/2.19 Å in the hydride transfer transition state, while the dissociating Ru-H hydride
bond distance increases from 1.64 Å in the η2 complex to 1.74 Å/1.73 Å in the TS. Since elec-
tron density is shifted from the (former) hydride ligand to the amide which is being formed,
the Ru-P distances also change: the elongated Ru-P trans to the hydride has a bond distance
of 2.48 Å for the η2 complex (compared to 2.34 Å for the other Ru-P bond), but in the hydride
transfer transition state, the twoRu-P bonds are almost equidistant, with only a slightly longer
bond for the Ru-P trans to the hydride (2.39 Å vs. 2.36 Å).

Figure 4.21: Core of the transition states TSHI-ASE and TSHI-BRE with selected bond distances in
Å. The two TS are the lowest transition states for hydride transfer. The structures are
mirror images of each other except for the ligand’s chirality and bonding is very similar.

In summary, the hydride transfer transition states are structurally close to their η2 counter-
parts and energetic differencesmay be explained through arrangement/orientation of theNH
moiety and the substituents on the imine with respect to the complex and its ligand. Energe-
tically, hydride transfer is definitely feasible, with the lowest barriers being 70.2 kJ·mol−1 and
71.5 kJ·mol−1 for R and S (relative to our initial reference, 1I-ARZ).
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4.3.7 Trigonal Bipyramidal and Agostic Amide Complexes
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Figure 4.22: Formation of the agostic amide complexes 3I’ and the more stable trigonal bipyramidal
amide complexes 3I upon hydride transfer via TSHI.

Upon hydride transfer the corresponding agostic amide complexes are formed. These are
structurally very similar to theTSHIhydride transfer transition states, although thenewRu-N
bond is now fully formed and a weak agostic interaction of the new hydrogen on the amide
occupies the former hydride coordination site. Agostic amides will be denoted 3I’ as rear-
rangement to the trigonal bipyramidal amides (3I) is energetically favored. This was realized
when looking at the free enthalpies for the agostic amides (table 4.4). The energies are within
a few kJ/mol of those of the corresponding hydride transfer transition states and sometimes
even slightly higher. The reason for this is that the geometry is almost the same as in the hy-
dride transfer TS, and the thermal contributions are higher due to an additional entry in the
vibrational partition function (compared to one imaginary frequency in the TS that is not
included).

Table 4.4: Energies of the agostic amide complexes 3I’. Energies are free enthalpies in kJ/mol.

Agostic amide complexes [kJ/mol]
Complex E Z

AR 92.4 78.8
AS 72.6 97.3
BR 71.2 84.4
BS 88.4 85.7

Not all structures will be shown here, but exemplarily the agostic amide complexes of 3I’-
ASE and 3I’-BRE will be discussed, which are the energetically the lowest for R/S and allow
for comparison with the TS structures in Figure 4.21. The inner structures of 3I’-ASE and
3I’-BRE are shown in Figure 4.23. Distances for the agostic CH-Ru interaction are 1.90 Å for
3I’-ASE and 1.85 Å for 3I’-BRE.The longer Ru-P bond is now trans to the amide in both cases
(2.39 Å/2.38 Å). Ru-N bond distances and the C-N bond only showminor changes, whereas
the new C-H bond is now distinctly visible with a bond length of 1.26 Å and 1.29 Å.
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Figure 4.23: Inner structure of agostic amide complexes 3I’-ASE and 3I’-BRE. Bond distances are
given in Å.

As previously mentioned, these are relatively unstable intermediates that will rearrange to the
more stable trigonal bipyramidal amide complexes 3I, with loss of the agostic CH-Ru interac-
tion. This introduces a new conformational degree of freedom, since the double bond is lost
and the newC-N bondmay rotate freely, also E/Z isomerism does not exist anymore. For the
trigonal bipyramidal amides the differentiation between A/B is also lost, since the geometry
has no left/right coordination on the complexwith a vacant site, but the amide is coordinating
in the middle between the former two positions. Hence, we use the following nomeclature:

3I-<Enantiomer><NHOrientation><Conformer>

This way, all isomers/conformers may be systematically described. “NH Orientation” is de-
scribed by the ligand that the NH group is pointing toward (I or CO), and “Conformer” in-
dicates which substituent on the amide (hydrogen, methyl or phenyl) is anti to the amide
hydrogen with respect to the C-N bond (e.g. H, Me or Ph). As an example, 3I-RCOMe
refers to the trigonal bipyramidal amide complex with iodide as a halide in which the amide
is the R enantiomer, has the NH group pointing toward the carbonyl ligand on ruthenium,
and the methyl group is anti to the amide hydrogen. While the 3I’ complexes technically also
only have a C-N single bond, the old nomenclature may be used for them, since the agostic
interaction determines the position of the amide and its substituents just like in the η2 com-
plexes and the hydride transfer transition states. We may now have a look at which trigonal
bipyramidal complexes are formed.
Table 4.5 shows the energies of the different possible trigonal bipyramidal amide complexes.
Some do not exist as they immediately rotate into one of the other isomer/conformer com-
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Table 4.5: Energies of the trigonal bipyramidal amide complexes 3I. Energies are free enthalpies in
kJ/mol.

Trigonal bipyramidal amide complexes [kJ/mol]
Conformer H Me Ph

RCO 64.3 95.9 82.6
RI 45.4 50.9 -
SCO 62.8 - -
SI 48.4 48.1 -

binations (3I-RIPh→ 3I-RIH, 3I-SCOMe→ 3I-SCOH, 3I-SCOPh→ 3I-SCOH and 3I-
SIPh→ 3I-SIH). For the others, two things can be noticed: They are considerably more sta-
ble than the agostic amides, by up to 25.8 kJ·mol−1, when comparing the most stable agostic
amide (3I’-BRE) and trigonal bipyramidal amide (3I-RIH). Also, within one set of enan-
tiomer andNHorientation, the energy differences for different conformers can be quite large
(31.6 kJ·mol−1 for 3I-RCOH vs. 3I-RCOMe). This will be important for the proton trans-
fer, since the amide now has a higher steric demand compared to the previously planar imine,
increasing energetic differentiation with respect to the chiral ligand. It is also found that the
amide complexes whereNH is pointing toward the iodide ligand are againmore stable, in line
with our previous observations. More important for now is that the hydride transfer is still en-
dergonic with respect to the initial η1 imine complex (by at least 45.4 kJ·mol−1, 3I-RIH) and
that the hydride transfer is reversible. With a reverse barrier of only 24.8 kJ·mol−1 for the R
enantiomer (3I-RIH via TSHI-BRE) and 23.4 kJ·mol−1 (3I-SIMe via TSHI-ASE), racem-
ization is still possible and the trigonal bipyramidal amides are only short-lived intermediates.
Figure 4.24 shows the structures of the lowest two isomers/conformers for the R and S enan-
tiomers, 3I-RIH and 3I-SIMe. The two complexes are almost identical, and the exchange
of hydrogen and methyl group seems to be the only difference, which also sets the different
chirality on each amide. Ru-N amide bond distances are 1.95 Å (R) and 1.96 Å (S). The trig-
onal bipyramidal arrangement of the amide and the chelating diphosphine can be seen very
well. Another interesting feature is the orientation of the phenyl group. In both complexes,
the phenyl group on the ligand is engaging in a π-π interaction with the naphtyl group on the
(S,S)-f -binaphane ligand in the T-shaped motif. The angle is tilted and the distance is a little
larger (~5.9 Å forR, ~6.1 Å for S) than in the typicalT-shapedbenzene dimer (~4.9 Å),185 but
the alignment of the phenyl group is clearly visible. As with the many other interactions that
play a role, this one is also small, but might add up in combination. For the benzene dimer,
Jaffe and Smith calculated the interaction to be stabilizing by about 12 kJ·mol−1 at theMP2/6-
311G(2d,2p) level. Finally, it can be seen that the A/B distinction is lost in this step, as the
trigonal bipyramidal amide has no clear preference – both N-Ru-P angles are more or less
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identical (130.2°/132.5° in 3I-RIH, and 126.6°/135.1° for 3I-SIMe). The latter may seem
to exhibit a preference, but it is still far from the hexacoordinate complexes with clear A/B
isomers (where for example the H-Ru-P or N-Ru-P angles are around 80° and 90°).

Figure 4.24: Structure of the energetically lowest trigonal bipyramidal amides for enantiomers R and
S (3I-RIH and 3I-SIMe). The complexes are structurally very similar, with hydrogen and
methyl group exchanged on the amide for both complexes. The phenyl group forms a
long-distance T-shaped π-π interaction with the naphthyl group in both complexes.
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4.3.8 Coordination of Molecular Hydrogen
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Figure 4.25: Addition of molecular hydrogen to the trigonal bipyramidal amides 3I to form the σ-
dihydrogen complexes 4I.

In our mechanism, the next step is now coordination of molecular hydrogen to form the cor-
responding σ-dihydrogen complexes which allow for proton transfer to finally liberate the
amine. Coordination of H2 again creates a hexacoordinate octahedral complex and restores
theA/B-type isomerism. Since additionmay occur from both sides to form either theA orB
complex, thismarks another point for isomerization between the two types, togetherwith iso-
merization prior to coordination of the imine in the beginning. This means, that the hydride
transfer could potentially occur through a complex of typeA, but then be followed by proton
transfer by a complex of type B. When we studied the coordination of H2 to the ruthenium
hydrido complex, it was already observed that the coordination of dihydrogenwasmuchmore
endergonic compared to the other species (imine, ammonia, etc.). We find the same for this
step, where addition ofH2 is endergonic relative to the trigonal bipyramidal amide complexes.
The nomenclature for complexes is slightly adapted to include the two types A/B again:

4I-<Complex Type><Enantiomer><NHOrientation><Conformer>

So 4I-ARIH, for example, would be the σ-dihydrogen complex with iodide as the halide, of
complex type A (where H2 is coordinating on the right side of the complex), with the amide
being in R configuration, having the NH pointing toward the halide and hydrogen anti to the
amide hydrogen. This way, up to 24 isomers/conformers can potentially be formed. The en-
ergies for the σ-dihydrogen complexes are given in Table 4.6. For some structures no corre-
sponding σ-dihydrogen seems to exist, as the amide will undergo a conformational change
to accomodate the new ligand on the complex (4I-ARCOPh, 4I-ASIH and 4I-BRCOMe).
Most complexes, however, could be located. Energies for the coordination of dihydrogen
range from 67.9 to 110.1 kJ·mol−1, meaning that the formation of σ-dihydrogen complexes
is at least endergonic by 22.5 kJ·mol−1 forR and 27.7 kJ·mol−1 for S. Unsurprisingly, the com-
plexes with the NH orientation to iodide, so that a favorable NH-I hydrogen bond is kept, are
mostly lower in energy than theNH-COcomplexes. They therefore also include the energeti-
callymost stable complexes forR/S,4I-ARIH (67.9 kJ·mol−1) and4I-ASIPh (75.8 kJ·mol−1).
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We will only exemplarily discuss the complexes 4I-ARIPh and 4I-BSIH, because these are
the precursors to the lowest proton transfer transition states to R/S as we will see in the next
section. The structures of 4I-ARIPh and 4I-BSIH are given in Figure 4.26. If we dismiss
the ligands chirality, the two complexes with their arrangement of ligands are almost mirror
images of each other, which makes them suitable for comparison. 4I-ARIPh has the amide
hydrogen in the hemisphere of the iodide ligand, but in contrast to the 4I-BSIH, the N-H
bond is not aligned with Ru-I as was usually observed before for the NH-I interaction. In-
stead, the amide hydrogen points towards the naphthyl group and is hence stabilized by the
NH-π interaction. The same arrangement is not realizable for 4I-BSIH, as the orientation of
the naphthyl group is different on the right side of the complex due to its chirality. The ro-
tation of NH from iodide toward the naphthyl group in 4I-ARIPh is likely in anticipation of
the incoming proton from H2. This is supported by the fact that the N-H2 distance is lower
for 4I-ARIPh (2.32 Å) than for 4I-BSIH (2.46 Å), so that the former is already closer to the
following proton transfer transition state. This is also in line with the Ru-H2 distance being
longer for 4I-ARIPh with 1.85 Å than in the S complex (1.79 Å), accompanied by a shorter
Ru-P bond trans to the σ-dihydrogen ligand (2.36 Å vs. 2.40 Å). The longer Ru-P bond in
both cases is, of course, the phosphine trans to the amide ligand (2.44 Å for R and 2.43 Å in
the S complex), which is expected and has been seen before for the strong σ-donor ligands.

Table 4.6: Energies of the σ-dihydrogen complexes 4I. Energies are free enthalpies in kJ/mol.

σ-Dihydrogen complexes [kJ/mol]
NH orientation CO I
Conformer H Me Ph H Me Ph

AR 99.6 110.1 - 67.9 84.3 78.1
AS 84.9 102.9 107.1 - 89.5 75.8
BR 81.8 - 94.8 92.5 98.3 92.5
BS 88.6 104.9 90.7 76.0 87.9 -
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Figure 4.26: Structures of 4I-ARIPh and 4I-BSIH, which are the preceding complexes to the lowest
proton transfer transition states for R and S. Selected distances in Å.
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4.3.9 Proton Transfer

TSPI4I

Ru
P

P

H
N Ph

CO

I

Ru
P

P

HN Ph

CO

I

H H
H
H

Figure 4.27: Proton transfer transition states TSPI, following the σ-dihydrogen complexes 4I.

The σ-dihydrogen complexes 4I can finally undergo heterolytic cleavage to protonate the
amide and restore thehydride via the proton transfer transition statesTSPI.Of the 24possible
combinations for the proton transfer, not all transition states exist, since some would require
very unfavorable orientation of the substituents on the amide (e.g. phenyl group pointing into
the naphthyl wings of the ligand), whereas others just seem to have no barrier for rotation into
one of the other isomer/conformer combinations. The barriers for the proton transfer transi-
tion states in Table 4.7 clearly indicate that this is the rate-determining step as even the lowest
barrier (93.2 kJ·mol−1, via TSPI-ARIPh) is higher in energy than that of the corresponding
hydride transfer (70.2 kJ·mol−1, via TSHI-BRE). Since hydride transfer is reversible for all
intermediate species betweenTSHI andTSPI, and proton transfer is rate-determining, enan-
tiodiscrimination is occuring in this very step. Whether enantioselectivity is correctly pre-
dicted by our mechanism is of high relevance for a successful description of the catalysis. The
predicted enantiomeric excessmay be calculated from the barriers in Table 4.7. Either by only
comparing the lowest two transition states leading to R and S

ee =
1− e−

∆∆G‡
RT

1 + e−
∆∆G‡
RT

with ∆∆G‡ = ∆G‡
R −∆G‡

S (4.2)

which is commonly used in the literature, or by Boltzmann-averaging over all R and S transi-
tion states:
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(4.3)

Experimentally, the (S,S)-f -binaphane ruthenium system achieved an enantiomeric excess of
84% of the R enantiomer for the direct asymmetric reductive amination of acetophenone.
Comparing only the lowest two R/S transition states, we computationally predict an enan-
tiomeric excess of 77% for the R enantiomer, which is both qualitatively and magnitude-wise
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very close to the experimental value, especially considering limitations in computational accu-
racy and the general difficulty of predicting enantiomeric excesses in the 0-90% range, where
∆∆G‡ is < 5.7 kJ·mol−1. Computing the ee from Boltzmann-averaging over all transition
states gives a very similar, albeit slightly lower estimate of 67%ee, which is still very close to
the experimental value.

Table 4.7: Barriers for the proton transfers from H2 to the amide to form the final amine and restore
the initial hydride complex. Energies are free enthalpies in kJ/mol.

Proton transfer transition states [kJ/mol]
NH orientation CO I
Conformer H Me Ph H Me Ph

AR 117.5 148.0 - 97.0 - 93.2
AS 113.2 - 161.3 100.6 121.0 -
BR 110.0 - 108.0 104.2 122.8 127.2
BS 111.9 141.3 - 98.3 110.8 100.0

A look at the relative Boltzmann weights in Table 4.8 shows that many TS have almost no
contribution (< 0.001), but several have weights of > 0.01. By weight, the population of any
species relative to the energetically lowest species ismeant, which in this case isTSPI-ARIPh.
Initially guessing which of all these transition states might be relevant or energetically pre-
ferred (or may be the lowest leading to R and S enantiomers) just from structural consider-
ations or intuition is almost impossible, and only a thorough analysis of all pathways results
in accurate description of the reaction’s enantioselectivity. This was realized when initially
only a subset of these transition states were investigated less systematically and first predic-
tions of enantioselectivity were far off from the experimental values. This catalysis therefore
seems to be a case where an in-depth analysis of substrate conformers is really needed to get
both qualitatively and quantitatively correct results. Contrary to, for example, the quadrant
model186 which has beenwidely used to explain enantioselectivity in asymmetric hydrogena-
tions.187–191 In our case, quadrants would not only be hard to define for the catalyst, but since
the enantioselectivity is not dependent on the step of η2 coordination of the double bond
that is hydrogenated, even when we had defined quadrants, the model would not be applica-
ble. Investigating the results in more detail, we again find that the NH-I interaction, or atleast
complex geometries where the amide hydrogen faces the halide, is dominant. The six most
energetically viable transition states are of this geometry (TSPI-ARIPh,TSPI-ARIH,TSPI-
BSIH, TSPI-BSIPh, TSPI-ASIH, and TSPI-BRIH, see Table 4.7). Furthermore, the en-
ergetically lowest complex with NH facing the carbonyl group is TSPI-BRCOPh, which is
14.8 kJ·mol−1 higher than the overall lowest proton transfer TS, resulting in only ~ 0.2% of
product formation through this pathway (table 4.9). The sum of all transition states with the
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NH orientation toward CO is still less than < 1%, which makes their overall contribution to
enantioselectivity negligible. Within the NH-I variants for the proton transfer, the picture is
more diverse with several complexes having contributions to the final product outcome of >
1%. Clearly the dominant pathways are through TSPI-ARIPh and TSPI-ARIH accounting
for 67.8% and 14.6% of product formation directed towards the R enantiomer. On the other
hand, TSPI-BSIH and TSPI-BSIPh are the transition states that are mostly responsible for
the formation of the S enantiomer, with shares of 8.7% and 4.4% in the overall chiral amine
formation. When comparing the two complex typesA andB, we see that they do not equally
contribute to the enantioselectivity. Rather, complex type A favors formation of the R enan-
tiomer, while complex type B drives formation of the S enantiomer, but is slightly less active,
resulting in the enantiodescrimination toward R.

Table 4.8: Relative Boltzmann weights of the TSPI proton transfer transition states, with the lowest
proton transfer via TSPI-ARIPh as reference (= 1).

Relative Boltzmann Weights of TSPI structures
NH orientation CO I
Conformer H Me Ph H Me Ph

AR < 0.001 < 0.001 - 0.216 - 1
AS < 0.001 - < 0.001 0.051 < 0.001 -
BR 0.001 - 0.003 0.012 < 0.001 < 0.001
BS 0.001 < 0.001 - 0.128 0.001 0.064

Table 4.9: Normalized contribution of the TSPI proton transfer transition states, with the sum of all
pathways equal to 1.

Normalized contribution of TSPI structures [%]
NH orientation CO I
Conformer H Me Ph H Me Ph

AR < 0.1 < 0.1 - 14.6 - 67.8
AS < 0.1 - < 0.1 3.4 < 0.1 -
BR < 0.1 - 0.2 0.8 < 0.1 < 0.1
BS < 0.1 < 0.1 - 8.7 0.1 4.4

A discussion of all transition states would be too extensive, especially sincemany of themhave
only very minor contribution to the enantioselectivity. We will take a more in-depth look at
the four just mentioned transition states which are the most important TS for the observed
enantioselectivity. The structures are shown in Figure 4.28 (R) and 4.29 (S). All four struc-
tures share some similarities. The AR and BS complexes are mirror images of each other ex-
cept for the respective neighboring binaphthyl “wing”, since those are chiral on the ligand.
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Also the arrangement for the H/Ph complexes is quite similar even though different groups
are anti to the amide hydrogen. The reason is, that it is rather the orientation of the amide hy-
drogen that changes than the orientation of the substituents on the amide (with the rest of the
catalyst as reference). If we now go back to the fact that the two sides of the complex have dif-
ferent chiral environments, this showshowdiscriminationbetween the twoenantiomers takes
place: in case of TSPI-ARIPh, the phenyl-anti conformer is favored overTSPI-ARIH as the
former is stabilized through a NH-π interaction with the naphthyl group. On the other side
of the complex, the methylene group is facing the NH moiety, which reverses the energetic
order. TSPI-BSIPh is now less stable than TSPI-BSIH, since no attractive π-interaction is
possible and the shortNH-CHdistance (2.28 Å) is likely repulsive. Otherwise, whenwecom-
pare the complexes without tilting of the N-H bond (TSPI-ARIH and TSPI-BSIH) these
are mirror images with very similar energies (∆∆G‡ = 1.3 kJ·mol−1), which would not result
in significant enantioselectivity (ee ~ 25%). The inner structural parameters of the transi-
tion states differ between the two conformer types, but are very similar for the “mirror”-TS
of each enantiomer (TSPI-ARIH/TSPI-BSIH and TSPI-ARIPh/TSPI-BSIPh). In all TS,
judging from the Ru-P bond length trans to either the forming hydride or amide that is being
protonated, the negative charge is relatively evenly distributed as the difference in trans effect
between hydride/amide is low. There seems to be, however, a qualitative difference: inTSPI-
ARIH/TSPI-BSIH, the phosphine trans to the amide has a shorter bond (2.38 Å/2.37 Å vs.
2.40 Å/2.40 Å), suggesting that the TS are closer to the product side of hydride and amine
than dihydrogen and amide. In line with this trend are the longerH-H distance in dihydrogen
(0.98 Å) and shorter N-H distance for the incoming proton (1.70 Å). For transition states
TSPI-ARIPh and TSPI-BSIPh, the tendency is the opposite. Ru-P bonds are longer for the
amide being trans, the H-H dihydrogen distance is shorter (0.88 Å/0.90 Å, close to the H-H
distance in the σ-dihydrogen complexes 4I) and theN-H distance is longer. Overall these are
relatively small and fine details; structurally all TS resemble each other which is represented
in the small energy differences.
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Figure 4.28: Proton transfer transition states TSPI-ARIH and TSPI-ARIPh, the lowest two transition
states which lead to formation of the R amine.
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Figure 4.29: Proton transfer transition states TSPI-BSIH and TSPI-BSIPh, the lowest two transition
states which lead to formation of the S amine.
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4.3.10 Release of Amine
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Figure 4.30: Final formation of the chiral amine 5I on the ruthenium catalyst after proton transfer from
H2 via TSPI.

Finally, upon proton transfer to the amide, the chiral amine is formed and the initial hydride
is restored. Only the amine hydrido complexes for the combinations A/B and R/S following
the respective lowest proton transfer transition states were calculated. While the amine also
has different conformational arrangements, this is of less relevance since they do not play any
further role in the course of the reaction. This is also the most important information: pro-
tonation of the amide to liberate the amine is irreversible. Formation of the amino hydrido
complexes is exergonic by 54.5 to 62.2 kJ·mol−1 with respect to the initial η1 imine complex
1I-ARZ, and the lowest reverse barriers are therefore 155.4 kJ·mol−1 for the R enantiomer
and 152.8 kJ·mol−1 for the S enantiomer. These are too high in energy to be feasible, making
the reaction irreversible. Not only does this then definitely determine proton transfer as the
finally enantioselectivity determining step, but it also means that the catalyst does not racem-
ize any already formed chiral amine. Figure 4.31 shows the two final amine complexes 5I-AR
and 5I-BS (since R is mostly formed through the corresponding A complexes, and S via type
B).

Figure 4.31: Final formation of the chiral amine 5I on the ruthenium catalyst after proton transfer from
H2 via TSPI.

To complete the catalytic cycle, the amine must decoordinate and exchange with an imine
molecule to form the η1 imine complex that the catalyst initially started with. This is very well
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feasible, and the imine is in fact a slightly better ligand than the amine, making the exchange
of product and substrate thermodynamically favored by 3.3 kJ·mol−1 and 5.8 kJ·mol−1 (R and
S).
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Figure 4.32: Exchange of amine with imine to continue asymmetric reductive amination. Energies
are free enthalpies in kJ/mol, and relative to the corresponding R/S amine complex.
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4.3.11 Mechanistic Summary

Figure 4.33: Summary of the asymmetric hydrogenation. Only the lowest paths leading to formation
of R (black) and S (blue) enantiomers of 1-phenylethylamine are shown. Energies are
free enthalpies in kJ/mol. Themost stable η1 complex serves as reference (1I-ARZ). The
formation of the R enantiomer mostly proceeds through the complex type A, whereas
the S enantiomer is formed by type B complexes.

The mechanism of the asymmetric hydrogenation will be briefly summed up. The Gibbs free
energy profile of the reaction pathway is shown in Figure 4.33, with the R pathway in black
and S pathway in blue. Only the lowest isomer/conformers for each step in the reaction are
shown for better clarity. Initial formation of imine is endergonic by 17.6 kJ·mol−1. Catal-
ysis starts through coordination of the imine substrate to the catalyst, giving the η1 imine
complexes 1I. The lowest complex, 1I-ARZ will serve as energetic reference throughout the
mechanism. From the η1 imine complex, rearrangement into the η2 coordination with π-
coordination of the C-N double bond to ruthenium is necessary for hydride transfer. The η2

complexes are endergonic by 63.3 kJ·mol−1 forR and67.0 kJ·mol−1 for S.Hydride transfer fol-
lows through TSHI-ARZ and TSHI-BSZ with barriers of 77.8 kJ·mol−1 and 81.9 kJ·mol−1,
to give agostic amides that will rearrange into the more stable trigonal bipyramidal amides
3I. Up to this point, configuration of the double bond, R and S face and complex types A/B
allow for different combinations, but especially the orientation of the N-H bond toward the
halide is favored due to a hydrogen bond type stabilization. The formation of trigonal bipyra-
midal complexes 3I-RIH and 3I-SIH is still endergonic by 45.4 kJ·mol−1 and 48.4 kJ·mol−1

making the hydride transfer potentially reversible with only a small barrier of ~ 24 kJ·mol−1.
Hydrogen can coordinate to the pentacoordinate trigonal bipyramidal amide complexes and
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restores the octahedral geometry. Now, up to 24 isomer/conformer combination potentially
exist. In any case, coordination of H2 to form the σ-dihydrogen complexes is endergonic by
22.5 kJ·mol−1 and 27.9 kJ·mol−1 to form the complexes 4I-ARIH and 4I-BSIH.These can fi-
nally undergoheterolytic cleavage of theH-Hbond toprotonate the amide and formahydride
ligand via the proton transfer transition states TSPI-ARIPh and TSPI-BSIH (as the lowest
TS for R and S). With an overall barrier of at least 93.2 kJ·mol−1 for the R enantiomer and
98.3 kJ·mol−1 for the S enantiomer, this step is rate-determining. The formation of the amine
(5I) from theTSPI transition states is now very exergonic 155.4 kJ·mol−1/152.8 kJ·mol−1 for
R/S rendering this step irreversible. Proton transfer therefore determines the overall enantios-
electivity. The predicted enantiomeric excess is 67-77% for R, which is very close to the ex-
perimental value of 84%. This, and the energetical feasibility of the mechanism, support the
mechanistic proposal. Finally, decoordination of amine and coordination of new substrate
(imine in η1 coordination) is thermodynamically possible and favored by a small margin of
3.3 kJ·mol−1/5.8 kJ·mol−1, closing the catalytic cycle.

The energy differences between the pathways are governed by many different and small con-
tributions, depending on the orientation of the substrate and the chiral features of the ligand,
which ultimately lead to enantioselectivity in the observedway. The fact that somany arrange-
ments and orientations, isomers and conformers are ultimately involved, shows that a detailed
and systematic look at this is necessary to finally give a correct prediction of the enantioselec-
tivity in which very minor energy differences are of high importance.
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4.3.12 Enantioselectivity in the Halide Series

As mentioned in the very beginning of the chapter, good enantioselectivities were obtained
with iodide on the ruthenium catalyst. This behavior was further examined experimentally
by varying the type of ammonium halide under otherwise exactly the same conditions as the
“regular” direct asymmetric reductive amination. The results are shown in Figure 4.34. The
best enantioselectivity was obtained with iodide as the halide (ee 84%), and a drop in ee is
observed when going to smaller halides (77% for bromide, 74% for chloride) until fluoride
gives the lowest enantioselectivity in the series (41%ee).

Figure 4.34: Observed enantioselectivity for different halides. 100 mol% of NH4X were added to the
standard asymmetric reductive amination protocol under the same conditions. Within
the halide series, enantioselectivity increases when going down the periodic table. The
amination with fluoride shows a particularly low enantioselectivity.

This “halide effect” has been previously reported on in the literature with varying magni-
tude. One of the first examples (in asymmetric hydrogenation) is again the synthesis of (S)-
metolachlor by Blaser et al., who discovered that addition of tetrabutyl ammonium iodide to
the iridium catalyst would increase the ee to from 58% to 70%.192 Kutney and coworkers re-
ported a similar increase in enantioselectivity for theRh-catalyzed asymmetric hydrogenation
of imines when addition of potassium bromide to the chloride-containing rhodium catalyst
(precursor: [Rh(NBD)Cl]2) would increase the ee from 60% to 72%, with a further increase
to 91% when KBr was substituted by KI.193 An extensive review of the halide effect in tran-
sition metal catalysis, including enantioselective effects, has been published by Fagnou and
Lautens.194
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4 Asymmetric Reductive Amination of Aryl-Alkyl Ketones

Table 4.10: Barriers for the hydride transfer to the imine, with bromide in the apical position of the
catalyst. Energies are free enthalpies in kJ/mol.

Hydride transfer – Bromide [kJ/mol]
Complex E Z

AR 90.7 74.6
AS 65.5 94.7
BR 67.9 82.4
BS 84.3 81.5

Table 4.11: Barriers for the hydride transfer to the imine, with chloride in the apical position of the
catalyst. Energies are free enthalpies in kJ/mol.

Hydride Transfer – Chloride [kJ/mol]
Complex E Z

AR 86.3 70.8
AS 59.6 90.5
BR 52.8 75.3
BS 79.5 77.0

Table 4.12: Barriers for the hydride transfer to the imine, with fluoride in the apical position of the
catalyst. Energies are free enthalpies in kJ/mol.

Hydride Transfer – Fluoride [kJ/mol]
Complex E Z

AR 77.8 63.4
AS 55.2 81.2
BR 58.0 71.2
BS 74.9 73.7

To check whether our computationally investigated mechanism reproduces this trend cor-
rectly, the full mechanism was recalculated for the three other halides (F, Cl, Br) in the apical
position of the catalyst. Rather than a lengthy discussion about all steps in the reactionmech-
anism for all of the halides, we will discuss the hydride transfer and proton transfer transition
states, which are the critical points in the reaction pathway. The relative order of the other
intermediates stayed the same and is therefore of minor interest, they were nevertheless cal-
culated to assure that any potentially unusual behavior for any of the halides may be captured
in our investigation. Hence we will start with the hydride transfer transition states which are
given in Tables 4.10, 4.11 and 4.12. For comparison with the calculations where iodide is co-
ordinating to the catalyst, the same energetic reference was chosen (the energetically lowest
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respective η1 imine complex, whichwere: 1Br-BSZ, 1Cl-ARZ and 1F-BSZ).The relative en-
ergetic order is very similar for all halides, with theASE andBRZ being the lowest transition
states to R and S in all cases, as was already found for the iodide catalyst. The lowest barrier to
hydride transfer is lower for the smaller halides – for the iodide-containing catalyst that barrier
was 70.2 kJ·mol−1, for Br the lowest TS has a barrier of 65.5 kJ·mol−1 and Cl and F have even
lower barriers (52.8 kJ·mol−1 and55.2 kJ·mol−1). This is of less relevance as the hydride trans-
fer is not rate-determining for any of the halides, which will be shown when we have a look at
the proton transfer transition states. In the iodide pathway, these were the relevant transition
states to determine the final enantioselectivity and the same is true for the other halides.

Table 4.13: Barriers for the proton transfers with bromide in the apical position of the catalyst. Ener-
gies are free enthalpies in kJ/mol.

Proton transfer – Bromide [kJ/mol]
NH orientation CO Br
Complex H Me Ph H Me Ph

AR 116.3 142.3 153.5 95.9 - 92.7
AS 111.4 - - 98.4 118.3 -
BR 107.1 - 103.2 103.9 120.4 126.8
BS 107.9 131.9 - 96.5 108.9 97.4

Table 4.14: Barriers for the proton transfers with chloride in the apical position of the catalyst. Energies
are free enthalpies in kJ/mol.

Proton transfer – Chloride [kJ/mol]
NH orientation CO Cl
Complex H Me Ph H Me Ph

AR 114.4 138.0 - 93.3 - 89.8
AS 107.5 130.9 - 95.4 114.3 -
BR 101.3 - 96.9 - 115.3 121.3
BS 104.8 127.1 - 93.2 104.5 93.3

Table 4.15: Barriers for the proton transfers with fluoride in the apical position of the catalyst. Energies
are free enthalpies in kJ/mol.

Proton transfer – Fluoride [kJ/mol]
NH orientation CO F
Complex H Me Ph H Me Ph

AR 111.9 134.3 145.9 95.5 - 90.5
AS 109.6 - - 94.7 110.0 96.0
BR 97.7 - 93.2 99.8 109.0 114.5
BS 100.4 120.9 - 93.4 101.5 91.6
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Tables 4.13, 4.14 and 4.15 show the energies for all isomer/conformer combinations in the
proton transfer of the different halides. Several trends are visible: With X being the respective
halide, theARXPh andBSXH transition states are the lowest pathways to R and S, except for
fluoride, where TSPF-BSFPh is slightly lower in energy than TSPF-BSFH (91.6 kJ·mol−1

vs. 93.4 kJ·mol−1). The strong discrimination between transition states with NH orientation
towards halide X and those pointing toward the carbonyl ligand also fades with the smaller
halides – for I the difference between the lowest I/CO isomers had been 14.8 kJ·mol−1, but
for bromide that decreases to 10.5 kJ·mol−1, and evenmore so for chloride (7.1 kJ·mol−1) and
fluoride (2.7 kJ·mol−1). In the latter two cases, especially for fluoride, the CO-type transi-
tion states therefore have non-negligible contribution to the overall enantioselectivity, which
is different from the iodide catalyst. Complex types A/B keep different preferences for the
enantiomers, withA predominantly producing theR enantiomer andB preferring the S enan-
tiomer. The most interesting aspect is of course the prediction of enantioselectivity, and a
comparison of computed and experimental enantiomeric excess is shown in Figure 4.35.

Figure 4.35: Comparison of experimentally observed enantiomeric excess (blue) and computationally
predicted ee (red: lowest R/S transition states only, green: Boltzmann-averaging over
all proton transfer transition states). Computed enantioselectivity is slightly lower than
the actually observed enantioselectivity, but the trend and magnitude are generally very
well reproduced.

Thecalculations predict the correct enantioselectivity for theR enantiomer and although pre-
dicting slightly lower enantiomeric excess, the trend is very accurately reproduced, with the
highest ee for iodide, a minor drop in enantioselectivity for Br/Cl and a more significant loss
of ee when the halide is exchanged for fluoride. As previously, the Boltzmann-averaging pre-

126



4.3 Results and Discussion

dicts lower enantioselectivities than the comparison of just the lowest R/S transition states.
The good agreement of theory and experiment again support our mechanism and also raise
the question of what may be the origin of the difference in ee for the halides. To measure the
steric effect of each halide, the cone angle θ for each halide was calculated according to 4.4
from the computationally obtained Ru-X distance rRu−X and the ionic radius of each halide,
rX , which were taken from the literature compiled by Shannon.195

θ = 2 · sin−1

(
rRu−X

rX

)
(4.4)

Table 4.16 shows that the cone angles increase with increasing halide size; fluoride has a sub-
stantially smaller cone angle (81.5°) than the other three halides, with Cl/Br being relatively
close (97.0° and 100.7°) and iodide being again larger (107.7°). That is in line with the steep
drop in enantioselectivity and the relative similarity regardingenantiodiscrimination forCl/Br.
Plotting the experimental enantiomeric excess against the cone angles inTable 4.16 shows the
correlation between size/sterics of the halide and the resulting ee (figure 4.36). This relation-
ship is also supported by an experiment inwhich thiocyanate, a pseudohalide, gave a relatively
similar ee as iodide (81% vs. 84%), while having a similar ionic radius of ~2.15 Å,196 although
the concept of a ionic radius is not well defined for a polyatomic ion.

Table 4.16: Cone angles for the different halides in the Ru-(S,S)-f -binaphane catalyst.

Halide rX [pm] rRu−X [pm] θ [°]

F 203.7 133 81.5
Cl 241.6 181 97.0
Br 254.5 196 100.7
I 272.5 220 107.7
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Figure 4.36: Correlation of the halide cone angle, a typical steric parameter, with the observed enan-
tiomeric excess.

As for electronic effects, the electron density at the metal is usually considered. Although
electronegativity clearly decreases within the halide series from fluoride to iodide, the vary-
ing size and therefore d-orbital overlap including strength of σ- and π-donation make it un-
clear which halide is more effective at providing or withdrawing electron density. A good and
therefore often used probe is the Tolman Electronic Parameter,197 using the carbonyl stretch-
ing frequency as a measure of electron density on the metal (originally in Ni(CO)3L-type
complexes). With increasing electron density on the metal, backbonding into the π∗-orbital
on CO increases and the wavenumber ν̃ of the corresponding vibration decreases due to the
weakening of the bond. The experimental value for ν̃CO was measured for the [Ru((S,S)-f -
binaphane)HCOI(PPh3)] complex by FT-IR: 1935 cm−1. The calculated value for the same
complex is ν̃CO = 1934 cm−1, which indicates that the computationally obtained values are
sufficiently accurate. For a systematic comparison, the CO stretching frequencies were calcu-
lated for the same complex type B, with ammonia as a ligand for all halides (table 4.17).

Table 4.17: Carbonyl stretching frequencies for complex type B with different halides.

Halide ν̃CO [cm-1]

F 1931.9
Cl 1934.6
Br 1934.4
I 1932.6
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All ν̃CO are within a narrow range of only ~3 cm−1, with no visible trend between the halides.
We therefore think that the electron density on the ruthenium center is not significantly al-
tered for different halide ligands – indicating that the electronic effect within the halide series
probably only plays a minor role in its influence on the enantioselectivity.
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4.3.13 Chemoselectivity

Finally, the last interesting aspect is the chemoselectivity of the reaction. Three questionsmay
be addressed here:

1. Why is no overalkylation to secondary amines observed?

2. Why is the hydrogenation of the imine favored over that of the ketone?

3. Why is the chemoselectivity different in the case of fluoride?

Overalkylation is regularly a challenge in redutive amination. This involves reductive amina-
tion of the ketone with a primary amine that has been obtained from an initial reductive am-
ination of the ketone with ammonia. In fact, the formation of the N-substituted imine from
1-phenylethylamine and acetophenone is favored over the primary imine formation through
condensation of acetophenone and NH3 by 6.2 kJ·mol−1. Formation of both imines is, how-
ever, still endergonic (11.4 kJ·mol−1 for the substituted imine and 17.6 kJ·mol−1 for the un-
substituted imine). Thismeans that after formation of an initial amount of chiral amine, unde-
sired secondary amine could be formed. The reason why hydrogenation of theN-substituted
imine is not occurring lies in the catalyst’s structure: since the binaphane wings engulf the
metal center, the steric demand of the substituted imine is simply to large. When looking at
the initial η1 and η2 imine structures in Figures 4.15, 4.16 and 4.18, it becomes obvious that
coordination of the substrate is impossible with a large substituent like 1,1-methylphenyl in-
stead of just hydrogen on the imine. No complex of the substituted imine with the catalyst
could be optimized. Therefore overalkylation is not observed due to sterics – while the nec-
essary imine can be formed as an intermediate, it is to bulky to be hydrogenated. Since its for-
mation is also endergonic, neither the substituted imine, nor the secondary amine are formed.

To understand the excellent chemoselectivity, the hydrogenation of the ketone was also cal-
culated. For the discussion we will focus on the hydride and proton transfer as the important
steps. Structures are denoted with an additional K for ketone, otherwise the nomenclature
remains the same (e.g. TSHKI for the hydride transfer and TSPKI for the proton transfer
transition states in ketone hydrogenation). Since ketones do not have E/Z isomerism, this
combinatorial option can be omitted, and four hydride transfer transition states exist. The
energies are given in Table 4.18.
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Table 4.18: Barriers for the hydride transfer to the ketone with the iodide-containing catalyst. Energies
are free enthalpies in kJ/mol, relative to the same reference as the imine hydrogenation.

Hydride transfer TSHKI [kJ/mol]
Complex R S

A 105.3 100.8
B 95.1 105.7

The barriers for hydride transfer are higher for the ketone than for the imine: for the ke-
tone, the lowest hydride transfer transition state isTSHKI-BR with a barrier of 95.1 kJ·mol−1,
which is 24.9 kJ·mol−1 higher in energy than the lowest hydride transfer to the amide (TSHI-
BRZ, 70.2 kJ·mol−1). Ketone hydrogenation is therefore already disfavored in the hydride
transfer step. Since proton transfer is rate-determining, this step is of higher importance. The
energies for the proton transfer to the corresponding alkoxide complexes are given in 4.19.
Proton transfer to the alkoxide species is also higher than for the amide, with the energeti-
cally favored pathway via TSPKI-BRCOPh having a barrier 125.8 kJ·mol−1. This would be
the rate-determining step in ketone hydrogenation and is 32.6 kJ·mol−1 higher in energy than
the corresponding proton transfer for liberation of the amide (TSPI-ARIPh, 93.2 kJ·mol−1).
The large gap between hydrogenation of ketone and imine explains why almost only hydro-
genation of the imine is experimentally observed (~99% yield of the amine in the reductive
asymmetric amination).

Table 4.19: Barriers for the proton transfers to the alkoxide for the iodide-containing catalyst. Energies
are free enthalpies in kJ/mol.

Proton transfer TSPKI [kJ/mol]
Ru-O hemisphere CO I
Complex H Me Ph H Me Ph

AR 149.8 129.8 - 167.6 - 128.7
AS 158.2 132.1 - - 132.8 -
BR 155.7 - 125.8 164.5 135.6 -
BS - 130.2 - 166.0 - 131.8

Our last question of concern was then the chemoselectivity with the fluoride catalyst. While
thepreferenceof amineover alcohol generallydecreases in thehalide series, a particular change
is observed for thefluoride catalyst: here, hydrogenationof the ketone is favored, by about 4:1.
Recalculating the hydrogenation pathway with fluoride in the apical position of the complex
and ketone as the substrate gave no satisfying explanation: in this mechanism hydrogenation
of iminewas still favored. The corresponding energies of the hydride and proton transfer tran-
sition states are shown in Tables 4.20 and 4.21.
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Table 4.20: Barriers for the hydride transfer to the ketone with the fluoride-containing catalyst. Ener-
gies are free enthalpies in kJ/mol, relative to the same reference as the imine hydrogena-
tion.

Hydride transfer TSHKF [kJ/mol]
Complex R S

A 86.1 81.7
B 76.4 83.9

Table 4.21: Barriers for the proton transfers to the alkoxide for the fluoride-containing catalyst. Ener-
gies are free enthalpies in kJ/mol.

Proton transfer TSPKF [kJ/mol]
Ru-O hemisphere CO F
Complex H Me Ph H Me Ph

AR 137.3 124.3 - 158.3 - 120.3
AS 143.5 122.5 - - 125.4 -
BR - - 118.8 147.2 115.5 -
BS - 118.4 - 146.4 - 114.2

Imine hydrogenation is favored as the pathway to the alcohol has a barrier of 114.2 kJ·mol−1

(TSPKF-BSFPh), compared to90.5 kJ·mol−1 for the imine (TSPF-ARFPh),which is a lower
preference than for the iodide pathway, but still a considerable gap preferring the amine over
the alcohol. The reason for the change in chemoselectivity must there be somewhere else.
We propose an alternative pathway in which catalytic amounts of hydrogen fluoride are re-
sponsible for the formation of the alcohol. In our synthetic protocol, the halide is added as
an ammonium salt (NH4X) in excess (100 mol%). Ammonium fluoride is known to disso-
ciate into ammonia and HF when heated,198 which makes presence of HF under the applied
conditions likely.

It is also more likely to be present in contrast to HI, due to the stark difference in pKa, with
both dissociation constants different by about 13 orders ofmagnitude (3.2 vs. ~ -10). Initially
it was thought that HF might form a similar σ-HF complex which would alter the proton
transfer step. It does, however, seem that HF is not forming any intermediate similar to the σ-
dihydrogen complexes. Instead, upon further investigations, proton transferwithHFseems to
be barrierless. Figures 4.37 and 4.38, show an example of the potential energy surface for the
addition of HF to the amide and alkoxide complex. For liberation of both amine and alcohol,
the process is barrierless and leads to formation of the difluoride amine/alcohol complex.
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Figure 4.37: Potential energy surface at the BP86/def2-SV(P) level for the addition of HF to the amide
complex. HF does not form a σ-complex, but instead protonates the amide and forms a
difluoride complex without any barrier. The energetically favored product (amine) is on
the left.

Figure 4.38: Potential energy surface at the BP86/def2-SV(P) level for the addition of HF to the alkox-
ide complex. HF does not form a σ-complex, but instead protonates the alkoxide and
forms a difluoride complex without any barrier. The energetically favored product (alco-
hol) is on the left.

Due to the absence of the proton transfer in presence of HF, hydride transfer probably be-
comes the rate-determining step. Here, the hydride transfer to the imine is lower in energy,
but is countered by the abundance of ketone vs. imine and the endergonic formation of imine
from ketone and ammonia, which could tip chemoselectivity toward the alcohol. The result-
ing difluoride complex is also no catalytic resting state, but can regenerate the initial hydride
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complex by addition of H2 to give the σ-dihydrogen difluoride complexes FRA/FRB, fol-
lowed by proton transfer via TSFRA/TSFRB to restore the hydride/fluoride complex with
decoordination of HF. This regeneration is very feasible since the corresponding barriers are
smallwith40.1 kJ·mol−1/36.8 kJ·mol−1 forTSFRA/TSFRB, closing the catalytic cycle of this
pathway.
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Figure 4.39: Regeneration of the initial hydride through proton transfer from H2.

Still, more investigations would be needed to fully explain chemoselectivity toward the alco-
hol in the caseof thefluoride catalyst; it cannot be ruledout that other species or intermediates
are involved in the formation of 1-phenylethanol, potentially through a differentmechanism–
it would certainly be of interest to isolate the catalytically active species in the case of fluoride,
which has not been achieved so far.
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4.3.14 Summary and Conclusion

The asymmetric reductive amination with a [Ru(I)H(CO)((S,S)-f -binaphane)] catalyst was
investigated. The computational studies show that our proposed mechanism is energetically
feasible and accurately predicts the enantioselectivity that has been observed experimentally.
Themost likely structure of the catalyst was predicted by our calculations and later confirmed
to be a reasonable structure through X-ray crystallography of a corresponding crystal. From
there, the mechanism proceeds through coordination of the imine, rearrangement into η2 co-
ordination and hydride transfer to yield the amide complex. Hydrogen coordinates to form
the corresponding σ-complex and then undergoes heterolytic cleavage in a proton transfer to
the amide, giving the final amine and the initial hydride complex. Proton transfer fromH2 is
the rate-determining step of the reaction and controls enantioselectivity. An in-depth analysis
of substrate conformers, complex types, E/Z and finally prochiral faces of the substrateR/S is
crucial to predict the correct enantioselectivity. The energy differences finally leading to the
two enantiomers are governed by several small interactions, includingNHhydrogen bonding
with the iodide or the π-system of the binaphthyl groups, steric interactions of the substate
substituents with the ligand or the configuration of the imine. The investigations were ex-
panded to the full series of halides and the trend in enantioselectivity is also here reproduced
correctly, by taking all relevant isomer/conformer combinations of the rate-determining step
into account. It is suggested that the steric demand of the halides plays the dominant role for
the effect on selectivity, based on correlation of the halide ligand cone angle with the enan-
tiomeric excess. The electronic effect is deemed to be small, as the halide has only minor ef-
fect on themetal electron density, probed by the sensitive CO carbonyl vibrational frequency.
Chemoselectivity was investigated in the end and the gap between ketone and imine hydro-
genation explains the selectivity for the regular protocol with iodide. It is suggested in the case
of fluoride that in-situ formedHF is responsible for the change in chemoselectivity, but more
investigations in the future may be needed to fully explain the observed selectivity.

In conclusion, the mechanistic studies provide a good picture of the asymmetric reductive
amination that is in agreement with our experimental observations. These studies may be
used for rational optimization of the system toward higher enantioselectivities.
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4.4 Ligand Search

With the newly gained insights into themechanism, wewere interested, whether a new ligand
could be found or designed that performs even better and achieves higher enantioselectivi-
ties. The motivation for this was two-fold: First, the current system was remarkable in that
it provided unprecedented enantiomeric excess for the direct asymmetric reductive amina-
tion that had so far not been achieved. But the enantiomeric excess was still in the range of
80-90% and for most applications an ee of greater than 95 or 99% would probably be desired
(the currently applied lipase route in BASF achieves enantiomeric excesses of 99+%). Sec-
ondly, the enantioselectivity was worse for alkyl-alkyl ketones, another very important target
class ofmolecules. For example, in the asymmetric reductive amination of 2-heptanone under
the same protocol, only 14% ee was achieved. As a computational example, the enantioselec-
tivity for the asymmetric reductive amination cyclohexyl methyl ketone was calculated. This
substrate is the aliphatic analogon of our test aryl-alkyl test substrate acetophenone and was
preferred over 2-heptanone due to the smaller conformational space (see appendix 6.2.5).
From the energy differences of the proton transfer transition states, an enantiomeric excess of
30% was estimated for the R enantiomer (8% using Boltzmann averaging). This is lower than
the experimental and computational enantioselectivity for the aryl-alkyl substrate and in line
with the low experimental selectivity for 2-heptanone. Cyclohexyl methyl ketone was then
subjected to our experimental protocol and an enantiomeric excess of 45% was measured, in
accordancewith our expectations for alkyl-alkyl ketones and the calculations on this substrate.

It is assumed, that a catalyst that performs even better in the asymmetric reductive amina-
tion of aryl-alkyl ketones will likely also be a promising candidate for alkyl-alkyl ketones as
substrates. Since the current catalyst has only limited room for optimization (typical reaction
conditions have already been optimized, e.g. solvent, temperature, NH3/H2 pressure, addi-
tives, etc.), the most promising approach is the search for a better ligand. As mentioned in
the introduction of this chapter, many different ligands have already been tested, with only
(S,S)-f -binaphane resulting in satisfying enantioselectivity. Predicting or suggesting a totally
new ligand from scratch therefore does not seem particularly promising. Instead, a modifica-
tion of (S,S)-f -binaphane is likely more promising. In this ligand, the unique feature is the
“wrapping” of the metal complex in the ligand’s binaphthyl groups, creating a chiral pocket
for the substrate. This feature should be kept and enhanced to yield higher enantioselectivi-
ties. By keeping the general motif of the ligand, it is also relatively reasonable to assume that
the mechanism (within boundaries) stays the same. Just suggesting trial-and-error modifi-
cations to (S,S)-f -binaphane are undesirable as the synthesis of derivatives can be compli-

136



4.4 Ligand Search

cated: the original route requires synthesis of the chiral dichloromethyl binaphthyl fragments
and diphosphanoferrocene, which are then coupled.151 Obviously, the capability of synthe-
sizingmanybinaphane-type ligands depends onwhether the correspondinghalides andphos-
phanes are available, and synthesis of many derivatives can quickly become very demanding.
We therefore wanted to follow a different approach. The most intuitive and logical modifica-
tion to this ligand seems a change in bite angle of P-Ru-P by introducing a different linker,
while keeping the binaphthyl wings as they are which induce the enantioselectivity in the chi-
ral pocket.

As we have identified the enantiodetermining step of the reaction computationally, two ques-
tions were of particular interest:

1. Will a modification of the bite angle result in higher enantioselectivities?

2. Which linkers instead of ferrocene will produce the desired bite angle?

The first question may be answered by using the gained computational insights to build a
model thatpredicts thedependencyof the enantioselectivityon thebite angleof thebinaphane
ligand. Answering this question is also relevant for the next question – if no or no significant
improvement is predicted for other bite angles, it may be futile to attempt ligandmodification
in this way. Otherwise, if a change in bite angle is predicted to yield better enantioselectivi-
ties, the next question is which linkers can be introduced into (S,S)-f -binaphane to achieve
the desired bite angle while preserving the general catalyst structure and chiral environment.
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4.4.1 Model for Enantioselectivity

The mechanistic investigations have shown that the enantioselectivity depends on the rela-
tive energy differences for the proton transfer transition statesTSPI. For amodel of the enan-
tiomeric excess depending on the bite angle, it makes sense to calculate the relative energy
differences for all involved proton transfer transition states for different bite angles. In a sim-
plified model the binaphane wings are disconnected and a scan of P-Ru-P bite angles is per-
formed under constraints to keep the ligand geometry of a linked binaphane ligand. These
constraints are the fixed bite angle for each step of the scan, a dihedral H-P-P-H angle of 0° to
keep the parallel geometry of the binaphthyl wings (this is necessary since no linker is present
anymore) and fixing the core of the transition state as in the originally optimized structures
in the mechanistic studies. The latter is necessary to avoid a dedicated transition state search
for each step of the scan for every isomer/conformer variant. The deviations due to this were
probed by explicitly running TS searches for some of the constraint geometries, but seem to
be very small, which makes this an acceptable constraint.

Figure 4.40: Model for the systematic scan of bite angle-dependency of the enantioselectivity. The
disconnected binaphane has hydrogen atoms in place of the linker (formerly ferrocene).
The H-P-P-H dihedral, bite angle α and the TS are kept fixed and geometries are then
optimized for bite angles from 80 to 120° in steps of 2°. This is repeated for each proton
transfer TS.

Figure 4.40 shows an example of the disconnected binaphane. The ligand plane is fixed by the
H-P-P-H dihedral and the TS is fixed by the N-H, Ru-H and Ru-N distances. Then, the bite
angle is varied from 80 to 120° in steps of 2° and a geometry optimization is performed. This
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range was chosen since the original (S,S)-f -binaphane ligand has a bite angle of around ~100°
and ± 20° is likely a useful range, where 120° is the limit for a trigonal bipyramidal complex
geometry. The absolute energies calculated in the scan can only to some extent be interpreted
since for small bite angles the repulsion of the phosphine hydrogens becomes dominant. This,
however, is not really a problem since we are interested in relative energy differences anyway,
where the errors from constraining the complexes to a certain geometry are cancelling. From
the scans, curves are obtained that show the energy of a transition state in dependency of the
bite angle. These curves have a shape similar to a harmonic potential and we use a simple
cubic polynomial fit to account for some skewness. This way, a continuos function Ei(α)

is obtained for each transition state i, that describes the energy of the transition state as a
function of the bite angle. As an example, Figure 4.41 shows the energy profiles for the two
isomer/conformer combinationsARIPh andBSIH (relative to an arbitrary reference point).
The curves have aminimum between 90 to 95° and the form of a harmonic potential is clearly
visible. The skew of the curve is well reproduced by the cubic polynomial fit. As a tendency,
the energy increases faster from the minimum for smaller bite angles, which is likely induced
by the repulsion between the two phosphine hydrogens. The relative difference between the
two curves is also not constant, which already shows that the enantioselectivitymay vary with
the bite angle of the ligand; this will be investigated in the following in more detail.
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Figure 4.41: Example of bite angle dependency of the energies of proton transfer transition states
ARIPh and BSIH. Data points are the energies obtained from the scan, the lines are the
cubic polynomial fit to obtain a continous functionE(α). The general harmonic form with
a small skew toward larger bite angles can be seen.

Before we continue with looking at the full scans for all transition states, the limitations of
this model will briefly be discussed. For one, the electronics on the phosphine deviate from
the original ferrocene-linked binaphane, since this substituent is missing on the disconnected
binaphane. Also, the bite angle range has to be considered with caution. Whether the cat-
alyst still follows our investigated mechanism for the upper and lower limit of the bite angle
interval, may be questioned. Another issue is that of vibrational contributions to the parti-
tion function: since we artificially impose constraints on the geometry, thermal corrections
fluctuate due to different numbers of imaginary frequencies and low frequency vibrations. We
circumvent this problemby averaging the thermal contributions of all 21 bite angle data points
and using the averaged value for all structures, but this is certainly not ideal. Finally, themodel
only predicts the expected enantioselectivitywith respect to thebite angle of a binaphane-type
ligand. No statement is made about the chemoselectivity and, more importantly, the activity
of the catalyst, which is known to be influenced greatly by the bisphosphine bite angle.199,200

Of the possible isomer/conformer combinations, two could not be found at all: ARCOPh
and BSCOPh – these seem to be not stable under any circumstances. All others were found,
three of them tend to “switch” into a more stable isomer/conformer for very small or large
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bite angles (ARIH,ARIMe andBRCOMe). In these cases, the fit was only performed on the
data that had the correct conformational orientation and was then extrapolated to 80 to 120°.

In Figure 4.42, the energies of all transition states are plotted against the bite angle for a com-
plete picture. Blue lines belong to transition states that lead to the R enantiomer, red lines
show transition states leading to the S enantiomer. We will discuss the relative energy differ-
ences in a simplified version of this graph in the next paragraph, but some trends can already
be identified here. First of all, the lowest curves are always blue, from which a general prefer-
ence for the R enantiomer can be deduced (which, unsurprisingly, has also always been the
observed enantiomer in our experiments). We can also see, that the lowest red and blue curve
are closer together when going to small bite angles. This means that as a trend one would ex-
pect less enantiodiscrimination for smaller bite angles which seems intuitive: If the P-Ru-P
bite angle becomes smaller, the chiral pocket opens up and substrate-ligand interaction is re-
duced – which in theory should lower energy differences between the enantiodiscriminating
transition states. It is also visible that most of the transition states do not play any significant
role for the enantioselectivity since they are far too high in energy. Lastly, the different tran-
sition states share the same general shape, but have different minima with respect to the bite
angle (varying mostly in the 90 to 100° range) and also react differently to changes in the bite
angle (for some TS, the TS energies increase faster for larger bite angles than for others).

141



4 Asymmetric Reductive Amination of Aryl-Alkyl Ketones

Figure 4.42: Relative energies of all 22 isomer/conformer combinations of proton transfer transition
states as a function of the bite angle. Transition states leading to the formation of the
R enantiomer are shown in blue, TS leading to the S enaniomer are shown in red. The
energy reference has been set to the lowest minimum of all curves.
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As we are interested in the relative energy differences, the main problem with the absolute
curves as in Figure 4.42 is that they are not very easy to read. Figure 4.43 therefore shows
an adapted variant of the transition state curves, where only the lowest 15 kJ·mol−1 are shown
and the curves are plotted against a constant reference, namely the transition statewhich is the
lowest TS at any point (reminding of the Tanabe-Sugano diagram, in which the ground state
is used as a constant reference). The first prominent feature is therefore the cusp at around
~117°, caused by a change in the lowest transition state from ARIPh to ARIH. Starting from
smaller bite angles, the energy difference betweenR and S is relatively low – the lowest TS for
R isARIPh, whileBSIPh is responsible for the formation of the S enantiomer. ARIPh stays as
the overall lowest transition state formost of the 80-120° bite angle interval, and is only super-
seded by ARIH for very large bite angles. In contrast, the relative energy of BSIPh rises with
increasing bite angle. Looking back at the structure of the analogous transition state TSPI-
BSIPh that was discussed earlier in Figure 4.29, we see that this is probably due to increasing
repulsion between the ligand methylene group and the NH functionality on the amide, since
for larger bite angles, the two come into close contact.

Figure 4.43: Relative energies of proton transfer transition states as a function of the bite angle,
against a constant reference (the lowest transition state). Transition states leading to
the formation of the R enantiomer are shown in blue, TS leading to the S enaniomer are
shown in red. The lowest TS is ARIPh until around ~117°, at which point ARIH is the
lowest TS and reference.

Following this section of the bite angle window, at around ~103 to 110° two things change:
theR-producing transition statesARIH andBRCOPh become lower in energy than the ener-
getically lowest pathway to S (BSIPh), andBSIH andASIPh supersedeBSIPh as the lowest
transition state to the S enantiomer. In the limit of very large bite angles, ARIH finally be-
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comes the new reference as it falls below ARIPh, while the initially most feasible TS to S,
BSIPh is already very high in energy and plays almost no role anymore.

Themost relevant information is of course not the various shapes and trajectories of the tran-
sition states’ energy-bite angle dependency, but the predicted enantioselectivity as a function
of the bite angle that can be distilled from these curves. Each curve is the transition state en-
ergy as a function of the bite angleα, either toward R (EiR(α)) or toward S (EiS(α)). From
these, we may calculate the cumulative Boltzmann weights for R and S, ωR(α) and ωS(α),
defined as

ωR(α) =
∑
iR

e−
EiR

(α)

RT (4.5)

ωS(α) =
∑
iS

e−
EiS

(α)

RT (4.6)

The weights can then be used to define the enantiomeric ratio er(α) as a function of the bite
angle:

er(α) =
ωR(α)

ωS(α)
(4.7)

It then follows that the enantiomeric excess ee(α) is:

ee(α) =
er(α)− 1

er(α) + 1
(4.8)

Plotting ee(α) therefore gives us a real impression of how the enantiomeric excess is expected
to change with the bite angle α. The corresponding graph is shown in Figure 4.44. A clear
trend is visibile showing that for lower bite angles enantioselectivity is very low, but then in-
creases graduallywith a larger bite angle. As a first test, themodel should at least reproduce the
enantiomeric excess of (S,S)-f -binaphane, for which we have experimental data and which is
partially incorporated into the model since we used the previous calculations on that system
for our model. (S,S)-f -binaphane has an experimental bite angle of 100.2° (obtained from
X-ray crystallography of the [Ru(I)H(CO)((S,S)-f -binaphane)(PPh3)] complex), and the
computed bite angle is around 101.9° (based on the general complex typesA/B).Thus, ee(α)
predicts an enantiomeric excess of ~65 to 75%, which is again not too far off from the exper-
imental value (~84% ee). A small underestimation of the ee had also been previously shown
up in our regular mechanistic investigation.
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Figure 4.44: Predicted enantiomeric excess of binaphane-type ligands as a function of the bite angle,
based on our model.

Anotherway toview the changeof enantioselectivitywith thebite angle is the averaged∆∆G‡,
which is the energy difference between R and S pathways if only two pathways existed:

∆∆G‡ = −ln

(
1

er(α)

)
·RT (4.9)

The resulting graph is shown in Figure 4.45.

Figure 4.45: Predicted averaged ∆∆G‡ of binaphane-type ligands as a function of the bite angle,
based on our model.

Either way, the main conclusion to be drawn from our model is, that it suggests potential for
improvement of the enantiomeric excess into the 90-95% range or evenhigherwhen consider-
ing that our calculations tend to be a conservative estimate of the enantioselectivity. Improve-
ments are expected for a ligand that has a higher bite angle, which again makes sense from a
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mechanistic standpoint: with a larger bite angle, more steric pressure is exerted on the chiral
pocket, increasing enantiodiscrimination. The next question therefore is howwe can find rea-
sonable linkers that push the bite angle towards favorable terrain, into a range of 100-120°.

In a first approach to tackle this problem, the idea was to come up with typical, synthetically
accessible linkers, optimize the corresponding hypothetical complexes computationally and
then estimate the enantiomeric excesswith our ee(α) function fromourmodel. Itwas quickly
realized, thatmany linkers (especially alkyl chains) tend to bemore flexible than the ferrocene
backbone, and can also potentially have conformational isomers. These problems could be
addressed by performing molecular dynamics simulations on the hypothetical catalysts: The
vibrational flexibility or rigidity of the ligand can this way be captured over time (also an inter-
esting information) and an average of conformers can be recorded. From theMDsimulations,
a bite angle probability density ρ(α) can then be obtained and we may calculate an expected
enantiomeric excess ℵ from the bite angle probability weighted integral of ee(α):

ℵ =

∫
ee(α) · ρ(α)dα (4.10)

Unfortunately, it turned out that conformational changes could not be captured by the MD
simulations – the necessary time scales to observe conformational changes are far too long.
The bite angle distribution within one type of conformer, however, can be obtained and gives
at least some information on the rigidity of the ligand. We therefore resorted to a second
approach. Since just coming up with “reasonable” ligand linkers and performing MD simu-
lations on them is also limited by our chemical intuition, it was instead decided to search the
database of theCambridgeCrystallographicDataCentre (CCDC), theCambridge Structural
Database (CSD) for suitable ligand backbones to achieve higher enantioselectivity. This ap-
proach will be discussed in the next section, followed by some final remarks on the results of
the MD simulations.
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4.4.2 CSD Search

Asof 2018, theCSDcontainsmore than900,000crystal structures,201whichhavebeen recorded
over the last 45 years. The search within the CSD for ligand backbones/linkers wasmotivated
by the fact that many more ligand motifs have already been discovered than are accessible by
chemical intuition, and that the desired property, the bite angle of ligands can instantly be ac-
cessed from the crystal structure data. For known linkermolecules, it is alsomuchmore likely
that a synthetic route to the ligand substructure already exists.

For the search within the CSD, three criteria were applied:

1. Ru, Rh, Ir, Os as metal centers
The metal should be preferably ruthenium or one of the three related metals for which
similar phosphine complexes are known, namely rhodium, iridium or osmium.

2. Bidentate Phosphines
The ligand should be a true bidentate phosphine ligand – not tridentate or just two
unconnected phosphines on the same metal.

3. Bite Angle of > 100°
(S,S)-f -binaphane is our benchmark ligandwith abite angle of just around~100°. Since
we expect higher enantioselectivity for larger bite angles, only ligands with a P-M-P
angle greater than 100° should be listed.

The raw search of the database was carried out by Dr. Frank Rominger at the Institute for
OrganicChemistry at theUniversity ofHeidelberg and identified 1,075 phosphine complexes
(including a few duplicates and some entries from the local crystal structure database, that are
not listed in the CSD). The search program within the CSD can only partially differentiate
bidentate phosphines from tridentate phosphines, and thus the structures have to be reviewed
manually to filter for “true” bidentate ligands. During this review itwas discovered that in a few
rare cases, the connectivity entered in the CSD does not seem to be correct when compared
to the actual bonding situation in the three-dimensional structure, but this should not affect
the overall results of the structural search. After review, 212 structures were identified which
meet all of the above criteria, including the criterion for bidenticity. Some of the structures
appear as duplicates, in many cases there are groups where several derivatives of the same
ligand have been published, and some complexes contain several slightly different P-M-P bite
angles in one unit cell (as there are several complexes present). The full list can be found in
the appendix, section 6.2.4. For clarity, the ligands have been grouped by similarity and the
ligand groups will be discussed in the following.
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Figure 4.46: Linear or (alkyl) chain-like family of bisphosphines. Bite angle ranges are given when
several complexes with different bite angles for the same ligand type where in the
dataset.

The first group of ligands is shown in Figure 4.46, encompassing ligands that have a linear or
chain-like backbone. These generally do not seem to be very promising candidates as bite an-
gles are either too low (butyl linker I, amine backbone II) or too large (III-VI), whichmeans
that these are trans-coordinating ligands.
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Figure 4.47: Biaryl-type family of bisphosphines. Bite angle ranges are given when several com-
plexes with different bite angles for the same ligand type where in the dataset.

The next group of biaryl-type ligands seems more promising. The binaphthyl phosphitesVII
andVIII also have bite angles close to only 100°, but the biphenylmotifs IX andX exhibit bite
angles in the desired range of 110-120°,making thempromising candidates. IX andX are both
related as IX is the phosphite variant of the methylene-bridge ligandX. The latter is preferred
as we are using phosphines, not phosphites. Ligand X with diphenylphosphino substituents
is known as BISBI (2,2’-bis(diphenylphosphinomethyl)-1,1’-biphenyl).
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Figure 4.48: Xantphos-like family of bisphosphines. Bite angle ranges are given when several com-
plexes with different bite angles for the same ligand type where in the dataset.

The Xantphos-like family of ligands contains Xantphos itself (XIV), but also related con-
densed tricyclic and/ordiphenylether-based structures. Diphenylether (XI)has a too small of
bite angle to be interesting; similarly, the acridine ligand (XIII) is a trans coordinating ligand
andhence not a suitable backbone. Theother ligands are also promising candidates, especially
the Xantphos backbone (XIV) and phenoxathiin-type ligands (XII) with a bite angle of 109-
112°. Phenoxazine-type ligands (XV) also have the bite angle in the desired range (101-110°),
but the amino functionality is more likely to interfere with the reaction, and one would thus
prefere XIV and XIIwhich have the same structural motif.
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Figure 4.49: Ferrocene-type family of bisphosphines. Bite angle ranges are given when several com-
plexes with different bite angles for the same ligand type where in the dataset.

Ferrocene-type ligands also include our own current ligand, (S,S)-f -binaphane and the CSD
shows that other phosphine-type ligands of XVII also have bite angles very close to 100°. Vari-
ants XVIII and XIX, where both phosphines are linked on one cyclopentadienyl ring of the
ferrocene, also do not provide larger bite angles. The bisferrocenyl-type backbone is trans-
coordinating (164°), and therefore also ruled out as a possible candidate.
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Figure 4.50: Triptycene-like family of bisphosphines. Bite angle ranges are given when several com-
plexes with different bite angles for the same ligand type where in the dataset.

The triptycene-like family of ligands is somewhat related to the Xantphos-type ligands, with a
bridged anthracene structure. Both phosphites (XXII,XXIV) and phosphines (XXI,XXIII,
XXV, XXVI) exist. A number of these ligands have been prepared in the group of Hofmann
and applied in nickel-catalyzed isomerization and hydrocyanation reactions,202,203 as well as
rhodium-catalyzedhydroformylations204,205whichhavebeendeveloped in collaborationwith
CaRLa. Unfortunately, they areunlikely tobeuseful backbonesdue to their three-dimensional,
bulky structure: The two binaphthyl groups on the binaphane ligand form a parallel pocket of
two naphthyl wings, which for symmetry reason is also present on the backside of the com-
plex, where the backbone resides. Ferrocene arranges itself parallel to these wings, the BISBI-
type ligandwill likely have an axial orientation parallel to the I-Ru-CO axis andXantphos-like
molecules are flat so that they can also fit parallel between the naphthyl wings. A large bulky
structure like a triptycene will very likely distort the geometry to fit into the corresponding
complex.
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Figure 4.51: Residual bisphosphines. Bite angle ranges are given when several complexes with dif-
ferent bite angles for the same ligand type where in the dataset.

The last, residual category contains different linkers comprised of connected aromatic rings.
Except forXXXVI, whichhas abite angleof<110°, all ligands exhibit very largebite angles and
coordinate transon themetal, whichmakes themuninteresting for our purpose as a backbone.

Therefore, the twomost promising candidates from our search in the CSD are Xantphos-type
ligands, especially the phenoxathiin backbone, and the BISBI-like biaryl ligand. Both Xant-
phos and BISBI have been widely employed in the hydroformylation with rhodium.206,207

To assess how suitable they might be as ligand backbones, the corresponding structures of
the complexes with Xanthphos, phenoxathiin and BISBI backbones were calculated. As with
the original model complexes A/B, ammonia was put on the vacant site of the complex as a
small, neutral ligand. We will discuss the Xantphos and phenoxathiin structures first, which
are shown in Figures 4.52 and 4.53 and are closely related to each other. Both complexes
have large bite angles as desired, with 110.0° for the Xantphos backbone and 108.7° for phe-
noxathiin. Since both backbones consist of two aromatic rings connected by an ether bridge
and either a dimethylmethylene or thioether group, the backbones are bent toward the car-
bonyl group. Oxygen is not coordinating in both structures. Several features, however, indi-
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cate that the ligands might be problematic in catalysis: Due to the bulky tricyclic backbone
structure, the binaphthyl wings experience steric pressure and loose the previous parallel ar-
rangement (in Figures 4.52 and 4.53, the left binapthyl group snaps downward). This almost
certainly interferes with the enantiodiscrimination exerted by the chiral pocket between the
previously parallel binaphthyl groups. Also, the ligands seem to be under stress due to the
largeP-Pdistance and the rigidity of the ligand– theRu-Pbond trans to the hydride is substan-
tially elongated (2.55 Å, Xantphos and 2.53 Å, phenoxathiin) compared to 2.46 Å for (S,S)-f -
binaphane.

Figure 4.52: Computed structure of a Xantphos-backbone binaphane on the ruthenium catalyst
for asymmetric reductive amination. The ligand backbone is bent due to the sp3-
hybridization on the atoms connecting the two aromatic rings.

Figure 4.53: Computed structure of a phenoxathiin-backbone binaphane on the ruthenium catalyst
for asymmetric reductive amination. The ligand backbone is bent due to the sp3-
hybridization on the atoms connecting the two aromatic rings.
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The biggest issue, however, has not been mentioned yet: Both structures show the “regular”
structure of the ferrocene-based ligandwith a different backbone, but there is a structural vari-
ant of both complexes that is slightly lower in energy (2.2 kJ·mol−1 and 2.4 kJ·mol−1), which
has a very different “side-on” geometry. The different coordination allows the backbone to
reduce steric interactions with the large binaphthyl groups. In this structure, the previously
unique feature of having the binaphane wrap around the ligand for a chiral pocket is com-
pletely lost (see Figure 4.54 for the “side-on” coordination: ammonia and the hydride are not
covered at all by the binaphane ligand) and it is thus likely that these are not effective for enan-
tiodiscrimination in the reaction.

Figure 4.54: “Side-on” coordination for Xantphos (left) and phenoxathiin (right) backbones. The side
view shows that the coordination sites for substrate and hydride are not interacting with
the ligand like before, since the binaphane wings do not wrap around these sites any-
more in this coordination mode.

Besides these two coordination motifs, another one exists where the structure is similar to
Figures 4.52 and 4.53, with the convex side of the tricyclic backbone pointing toward the
halide instead than the carbonyl group, but this was found to be energetically disfavored by
2.9 kJ·mol−1 and 11.0 kJ·mol−1.

TheBISBImotif seems tobe amore suitable candidatewhenexamining the complex geometry
(see Figure 4.55). Contrary to the Xantphos-type backbones, the biaryl axis of BISBI avoids
steric repulsionwith the binaphthyl rings since it has twomethylene bridges connecting to the
phosphine andfits in between the parallel geometry of the binaphthyl groups. Thebite angle is
pleasingly large with 111.8°. Coordination of the phosphine seems to be “normal” – the Ru-P
bonds are very similar to the original (S,S)-f -binaphane ligand (2.33 Å/2.32 Å for the Ru-P
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Figure 4.55: Computed structure of a BISBI-backbone binaphane on the ruthenium catalyst for asym-
metric reductive amination.

bond trans to ammonia, 2.47 Å/2.46 Å for the Ru-P bond trans to the hydride ligand). The
parallel pocket of the binaphane is also similar to the original binaphane with a small distor-
tion (but not as large as in the Xantphos-type ligands). A “side-on” coordination is disfavored
for the BISBI backbone by at least 10.0 kJ·mol−1. In theory, biaryls like BISBI can be chiral
– the unaltered BISBI ligand, however, does not exhibit atropisomerism. A binaphane-type
BISBI ligandmight be chiral in its backbone, either through ahigh enough rotational barrier or
by forming stereoisomeric complexes with ruthenium. The structure shown in 4.55 is theΛ-
atropisomer; the∆-atropisomer is 6.1 kJ·mol−1 higher in energy, and has a slightly larger bite
angle of 112.7°, but is otherwise structurally very similar. That all makes the BISBI backbone
a promising candidate for a new binaphane-type ligand in asymmetric reductive amination.
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4.4.3 Molecular Dynamics Simulations

To round off the investigations, the initially planned molecular dynamics simulations were
conducted with several binaphane candidates: the regular (S,S)-f -binaphane ligand, which
serves as a benchmark, the ethyl- and phenyl-bridged derivatives, which were synthesized in
the lab so far, and the BISBI-type backbone. The bite angle trajectories were used to construct
the correspondinghistograms, bothwhichcanbe found for all four complexes in the appendix,
section 6.2.6. A normal distribution was fitted to the histogram, which reproduces the shape
satisfactorily. At first, kernel density estimation208,209 (KDE) seemed to be a better choice
for estimation of the probability density function of the bite angle distribution, as these are
potentially able to capture arbitrary distributions. Tests with several kernels (Gaussian, Expo-
nential, and Epanechnikov) were performed using different bandwidths, but the ambiguity in
bandwidth and kernel selection and the tendency for overfitting for small bandwidths led us
to resort to the normal distribution fit. A KDE might be more suitable for larger sample sizes
with less noise. The bite angle distributions are shown in Figure 4.56 and the parameters of
the corresponding normal distributions in Table 4.22.

Figure 4.56: Bite angle distributions of binaphane ligands with different backbones: ferrocenyl,
phenyl, ethyl, and BISBI.

The original ferrocenyl backbone (S,S)-f -binaphane ligand with a mean bite angle of ~101.1°
is clearly superior to ethyl (~84.7°) and phenyl (~85.2°) as backbones. Using the standard
deviation σ (or “width” of the distribution) as a measure for the rigidity of the backbone,
it is found that the ferrocene backbone seems to be considerably more flexible (σ = 2.95°)
than ethyl or phenyl. This may be an effect of the low barrier for internal rotation in ferrocene
(~3.8 kJ·mol−1).210 Interestingly, ethyl and phenyl as backbones show very similar bite an-
gle properties, with much narrower distributions. While both are similar in that they from a

155



4 Asymmetric Reductive Amination of Aryl-Alkyl Ketones

Table 4.22: Parameters of the normal distributions fitted to the bite angle histograms of the four dif-
ferent binaphane-type ligands.

Backbone µ [°] σ [°]

Ferrocenyl 101.14 2.95
Ethyl 84.66 2.30
Phenyl 85.20 2.20
BISBI 110.29 4.51

Backbone ee [%]

Ferrocenyl 67.2
Ethyl 6.3
Phenyl 7.3
BISBI 85.4

Table 4.23: Computed enantiomeric excess from integration of ee(α) weighted with the bite angle
distribution ρ(α) obtained from MD simulations.

five-membered ring with ruthenium mediated by a C-C bridge, the difference between the
aromatic bond and single bond in the backbone seems to be subtle. As one might expect, the
phenyl backbone is slightly more rigid with σ = 2.30° vs. 2.20°. The BISBI-type backbone has
the largest σ of 4.25°, indicating that the biaryl moiety is relatively flexible. BISBI also shows
the largest mean bite angle of ~112.2°, which is promising as larger bite angles should induce
higher enantioselectivity.

The normal distributions ρ(α) of the bite angles were then renormalized on the interval of
80 to 120°, so that

∫ 120

80

ρ(α)dα = 1 (4.11)

sincewewant to calculate the expected enantiomeric excess from the integral over the product
of the ee(α) function and ρ(α) as in equation 4.10. The effect of normalization is not very
large, since the integral even for ethyl andphenyl outsideof the interval is<0.05 (see appendix,
6.2.6). With the normalized ee(α) function, the expected enantiomeric excess is calculated.
The results are shown in Table 4.23.

According to our model, the regular ligand with a ferrocene backbone therefore should re-
sult in an enantiomeric excess of around ~67%, which reproduces the value obtained in our
mechanistic studies (77% by lowest TS comparison, 67% from Boltzmann averaging, which
is also implemented in the model). This indicates that the deviation introduced by the dis-
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connection and fixing of the ligand sphere does at least not negatively influence our model in
the bite angle range for which the original mechanistic studies were performed. Going on to
the ethyl and phenyl backbone, a low enantiomeric excess of < 10% ee is predicted. For BISBI
as a backbone, a higher enantiomeric excess of 85.4% is estimated, which would suggest an
advantage over (S,S)-f -binaphane.
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4.4.4 Summary and Conclusion

In this section, amodel for estimationof enantioselectivity for binaphane-type ligands of vary-
ing bite angles was presented. The model is based on bite angle scans of the previously ob-
tained proton transfer transition states in ourmechanistic studies of the [Ru(I)H(CO)((S,S)-
f -binaphane)(PPh3)] catalyst. Such bite angle differences would be achieved by incorporat-
ing different linkers/backbones into the binaphane. The bite angle scans result in curves that
represent the energy of a TS as a function of the ligand bite angle. These can be Boltzmann
weighted to give a general function of the expected enantiomeric excess with regard to the
bite angle. The bite angle dependency shows that larger bite angles should result in higher ee,
which gives reason to believe that our ligand backbone can be improved for higher enantios-
electivity. Twomethods were proposed to identify new suitable ligands: molecular dynamics
simulations of suggested backbones and a search of the CSD for chelating bisphosphine lig-
ands. Problems with the MD simulations were that conformational backbone changes could
not be captured as the computationally accessible time scales are too short and that the sug-
gested ligands are limited by intuition. We therefore focused on a search of the CSD database
to get a more comprehensive picture of ligand backbones that might be applied to the asym-
metric reductive amination. After initial filtering of the database search results, Xantphos and
BISBI-typebackboneswere identifiedaspromising candidates frommore than200 structures.
A more detailed look at the computed structures casts doubt on the feasibility of Xantphos-
type ligands as they are too bulky for a backbone, distort the unique parallel-shaped geometry
and seem to be under stress with a long Ru-P bond to the metal. Also, a side-on coordination
is favored for these complexes which would completely remove the chiral pocket of the ligand
that is assumed to be crucial for enantioselectivity. BISBI as a backbone, however, does not
have these issues, it preserves the general catalyst structure while having a very large bite angle
of 111.8°, even larger than the Xantphos backbone.

To conclude, we think that a BISBI-backbone binaphane ligand is a promising candidate for
asymmetric reductive amination. A compation of the full catalytic cyclemight revealmore in-
sights on this ligand. BISBI’s potential to be chiral itself through atropisomerism might be an
issue, but that has to be investigatedmore thoroughly. It is suggested that the BISBI-backbone
binaphane should be explored in more detail by synthesis of the corresponding ligand/cata-
lyst and testing in catalysis as it has the potential of achieving high enantioselectivities.
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5
Conclusion&Outlook

In this thesis, the aim was to gain new insights into two industrially relevant chemical reac-
tions: the dehydroperoxidation of cyclohexyl hydroperoxide to cyclohexanone and the direct
asymmetric reductive amination of ketones into chiral primary amines. The results, and a
short outlook with suggestions for the future, will be presented briefly in this chapter. For the
dehydroperoxidation, the investigations into the initial vanadiumcatalyst will be summarized,
followed by the approach that led us to our work on the more selective chromium catalysis.
In the section on the asymmetric reductive amination, we will discuss the research on the
mechanism of the hydrogenation and the follow-up idea for a better future ligand.

5.1 Dehydroperoxidation

The research on the dehydroperoxidation of cyclohexyl hydroperoxide is motivated by the
aim to achieve a high ketone-to-alcohol ratio, which is desired due to the higher value of cy-
clohexanone as a precursor in the synthesis of ϵ-caprolactam, the monomer of Nylon-6. In
theory, cyclohexyl hydroperoxide can be decomposed into the ketone with water as the sole
byproduct. This could avoid costly steps for separation of KA oil into ketone and alcohol, as
well as the necessary dehydrogenation of alcohol to yield the ketone. However, in the industri-
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5 Conclusion & Outlook

ally applied dehydroperoxidation, selectivity is low in the radical-based dehydroperoxidation,
and KA oil mixtures with varying ketone-to-alcohol ratios are obtained.

Vanadium dipicolinato complexes that showed promising selectivities with a test substrate,
4-heptyl hydroperoxide, sparked our interest in the computational study of these to obtain
more knowledge on the mechanism. We were especially interested, whether a radical-free
mechanism is acting here, as this was suggested by experimental data. In fact, our calculations
showed that such a radical-free mechanism is feasible and can also proceed without change of
the oxidation state of vanadium. The dehydroperoxidation takes place by a hydrogen trans-
fer of the α-hydrogen on the alkylperoxide bound to vanadium to the vanadium oxo group,
while the O-O bond of the alkylperoxo ligand is simultaneously cleaved. This step is rate-
determining. The resulting oxo hydroxo vanadium species can then undergo addition of a new
alkyl hydroperoxide substrate molecule. The hydroperoxide addition is supported by proton
relay agents such as water (which is formed through the reaction) or cyclohexanol. The coor-
dination of water trans to the vanadium oxo group acting as a hydrogen acceptor lowers the
barrier for dehydroperoxidation. More importantly, we find that the dehydroperoxidation of
cyclohexyl hydroperoxide has a higher barrier compared to that of 4-heptyl hydroperoxide by
15 to 18 kJ·mol−1, which is in good agreement with the better ketone selectivities observed
with 4-heptyl hydroperoxide. Besides this central mechanism, we were able to rule out other
potential mechanisms of dehydroperoxidation such as hydrogen transfer to the ligand, the di-
rect insertion of theα-hydrogen into the O-O bond, substrate addition to the carboxyl group
or variants of thesemechanisms with proton relay agents. As our mechanism showed that the
cis oxo alkylperoxo/hydroxo motif on vanadium is crucial for the dehydroperoxidation with
the key step being the six-membered TS with hydrogen transfer and O-O bond cleavage, we
started to investigate other metals that are known to form stable oxo complexes of a similar
type.

After a screening of differentmetal (oxo) species, we arrived at chromium trioxide and deriva-
tives (e.g. CrO3 on polyvinyl pyridine) as suitable dehydroperoxidation catalysts. The quan-
tumchemical studies show that a very similarmechanismacts here, with a concertedhydrogen
transfer and O-O bond cleavage being the rate-determining step, while preserving the oxida-
tion state of +6 on chromium. Themain difference to our previous systemwith the vanadium
catalyst is the lower activation energy, which explains the better selectivities – the Cr(VI) cat-
alyst achieves very high ketone selectivities and is much more active than the vanadium dipi-
colinato complex. The findings confirm the results of Buijs et al. who studied this reaction
previously. A mechanism that was proposed by Boitsov et al., involving an intermolecular hy-
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5.2 Asymmetric Reductive Amination

drogen transfer fromalcohol to hydroperoxide in amixedCrO2(OCy)(OOCy) complex, was
also studied. While formation of this intermediate is feasible, the suggested dehydroperoxi-
dation is energetically disfavored and can therefore be ruled out.

The mechanistic studies on the hydroperoxidation have shed light on how both vanadium
and chromium can perform as dehydroperoxidation catalysts in a radical-free pathway that
does not change the oxidation state of the catalyst. The investigated mechanisms are ener-
getically feasible and explain why chromium(VI) is more active than vanadium(V) or why
4-heptyl hydroperoxide tends to have better ketone-to-alcohol ratios with vanadium(V). For
future studies of the topic, questions remain that have not been the focus of this work. To gain
more understanding that will be helpful in the application and optimization of the chromium-
based dehydroperoxidation, a study of radical initiations andmeans to prevent thesewould be
advantageous. The interaction of PVP with the chromium catalyst was also only studied in a
simple pyridine-coordinating model. Since immobilization of Cr with PVP is crucial to in-
dustrial application (due to the toxicity of Cr(VI)), more in-depth studies to understand the
CrO3-PVP system may be very interesting.

5.2 Asymmetric Reductive Amination

The direct asymmetric reductive amination of ketones to primary chiral amines, using only
ammonia and hydrogen is of special interest as it is one of the most elegant, affordable, and
atom-efficient ways to access primary chiral amines. The aim in this project was to understand
the structureof the complex and themechanismbehind the asymmetric hydrogenation, as our
experimental insightswere limited andmechanistic understandingwould be beneficial for im-
provement of the catalyst system. Until today, the protocol developed at CaRLa is the only
system achieving high, albeit not very high, enantioselectivities directly from ketones with
only NH3/H2 and a chiral ruthenium catalyst.

The starting point for the investigationswere experimental observations that hinted at the cat-
alyst structure, but did not allow for a precise statement on what the catalyst structure exactly
looks like. Using the experimental evidence, several possible catalyst structures were evalu-
ated of which only two — complex types A and B — seemed reasonable from an energetic
perspective or the ability to engage in hydride transfer. The suggested structure was later con-
firmed by X-ray crystallography. Based on these complexes, an energetically feasible mecha-
nism was proposed. The mechanism starts from the η1-coordinated imine, which goes into
η2 coordination and then receives a hydride transfer from the catalyst onto the electrophilic
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carbon of the imine. This step, however, is reversible as the following agostic amide or trigonal
bipyramidal amide complexes are endergonic with respect to the initial imine. Coordination
of dihydrogen forms the σ-dihydrogen complexes. The following heterolytic H-H cleavage to
protonate the amide is the rate-determining step and is responsible for the enantioselectivity.
The proton transfer transition state irreversibly leads to the amine, which through decoordi-
nation and coordination of new substrate closes the catalytic cycle. Throughout the whole
reaction pathways and especially for the proton transfer transition state, it is important to in-
vestigate the possible isomer/conformer combinations in detail. These arise from the com-
plex having two general isomeric structures, the configuration of the imine double bond, the
two chiral faces of the imine and the orientation and conformation of the amide after the hy-
dride transfer. Taking all of these species and variants into account, the mechanism predicts
the observed enantioselectivity accurately. Themechanistic studies were then extended to the
full series of halides for the ruthenium catalyst and both trend and magnitude of the ee could
be reproduced by the computation. Additionally, the chemoselectivity is predicted correctly
with the hydrogenation of the ketone being disfavored over the imine for the iodide-based
catalyst. In the case of fluoride, we suspect that formation of HF can replace the protonation
from H2 and thus leads to formation of alcohol, although more studies might be needed to
explain the change in chemoselectivity for this catalyst.

In the second part of the chapter on the asymmetric reductive amination, the gained mecha-
nistic insights were applied to find potential candidates that improve enantioselectivity. This
is desirable as enantioselectivity in the 90-99% range has not been achieved yet, and also due
to alkyl-alkyl ketones still giving lower enantioselectivities than their aryl-alkyl counterparts.
Since the employedbinaphane ligand is unique in that it is theonly ligand so far giving any con-
siderable enantioselectivity, the idea was to keep the binaphane motif and enhance it, rather
than trying to find a completely new ligand from scratch. Altering the bite angle seemed to be
the most straightforward way of optimizing the ligand. Therefore, a model was built that uses
the proton transfer transition states from the previous mechanistic investigation and probes
the energy dependence of the transition states with respect to the bite angle. This way, the ex-
pected enantioselectivity as a function of the bite angle was obtained. Themodel predicts that
for larger P-Ru-P bite angles, higher enantioselectivities should be possible to achieve. With
this general prediction, the CSD was screened for potential backbone candidates to replace
the ferrocenyl linker on the binaphane ligand and get a larger bite angle. Out of about 200
candidates, Xantphos- and BISBI-like linkers appeared to be the most promising. The cor-
responding structures were calculated and revealed that Xantphos-like backbones might be
sterically too demanding and result in a distorted structure likely unable to improve enantios-
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5.2 Asymmetric Reductive Amination

electivity. The BISBI-type complex, however, largely preserved the original structural motif
while having a considerably larger bite angle, making it a very interesting candidate to now test
experimentally.

The quantum chemical investigations on the asymmetric reductive amination enabled us to
correctly predict the catalyst’s structure, followedby amechanistic study that showshowenan-
tioselectivity is primarily determined by the proton transfer transition state, for which an in-
depth analysis of isomers and conformers is crucial. Treating these in detail, the enantioselec-
tivity could be successfully predicted for the catalyst system and the corresponding series of
halides in both trend and magnitude. The origin of chemoselectivity lies in the preference of
imine hydrogenation over ketone hydrogenation, which is established for our catalyst, but not
entirely clear for the inverted chemoselectivity with fluoride as a ligand on ruthenium. Using
these results, a model was built that predicts better enantioselectivities for larger binaphane
bite angles. Upon search in the CSD, evaluation of possible candidates and MD simulations,
BISBI is suggested as a promising backbone for a future binaphane. In this large area of re-
search, many questions still remain. It would be interesting to study the cause of alcohol for-
mation for the fluoride-containing catalyst in more detail. Regarding the prediction of new
ligands, a BISBI-linked binaphane should be synthesized and tested. The bite angle model
also has room for optimization. It does for example not take into account that activity and
chemoselectivity might change. While we expect better enantioselectivity for larger bite an-
gles, we do not know in what bite angle range the model is accurate (it might well be less than
80 to 120°). A full computation of the mechanism with the proposed ligand would therefore
be useful. Other issues are the treatment of vibrations for the fixed structures or the influence
of replacing the linker by just hydrogen atoms. Another very interesting project for the future
would also be an automated generation of backbone molecules: both the own chemical intu-
ition and the CSD are limited and the linkers we found are relatively concentrated into small
bite angle ranges. Such an algorithm would also be potentially very useful for many other
applications.
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6
Appendix

6.1 Dehydroperoxidation

6.1.1 Coordinates

Due to the largenumberof calculated structures, coordinates arenot included in the appendix,
but can be accessed for all structures from this chapter on the attached DVD, in the file

coord-dehydroperoxidation.txt

The naming is consistent with the numbering or nomenclature throughout the thesis or the
tables with the respective energies in the appendix. For smaller compounds, trivial names or
the molecular formula may have been used. The coordinates are given in atomic units a0.
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6.1.2 Energies

Total free enthalpies of all structures computed in the investigation of the vanadium-catalyzed
dehydroperoxidation can be found in the following table. In addition, the eletronic energies at
the level of optimization (BP86/def2-SV(P)), final electronic energies (PBE0-D3(BJ)/def2-
QZVPP), corrections to the thermodynamic reference (∆Ggas), the zero-point vibrational
energy and the solvent corrections in cyclohexane from COSMO-RS (∆Gsolv) are given.

Structure Total G BP86 PBE0-D3(BJ) ∆Ggas ZPVE ∆Gsolv

[kJ/mol] def2-SV(P) def2-QZVPP [kJ/mol] [kJ/mol] [kJ/mol]
[Eh] [Eh]

H2O -200535.60 -76.345030 -76.385784 5.93 52.49 9.3
H2O2 -397656.44 -151.423878 -151.465972 6.59 65.50 10.8
Hydroxy Radical -198616.24 -75.652579 -75.646023 -22.37 20.53 14.7
Cyclohexanone -812744.92 -309.655383 -309.669874 304.20 384.30 -11.0
CyOH -815850.70 -310.844917 -310.876412 364.23 444.10 -9.0
CyOOH -1012997.83 -385.929257 -385.966017 366.62 452.00 -10.8
Cyclohexyl Radical -616755.99 -235.023690 -235.030136 319.24 395.90 -3.7
Cyclohexyloxyl-Radical -814121.71 -310.184783 -310.204400 330.00 409.40 -10.2
Cyclohexylhydroperoxyl Radical -1011358.56 -385.304764 -385.330540 337.74 422.60 -11.1
4-Hydroperoxyheptane -1119164.01 -426.399127 -426.441226 469.44 571.40 -12.2
4-Heptanone -918926.19 -350.131552 -350.150047 404.41 503.30 -11.8
4-Heptanol -922020.08 -351.318220 -351.353481 468.50 563.90 -10.1
V-Dipic-Oxo Radical -4313481.41 -1643.170698 -1642.968414 156.27 255.50 -24.7
V-Dipic-Oxo-O Radical -4510724.14 -1718.321068 -1718.089368 153.43 258.00 -34.6
V-Dipic-Oxo-OO Radical -4707991.10 -1793.444724 -1793.228570 159.13 271.20 -29.3
1 -4512528.94 -1718.995206 -1718.792835 186.64 290.70 -25.6
3 -5525554.40 -2104.951011 -2104.787175 612.98 748.80 -49.5
4 -5325009.78 -2028.580394 -2028.382959 556.55 686.50 -47.6
5 -5324991.83 -2028.577445 -2028.374875 553.00 685.60 -47.4
TS6 -5324908.68 -2028.556195 -2028.340153 545.15 675.30 -47.5
TS8 -5525446.26 -2104.922284 -2104.743104 605.00 740.70 -49.0
TS9 -5725996.89 -2181.295339 -2181.151162 662.13 804.40 -47.5
TS10 -6341320.30 -2415.793154 -2415.646142 1023.94 1190.00 -66.2
11 -5631711.44 -2145.418892 -2145.260234 717.31 868.20 -48.8
12 -5431171.32 -2069.049851 -2068.858075 661.63 806.10 -46.9
13 -5431156.60 -2069.047238 -2068.850535 656.87 805.30 -47.2
TS14 -5431084.17 -2069.029320 -2068.819731 647.94 794.90 -46.7
TS15 -6553655.84 -2496.734346 -2496.598576 1227.55 1427.00 -64.8
16 -5525531.72 -2104.945490 -2104.776165 606.67 746.90 -49.4
TS17 -5525453.41 -2104.924421 -2104.742300 595.59 736.20 -48.9
18 -4713042.07 -1795.353064 -1795.183562 238.89 352.10 -27.2
19 -5631694.66 -2145.415038 -2145.251431 710.28 866.40 -48.1
TS20 -5631625.10 -2145.397475 -2145.221592 700.96 855.80 -47.6
21 -5525504.03 -2104.934792 -2104.765224 605.36 746.60 -49.1
TS22 -5525445.30 -2104.919037 -2104.737792 593.16 735.40 -50.2
23 -5631669.84 -2145.404798 -2145.240990 707.35 866.00 -47.8
TS24 -5631613.22 -2145.391961 -2145.217208 702.35 856.90 -48.6
TS25 -5525392.33 -2104.912921 -2104.719917 599.54 737.00 -50.5
TS26 -6140727.13 -2339.404362 -2339.214164 943.42 1106.00 -64.7
TS27 -6337844.59 -2414.487019 -2414.298638 960.47 1128.00 -64.9
TS28 -5324857.21 -2028.538472 -2028.317963 541.81 670.80 -51.0
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6.1 Dehydroperoxidation

Structure Total G BP86 PBE0-D3(BJ) ∆Ggas ZPVE ∆Gsolv

[kJ/mol] def2-SV(P) def2-QZVPP [kJ/mol] [kJ/mol] [kJ/mol]
[Eh] [Eh]

29 -4512444.44 -1718.965153 -1718.759070 187.04 293.40 -30.2
TS30 -4512396.17 -1718.946389 -1718.736845 178.20 281.20 -31.4
TS31 -5525474.29 -2104.924901 -2104.754472 605.06 740.60 -47.3
32 -5525499.06 -2104.932886 -2104.763702 603.91 746.30 -46.7
TS33 -5525409.51 -2104.905106 -2104.724019 588.41 733.00 -45.8
TS34 -5525391.20 -2104.907139 -2104.718458 597.86 735.10 -51.6
35 -4713029.35 -1795.352332 -1795.180289 242.54 354.20 -26.7
TS36 -4712927.85 -1795.315325 -1795.136585 233.06 343.60 -30.5
TS37 -4712966.54 -1795.330996 -1795.153685 238.41 347.40 -29.6
TS38 -5324816.80 -2028.520730 -2028.299798 531.89 665.30 -48.3
TS39 -5324815.27 -2028.518755 -2028.298224 531.57 665.30 -50.6
TS40 -5525406.57 -2104.920781 -2104.727741 604.61 738.30 -49.3
TS41 -6140730.88 -2339.413636 -2339.222540 961.68 1122.00 -64.7
TS42 -6337868.70 -2414.497882 -2414.304564 959.32 1130.00 -72.3
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Total free enthalpies of all structures computed in the investigationof the chromium-catalyzed
dehydroperoxidation can be found in the following table. In addition, the eletronic energies at
the level of optimization (BP86/def2-SV(P)), final electronic energies (PBE0-D3(BJ)/def2-
QZVPP), corrections to the thermodynamic reference (∆Ggas), the zero-point vibrational
energy and the solvent corrections in cyclohexane from COSMO-RS (∆Gsolv) are given.

Structure Total G BP86 PBE0-D3(BJ) ∆Ggas ZPVE ∆Gsolv

[kJ/mol] def2-SV(P) def2-QZVPP [kJ/mol] [kJ/mol] [kJ/mol]
[Eh] [Eh]

H2O -200537.33 -76.345028 -76.385784 4.20 52.48 9.3
CyO -812745.07 -309.655376 -309.669875 304.00 384.20 -10.9
Cy-O Radical -814102.67 -310.183878 -310.196433 326.93 406.50 -9.0
CyOH -815849.96 -310.844999 -310.876230 364.23 444.20 -8.8
CyOOH -1012998.71 -385.929208 -385.966018 365.76 451.40 -10.8
Pyridine -651227.54 -248.106138 -248.095920 154.04 226.30 -5.8
43 -3534627.03 -1346.494018 -1346.273334 9.72 87.08 3.4
TS44 -4547539.52 -1732.416164 -1732.217771 423.03 536.40 -25.4
TS45 -5363421.16 -2043.287991 -2043.120051 835.48 982.30 -45.7
TS46 -4748088.00 -1808.790767 -1808.624061 479.63 596.90 -25.8
47 -4347111.54 -1656.082786 -1655.862931 374.04 480.70 -18.1
TS48 -4347027.84 -1656.060099 -1655.827377 365.25 468.40 -18.9
49 -4962451.11 -1890.583499 -1890.361033 730.38 866.20 -39.3
TS50 -4962365.79 -1890.560724 -1890.325216 723.21 854.60 -40.9
51 -4149968.39 -1580.996376 -1580.772990 368.83 472.60 -18.3
52 -5159592.68 -1965.670122 -1965.451132 738.53 874.70 -40.0
TS53 -5159504.96 -1965.645776 -1965.414007 730.24 862.10 -41.5
54 -4801166.48 -1829.101344 -1828.871681 580.92 707.90 -45.5
55 -4998302.43 -1904.181608 -1903.955294 578.18 714.60 -46.7
TS56 -4801104.82 -1829.080571 -1828.843937 569.37 693.70 -45.1
TS57 -4998253.55 -1904.168157 -1903.932511 569.41 702.10 -48.9
58 -4149968.39 -1580.996376 -1580.772990 368.83 472.60 -18.3
TS59 -5162880.75 -1966.921576 -1966.719073 784.39 912.20 -45.0
TS60 -5162887.22 -1966.918373 -1966.719936 781.93 919.60 -46.7
61 -4962451.11 -1890.583499 -1890.361033 730.38 866.20 -39.3
TS62 -4962282.21 -1890.532787 -1890.291415 726.10 851.10 -48.9
63 -4998336.35 -1904.199554 -1903.971230 584.70 714.40 -45.3
64 -5613661.96 -2138.695181 -2138.465680 938.90 1096.00 -60.0
65 -5810792.22 -2213.779193 -2213.552144 951.15 1107.00 -63.1
TS66 -4998251.71 -1904.171423 -1903.933977 571.86 697.20 -45.6
TS67 -5613580.90 -2138.674612 -2138.433086 933.92 1084.00 -59.6
TS68 -5810746.15 -2213.764542 -2213.531672 941.13 1092.00 -60.7
69 -4636574.55 -1766.370508 -1766.103114 371.86 489.90 -43.4
70 -5649443.54 -2152.281466 -2152.040127 797.26 945.00 -60.3
71 -6868737.57 -2616.638437 -2616.165552 9.03 116.70 -4.9
TS72 -8697555.17 -3313.449857 -3313.027348 845.55 1013.00 -48.7
73 -7681222.37 -2926.228838 -2925.756037 376.61 510.70 -27.6
TS74 -7681136.56 -2926.206832 -2925.720969 371.72 498.80 -29.0
75 -3533438.33 -1345.975718 -1345.753569 -18.09 58.99 -144.8
TS76 -5362187.65 -2042.773763 -2042.596793 814.96 954.80 -165.5
77 -4345923.62 -1655.569180 -1655.344675 347.54 452.70 -164.4
TS78 -4345844.64 -1655.547890 -1655.308627 339.13 440.60 -171.6
79 -6867578.68 -2616.151950 -2615.670899 -16.99 89.29 -118.7
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6.1 Dehydroperoxidation

Structure Total G BP86 PBE0-D3(BJ) ∆Ggas ZPVE ∆Gsolv

[kJ/mol] def2-SV(P) def2-QZVPP [kJ/mol] [kJ/mol] [kJ/mol]
[Eh] [Eh]

TS80 -8696384.22 -3312.960950 -3312.526848 814.82 983.00 -161.1
81 -7680053.56 -2925.736667 -2925.255455 346.51 482.60 -143.0
TS82 -7679982.07 -2925.716829 -2925.222179 345.90 471.70 -158.3
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6.1.3 NMR Chemical Shifts

Calculated isotropic and anisotropic NMR shifts for cyclohexyl hydroperoxide, the cyclo-
hexyl peroxo ester of chromic acid CrO2(OH)(OOCy) and tetramethyl silane (reference)
are given in the following tables. For tetramethyl silane, theTd-symmetric structure provided
by TURBOMOLE was used, the other species are of C1 symmetry and shifts of chemically
equivalent hydrogen atoms in these have been averaged. The values provided in the thesis are
relative to the standard of tetramethyl silane. Atom numbers correspond to the numbering of
atoms as in the provided coordinates.

Atom No. Element Multiplicity Isotropic Shift [ppm] Anisotropic Shift [ppm]

1 Si 1 315.62193120 0.00000934
2 C 4 183.93844547 9.10203904
3 H 12 31.69529446 9.18176902

Table 6.3: Calculated NMR data for tetramethyl silane.

Atom No. Element Multiplicity Isotropic Shift [ppm] Anisotropic Shift [ppm]

1 C 1 155.08393899 14.66414481
2 C 1 148.64125398 24.38099767
3 C 1 153.41855280 5.76578908
4 H 1 29.90758710 10.25670085
5 H 1 30.42316257 8.51211610
6 C 1 153.93851644 13.44363738
7 H 1 30.58032555 8.52058135
8 H 1 30.06312191 9.87552198
9 C 1 94.09414423 70.37157890
10 H 1 30.75681197 6.94279216
11 H 1 29.23503101 7.88005895
12 C 1 149.90343982 12.89865390
13 H 1 30.35436392 8.56368566
14 H 1 29.90586673 10.26637179
15 H 1 29.90686411 8.86645105
16 H 1 30.75200298 6.90090923
17 H 1 27.85081838 4.57676614
18 O 1 33.18665858 392.17864956
19 O 1 83.23197557 409.88161438
20 H 1 25.07658107 13.41300769

Table 6.4: Calculated NMR data for cyclohexyl hydroperoxide.
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6.1 Dehydroperoxidation

Atom No. Element Multiplicity Isotropic Shift [ppm] Anisotropic Shift [ppm]

1 Cr 1 -3181.83128458 504.78744480
2 O 1 -75.92971255 759.02520991
3 O 1 -395.99626925 712.47469654
4 O 1 -1174.16765281 1144.02880548
5 O 1 -1171.81404070 1415.82929073
6 O 1 -81.95619564 300.18059426
7 C 1 93.41163629 72.45127902
8 C 1 149.53343244 10.49320622
9 C 1 148.45324528 17.92649131
10 H 1 27.50671844 5.93699573
11 C 1 155.13543912 15.44186285
12 H 1 29.58730839 9.75153894
13 H 1 30.53291876 7.56288882
14 C 1 154.04938427 15.10682971
15 C 1 153.99455526 6.80659833
16 H 1 30.43142362 9.00021651
17 H 1 29.90260879 10.06151938
18 H 1 30.02722015 9.45560930
19 H 1 30.52993772 8.30337174
20 H 1 29.77221433 9.83820282
21 H 1 30.21319173 8.88345253
22 H 1 30.33275781 7.42989915
23 H 1 29.48237453 10.35072697
24 H 1 19.87283408 18.56051415

Table 6.5: Calculated NMR data for CrO2(OH)(OOCy).
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6 Appendix

6.2 Asymmetric Reductive Amination

6.2.1 Coordinates

Due to the largenumberof calculated structures, coordinates arenot included in the appendix,
but can be accessed for all structures from this chapter on the attached DVD, in the file

coord-reductiveamination.txt

The naming is consistent with the numbering and nomenclature throughout the thesis or the
tables with the respective energies in the appendix. For smaller compounds, trivial names or
the molecular formula may be used. The coordinates are given in atomic units a0.
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6.2 Asymmetric Reductive Amination

6.2.2 Energies

Total free enthalpies of all structures computed in the investigation of the reductive asym-
metric amination can be found in the following table. In addition, the eletronic energies at
the level of optimization (BP86/def2-SV(P)), final electronic energies (PBE0-D3(BJ)/def2-
QZVPP), corrections to the thermodynamic reference (∆Ggas), the zero-point vibrational
energy and the solvent corrections in cyclohexane from COSMO-RS (∆Gsolv) are given.

Structure Total G BP86 PBE0-D3(BJ) ∆Ggas ZPVE ∆Gsolv

[kJ/mol] def2-SV(P) def2-QZVPP [kJ/mol] [kJ/mol] [kJ/mol]
[Eh] [Eh]

Hydrogen -3066.09 -1.169999 -1.168772 -6.62 25.51 18.5
Ammonia -148352.45 -56.496108 -56.519883 36.04 86.33 8.3
Water -200552.03 -76.345030 -76.385784 4.21 52.49 6.0
HF -263621.21 -100.344742 -100.399730 -20.90 22.37 10.6
Fluoride Anion -262390.88 -99.690006 -99.791328 -37.20 0.00 -340.2
Chloride Anion -1208376.74 -460.129166 -460.138936 -39.53 0.00 -231.2
Bromide Anion -6758268.42 -2574.188148 -2573.988324 -42.55 0.00 -209.1
Iodide Anion -782145.80 -297.928845 -297.811392 -44.27 0.00 -186.4
Acetophenone -1009569.31 -384.616382 -384.614162 265.49 351.70 -19.0
Alcohol -1012664.55 -385.798004 -385.814674 322.08 410.00 -18.9
Methylphenylimine E -957352.09 -364.742648 -364.738232 298.14 384.10 -18.7
Methylphenylimine Z -957349.04 -364.740178 -364.736522 296.22 383.30 -18.2
Triphenylphosphine -2718648.58 -1035.732500 -1035.674906 575.64 698.30 -48.7
(S,S)-f-Binaphane -10569867.82 -4026.848521 -4026.461736 1764.67 1976.00 -147.3
Phenylethaneamine -960480.58 -365.943916 -365.952293 354.76 443.10 -16.3
Secondary Imine -1769486.46 -674.187818 -674.174185 610.40 731.90 -41.4
Catalyst Complex Type A -12048580.06 -4590.280831 -4589.721057 1897.37 2130.00 -155.1
Catalyst Complex Type B -12048584.77 -4590.282302 -4589.723100 1899.13 2130.00 -156.2
Catalyst Complex Type C -12048576.60 -4590.276266 -4589.718787 1898.11 2129.00 -158.4
Catalyst Complex Type D -12048573.77 -4590.274984 -4589.717063 1897.14 2129.00 -159.1
Catalyst Complex Type E -12048511.44 -4590.252078 -4589.689900 1894.62 2128.00 -165.6
Catalyst Complex Type F -12048511.53 -4590.251224 -4589.689995 1894.05 2127.00 -164.8
1I-ARE -12857548.12 -4898.509767 -4897.937336 2163.58 2420.00 -167.7
1I-ARZ -12857583.31 -4898.523002 -4897.948071 2158.81 2419.00 -169.9
1I-ASE -12857566.98 -4898.516456 -4897.942516 2160.36 2419.00 -169.7
1I-ASZ -12857575.99 -4898.518651 -4897.946512 2163.47 2419.00 -171.3
1I-BRE -12857572.06 -4898.518412 -4897.945938 2162.80 2419.00 -168.2
1I-BRZ -12857580.94 -4898.519835 -4897.948454 2163.71 2419.00 -171.4
1I-BSE -12857572.79 -4898.518333 -4897.946123 2162.43 2419.00 -168.1
1I-BSZ -12857578.20 -4898.521889 -4897.945433 2158.46 2419.00 -171.4
2I-ARE -12857505.73 -4898.487215 -4897.918880 2157.98 2417.00 -168.1
2I-ARZ -12857519.99 -4898.495224 -4897.927232 2164.84 2418.00 -167.3
2I-ASE -12857529.78 -4898.498547 -4897.931217 2163.19 2417.00 -165.0
2I-BRE -12857528.44 -4898.496255 -4897.929695 2161.04 2417.00 -165.5
2I-BRZ -12857519.03 -4898.491369 -4897.924446 2160.09 2417.00 -168.9
2I-BSZ -12857516.26 -4898.492865 -4897.925743 2161.87 2418.00 -164.5
TSHI-ARE -12857486.93 -4898.479180 -4897.914128 2161.17 2413.00 -165.0
TSHI-ARZ -12857505.48 -4898.486677 -4897.921261 2163.13 2414.00 -166.8
TSHI-ASE -12857511.78 -4898.489035 -4897.924398 2163.95 2414.00 -165.7
TSHI-ASZ -12857484.04 -4898.477319 -4897.911855 2161.57 2414.00 -168.5
TSHI-BRE -12857513.10 -4898.488754 -4897.924793 2163.23 2414.00 -165.2
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6 Appendix

Structure Total G BP86 PBE0-D3(BJ) ∆Ggas ZPVE ∆Gsolv

[kJ/mol] def2-SV(P) def2-QZVPP [kJ/mol] [kJ/mol] [kJ/mol]
[Eh] [Eh]

TSHI-BRZ -12857497.42 -4898.482316 -4897.917875 2163.10 2414.00 -167.6
TSHI-BSE -12857494.06 -4898.481916 -4897.917611 2164.26 2414.00 -166.1
TSHI-BSZ -12857501.36 -4898.483825 -4897.918810 2162.27 2414.00 -168.2
3I’-ARE -12857490.88 -4898.482172 -4897.917017 2167.10 2421.00 -167.3
3I’-ARZ -12857504.50 -4898.488633 -4897.922632 2168.61 2421.00 -167.7
3I’-ASE -12857510.67 -4898.490833 -4897.926179 2169.70 2421.00 -165.6
3I’-ASZ -12857486.01 -4898.481287 -4897.915371 2167.54 2421.00 -167.2
3I’-BRE -12857512.14 -4898.489893 -4897.926030 2168.49 2420.00 -166.3
3I’-BRZ -12857498.88 -4898.485616 -4897.919894 2168.32 2421.00 -169.0
3I’-BSE -12857494.88 -4898.485116 -4897.919784 2169.67 2421.00 -166.6
3I’-BSZ -12857497.58 -4898.485760 -4897.919698 2168.41 2421.00 -168.3
3I-RCOH -12857519.05 -4898.500114 -4897.929064 2168.35 2428.00 -165.1
3I-RCOMe -12857487.45 -4898.488960 -4897.918419 2173.49 2429.00 -166.6
3I-RCOPh -12857500.68 -4898.489543 -4897.924692 2175.05 2428.00 -164.9
3I-RIH -12857537.92 -4898.506808 -4897.935529 2170.00 2428.00 -168.6
3I-RIMe -12857532.42 -4898.503929 -4897.933669 2172.51 2428.00 -170.5
3I-SCOH -12857520.51 -4898.501741 -4897.929907 2169.88 2428.00 -165.9
3I-SIH -12857534.86 -4898.506410 -4897.933950 2166.11 2427.00 -165.8
3I-SIMe -12857535.24 -4898.504537 -4897.933324 2169.43 2428.00 -171.2
4I-ARCOH -12860549.76 -4899.658469 -4899.098384 2212.51 2468.00 -169.9
4I-ARCOMe -12860539.28 -4899.656056 -4899.095396 2210.55 2468.00 -165.3
4I-ARIH -12860581.46 -4899.670451 -4899.111004 2211.04 2468.00 -167.0
4I-ARIMe -12860565.06 -4899.663677 -4899.102923 2208.88 2467.00 -169.7
4I-ARIPh -12860571.30 -4899.663158 -4899.105038 2210.08 2466.00 -171.6
4I-ASCOH -12860564.48 -4899.666304 -4899.105576 2212.58 2468.00 -165.8
4I-ASCOMe -12860546.46 -4899.657846 -4899.096496 2211.59 2468.00 -170.6
4I-ASCOPh -12860542.30 -4899.657250 -4899.096102 2211.27 2468.00 -167.2
4I-ASIMe -12860559.85 -4899.665108 -4899.103879 2212.66 2469.00 -165.7
4I-ASIPh -12860573.57 -4899.665586 -4899.106096 2207.64 2466.00 -168.6
4I-BRCOH -12860567.56 -4899.667388 -4899.105573 2210.27 2467.00 -166.6
4I-BRCOPh -12860554.56 -4899.659273 -4899.099928 2208.30 2466.00 -166.4
4I-BRIH -12860556.93 -4899.662322 -4899.100572 2211.19 2468.00 -170.0
4I-BRIMe -12860551.08 -4899.661663 -4899.100446 2212.15 2468.00 -165.5
4I-BRIPh -12860556.89 -4899.662847 -4899.101975 2211.35 2468.00 -166.4
4I-BSCOH -12860560.81 -4899.661602 -4899.100619 2206.18 2466.00 -168.8
4I-BSCOMe -12860544.47 -4899.659757 -4899.097921 2212.54 2468.00 -165.9
4I-BSCOPh -12860558.74 -4899.661998 -4899.102159 2212.09 2467.00 -168.6
4I-BSIH -12860573.37 -4899.669415 -4899.108953 2212.55 2468.00 -165.8
4I-BSIMe -12860561.49 -4899.663279 -4899.101932 2211.42 2468.00 -171.2
TSPI-ARCOH -12860531.88 -4899.651196 -4899.090429 2208.78 2464.00 -169.2
TSPI-ARCOMe -12860501.35 -4899.644049 -4899.080212 2208.51 2464.00 -165.2
TSPI-ARIH -12860552.39 -4899.659535 -4899.096947 2204.36 2463.00 -168.2
TSPI-ARIPh -12860556.20 -4899.659567 -4899.099657 2210.61 2465.00 -171.1
TSPI-ASCOH -12860536.15 -4899.654813 -4899.092019 2206.55 2463.00 -167.1
TSPI-ASCOPh -12860488.08 -4899.636142 -4899.073803 2205.32 2462.00 -165.6
TSPI-ASIH -12860548.81 -4899.656413 -4899.096896 2207.04 2464.00 -167.4
TSPI-ASIMe -12860528.43 -4899.654397 -4899.089806 2207.30 2464.00 -165.9
TSPI-BRCOH -12860539.42 -4899.655607 -4899.092410 2204.58 2463.00 -167.3
TSPI-BRCOPh -12860541.37 -4899.652895 -4899.093614 2206.90 2463.00 -168.4
TSPI-BRIH -12860545.21 -4899.656080 -4899.093534 2205.58 2463.00 -171.2
TSPI-BRIMe -12860526.57 -4899.653337 -4899.088817 2206.81 2464.00 -166.1
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6.2 Asymmetric Reductive Amination

Structure Total G BP86 PBE0-D3(BJ) ∆Ggas ZPVE ∆Gsolv

[kJ/mol] def2-SV(P) def2-QZVPP [kJ/mol] [kJ/mol] [kJ/mol]
[Eh] [Eh]

TSPI-BRIPh -12860522.17 -4899.650243 -4899.087525 2207.48 2464.00 -165.8
TSPI-BSCOH -12860537.52 -4899.652387 -4899.091351 2204.97 2463.00 -168.6
TSPI-BSCOMe -12860508.05 -4899.645964 -4899.080996 2203.37 2462.00 -164.7
TSPI-BSIH -12860551.13 -4899.660256 -4899.097274 2205.31 2463.00 -167.0
TSPI-BSIMe -12860538.64 -4899.654009 -4899.091623 2206.27 2463.00 -170.3
TSPI-BSIPh -12860549.34 -4899.658217 -4899.097512 2209.79 2465.00 -169.1
5I-AR -12860711.56 -4899.723709 -4899.163618 2221.45 2482.00 -169.4
5I-AS -12860708.13 -4899.721968 -4899.164612 2225.17 2482.00 -167.1
5I-BR -12860707.67 -4899.723107 -4899.164188 2223.32 2482.00 -165.9
5I-BS -12860703.93 -4899.720741 -4899.162609 2222.88 2481.00 -165.8
TSHF-ARE -12337755.70 -4700.382702 -4699.963570 2167.79 2417.00 -159.5
TSHF-ARZ -12337770.10 -4700.389022 -4699.968707 2168.57 2417.00 -161.2
TSHF-ASE -12337778.37 -4700.391618 -4699.971904 2169.15 2417.00 -161.7
TSHF-ASZ -12337752.32 -4700.383384 -4699.961952 2167.72 2417.00 -160.3
TSHF-BRE -12337775.52 -4700.391389 -4699.971256 2169.76 2418.00 -161.1
TSHF-BRZ -12337762.37 -4700.387437 -4699.966054 2169.56 2417.00 -161.4
TSHF-BSE -12337758.67 -4700.385123 -4699.964907 2169.08 2417.00 -160.3
TSHF-BSZ -12337759.83 -4700.387974 -4699.966273 2172.58 2419.00 -161.3
TSHCl-ARE -13283731.33 -5060.742283 -5060.265412 2166.91 2415.00 -161.9
TSHCl-ARZ -13283746.80 -5060.749484 -5060.271936 2169.09 2416.00 -162.4
TSHCl-ASE -13283758.01 -5060.752273 -5060.276101 2168.30 2415.00 -161.9
TSHCl-ASZ -13283727.18 -5060.741704 -5060.264072 2167.76 2416.00 -162.1
TSHCl-BRE -13283764.80 -5060.752128 -5060.279728 2170.43 2417.00 -161.3
TSHCl-BRZ -13283742.36 -5060.746224 -5060.269135 2167.38 2416.00 -163.6
TSHCl-BSE -13283738.12 -5060.744869 -5060.268322 2169.42 2416.00 -163.6
TSHCl-BSZ -13283740.68 -5060.746464 -5060.269061 2168.54 2416.00 -163.3
TSHBr-ARE -18833619.40 -7174.768357 -7174.103942 2163.20 2414.00 -164.0
TSHBr-ARZ -18833635.54 -7174.775829 -7174.110881 2165.26 2415.00 -164.0
TSHBr-ASE -18833644.60 -7174.778512 -7174.114609 2165.36 2414.00 -163.4
TSHBr-ASZ -18833615.43 -7174.767311 -7174.102408 2163.68 2414.00 -164.5
TSHBr-BRE -18833642.26 -7174.778342 -7174.114688 2166.97 2416.00 -162.4
TSHBr-BRZ -18833627.77 -7174.772034 -7174.107885 2165.74 2415.00 -164.6
TSHBr-BSE -18833625.86 -7174.771020 -7174.107208 2166.11 2414.00 -164.8
TSHBr-BSZ -18833628.59 -7174.772986 -7174.108254 2166.11 2415.00 -164.8
TSPF-ARCOH -12340787.75 -4701.552184 -4701.135000 2216.03 2468.00 -164.2
TSPF-ARCOMe -12340765.31 -4701.546571 -4701.129117 2218.30 2468.00 -159.5
TSPF-ARCOPh -12340753.76 -4701.540077 -4701.121112 2212.88 2466.00 -163.5
TSPF-ARFH -12340804.11 -4701.557823 -4701.139948 2209.87 2466.00 -161.4
TSPF-ARFPh -12340809.17 -4701.559157 -4701.143953 2215.59 2467.00 -161.7
TSPF-ASCOH -12340789.99 -4701.555589 -4701.138133 2217.54 2468.00 -159.7
TSPF-ASFH -12340804.93 -4701.556397 -4701.143112 2217.41 2467.00 -161.5
TSPF-ASFMe -12340789.60 -4701.554351 -4701.135199 2212.02 2467.00 -161.5
TSPF-ASFPh -12340803.65 -4701.556000 -4701.140791 2212.05 2466.00 -160.9
TSPF-BRCOH -12340801.97 -4701.558440 -4701.141048 2215.19 2467.00 -161.7
TSPF-BRCOPh -12340806.40 -4701.557001 -4701.142360 2216.25 2467.00 -163.8
TSPF-BRFH -12340799.81 -4701.557386 -4701.139552 2214.29 2467.00 -162.6
TSPF-BRFMe -12340790.64 -4701.556645 -4701.137720 2215.84 2467.00 -159.8
TSPF-BRFPh -12340785.12 -4701.553315 -4701.135461 2216.09 2467.00 -160.4
TSPF-BSCOH -12340799.18 -4701.557138 -4701.139949 2215.16 2467.00 -161.8
TSPF-BSCOMe -12340778.69 -4701.551454 -4701.131889 2213.89 2466.00 -161.2
TSPF-BSFH -12340806.27 -4701.560348 -4701.141828 2211.30 2466.00 -160.1
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6 Appendix

Structure Total G BP86 PBE0-D3(BJ) ∆Ggas ZPVE ∆Gsolv

[kJ/mol] def2-SV(P) def2-QZVPP [kJ/mol] [kJ/mol] [kJ/mol]
[Eh] [Eh]

TSPF-BSFMe -12340798.10 -4701.557228 -4701.139318 2216.09 2467.00 -163.3
TSPF-BSFPh -12340808.05 -4701.559834 -4701.144360 2217.35 2468.00 -161.2
TSPCl-ARCOH -13286769.29 -5061.912477 -5061.439916 2215.21 2466.00 -164.5
TSPCl-ARCOMe -13286745.73 -5061.905959 -5061.431320 2213.43 2466.00 -161.7
TSPCl-ARClH -13286790.41 -5061.920026 -5061.446201 2210.43 2465.00 -164.3
TSPCl-ARClPh -13286793.92 -5061.920601 -5061.449330 2215.59 2466.00 -164.8
TSPCl-ASCOH -13286776.20 -5061.916488 -5061.442425 2213.69 2466.00 -163.3
TSPCl-ASCOMe -13286752.81 -5061.906810 -5061.431884 2212.37 2465.00 -166.3
TSPCl-ASClH -13286788.29 -5061.917334 -5061.446618 2212.68 2466.00 -163.4
TSPCl-ASClMe -13286769.39 -5061.915941 -5061.440242 2214.48 2466.00 -163.0
TSPCl-BRCOH -13286782.43 -5061.918368 -5061.443996 2211.82 2465.00 -163.6
TSPCl-BRCOPh -13286786.84 -5061.916380 -5061.445648 2214.47 2466.00 -166.3
TSPCl-BRClMe -13286768.38 -5061.916249 -5061.440141 2213.41 2466.00 -161.2
TSPCl-BRClPh -13286762.47 -5061.912770 -5061.438448 2215.00 2466.00 -161.3
TSPCl-BSCOH -13286778.93 -5061.915703 -5061.442622 2211.81 2465.00 -163.6
TSPCl-BSCOMe -13286756.57 -5061.909915 -5061.434213 2211.76 2465.00 -163.3
TSPCl-BSClH -13286790.55 -5061.921736 -5061.447376 2212.01 2465.00 -163.0
TSPCl-BSClMe -13286779.27 -5061.916865 -5061.442756 2215.02 2466.00 -166.8
TSPCl-BSClPh -13286790.37 -5061.920109 -5061.448233 2215.10 2466.00 -163.6
TSPBr-ARCOH -18836659.97 -7175.939380 -7175.279307 2211.38 2465.00 -166.8
TSPBr-ARCOMe -18836633.89 -7175.932659 -7175.270064 2209.63 2464.00 -163.3
TSPBr-ARCOPh -18836622.73 -7175.926368 -7175.263817 2206.17 2462.00 -165.1
TSPBr-ARBrH -18836680.34 -7175.947269 -7175.285771 2206.94 2463.00 -165.8
TSPBr-ARBrPh -18836683.48 -7175.947578 -7175.288574 2212.35 2465.00 -167.0
TSPBr-ASCOH -18836664.85 -7175.943243 -7175.281522 2209.87 2464.00 -164.4
TSPBr-ASBrH -18836677.80 -7175.944390 -7175.285867 2209.20 2464.00 -165.3
TSPBr-ASBrMe -18836657.88 -7175.942788 -7175.279162 2209.75 2464.00 -163.5
TSPBr-BRCOH -18836669.17 -7175.944624 -7175.282344 2207.60 2464.00 -164.3
TSPBr-BRCOPh -18836673.00 -7175.942308 -7175.283822 2210.42 2464.00 -167.0
TSPBr-BRBrH -18836672.37 -7175.944682 -7175.282990 2210.19 2465.00 -168.4
TSPBr-BRBrMe -18836655.84 -7175.942484 -7175.278714 2210.19 2465.00 -163.1
TSPBr-BRBrPh -18836649.46 -7175.939190 -7175.277152 2211.82 2465.00 -162.4
TSPBr-BSCOH -18836668.33 -7175.941666 -7175.281285 2206.39 2464.00 -165.0
TSPBr-BSCOMe -18836644.30 -7175.935588 -7175.272660 2206.55 2463.00 -163.8
TSPBr-BSBrH -18836679.68 -7175.948547 -7175.286609 2207.87 2464.00 -163.9
TSPBr-BSBrMe -18836667.37 -7175.943135 -7175.281483 2211.05 2465.00 -168.2
TSPBr-BSBrPh -18836678.82 -7175.946713 -7175.287136 2211.33 2465.00 -165.1
TSHKF-AR -12389964.64 -4720.254347 -4719.835148 2133.34 2384.00 -161.2
TSHKF-AS -12389969.04 -4720.256863 -4719.837107 2134.51 2384.00 -161.6
TSHKF-BR -12389974.39 -4720.258375 -4719.839334 2135.30 2384.00 -161.9
TSHKF-BS -12389966.81 -4720.256589 -4719.836793 2136.78 2385.00 -162.5
TSHKI-AR -12909695.23 -4918.351565 -4917.786319 2128.74 2381.00 -166.4
TSHKI-AS -12909699.68 -4918.352901 -4917.788166 2129.83 2381.00 -167.1
TSHKI-BR -12909705.38 -4918.353997 -4917.790425 2130.22 2381.00 -167.3
TSHKI-BS -12909694.83 -4918.351519 -4917.786462 2129.99 2381.00 -166.9
TSPKF-ARCOH -12392979.56 -4721.417183 -4721.005031 2189.41 2438.00 -160.6
TSPKF-ARCOMe -12392992.59 -4721.423365 -4721.006604 2181.81 2435.00 -161.9
TSPKF-ARFH -12392958.53 -4721.413464 -4720.995612 2187.92 2437.00 -162.8
TSPKF-ARFPh -12392996.49 -4721.422472 -4721.006233 2182.82 2436.00 -167.8
TSPKF-ASCOH -12392973.36 -4721.417255 -4720.997554 2180.01 2436.00 -164.7
TSPKF-ASCOMe -12392994.34 -4721.422611 -4721.009135 2186.41 2437.00 -161.6
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Structure Total G BP86 PBE0-D3(BJ) ∆Ggas ZPVE ∆Gsolv

[kJ/mol] def2-SV(P) def2-QZVPP [kJ/mol] [kJ/mol] [kJ/mol]
[Eh] [Eh]

TSPKF-ASFMe -12392991.41 -4721.423271 -4721.005583 2183.00 2436.00 -164.6
TSPKF-BRCOPh -12392998.07 -4721.425430 -4721.008814 2182.82 2435.00 -162.6
TSPKF-BRFH -12392969.62 -4721.415808 -4721.000259 2187.84 2438.00 -161.7
TSPKF-BRFMe -12393000.94 -4721.426592 -4721.009900 2185.24 2437.00 -165.1
TSPKF-BSCOMe -12392998.43 -4721.426598 -4721.009625 2183.89 2436.00 -161.9
TSPKF-BSFH -12392970.40 -4721.415352 -4720.997555 2184.93 2437.00 -166.6
TSPKF-BSFPh -12393002.59 -4721.425956 -4721.010689 2185.41 2437.00 -164.8
TSPKI-ARCOH -12912716.83 -4919.514743 -4918.957295 2183.44 2434.00 -168.3
TSPKI-ARCOMe -12912736.80 -4919.523147 -4918.960671 2175.70 2432.00 -171.7
TSPKI-ARIH -12912699.01 -4919.509872 -4918.948970 2178.16 2432.00 -167.1
TSPKI-ARIPh -12912737.87 -4919.519892 -4918.961020 2174.72 2432.00 -170.9
TSPKI-ASCOH -12912708.42 -4919.515481 -4918.950677 2176.11 2433.00 -170.0
TSPKI-ASCOMe -12912734.55 -4919.520734 -4918.962499 2178.79 2433.00 -167.7
TSPKI-ASIMe -12912733.77 -4919.522221 -4918.960292 2176.09 2432.00 -170.1
TSPKI-BRCOH -12912710.89 -4919.515122 -4918.950946 2175.06 2432.00 -170.7
TSPKI-BRCOPh -12912740.81 -4919.522081 -4918.960413 2172.90 2431.00 -173.6
TSPKI-BRIH -12912702.07 -4919.508618 -4918.951856 2181.32 2433.00 -165.7
TSPKI-BRIMe -12912730.96 -4919.521784 -4918.959321 2175.18 2432.00 -168.9
TSPKI-BSCOMe -12912736.38 -4919.524441 -4918.961575 2176.60 2432.00 -169.8
TSPKI-BSIH -12912700.60 -4919.510422 -4918.949089 2177.29 2433.00 -167.5
TSPKI-BSIPh -12912734.80 -4919.519293 -4918.959649 2171.79 2432.00 -168.5
FRA -11644020.36 -4436.009104 -4435.610066 1835.16 2059.00 -151.6
FRB -11644022.32 -4436.009053 -4435.610486 1835.45 2059.00 -152.7
TSFRA -11643980.28 -4435.994679 -4435.593315 1831.88 2055.00 -152.2
TSFRB -11643985.50 -4435.997408 -4435.595678 1833.09 2056.00 -152.4
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6.2.3 Parameters of the Enantioselectivity Model

Theparameters to reproduce the curveswhich show the change of transition state energywith
respect to the bite angle x are given in the table below. The form of the polynomial fit is

f(x) = a3x
3 + a2x

2 + a1x+ a0 (6.1)

Since zero is arbitrarily chosen in this fit, only the differences between transition states for a0
are relevant, not the absolute values. The a0 here are chosen so that the lowest curve has its
minimum around zero.

Table 6.7: Parameters for the cubic polynomial fits of transition state energies depending on the bite
angle.

Transition State a3 a2 a1 a0

ARIPh -0.001349200 0.473921 -53.3187 1945.21
ARIH -0.001071280 0.383953 -44.0656 1649.01
BSIH -0.001388240 0.486384 -54.7296 2009.68
BSIPh -0.001527090 0.533096 -59.4266 2146.98
ASIPh -0.001527870 0.522607 -57.5428 2066.63
BRIH -0.000952173 0.359573 -42.5760 1633.60
BRCOPh -0.000981905 0.366631 -43.3371 1659.62
BRCOH -0.000440706 0.198039 -26.3143 1113.85
BSIMe -0.000987189 0.365620 -42.7902 1635.75
BSCOH -0.001312540 0.459742 -51.8486 1919.62
ASCOH -0.001219240 0.433567 -49.2170 1841.06
ARCOH -0.001548280 0.534710 -59.4878 2192.95
ASIMe -0.000837647 0.330403 -40.2534 1584.80
BRIMe -0.001258780 0.448426 -50.7276 1866.81
BRIPh -0.001687010 0.568817 -61.8938 2223.60
BSCOMe -0.000500074 0.217448 -28.1825 1197.50
ARCOMe -0.001275350 0.439495 -48.8094 1826.13
ASCOPh -0.001278680 0.448560 -50.5214 1917.38
ARIMe -0.002024830 0.672745 -72.6754 2591.31
ASCOMe -0.001308360 0.468539 -53.2750 1963.99
ASIH -0.001278880 0.453359 -51.5652 1928.05
BRCOMe -0.001505760 0.520552 -57.7899 2119.08
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6.2.4 Reviewed Crystal Structure List

The table below shows all finally reviewed metal complexes of ruthenium, rhodium, iridium
and osmium with a true bidentate chelating phosphine ligand that have a P-M-P bite angle of
> 100°. Someof the structures refer to crystals which have beenmeasured at the chemistry de-
partment of Heidelberg University; they cannot be found in the web database of the CCDC.
“Occurence” in the table refers to howmany P-M-P bite angles are present in the crystal struc-
ture (for examplewhen several complexes are in one unit cell), all bite angles are given in these
cases. The list contains a few duplicates, as some of the complexes have been published twice;
usually indicated by the same CSD ID with just “10” appended to it.

ID or CSD # Metal Occurence Bite angle(s) [°]

AGO022 Rh 1 154.275
AGO024 Rh 1 155.299
AGOZEC Ru 1 101.903
AGOZEC01 Ru 1 101.886
ALUXAG Ru 1 100.64
AZIVAH Ru 2 101.019 102.337
B00031 Rh 1 155.082
BARDEE Ru 1 151.147
BARDII Ru 1 100.298
BESGEM Ru 1 100.249
BIQKIV Ir 1 124.229
BUPIRC10 Ir 1 164.147
CACWEI Rh 1 103.712
CERMAN Ru 1 100.624
CIGTIV Rh 2 103.308 103.483
CIGTIV10 Rh 2 103.308 103.483
CIGTOB Rh 2 104.972 104.591
CIGTOB10 Rh 2 104.972 104.591
CL20 Rh 1 150.891
CL23 Rh 1 150.311
CL30 Rh 1 114.585
CL32 Rh 1 113.81
CL33 Rh 1 106.872
CUDZEG Rh 1 100.245
DADDUK Rh 1 100.704
DEQGEM Ir 1 100.285
DEQGIQ Ir 1 103.027
DEQGOW Ir 1 100.006
DEQGUC Ir 1 102.272
DEQHAJ Ir 1 101.056
DIHSOD Rh 1 100.708
DIHSUJ Rh 1 101.203
DIHTAQ Rh 2 100.705 100.969
DW0004 Rh 1 146.058
DW0005 Rh 1 146.093
DW0013 Rh 1 147.292
DW0017 Rh 1 116.838
DW0021 Rh 1 151.088
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ID or CSD # Metal Occurence Bite angle(s) [°]

DW0033 Rh 1 151.925
DW0034 Rh 1 148.887
EFUPOM Rh 1 102.646
EFUPUS Rh 1 100.348
EJUDIX Ru 1 100.911
EJUDOD Ru 2 101.825 102.427
EJUDUJ Ru 1 101.793
FAJDAX Rh 1 153.134
FEWWIO Rh 1 162.075
GA0008 Ir 1 111.482
GA0009 Ir 1 110.709
GA0010 Ir 1 107.781
GA0011 Ir 1 157.277
GA0012 Ir 1 109.08
GA0013 Ir 1 105.8
GA0014 Ir 1 105.45
GA15 Ir 1 100.995
GA16 Ir 1 110.173
GA18 Ir 2 158.257 160.02
GA19 Ir 1 107.049
GA25 Ir 1 102.915
GA26 Ir 1 100.617
GA27 Ir 1 100.565
GA28 Ir 1 101.24
GA29 Ir 1 110.145
GA6 Ir 1 157.05
GASHUF Rh 1 104.487
GESBAI Rh 1 100.372
GORZUI Ir 1 102.131
GOSBAR Ir 1 104.82
HETHET Ru 1 102.166
HISZUF Rh 1 100.312
HOMHEW Rh 1 109.309
HOMHIA Rh 1 111.724
HOXLRH Rh 2 102.232 106.109
INICUD Rh 1 147.193
INIDAK Rh 1 149.559
INIDOY Ru 1 103.11
INIDUE Ru 1 101.322
IPIVAF Ir 1 176.983
IRAKIW Ir 1 100.579
ISUHEK Ru 1 101.159
IXIZEV Ir 1 101.214
IYUVON Rh 1 149.401
JA1 Rh 1 102.801
JAM10 Rh 2 106.817 107.549
JAM11 Rh 1 100.264
JAM8 Rh 1 126.24
JANNOB Rh 1 179.537
JANTEA Os 1 109.462
JAWLOJ Ru 1 100.499
JAXHIZ Ru 1 164.065
JGD3 Ru 1 100.018
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ID or CSD # Metal Occurence Bite angle(s) [°]

JGD4 Ru 1 100.225
JOPJIJ Rh 1 103.745
JUDZOX Rh 1 124.789
JUDZUD Ir 1 117.95
JUNPOZ Rh 1 100.294
KIRYAN Ru 1 100.172
LECTOC Rh 1 164.438
LECTOC01 Rh 1 164.438
LEVLED Ru 1 118.997
LIRTIR Rh 1 101.558
LIRTOX Rh 1 101.488
MRO007 Rh 1 152.651
MRO008 Rh 1 152.334
MRO011 Rh 1 156.842
MRO012 Rh 2 149.76 151.01
MRO014 Rh 1 156.202
MRO016 Rh 2 149.718 150.913
MT0011 Rh 1 159.416
MURWAZ Rh 2 110.885 114.64
NALGUD Rh 1 173.439
NEPTEJ Rh 2 117.179 117.985
NESCUJ Ru 1 100.275
NEYTUI Rh 1 176.797
NIPRAG Rh 1 101.185
NIPREK Rh 1 100.276
NISKOQ Os 1 105.886
NITMEJ Rh 1 171.373
NOMYUJ Ir 1 102.489
NUVZOT Ir 1 118.194
OJOGIF Rh 2 100.199 101.643
PAQBAL Ru 1 103.073
PAQBEP Ru 1 102.492
PEWBIE Ir 1 105.451
PEWBOK Rh 1 101.448
PMBZRH20 Rh 1 174.691
POXORH Rh 1 178.517
POYQAW Ir 1 106.488
PUQQUP Rh 1 126.226
QEWGOO Rh 1 110.197
QEWGUU Rh 1 109.174
QOHWOA Rh 1 100.129
QONSIW Ru 1 102.762
QONSOC Ru 1 102.198
QONSUI Ru 1 101.795
QONVUL Rh 1 173.216
RADCAD Rh 4 177.9 178.57 178.613 178.797
REJGIW Rh 1 100.922
RERCUO Rh 4 100.819 101.034 101.049 101.746
RIYTEA Ru 1 168.929
RT0004 Rh 1 149.51
RT0006 Rh 1 113.552
RT10 Rh 2 105.904 107.615
RT11 Rh 1 111.249
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ID or CSD # Metal Occurence Bite angle(s) [°]

RT12 Rh 1 112.865
RT13 Rh 1 116.505
RT7 Rh 1 105.25
RT8 Rh 1 147.065
RT9 Rh 1 111.365
RUGZUP Rh 1 163.765
RUNCPP10 Ru 1 167.722
RURMIC Ir 1 100.97
SAKXEI Ru 1 105.372
SAMJUM Ru 1 100.625
SBN002 Rh 1 149.816
SBN13 Rh 1 125.219
SBN14 Rh 1 153.019
SBN17 Rh 1 119.228
SBN18 Rh 1 149.093
SBN2 Rh 1 149.799
SBN20 Rh 1 116.233
SBN22 Rh 1 116.354
SBN3 Rh 1 149.516
SBN4 Rh 1 148.477
SES003 Rh 1 113.076
SF0001 Rh 1 116.694
SIGDET Ir 1 101.512
SIGDOD Ir 1 101.469
SIGFAR Ir 2 110.245 111.296
SIGVAH Ru 1 162.927
SUZGOL Ir 1 100.806
SUZTIS Ir 2 102.191 102.536
SUZVAM Ir 2 102.102 102.14
SUZVEQ Ir 1 100.318
TAFTOL Os 1 138.351
TCIRPP10 Ir 1 170.639
TEWSUK Rh 1 149.794
TEWXOJ Ru 2 100.357 100.855
TIBYUA Ru 2 103.568 105.325
TIQVIA Ir 2 105.227 105.552
TIZJOB Ru 1 102.148
TK0017 Rh 1 146.27
TK0019 Rh 1 123.741
TK0022 Rh 1 148.599
TK0028 Rh 2 145.454 145.574
TRO15 Rh 2 104.738 119.425
TRO17 Rh 1 106.962
TRO21 Rh 1 125.492
TRO23 Rh 1 101.375
TRO25 Rh 1 102.187
UGANEX Ru 1 103.179
VIKQEM Ru 1 101.795
VUCBUR Ru 1 103.318
VUCCAY Ru 1 102.678
VUCCEC Ru 1 100.481
VUCCIG Ru 1 103.316
WAYPUJ Rh 1 103.778
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ID or CSD # Metal Occurence Bite angle(s) [°]

XASDEB Rh 1 173.793
XIGGOJ Ru 1 100.51
XIPSUK Rh 1 102.196
XIPTAR Rh 2 100.186 105.118
XOQQUR Rh 1 100.291
XOQRAY Rh 1 102.051
XOQREC Rh 1 113.079
XY0003 Ru 1 168.926
YAVDUW Rh 1 109.662
YUDPET Ru 1 107.559
ZABHUF Rh 1 115.95
ZABHUF10 Rh 1 115.95
ZIBYUG Ir 2 109.119 110.496
ZISPAS Rh 2 161.027 161.514
ZZZBJY10 Ir 1 173.95
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6.2.5 Enantioselectivity with Cyclohexyl Methyl Ketone

For the estimation of enantioselectivity with cyclohexyl methyl ketone, the proton transfer
transition states were recalculated for the regular catalyst with iodide in the apical position.
The structures are named similar to the TSPI transition states, but are supplemented by -H,
-Me, -NH, to indicate which group is anti to the α-hydrogen of the cyclohexyl group, which
adds additional rotamers to the possible isomer/conformer combinations.

Structure Total G BP86 PBE0-D3(BJ) ∆Ggas ZPVE ∆Gsolv

[kJ/mol] def2-SV(P) def2-QZVPP [kJ/mol] [kJ/mol] [kJ/mol]
[Eh] [Eh]

ARCOH-H -12869870.62 -4903.253970 -4902.715311 2383.59 2641.00 -165.6
ARCOH-Me -12869874.39 -4903.255949 -4902.715702 2380.83 2640.00 -165.6
ARCOH-NH -12869869.46 -4903.253605 -4902.714120 2383.50 2641.00 -167.5
ARCOMe-H -12869844.33 -4903.246673 -4902.701751 2377.32 2639.00 -168.7
ARIH-H -12869878.22 -4903.258822 -4902.715692 2381.73 2641.00 -170.3
ARIH-Me -12869877.43 -4903.257774 -4902.715285 2381.04 2641.00 -169.9
ARIH-NH -12869881.31 -4903.258897 -4902.717607 2381.64 2641.00 -168.3
ARIPh-H -12869885.34 -4903.255630 -4902.717376 2380.45 2640.00 -171.8
ARIPh-Me -12869890.41 -4903.261548 -4902.722205 2386.02 2642.00 -169.7
ARIPh-NH -12869885.95 -4903.257395 -4902.719237 2383.12 2641.00 -170.2
ASCOH-Me -12869877.54 -4903.257933 -4902.716895 2382.26 2640.00 -167.0
ASCOH-NH -12869868.49 -4903.251508 -4902.712086 2381.02 2640.00 -169.4
ASCOPh-H -12869836.06 -4903.243369 -4902.701428 2382.80 2640.00 -166.7
ASCOPh-NH -12869827.78 -4903.239086 -4902.696551 2377.39 2638.00 -165.8
ASIH-H -12869886.12 -4903.258274 -4902.719660 2381.05 2641.00 -167.1
ASIH-Me -12869884.53 -4903.260549 -4902.719703 2383.27 2642.00 -167.7
ASIH-NH -12869885.26 -4903.258740 -4902.720981 2384.95 2641.00 -166.7
ASIMe-H -12869874.42 -4903.259267 -4902.715340 2381.71 2641.00 -167.4
ASIMe-Me -12869888.89 -4903.261127 -4902.721440 2384.84 2642.00 -169.0
ASIMe-NH -12869886.87 -4903.258399 -4902.721003 2386.20 2641.00 -169.5
BRCOH-H -12869866.83 -4903.250630 -4902.713102 2384.07 2641.00 -168.1
BRCOPh-Me -12869879.58 -4903.256068 -4902.717458 2383.77 2641.00 -169.1
BRIH-H -12869884.49 -4903.259615 -4902.719276 2382.47 2641.00 -167.9
BRIH-Me -12869884.01 -4903.261131 -4902.720216 2384.22 2642.00 -166.7
BRIH-NH -12869882.61 -4903.259884 -4902.719108 2384.82 2641.00 -168.9
BRIMe-H -12869867.98 -4903.258052 -4902.713748 2384.20 2642.00 -167.7
BRIMe-NH -12869871.93 -4903.256376 -4902.714071 2379.57 2641.00 -166.2
BRIPh-Me -12869863.33 -4903.253336 -4902.710966 2380.52 2641.00 -166.7
BRIPh-NH -12869845.14 -4903.248544 -4902.706494 2385.41 2642.00 -165.1
BSCOH-H -12869865.65 -4903.253982 -4902.711908 2380.29 2641.00 -166.3
BSCOH-Me -12869872.34 -4903.257035 -4902.715352 2384.58 2642.00 -168.2
BSCOH-NH -12869873.46 -4903.254695 -4902.715612 2381.67 2640.00 -165.7
BSCOMe-H -12869851.72 -4903.249817 -4902.705040 2377.08 2639.00 -167.2
BSIH-H -12869878.45 -4903.257721 -4902.715495 2378.70 2640.00 -168.1
BSIH-Me -12869885.25 -4903.262518 -4902.720023 2383.32 2642.00 -167.6
BSIH-NH -12869876.96 -4903.258475 -4902.716550 2382.00 2641.00 -167.1
BSIMe-H -12869870.09 -4903.257532 -4902.715167 2385.63 2642.00 -167.5
BSIMe-Me -12869877.27 -4903.257312 -4902.715557 2381.37 2641.00 -169.4
BSIMe-NH -12869869.66 -4903.257276 -4902.714702 2385.31 2643.00 -168.0
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6.2.6 Molecular Dynamics Simulation

Cell Equilibration

Equilibrated cell lengths forNVTensemble simulationswere obtained fromNPTsimulations
by averaging over the last 1,000 frames (5,000 steps, 2,500 fs). Since most of the cell is filled
with toluene (each cell containsone catalystmolecule and90 toluenemolecules for solvation),
the differences in cell lengths are very small between the different backbones. These cells were
then used to perform NVT simulations from which bite angle distributions were extracted
using VMD.170 The corresponding trajectories can be found on the attached DVD in

md-trajectory-<backbone>.xyz

The corresponding bite angles obtained from VMD are given in the files

md-biteangle-<backbone>.txt

Only every 5th step of the original NVT simulation is saved as a frame in the .xyz-trajectory,
the time step between consecutive frames is 2.5 fs. Each trajectory is atleast 8,000 frames long
(40,000 MD steps or 20 ps) long.

Table 6.10: Equilibrated cell lengths for NVT molecular dynamics simulations.

Backbone Cell Length [a0] Cell Length [Å]

Ferrocenyl 48.54 25.69
Ethyl 48.97 25.91
Phenyl 48.57 25.70
BISBI 48.59 25.71
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Bite Angle Trajectories

The graphs below show the fluctuations in bite angle over time fromwhich the corresponding
histograms and gaussian fits were derived. Each frame is over five MD simulation steps of 0.5
fs each, the time step between frames is therefore 2.5 ps.

Figure 6.1: Bite angle fluctuations of the ferrocenyl backbone binaphane ligand from NVT MD simu-
lation.

Figure 6.2: Bite angle fluctuations of the ethyl backbone binaphane ligand from NVT MD simulation.
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Figure 6.3: Bite angle fluctuations of the phenyl backbone binaphane ligand from NVTMD simulation.

Figure 6.4: Bite angle fluctuations of the BISBI backbone binaphane ligand from NVT MD simulation.
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