INAUGURAL-DISSERTATION

zZur
Erlangung der Doktorwiirde
der
Naturwissenschaftlich-Mathematischen Gesamtfakultat
der Ruprecht-Karls-Universitat
Heidelberg

vorgelegt von

Master in Mathematic Xavier Loizeau

aus Nantes, France

Tag der miindlichen Priifung:



Hierarchical Bayes and frequentist
aggregation in inverse problems

Betreuer: Prof. Dr. Jan Johannes



Acknowledgments

My first thought obviously goes to my supervisor, Jan Johannes, who gave me the
opportunity to follow this PhD program. I have been lucky to receive your guidance,
as, asking for your help, I have always been sure to find patience, and attentiveness;
your personal support have been primordial.

For their fruitful suggestions, I would also like to thank Fabienne Comte, Claudia
Schilings, Bjorn Sprungk, and all the members of the RTG 1953. I would like to
mention in particular the members of the statistic group of Heidelberg University,
for the welcoming and studious atmosphere they conveyed.

For their personal support I would like to thank Alexander and Jacob with whom I
could always share my doubts and troubles but also learned so much; my boulering
friends and in particular Marilena and Tobias who initiated me; mes amis qui, malgré
la distance, m’ont soutenu, je pense en particulier a Alexandre, Fabien, Marin, et
Marine; mais aussi a Cindy, Lubin, Perrine, Stephane, et Sydney.

Je souhaiterais également remercier ma famille qui m’a toujours porté dans mes
études. Merci, donc, & mes parents, et & mes fréres et sceur Jacques-Henri, Claire, et
Hugues, de m’avoir toujours apporté I'aide, I’environnement, ’attention, et I’affection
qui m’ont permis d’arriver la ou je suis.

Enfin, je souhaite remercier celles et ceux qui m’ont montré I'exemple lors de mes
études scientifiques, Jacqueline Heuzé, Hugues et Claire Loizeau, Francois Sauvageot,
et, encore une fois, Jan Johannes.

I am grateful to the Deutsche Forschungs Gesellschaft (DFG) for their support that
was accompanied with the work in the Research Training Group (RTG) 1953 "Statis-
tical Modelling of Complex Systems and Processes” as well as to the administration
of the Faculty of Mathematics and Informatic of the Ruprecht-Karls-Universitat
Heidelberg.



Zusammenfassung

In dieser Arbeit betrachten wir lineare, schlecht gestellte, statistische Probleme von zwei
Standpunkten aus: Der Bayesschen und der frequentistischen Sichtweise.

In der Bayesschen Betrachtung untersuchen wir zwei verschiedene Methoden zur asymp-
totischen Analyse von Gaufischen Sieve-Priors und ihren hierarchischen Gegenstiicken.
Zuerst untersuchen wir eine iterative Methode, in welcher die a-posteriori Verteilung als
a-priori Verteilung verwendet wird um eine neue a-posteriori Verteilung zu berechnen. Die
Likelihood und Daten bleiben dabei unverédndert. Wir interessieren uns fiir das asympto-
tische Verhalten dieses Prozesses (Existenz und Bestimmung der Grenzverteilung).

Im zweiten (klassischen) Ansatz untersuchen wir das Verhalten der a-posteriori Verteilung,
wenn die Anzahl der Datenpunkte wéchst. Unter der Annahme, dass ein wahrer Param-
eter existiert, interessieren wir uns dafiir, ob sich die a-posteriori Verteilung um diesen
Parameter mit einer optimalen Rate konzentriert.

Die Ergebnisse aus beiden Fillen werden auf das inverse Gaufische Folgenraummodell
angewandt.

Schlielich beweisen wir, dass durch den Mittelwert der a-posteriori Verteilung im hierar-
chischen Gaufischen Sieve-Prior Ansatz sowohl ein Shrinkage- als auch ein Aggregation-
Schétzer gegeben ist, welcher interessante Optimalitétseigenschaften hat.

Diese Ergebnisse iiber den Mittelwert der a-posteriori Verteilung von Gaufischen Sieve-
Priors motivieren die Untersuchung des quadratischen Fehlers von Aggregation-Schétzern,
deren Form obigen Mittelwerten von a-posteriori Verteilungen &hnelt. Wir stellen (high-
light) eine Strategie vor, welche auf einer Zerlegung des Fehlers beruht. Auf diese Weise
kénnen wir fiir einen bekannten bzw. unbekannten Operator und fiir unabhéngige bzw.
absolut regulére Daten optimale Konvergenzraten finden.

Wir illustrieren diese Methode am inversen Gaufsschen Folgenraummodell sowie anhand
von zyklischer Dekonvolution, indem wir optimale Raten unter schwachen Annahmen be-

weisen.



Abstract

Considering a family of statistical, linear, ill-posed inverse problems, we propose their study
from two perspectives, the Bayesian and frequentist paradigms.

Under the Bayesian paradigm, we investigate two different asymptotic analyses for Gaus-
sian sieve priors and their hierarchical counterpart.

The first analysis is with respect to an iteration procedure, where the posterior distribution
is used as a prior to compute a new posterior distribution while using the same likelihood
and data. We are interested in the limit of the sequence of distributions generated this
way, if it exists.

The second analysis, more traditionally, investigates the behaviour of the posterior distri-
bution as the amount of data increases. Assuming the existence of a true parameter, one
is then interested in showing that the posterior distribution contracts around the truth at
an optimal rate.

We illustrate all those results by their application to the inverse Gaussian sequence space
model.

Finally we exhibit that the posterior mean of the hierarchical Gaussian sieve prior is both

a shrinkage and an aggregation estimator, with interesting optimality properties.

Motivated by the last findings about posterior mean of hierarchical Gaussian sieves, we
propose to investigate the quadratic risk of aggregation estimators, which shape mimics
the one of the above-mentioned posterior means. We introduce a strategy, relying on
the decomposition of the risk, which allows to obtain optimal convergence rates in the
cases of known and unknown operator, for dependent as well as absolutely regular data.
We demonstrate the use of this method on the inverse Gaussian sequence space model
as well as the circular density deconvolution and obtained optimality results under mild
hypotheses.
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Introduction

As the interests of scientific research become more and more complex, the complexity of
measuring quantities related to those interests also increases. In an attempt to rise to this
challenge, we design equally complex systems, which output vast amounts of data which
are only remotely linked to the phenomenon of interest and fundamentally random. In such
a context, it is urging to design statistical methods which are fit to leverage such data.
We hence propose here a study of linear statistical ill-posed inverse problems, a family
of models which may arise in the framework we just described, and investigate statistical
methods for estimation within them.

In chapter 1, we provide a brief overview of the theory of linear statistical ill-posed inverse
problems. To do so, we begin, in section 1.1, by presenting a definition of those models
and some of their most common hypotheses and difficulties.

As we are interested in the case of random data for inverse problems, we present in sec-
tion 1.2 the notion of stochastic process, a general formulation for the data when considering
the statistical version of linear ill-posed inverse problems. In particular, we will consider
four flavours for those; when the data are either independent or when they form an abso-
lutely regular process; and when we suppose that the operator of the inverse problem is
known or when we need to observe a second set of data to learn about the operator.

We will consider the study of those models under the two paradigms of Bayesian and
frequentist inference. We will hence introduce those two approaches. First the frequentist
approach in section 1.3 where we will introduce the notion of estimator as well as notions
of decision theory used to quantify the quality of an estimator and to define notions of
optimality. We then proceed with the Bayesian approach in section 1.4 where we give a
short reminder of necessary conditions for the posterior distribution to exist in a satisfying
sense; we then introduce an iteration procedure which allows to define non-informative
priors; and we present the way in which we will quantify the quality of posterior distribution
thanks to the pragmatic Bayesian approach.

We conclude this overview with the introduction of the two models we will use to illustrate
our methods, namely, the inverse Gaussian sequence space in section 1.5, as well as the
circular density deconvolution in section 1.6.

While considering the Bayesian paradigm in chapter 2, we propose the study of inverse
problems using Gaussian process sieve priors as well as their hierarchical counterpart where
the threshold is a random variable.

We investigate two different asymptotic analyses. The first asymptotic faces the difficulty
to justify the choice of a particular prior in the non-parametric context, when prior in-



formation can be little reliable. We then study a non informative prior obtained by an
iteration of the posterior where a posterior distribution is used as a new prior, used with
the same data and likelihood, to compute a new posterior distribution, over and over again.
This procedure generates a family of posterior distributions, giving more and more weight
to the observations while the prior information fades away. If it exists, the distribution
obtained when this iteration parameter tends to infinity is called self informative Bayes
carrier while its mean is called self informative limit. We show in section 2.1 that, under
a continuity assumption for the likelihood, the self informative Bayes carrier for Gaussian
sieves is supported by the set of maximisers of the likelihood. For the hierarchical sieves,
we show in section 2.2 that the self informative Bayes carrier of the threshold parameter
is supported by the set of minimisers of a penalised contrast, which shows a link between
this method and the frequentist estimation via penalised contrast minimisation.

The second asymptotic, more traditionally, investigates the behaviour of the posterior
distribution as the quality (or amount) of the data increases. Considering the classical
notion of posterior contraction rate and uniform contraction rate, we present in section 2.3
two technics to compute upper bounds for them. The first, presented in section 2.3.1 relies
on the computation of the posterior moments of the distance between the true parameter
and the random parameter and it allows us to show optimal bound for the Gaussian
sieve in the case of the inverse Gaussian sequence space model. The second, presented in
section 2.3.2 is specific to the hierarchical Gaussian sieve and relies on a decomposition of
the posterior risk. We then proceed to show in section 2.4 that those methods may apply
in the context of the inverse Gaussian sequence space model. All those contraction results
are obtained for all values of the iteration parameter, including in the limiting case and
hence give us a proof for the optimality of the penalised contrast minimisation estimator
in terms of convergence in probability.

Finally we exhibit in section 2.5 that the posterior mean of the hierarchical Gaussian
sieve prior is both a shrinkage and an aggregation estimator, with interesting optimality
properties.

Motivated by the last findings about posterior mean of hierarchical Gaussian sieves, we
propose in chapter 3 to investigate the quadratic risk of a family of aggregation estimators,
which shape, presented in section 3.1 mimics the one of the above-mentioned posterior
means. In section 3.2 we highlight a strategy, relying on the decomposition of the risk,
which allows to obtain optimal convergence rates in the cases of known and unknown op-
erator, for dependent as well as absolutely regular data. Finally, we apply this strategy the
the inverse Gaussian sequence space model in section 3.3, both in the known operator case
(section 3.3.1), and the unknown operator case (section 3.3.2); and to the circular density
deconvolution model in section 3.4, in the known operator with independent data case
(section 3.4.1), known operator and absolutely regular process data case (section 3.4.2),
and to the case of an unknown operator (section 3.4.3).



I Chapter 1 I

Background and review

As stated in the introduction, we propose in this thesis to consider the problem of parameter
estimation in the context of statistical ill-posed linear inverse problems under two different
paradigms, the frequentist and the Bayesian paradigm respectively. As a consequence, it
is suitable to define with precision this family of problem and those two paradigms. That
is what we aim to do in the following chapter with the following section structure.

In section 1.1, we give a brief formulation of linear inverse problems and the difficulties that
arise as a consequence of their specific structure. We then present in section 1.2 the notion
of stochastic process which generalises the type of data we will consider in our examples.
We also formulate how the stochastic processes we will observe relate to the parameters of
inverse problems as well as the different dependence structures we might consider.

We then move on to consider the frequentist paradigm in section 1.3. At first we consider
the notion of estimator and, in particular, a form of estimators that arises naturally with our
data. Referring back to the specificities of inverse problems, we highlight the importance
of so called regularisation methods, and give particular interest to the family regularisation
by dimension reduction which we will use throughout the thesis. Notions of decision theory
which let us define what is a satisfying estimator are then presented and we illustrate those
notions with their application in our context.

In section 1.4 we consider the Bayesian paradigm . After briefly introducing the keystones
of this paradigm, we give some examples of widely used prior distributions for stochastic
processes. We will then consider a generalisation of the posterior distribution through
an iteration procedure previously introduced in Bunke and Johannes (2005). Underlining
the need for a quantification of the quality of such methods, we then consider what is
nowadays referred to as "frequentist Bayesian" or "pragmatic Bayesian" approach which
allows to define some notions of optimality for prior choices. We conclude this subsection
by presenting some major results obtained in this theory.

Finally, we conclude this overview with two models which illustrate the notions of this
overview and which we will study in the following chapter. The first is the inverse Gaussian
Sequence Space Model (iGSSM) in section 1.5 and the second is the circular probability
density deconvolution section 1.6.



CHAPTER 1. BACKGROUND AND REVIEW

1.1 Inverse problems

We introduce here some fundamentals of inverse problem theory. This section builds upon
results which can be found, for example, in Engle et al. (1996).

Consider the situation when one wishes to estimate an object, say f belonging to a space =.
The object f will be referred to as "parameter of interest" and the space Z as "parameter
space". We assume that this parameter has some influence on a system which we are
able to observe. Hence, recording observation of this system allows us to learn about this
parameter. These observations will be referred to as "data" and denoted by Y. Our ability
to learn in such a way is central as it underpins our ability to understand the behaviour of
a system, to predict it and to influence it. This is a wide family of problems and we shall
give more precision about the specific subfamily we consider.

We will give particular interest to inverse problems, a family of models where one wants
to infer on f but the data we observe comes from a system led by a different parameter g
which can be written g := T'(f) where T is an mapping from = to itself.

These models gathered interest for a long time due to their numerous applications, theo-
retical physics, astrophysics, medical imaging, econometrics, or acoustics are just a few of
the countless examples of such applications. Many of those models have the particularity
to be ill-posed in the sense of Hadamard (1902). That is to say, if we build an estimator
g of g = T(f) from the data Y and try to apply the inverse T~! of T to this estimator in
order to estimate f, one of the following problems might arise:

e non existence (the equation 7'(x) = g does not have a solution);
e non unicity (the equation 7'(xz) = g has multiple solutions);

e non stability (the solutions to the equations 7'(z) = g does not depend continuously
on g).

Though Hadamard thought that inverse problems do not arise in practical situations and
that problems of our realm only are of the well-posed kind. Evolution of science proved him
wrong and ill-posed problems now have many applications. The specific challenges they
represent has since gathered ever increasing interest. We will use two examples throughout
this thesis, respectively introduced in section 1.5 and section 1.6.

From now on, we will assume that = is an infinite dimensional vector space on K (standing
for either R or C), equipped with a norm || - ||z which is derived from an inner product
(|-)= and Z is hence an infinite dimensional Hilbert space. We denote by £(Z) the set of
bounded endomorphisms on =, that is to say linear operators .S from = onto itself such that
there exists M in Ry verifying, for any = in Z, the following inequality ||S(z)||z < M||z||=.
In addition, we denote, for any S in L(Z), D(S) its definition domain, R(S) its range, and
N(S) its kernel. Assume, from now on, that 7" is an element of L£(Z).

In this case, the following property gives us sufficient and necessary conditions under which
the two first forms of ill-posedness do not happen.

4



1.1. INVERSE PROBLEMS

PROPOSITION.

For any S in L(E), and any element x of E, there exists an unique solution to the equation

S(y) = S(z) for any estimate S(x) of S(z) in = if and only if

(existence): S(x) belongs to the range R(S) of S;
(uniqueness): the operator S is injective, i.e. N'(S) = {0}. O

In the case where the existence condition is not fulfilled, one would look for an approximate
solution f minimising an objective function which could be the distance with respect to
I -]|=, that is to say, if it exists, fearg mingepep) | 7'(z) —gll=. If the uniqueness condition
is not fulfilled then we can look for the solution with minimal norm, once again, assuming
that it exists.

We will see that the orthogonal projection operators, with respect to (-|-)=, plays an impor-
tant role. Indeed, one can show how the last property relates to the orthogonal projection
onto the closure of the range of T, R(T). First introduce the following notations.

DEFINITION 1 For any S in £(Z), denote by S* its adjoint operator with respect to (-|-)z,
that is to say the unique operator such that for any z and y in E we have (S(x)|y)z =
(x|S*(y))=. For any subspace U of Z, denote by Iy the orthogonal projection onto U with
respect to (-|-)=. O

We can now formulate the following property linking the distance minimising criteria with
the orthogonal projection onto the closure of the range of T

PROPOSITION.
For any S in L(Z); any element x of Z; any estimate S(x) of S(x) in E; and any estimate
T of © which lies within D(S), the following assertions are equivalent:

——

i (distance to the target minimisation) : T minimises the functiony — ||S(z)—S(y)|=
ii ¢ Tl (S@)) = S@);
14t (normal equation) : S*(S/(;)) = 5*(S(2)). O

Given those considerations, it is naturally that one defines the generalised inverse (also
called pseudo inverse or Moore-Penrose inverse).

DEFINITION 2 For any linear subspace U of Z, denote U~ its orthogonal complement with
respect to (-|-)= that is Ut := {z € = : Vu € U, (z|u)= = 0}. Moreover, denote @ the
direct sum binary operator. Then, for any linear operator S, define its generalised inverse
S+ as the unique linear extension of S~! : R(S) — N(S) to the domain D(S*) :=
R(S) @ R(S)* with N (ST) = R(S)* satisfying for any = in D(ST) the equality S*(x) :=
S‘l(Hﬁ(s)(x)). O

One should note that the generalised inverse has the following important properties.

REMARK 1.1.1 For any S in L(Z), the following equalities stand: SSTS = S, STSST =
S*, §TS = Tlys)1 and for any x in D(ST), SST(z) = Tgg (z). In addition, one
should notice that if S is injective, so is S*S and as a consequence, S*S : E — R(S*S) is

~ .



CHAPTER 1. BACKGROUND AND REVIEW

invertible which implies that for any x in R(S) ® R(S)* we have that (S*S)*S*x is the
unique solution of it (normal equation) which implies that S‘l(Hﬁ(S)x) = {STz} =
{(5*S)*S*z}. Moreover, if S is invertible, ST and S™1 coincide. O

We hence see that the Moore-Penrose inverse offers a solution to the two first sources of

ill-posedness.

PROPOSITION.

For any linear operator S from = onto itself and x in D(ST), ST(z) is an element of
S_l(HE(S)x) and, hence fulfils © (distance to the target minimisation). Moreover,
St(x) is the unique element fulfilling this condition with minimal || - ||=-norm, that is
IS*allz = inf{hllz : h € S~ (g g)2)}. 0

We will work under a set of assumptions where the two first kinds of ill-posedness do not
happen. However, we give more attention to the third source of ill-posedness. The next
property gives a general condition under which it occurs.

PROPOSITION.
Let = be infinite dimensional and S be an injective compact linear operator from = onto
itself. Then infre={||S(h)|z : ||hllz = 1} = O which implies that S~' (and hence ST ) are

not continuous. O

This discontinuity property highlights the need to define a so called regularised version
of the Moore-Penrose inverse. Indeed, it implies that there exists ¢ in R’ such that for
any 0 in R%, there exists a couple (z,y) of elements of = with ||z — y||z < d, such that
|ST(z) — ST (y)|lz = e. Taking z = g and (yn)nen = (Jn)neN a sequence of estimators, it
means that even if (g, )nen is a consistent sequence of estimations for g, S*(g) would still
not be a consistent estimator of f.

We will see later in this overview that depending on the approach one uses, the strategy
to overcome this difficulty will not be the same. Namely, in the frequentist paradigm, one
introduces the notion of regularisation in order to define a continuous approximation of 7'+
whereas in the Bayesian paradigm, this regularisation occurs naturally in this derivation
of the posterior distribution.

To make this clearer, we will first introduce the shape that our data will take.

1.2 Data types

In the previous section we gave details about the nature of the object we want to estimate,
f; the object which we gather information about, g; as well as the operator which links
them, T', that is to say, g = T'(f). However, we only loosely mentioned the data Y which
we gather and the estimate § of g it allows us to construct. Throughout this thesis our
data will be regarded as =-indexed stochastic processes for which we give the definition
hereafter.

DEFINITION 3 Given a probability space (2, 4, P), let be B, the Borel sigma-algebra on K.
Consider a family of IK-valued random variables indexed by Z, say {X (z),z € Z}, that is

6



1.2. DATA TYPES

to say, for any z in =, X () is a measurable mapping from (2, A) to (K, B). Then we call
Z-indexed stochastic process the mapping X : (2, 4) — (K=, B%%), w+— (X (2)(w))ze=.
O

Hence, to ease the study of stochastic processes we introduce the following notations for
(K, B)-valued random variables.

DEFINITION 4 For any z in IK, let us denote Z its complex conjugate, hence for K = R
we have z = Z. For any random variable X : (Q, A) — (K, B), let Px be the measure on
(K, B) given, for any B in B, by Px(B) = P(X 1(B)). The set L.?(2) of square integrable
random variables can be defined by {X : (Q, 4) — (K, B), [ |[¢|* dPx(t) < co}. On this
set, the expectation, variance, and covariance operators £, V, and Cov can properly be
defined and are given by

E L}Q) —K; V L2(Q) — Ry
X - / t dPx(t) X o E[X - |BX]P
K
Cov :(12(Q))? =R

(X,Z) —E[XZ]-E[X]E[Z]

where the integrals are in the sense of Lebesgue.

Given a family of probability distributions indexed by Z, denoted (P,).ez, a function
S defined on K, and z in Z, we denote E,[S(X)] = [k f(s) dP.(s) and V,[S(X)]
E.[|S(X)]?] — | EL[S(X)]|?, the expected value and variance of the random variable S(X)
if X admits P, as a distribution. O

We can now formulate properly the notion of mean process and covariance process for a
stochastic process.

DEFINITION 5 Given a E-indexed stochastic process, say X = (X(x))zez, such that, for
any z in Z, X(z) is an element of I.?(2). Then, the mean function of X is the mapping
from = to K, such that given by E[X] = (2 — K, =z +— E[X(x)]), and the covariance
operator is given by by Cov[X] = (22 — K), (x,y)+ Cov(X(x), X (y)). O

Keeping those definitions in mind, we will consider two configurations for our data. One
when T is known and we have at hand a sample allowing to estimate T'(f) and the other
when T is unknown and we have two samples at hand, one to estimate 7" and the other to
estimate T'(f).

In any case, considering the models which we will use as illustrations as well as the technics
we will use, introducing the following hypotheses and notations will be of great use.

DEFINITION 6 Let IF be either IN or Z which will we will refer to as frequency domain. Then,
let U := (es)ser be an orthonormal system of = indexed by I, that is to say a family of
elements of = such that for any two elements of I, s1 and sz, we have (e, |€s,)z = g5, —s,)
where for any assertion A, 1 4 stands for the function of A which is equal to 1 if A is true
and 0 otherwise. In addition, denote by p the counting measure on IF. We denote U the
linear space spanned by U. O



CHAPTER 1. BACKGROUND AND REVIEW

REMARK 1.2.1 One could consider the case where IF is R and use the Lebesque measure as
1, however, such considerations are beyond the scope of this thesis.

In the examples considered in this thesis the following hypothesis holds true.
AsSsUMPTION 1 The parameter of interest f lies in U. O

Once we found such an infinite dimensional linear subspace of Z for which we have an
orthonormal basis we can consider the generalised Fourier transform and base our inference
on the Fourier space. It is in this perspective that we give the following definitions.

DEFINITION 7 Denote © the space of mappings from IF onto IK. Equipped with the usual
addition + : ©%2 = ©, ([z],[y]) = ([z] + [y] : s — [2](s) + [y](s)) and external product
K x0 =0, (ay])— (a-[y]:s+— a-[y](s)) it is a linear vector space. In addition,
defining the conjugate of [z], [z] such that for any s in F we have [z](s) = [z](s), we may

define the following inner product: (-} : ([z],[y]) — ([#]|¥))e = S .crl®l(s) - [](s).
Hence (O, (:|-)e) is an Hilbert space. O

With those objects at hand, we define the generalised Fourier transform on =.

DEFINITION 8 Define the generalised Fourier transform linear operator F by F : U —
O, xw— F(x):= (s ([z](s) = (z|es)=)). We see that F is a unitary linear mapping
between Hilbert spaces and we should highlight that its conjugate (which is hence also its
inverse) is given by 7*: © = E;  [z] = > plz](s)es. O

With those definitions at hand we formulate the following hypothesis about 7'

ASSUMPTION 2 We assume that, for any s in IF, there exist an element of K\ {0}, say A(s)
such that (T (es)|es>- = )\( ) In other words, (es)ser diagonalises 7" and we have, for any

x in U that T(z) = [ A( s)es du(s). O

Following naturally from the definitions and hypotheses we just introduced, we will use
the following notations.

DEFINITION 9 Let 6°, A, and ¢ be the elements of © such that for any s in IF we have

0°(s) == F()(s); Als) = (Tes)les)=z; d(s) == F(T(f))(s) = Flg)(s)-

In addition let ~ be the element of = such that h := F*(\). O

Notice that, as g = T'(f), for any s in I, we have ¢(s) = 0°(s)A(s).

Considering a =-indexed stochastic process (Y (x))zez, and in particular its sub-process
(Y(es))ser, which is hence a F-indexed stochastic process, we can define a distribution
on = considering the random variable X : (Q,4) — (£,B), w — F*((Y(es)(w))ser)-
Reciprocally, considering a Z=-valued random variable X, one can define a =Z-indexed
stochastic process (Y (z))gez where, for any z in =, Y (x) is the random variable de-

fined by Y (z) = (X|x)z and in particular one can define the F-indexed process (Y (s))se
where Y(s) = F(X)(s). One can then notice that for any = in Z, Y (z) = <X\:p):

>ser [7](s)(Xes)z = - ep [#](s)Y (s).
We can now give a more precise shape for our observations which will come in two flavours
described in the two following subsections.

8



1.2. DATA TYPES

1.2.1 Ill-posed inverse problem with known operator

In this first case, given a sequence of =-valued random variables indexed by Z, say (Y})pez
and an integer integer n, our observation Y is assumed to be (Y;o)pe[[l,n]]» where, for any
two a and b in Z, [a,b] stands for [a,b] N Z. That is, there exists a o-algebra B on
= such that, for any p in Z, Y}, is a measurable mapping from (£2,.4) to (Z,8). Then,
Q— K=*Z | w s ((Yp|2)z)pez zez is a stochastic process on = x Z.

The inference on f is then based on the following assumption.

DEFINITION 10 Consider (Y,)pez, a E-valued stochastic process. It is called strictly sta-
tionary if, for any 7 in Z, ¢ in IN, and (p;);e1,q) in Z9, the vectors of random variables
(Yp)icqi,q) and (Yp,+r)ie[1,q are identically distributed. In such a process, the marginals
are obviously identically distributed and we denote Py := P oYO_1 the distribution of the
marginals. O

ASSUMPTION 3 Assume that the operator T is known and (Y}),ecz is strictly stationary.
In addition, assume that the distribution of Y belongs to a family indexed by =, denoted
(P)gzez and that Y ~ P, where, for any (=, B)-valued random variable X and measure Q
on (Z,B), X ~ Q means that for any B in B, PoX ~!(B) = Q(B). We assume that for any
z in Z and random variable Z such that Z ~ PP,, we have for any y in =, E[|(Z|y)=|?] < oo;
and, in particular, E[(Z|y)=z] = (z|y)=. O

A direct consequence of this hypothesis is that for any s in I, we have E[(Y|es)z] =
(gles)= = ¢(s). Due to the invertible nature of F, we will indifferently denote (P,).cu
and (P(y))zjee with the identification, for any z in U, P, = Pry. In particular, we
have Py = Py, Py = Pgo, and P, = . Generally, we will denote Y, X, and ¢, random
variables with respective distributions Py, Py, and P}, or equivalently Py, Pgo, and IPy.

1.2.2 Ill-posed inverse problem with unknown operator

Similarly to the previous case, we still observe replications (Y},)pe[[l,n]] of a stochastic process
Y, however, we also observe replications (5q)qe[[1,n ,] of a second E-valued stochastic process
e. This second set of observation is used to estimate T which is not considered as known
anymore.

AsSUMPTION 4 Assume that (Y,)pez and (e,)pcz are strictly stationary. In addition,
assume that the distributions of the marginals in (Y,)pez and (gp)pez belong to a family
indexed by =, denoted (P);cz such that, for any p in Z, Y, ~ P, and ¢}, ~ Py, O

1.2.3 Independent data

In the two previous subsections, we have described the mean function of the two processes
we observe. However, we haven’t discussed the covariance operator, except by assuming
that the diagonal is finite.

We will consider two assumptions for the dependence structure. The first is independence.

ASSUMPTION 5 We assume that, for any m in IN, and vector (pq)eei,m] in Z™, Yy, is
an independent vector. That is to say, for any (By)eeqi,m) in B™, IP(ﬂZ”zlY;,;l(Bq)) =

[1721 P(Y,, ' (B))- 0
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Among other things, this implies that for any p and ¢, with p # ¢ in Z and x and y in
E, E[(Yplz)z - (Yoly)e] = E[(Yp|z)=] - E[(Yg|y)=] which also implies V[(V}|2)z + (Yoly)=] =
VI(Yplz)a] + VI(Yly)z].

In this case, (Y,)pez is a sequence of independent identically distributed (i.i.d.) random
variables.

1.2.4 Absolutely regular process

Even though the independence assumption is widely spread, it is also limiting as, in prac-
tice, dependent data arise often. Hence, the inference based on dependent data gathered
a lot of interest in the past and it appears clearly that one should limit the degree of
dependence which is permitted in order to obtain theoretical results as well as technics
which perform properly.

We hence first introduce the notion of beta mixing coefficients which allows a quantification
of dependence.

DEFINITION 11 S-MIXING COEFFICIENTS
Let (2, A,P) be a probability space and & and V be two sub o-algebras of A. Then, we
define the S-mixing coefficient of & and V:

1
B Y) = 33P0, ci)se0 {20y Dy PN PR) ~ PU; NV

where the sup is taken over all possible finite partition of 2 which are respectively & and
V measurable.

In addition for two random variables Z; and Z5 we note o(Z;) and o(Zs) the o-algebra
they generate and 5 (Z1, Z2) = p(0(Z1),0(Z2)). O

With this definition at hand, one can define an absolutely regular process which is a stochas-
tic process for which the beta mixing coefficients fade for increasingly distant observations.

DEFINITION 12 ABSOLUTELY REGULAR PROCESS
Consider a stochastic process (Z;)pez. Denote, for any p in IN, by F,; := o ((Zy)4<p) and
Ff =0 ((Z¢)¢=p)- The stochastic process (Z),)pez is said to be absolutely regular if

limy o0 B(Fy , F,) = 0.
O

An interesting result using this definition, which can be found in this form in Asin and
Johannes (2016) and is adapted from THEOREM 2.1 in Viennet (1997), links the S-mixing
coefficients of a stochastic process and its variance.

LEMMA 1.2.1.

Let (Zy)pez be a R-valued, strictly stationary, stochastic process. There exists a sequence
(bp)penv of measurable functions from R to [0, 1] with, for any p in IN, E[b,(Zo)] = B(Zo, Zp)
such that, for any measurable function x such that B[|z(Zo)|?] < oo and any integer n, we
have V() #(Zy)] < nE[l2(Z0) P(1+ 43252 by(Z0))]- 0

p=

10
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Notice that, in this lemma, if z is a bounded function, say ||z« = sup,cg |2(t)|* < 1, then
we obtain V[3 7, #(Z,)] < nE[1 +4 Z;;ll by(Zp)]. In our context, x will generally be an
element of a function basis, such as the complex exponential trigonometric basis, which is
hence indeed bounded. Notice that the bound we obtain here depends on the sequence of -
coefficients which are generally unknown and their estimation is a challenging task. Hence,
while this bound is sufficient to obtain convergence rates for non adaptive estimators (as it
will be formulated explicitly further), it is in general necessary to give a stronger hypothesis
on the observation process in order to obtain properties for sophisticated adaptive methods.
In this optic, let’s introduce the following space of functions.

DEFINITION 13 Given ¢ > 2, a non negative sequence w = (Wp)pe]N and a probability
measure P, let £(q,w,P) be the set of functions b : R — R4 such that there exists a
sequence (bp)pen of measurable functions b, : R — [0,1] with by : z — 1 and, for any
random variable Z such that Z ~ P, we have E[b,(Z)] < wy satisfying b = > 2 (p +
1)972by,. O

One can easily see that a sufficient condition for elements of £(q,w,P) to be non-negative
P-integrable functions is Z;io(p —1)72%w, < co. Combined with Lemma 1.2.1, we obtain
the following lemma.

LEMMA 1.2.2.

Let (Zy)pez be a R-valued, strictly stationary, stochastic process with common marginal
distribution Py. Denote (wp)pew the sequence of B-mizing coefficients. There exists a
function b in L(2,w,Py) such that, for any measurable function x such that E[|z(Yp)|?] <
oo and any integer n, we have V3 x(Z,)] < 4n E[|z(Zo)*b(Z0))].

Alternatively, assuming, for r and q exponents as in Hélder’s inequality, that 3, tends to 0
as p tends to oo with wg = 1 and that, for some r, ZpelN(p =+ 1)T*1ﬁp < 00 then, we have

B [le(20)P02)] < B[lezo)] " (32 g
O

Notice, once again, that with [|z]jc = 1 we have V[, 2(Z,)] < 4n)" c B(Z0, Zp)
which implies, jointly with the assumption "ZpEJN B(Zy, Z,) < oo", there exists a con-
stant C such that V[3°7_, #(Z,)] < Cn. Notice, though, that this bound would depend
on a constant related to the S-mixing coefficients. It hence allows to show that for se-
quences ((Zy, Zp) decreasing sufficiently fast, the oracle or minimax risk is the same as for
independent sequences, however, it remains unsuitable for the study of adaptive methods.
We hence present a third inequality which relies on the following assumption, regularly
used in the study of such processes, for example in Asin and Johannes (2016, 2017); Bosq
(2012).

AssumMPTION 6 Considering a [0, 1]-valued stochastic process (Z,)pcz, assume that for
any p, the joint distribution Pz, 7, of Zp and Z, admits a density denoted zz, 7z, which
is square integrable. Denote the L?-norm for functions of two variables by Hx 20,2, Hiw =
[ Jiz 12 20,2, (to, tp)[* dto dt, and for any to and ¢, in [0, 1] set (z @) (to, tp) = (to) - z(tp).
Then, we assume 7, 1= supy>1 [|2zp,zn — @ ® x| 22 < 0. O

11
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LEMMA 1.2.3.

Let the process (Z,)pen be a strictly stationary process with associated sequence of mizing
coefficients (B(ZO,ZP))pGIN verifying Assumption 6 and a sequence of functions es from
[0,1] to K such that |les||L~ = 1. Then, for any n > 1; m and | in N with m < I and
K € [0,n — 1], it holds

Zm<|s|<l v [ZZ:l eS(Zp)]

<n2(l—m+1){1+2 ['yzK(l—m—i—l)_l/Q—i—QZ

n—1

B2}
Moreover, as ZpE]N B(Zo, Zy) is finite, we have limp o0 Z;‘;KH B(Zo, Zp) = 0, so we can
find K° in IN such that for any K greater than K°, Z;iKH B(Zy, Zp) < i. We can take

K= 7%7:“ and assuming that this choice is greater than K°, we have

Zm<|5|<l v [Zzzl es(Zp)] <An(l—m+1).

O

Contrarily to the previous lemmata, this one exhibits an upper bound for the variance
which does not involve the sum of mixing coefficients which allows to design a data driven
estimator which does not requires knowledge of them. Finally, to use this last lemma
properly, we will need one last result, which can be found in Viennet (1997).

LEMMA 1.2.4.

Assume that the universe is rich enough in the sense that there exist a sequence of random

variables with uniform distribution on [0,1] which is independent of (Z,)pez.

Then, there exist a sequence (Z;-)pez satisfying the following properties. For any positive

integer w and for any strictly positive integer q, define the sets (If )pepiw] = [2(¢— 1w+

1,(2g — Dw] and (I;p)pe[[lw]] = [(2¢ — Dw + 1, 2qu].

Define for any q in Z the vectors of random variables Ey := (Z7.

q,
Pp— . Y 1 [ an— 1 . n7J—

Oy = (Z?g,p)pe[[lywﬂ’ and their counterparts Eg- 1= (Zlg,p Jpe[iw] and OF = (Z[g’p)pe[[l,wﬂ'

Then, (ZpL)

p>pe[[1,w]] ;

satisfies:
peN ﬁ

4

e for any integer q, E;-, Ey, Of,

and Oy are identically distributed;
e for any integer q, Pjo (Eq # Ej-) < Bw and Py, (Og # O;‘) < Buw;

are independent and identically distributed and (OL as well.

q )qGZ q )qEZ

O

Note that, even though this is the only quantification of dependence we will consider in
this thesis, many other have been considered and overviews can be found in Bosq (2012);
Bradley (2005).

12
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1.3 Frequentist approach

In the two previous sections, we have first introduced inverse problems in a general con-
text and highlighted some difficulties which are inherent to this kind of problem. We then
introduced the type of data we will have at hand. Now, we aim to introduce the methods
we will use and more generally the paradigm they conform to, what motivates their con-
struction and how to justify satisfaction or dissatisfaction regarding their properties. As
explained in the introduction, our methods will be of two kinds, namely frequentist and
Bayesian. In this section, we present the frequentist paradigm and the notions of decision
theory which allow to quantify the quality of frequentist estimation methods.

1.3.1 Estimation

Remind that, given a family of probability distributions on = and indexed by Z itself
(P,)ze= we are interested in estimating an object f in Z while observing some data Y
from Py, where g = T'f with T" a linear operator from = onto itself. Then, the frequentist
approach consists in defining an estimator of the parameter of interest using the data where

an estimator is an application as defined hereafter.

DEFINITION 14 Given a parameter space (Z,.4) and an observation space (Y,)), an esti-
mator is a measurable application from (Y,)) to (£, .A). O

Hence, in our particular case, an estimator would be any measurable application from
(E", A%") to (E,.A). As mentioned earlier, using the generalised Fourier transform, we
will go through the space of sequences ©, equipped with the Borel sigma algebra generated
by the [?>-norm, say B. In our context, some naive estimators for relevant objects of the
model we consider are the so-called "empirical estimators" or "orthogonal series estimator"

(OSE).

DEFINITION 15 Keeping in mind that we observe Y = (Y}),e[1,n] Where (Yp)pez is a
stationary process such that, for any p in Z, we have Y, follows P,, where (P;),ez is a
probability distribution on Z. Define, for any s in ¥

$n(s) :(E", A"") =(0, B); On(s) :(E", A™") —(0,B);
yn —n Tt Zp:1<ypyes>5 y" —n(s)ATL(s)
where A7! is well defined as we assumed A(s) # 0 for any s. If it were not the case, one
would use the generalised inverse AT (s) = A(s) " Ly (5)20}-

Note that this definition is suitable under assumption Assumption 3 but not Assumption
4 as it relies on the knowledge of A to be computed; in this case we would consider

Oy (5) (BT, AB(H)Y (0, B);
(Y™, e™) —on(s)A) (s)

where we define, for any s in T the estimator A, (s) = n)" > pri(eples)z of A(s) and
A (8) = Ly (s)\2>n;1})‘;§(5) which hence does not rely on the knowledge of A but the
LD

13
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information we have about it through the observation of £"*.
From these estimators one can naturally build their counterparts

gn Y™ = ]:_l(g[)n); By, €™ — }'_I(AM); oy (Y e™) — ‘7:_1(0”77“).

O

However, we have seen in section 1.1 that inverse problems define a class of statistical
models which has three major characteristics. We have also seen that two of them (non-
existence or non-unicity of the solution) can be addressed thanks to the generalised inverse
construction. However, we also pointed out that even once one has addressed those two
issues, they can still face the difficulty of instability of the solution.

We will see that the estimators we just defined do not escape this phenomenon.

It is in order to address this issue that one defines the family of operators called regulari-
sations.

DEFINITION 16 Given S in £(Z), a family of elements of £(Z), say {S,.,m € Ry} is called
regularisation of St if, for any = in D(S™) holds limy,—, ||S;hx — STz|= = 0. O

Note that the definition of such a family does not solve the problem by itself. Indeed, define
the operator norm such that, for any S in £(Z) we have, ||S||z=) = sup{[|S(z)[]z,z €
Z,|lz|le < 1}. Then, if ST is not bounded, then, for any regularisation of ST, we have
limy, o0 | S|l 2(z) = 00 and hence the limit itself is not an element of £(Z).

However, for any S in £(Z), and z in Z, if we have a sequence of estimates, indexed by
an integer n, say, (S/(a:\)n)ne]N of S(x) such that lim, H@n — S(z)|lz = 0, then, there
exist a sequence my, such that lim,_, ||S;; (S/(a:\)n) — S*(S(z))|]lz= = 0 and hence there
exists a consistent estimation procedure.

Hence, we see that the selection of the parameter m, which we will call regularisation
parameter, is primordial. Depending on it, the estimation procedure could be consistent
or not. In addition, within the choices leading to consistent estimation, one can obtain
various convergence rates.

In this thesis, the so called regularisation by dimension reduction plays a central role.
The regularisation consists in projecting our estimate onto the "lower frequencies" from
U. To do so, consider the following definition.

DEFINITION 17 Consider an index set IM (here IN), and a sequence of measurable subsets
of ¥ indexed by M, say, (IF;;,)mem- This sequence is called a nested sieve if:

i: for any k and m in IM such that k£ < m, we have Iy C IF,,;

ii:  for any m in M, we have p(IF,,) < oo;

ili: UpemlFm = F. O
Similarly, for any m in IM, we define Uz the linear subspace of U generated by (es)ser,, -
For any m in M, we will denote the set I \ IF,,, by FS,. In all the examples in this thesis,
I will be either IN or Z; M will be IN; and for any m in IN, IF,,, will be {s € I : |s| < m}.

The following notation will hence be regularly used: for any s; and so in Z with s1 < so
we denote [s1, s2] the set [s1,s2] N Z.

14
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By extension, for any m; and msy in IM, we will denote U,,, the linear subspace of U
generated by (es)sere, E and Uy, 73 the linear subspace of Ugenerated by (es) SE€FS, MFp, -
One should note that for any m in M, U,, is the orthogonal complement of Uz in U.
Then, the following operators appear naturally.

DEFINITION 18 We define the following family of projection operators on ©. For any mq
and mg in M denote by sy, Iy, , and Iy, m; the following projection operators:

Iy :© —0; [y, :© —06;
[2] = (s = [2](s) 1 {sepm, }) [2] = (s = [2](5) L gsews, y)
Hmvm :@ —>@

2] (5 > [0](5) L pocrs, s, ))
By extension, we define, for any m in IM the truncated Fourier transform Fm
Fm:2—0; [z] = [z]m = (Ixx] : s — [:L‘](s)]l{seFm}).

We see that Fr; is a unitary mapping between Hilbert spaces and we should highlight that
its conjugates is given by

Fri© =5 [a]— Y [a](s)es = My, F*([z]) = F*(Tmla]).

SE]Fm

O

Hence, considering an inverse problem where one is interested in estimating f in = when

having at hand an estimate 1{(?) of T(f) where T is a bounded linear operator from

—

= onto itself, we will consider the family of so called projection estimators defined by
{Fr = Uy (THT(f)),m € M},

We will see that, often, it will be easier to approximate objects in © and then apply F*.
In this perspective we extend the definition of F in the following way.

DEFINITION 19 Denote £(0) the space of linear application from © onto itself. Then, for
any S in L(E), we define [S] to be

[S] :TF? —K.
(s1,82) =[S](s1, 52) = (€5, [S(es,))=

Notice that [S] defines an element of £(©) such that, for any [z] in ©, [S][z] is such that,
for any s in I, [S][z](s) is given by > p[S](s, s")[z](s).

In addition, we define, for any m in M and [S] in £(O), the operator [S]m such that for
any s1 and sy in IF, we have [S]m(s1, s2) = [S](s1, 52)L{{s, cF,n}n{soch,n}}- 1t is interesting
to note that for any S in £(Z) and m in M, if we denote Sm = Iy, SHy,., we have
[STm = [Sm-

We note that the adjoint operator of [S] is represented for any s; and sy in IF by [S]*(s1, s2) =
[5%](s1, s2) = [S](s2, 51)- O
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Notice that, for the operator T appearing in our model, due to Assumption 2, we have for
any s and s’ in I that [T](s, s') = T1,—¢}A(s). Considering the objects we just introduced,
the following notations will be convenient throughout the thesis.

NoOTATION 1 For any m in IM let be the following objects:

M F =K 0s I —K; om F =K.
s —=IIzA(s) s —=II76°(s) s =IImé(s) = Aim(s)6°(s)

as well as their counterparts in =
i = F " Om) s fi= FH0R): gm= FH(05).

We also define their empirical counterparts which are called "projection estimators". Under
Assumption 3 they take the following form:

Onm I —IK; Onm F —IK;
s —=1lmén(s) s —=1lmb,(s) = A%l(s)gbn(s)

and their counterparts in = are
nm = F_1(¢n,ﬁ); fn,m = f_l(en,m)-
On the other hand, under Assumption 4 they take the form

Onm I —IK; Any F =K Onmym I =K.
s —Imon(s) s —=An, (s) s =1l n, (s) = AZA(S)¢n7m(s)

where A\ (s) = ]l{lAm(S) 1})\%1(5), for any s in IF. Their counterparts in = are

Pny

nm = fﬁl(gbn,ﬁ); fn,ﬁ = -Fil(en,ﬁ)-

O

The family {A\m, m € M} defines a regularisation as defined in Definition 16. We hence
have at hand a family of estimators, called projection estimators, arising from the empirical
estimators based on our data while using the dimension reduction regularisation technic.
Note that many other types of regularisations have gathered interest along the years. For
example Engl et al. (1989) consider the convergence rate of Tikhonov regularisation; while
Cavalier and Raimondo (2007) consider the Galerkin regularisation.

The estimation technics we will study in this thesis are deeply linked to the family of
projection estimators. As one might notice, given a set of observations, the number of
potential estimators for f is infinite, and it can be easily seen that most of them do not
lead to a consistent estimation. Hence, we will be interested in properties which can
objectively indicate if a given estimator is satisfying.
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1.3.2 Decision theory

As we have seen previously, for a given model, one could chose among a variety of estima-
tors. This choice is in general not obvious and decision theory can be used to help in this
process.

To make this part more illustrative for the remaining of this script let us first introduce
the following set of assumptions about the parameter space that will hold true for all of
our examples.

ASSUMPTION 7 Assume that = is a subset of the space of functions from [0,1] to C,
equipped with the scalar product (x,y) — (z|y)r2 = f[o T dt Then we consider
(es)sez = ([0,1] = C,t + exp[2-2-7 -5 t])sez. One can see that it is an orthonormal
system in Z. Hence, © is a subset of C% equipped with the scalar product ([z],[y])

(2l = Xoezlo)(s) - [](s). 0

We have used, in the past sections, the distance between an estimate of an object of
interest and the said object as an argument about whether one should be satisfied about
the said estimate. We formalise now the criteria under which one can qualify an estimator
as satisfying.

1.3.2.1 The loss function [: ({Y - E} x Y x 2) —» Ry

this function represents the error made by using a certain estimator fwhile estimating the
true parameter f when the data at hand is Y.
A natural choice would be to consider a distance on =, say d : = x Z — Ry and to define

LY 5 S} x Y xE= Ry (LY, )= dfY), f).

Under Assumption 7 it is natural to consider an element of the family of LP distances
defined for any p in Ry and z and y in = by ||z —y||1r = (f[071} |z(t) —y(t)|P dt)'/? with the
limit cases ||z — yl|ze = supepo {lz(t) — y(®)[} and |z = yllro = [ 1 L@ —y@)>0p dt-

In this thesis we will only consider the quadratic loss function L?. Notice, though, that
our results could be easily generalised to the case where given a measurable function u
in Z, one considers for any z in = its weighted norm ||z[[,2 = (f[O,l] [(x % u)(t)|>dt)/? =
(f[o 1 |(f[0 1] z(v) -u(t —v) dv)|> dt)'/? where * stands for the convolution operator on Z. In
addition, this type of norm will nonetheless play an important role later where we consider

minimax optimality over Sobolev’s ellipsoids.

In order to apply decision theory, we have to assume that the object f we try to estimate
belongs to the space where the loss function is finite, for which we give the following
notations.

DEFINITION 20 Let I.? be the subset of = such that 1?2 := {z € = : ||z]/;2 < oo} and in
addition, for any function u in = and any r in Ry let be .2 := {x € = : 2]z < oo} and
Eu(r) ={z € E: |zl <r} O

We have seen that we are interested in estimation methods which are based on the esti-
mation of the Fourier transform of f, §°. In the case of the L?-norm, we can see that
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CHAPTER 1. BACKGROUND AND REVIEW

considering the loss function on © is sufficient to quantify the performance on =. Indeed,
let be the {>norm on © defined for any [z] in © by ||[z][;2 = (X ez |[2](s)*)/? and the
associated space L2 = {[z] € Z : ||[z]]|;2 < co}. Given a sequence [u] in ©, we can define
the weighted norm which is given, for any [z] in © by H[:c]Hl[zu] = (Dsez |z](s) [u](s)[>)/?
and for any 7 in Ry we define the associated space O([u],r) := {[z] € © : H[x]Hl[gu] <r}.

The theorem of Plancherel gives us the link between those distances, we have for any x

and u in = and their Fourier transforms [z] and [u] the |27, = [|[=]]|%, .
v [u]

We hence assume from now on that the parameter of interest has finite norm.
ASSUMPTION 8 The parameter of interest f is in IL2. O

This assumption is equivalent to assuming that 6° is in £2.
We shall highlight that this definition has to be adapted under Assumption 4 where we
obtain [ : {Y? = Z} x Y2 x Z—= Ry; (f,Y,e,f)—d(f(Y,e),f).

1.3.2.2 The risk function (R, : ({Y — 0} x ©) = Ry),

One can notice the the loss function defined previously depends on the observation and,
as such, is a random object that cannot be optimised over the choice of estimator.

A way to overcome this limitation is considering a so called risk function such as the
expected loss function Rn(f, f)=E [l(f, Y",f)} or an(ﬁ fih) =E [l(]?, Y",s”*,f)]
depending on the considered set of assumptions.

The following assumption, which will be verified in every model we consider allows us to
obtain interesting upper bounds for the quadratic risk of projection estimators.

ASSUMPTION 9 Assume that there exist constants V1 and V5 in R, % such that, for any s
in F, we have V; < V[(Yp|es)=] < Va. In addition assume that there exist constants Vs,
Vi, and C, such that V3 < V[{ggles)=] < Vi and n3 E|A(s) — A, (s)[* < Cy. O

This hypothesis allows us to show the following result.

LEMMA 1.3.1.
If Assumption 9 holds true, then (i) E[A(s)\f (s)|* < 2Vy +1; (i) P(IA], (s)]* < 1/ny) <
AV4(A A A(s)/ny), (iil) BIX(s) = Ay (8) 2N ()7 < 2(C4 + Vi) (1A A(s)/nn).

Proor orF LEMMA 1.3.1
Since ny E|A(s) — A, (8)|? = V[(go|es)=] < V4 we obtain (i) as follows
BN, ()17 < 2B{IA(s) = Any ()PINT, () + L, (9)251/ma} )
<2(nAEA(s) — Any ()2 +1) < 2V + 1.
Consider (ii). Trivially, for any s € N we have P(|A,,(s)> < 1/ny) < 1. If 1 <

4Vyn A (s)|72) = 4Vin ' A(s), then obviously P(|An, (s)]? < ny') < min(1,4Vin, ' A(s)).
Otherwise, we have ny ' < [\(s)|?/(4V4) and hence using Tchebychev’s inequaltiy,

P (A (5)7 < 0y ') SP(IAny (5) = A()] > [A(9)I/(2¢/Va)) < 4A(5) EIA(s) = Ay (3)]
< 4Vin,'A(s) = min(1,4Van; 'A(s))

18



1.3. FREQUENTIST APPROACH

where we have used again that ny E|A(s) — Ay, (s)|* < 1. Combining both cases we obtain
(i)

Consider (iii). Due to Assumption 9 there is a numerical constant C, such that n3 E |A(s) —
Any (8)|* < €, , which in turn implies

3) — An. ()2 s (8)]2
BIAG) oy (P (07 < B {JAG6) s ()7 (P2 22O o

2(Cy + Va)ny tA(s).

2nr BIA(s) = Any ()]* | 2EIA(s) = Any (5)?
< A5 * A(s) 2

Combining the last bound and E[A(s) — An, ()[2N], (9)]? < naE[A(s) — An, (s)]* < Vi
implies (iii), which completes the proof. O

In addition we will use the following notations.

NOTATION 2 For any m in IM; s in IF; and 6 in O, let be the following quantities:

67, (0) = [100ll2°10m 1 Als) = A" ()1
=m! Z(ngm A(s);  Ai(m) := maxger,, {A(s)}.

A(0) and if F = IN* then

Notice that, if I = Z, then ) . p A(s) = 2mAo(m) + A(
). So in both case we will write > p A(s) = CmAo(m).

2 sel,, Ms) = mAo(m

ExAMPLE 1.3.1 PROJECTION ESTIMATOR
If one considers a projection estimator, as in notation 1, one can carry the following
computations out for any m in M,

R 0,8) = B [0 = 0121 = 3° _ VIusm(s)] + | B b m(s)] - 0(5)

Them, under Assumption 9, the quadratic risk can be simplified, depending on the set of
assumptions we accept:

e under Assumption 8 and Assumption 5

Ro(Onm, 0, A) = =n"! Z V [(Yoles) 2] + HHOHZQb2 (0)
< VaCmio(s) + ||99||1253n( ) < (VaC + [165]I72) [n ™ mAo (m) v b7, (6°)];

but also
RO, 0, A) = n~'ViCmAo(s)+60]1267,(0) = (ViCV[165]|7) [~ mAo (m)Vby, (6°)];
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CHAPTER 1. BACKGROUND AND REVIEW

o under Assumption 8 and Assumption 6, using Lemma 1.2.1,

RO, 0, A) = ™ ZS b AV les) 2] + 160l0%,(6)
1+4Z B(Yo, Yp)) + [[6olli)[n ™ 'mo(s) V b7, (6)];

o under Assumption 4 and Assumption 5, start by moticing that, as for any s in I,
we have (1 A A(s)) < 1 and that 0° is square summable, we have, Y . [6°(s)|*(1 A
n;lA(s)) < 0o. Hence, using Lemma 1.5.1, we may write,

Rn,m(%mm 0.A) = ZseFm A(s) (V [n(s)] I [IAIA(S)A(S)F]) + 160]l765,(6)

3 BGPE [N )P IAE) = A9 +3 L 106) PPy () < 131

< (V20 + 100/l I~ mAs(m) v bfrl(@)] +2C(Cy + 3V4 Z 0(s)*(1 Ay Als)).
selF

O

NOTATION 3 In particular, we denote in the following way the risk for projection estimators:

R(0°,A) = [n'mAo(m) Vv b2,(6°)]; R, (6° = > 10(s)P(1 A nytA(s)).
selF

The risk function hence allows us to quantify the performance of an estimator indepen-
dently of the random observation. Alternatively, one can consider the probability to exceed
a certain loss.

DEFINITION 21 We define the sequence of functions
R, (Y = E) x xRy — Ry (f,f,a)HIP?(l(f,Y,f)}a).
O

In general, one is interested in the asymptotic behaviour of R or R (and then replacing a
by a sequence (an)nen) when n tends to infinity. In particular, for a given estimator fand
a fixed value f of the parameter of interest, the sequence Rn(f, f) is called convergence
rate of f at f and if S%n(f, f,yay) tends to 0 as n tends to infinity, a, is called speed of
convergence in probability of ]?at f. If this sequence tends to zero, the estimator is called
consistent.

While it is technically feasible to minimise the risk function over ffor each f, the result will
be discountenancing as the minimisers will invariably be functions almost surely equal to
f itself which brilliantly yields a loss function equal to 0, independently of the observation
and hence a risk function equal to 0. Our goal being to estimate f, it is obvious that such
an estimator is not at hand.

We are interested in this thesis in two formulations of optimality which allow to overcome
this limitation.
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1.3. FREQUENTIST APPROACH

1.3.2.3 Oracle optimality

Consider &, a family of estimators and a risk function R.

DEFINITION 22 A sequence of functions (Ren : E — Ry), o is called oracle risk for the

family of estimators £ if there exist a constant C' in [1,00[ such that, for any f in Z,

and all n, we have: Rg,(f) < C - inf R, (f, f), or, depending on the considered set of
fe&

assumptions, Rg pn, (f,h) < C - inf Rmm(f, f,h). O
fe&

DEFINITION 23 A sequence of functions Rg,, 2 — Ry is called exact oracle convergence

rate for the family of estimators £ if, in addition to being an oracle convergence rate,

there exists an element f of & such that for any f in = and n in IN we have: Rg  (f) >

c—t. Rn(j?, f)or Rg, .. (f.h) = c! an(f, f,h) depending on the type of data at

hand. An estimator such as fis called oracle optimal. O

We see that those definitions are "up to a constant" and we will in general be more
interested in the asymptotic rate as n and/or ny tend to infinity and we hence introduce
the following notations.

NOTATION 4 Let be (an)new a sequence of elements of K. We define the sets o, (a) :=
{b € KN : limy, 00 [bn/an| = 0}; and Oy (a) := {b € KN : 3C € Ry limy,y00 |bn/an| < C}.
If a € O(b) and b € O(a) then we denote a ~ b.

On the other hand we also define the sets op(a) and Op(a) as the sets of sequences of
probability distributions IP,, on K such that, if (X,),en is a sequence of K-valued random
variables verifying X,, ~ IP,,, then we have,

P, €op(a) <= Ve e Ry, lim P(|X,/a,|>¢)=0
n—oo

P, €Op(a) <= VeeRL,IM e Ry, Ne N: Vn> N,P(|X,/a,| > M) <¢
O

In particular, throughout this thesis, we shall distinguish the following two cases for 6°,
respectively called parametric and non-parametric which commonly lead to very different
behaviour of the optimal rates:

(p) there exist a finite K of F such that, for any K’ smaller than K, b%,(6°) > 0 and
b% (6°) = 0;

(np) for all finite K in I, bx(6°) > 0.

Note that the Fourier series expansion of the function of interest f is, in case (p), finite,

Le, f =2 ser, 0°(s)es for some finite K in IN while in the opposite case (np), it is
infinite, i.e., not finite.

NUMERICAL DISCUSSION 1.3.1.

The upper bounds we give will be discussed in such "numerical discussions" where we
consider the following typical behaviours of ° and A\ and give an equivalent to the upper
bound in terms of an explicit function of n.
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CHAPTER 1. BACKGROUND AND REVIEW

Regarding the operator eigen-values A, we consider the following two cases, respectively
called ordinary smooth and super-smooth:

(o) there exists a strictly positive real number a such that A(m) ~ m?®, then mA,(m) ~
m2@+l and A, (m) =~ m?%;
(s) there exists a strictly positive real number a such that A(m) ~ exp(m??), then

1-20)+ exp(m?®) and A (m) = exp(m?®).

mAo(m) =~ m=(
mer = 108117 1T 0° 17

will also be of interest. We distinguish the cases (p) and (np), and with (np) distinguish

For the parameter of interest 6°, the behaviours of its tails i.e., (bfn(ﬁo))

the super smooth and ordinary smooth for the parameter of interest.

—2p—1

(o) there exists a strictly positive real number p such that [6°(s)|? ~ s , in this case,

we have b2, (6°) ~ m~2;

(s) there exists a strictly positive real number p such that |6°(s)|? ~ s*~! exp[—s?P], and
then we have b2,(0°) ~ exp(—m?P).

We consider the following situations: in the cases [p-o] and [p-s] the parameter of interest

has a finite representation (p) and the operator is either ordinary smooth (o) or super

smooth (s). In the cases [0-0] and [o-s] the parameter of interest is ordinary smooth (o)

and the operator is either ordinary smooth (o) or super smooth (s). Case [s-o] is the

opposite of case [o-s]. O

While the names given here to the typical cases may seem arbitrary, we shall justify them
through the examples treated in this thesis where the decaying rate of 6° and A respectively
can be interpreted in terms of function smoothness.

The particular interest for these different cases will also appear natural as the behaviour of
the optimal rate will be considerably different in our examples; moreover, this phenomenon
is observed in many statistical models, also outside of our field of interest.

We carry on with the projection estimators example.

Known operator

The bound we derived in notation 3 depends on the dimension parameter m and hence by
selecting an optimal value they will be minimised, which we formulate next. For a sequence
(an)nen of real numbers with minimal value in a set A C N we set argmin {a,,n € A} :=
min{m € A : a, < ap, Vn € A}. For all n € N we define

R™(0°,A) = [62,(6°) V mAo(m)n~1] := max ( 62,(6°), on(m)n_l),
m, =m, (0°,A) == argmin {R,'(6°,A),m € N} and
RE(6°,A) := R™n(0°,A) = min {R™(6°,A),m € N}. (1.1)

Consequently, the rate (R, (6°, A))nen, the dimension parameters (m;,),en and the projec-

tion estimators (6 neN, respectively, is an oracle rate, an oracle dimension and oracle

nme)
optimal estimator (up to a constant).

REMARK 1.3.1 We shall emphasise that R2(6°,A) = n~! for alln € N, and
lim,, 00 R5(0°,A) = 0. Observe that for all &6 > 0 there exists ms € N and ns €
N such that for all n > ns holds b7,,(0°) < 6 and msAo(ms)n™' < &, and whence
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1.3. FREQUENTIST APPROACH

Ro(6°,A) < RI™(6°,A) < 6. Moreover, we have mS € [1,n]. Indeed, by construction
holds 62(6°) <1 < (n+1)n"t < (n+ 1)As(n + 1)n~t, and hence R*(0°,A) < R™(6°, A)
for all m € [n+ 1,00 which in turn implies the claim m; € [1,n]. Obviously, it follows
thus R5(6°, A) = min {R(6°,A), m € [1,n]} for alln € N. We shall use those elementary
findings in the sequel without further reference. The sequence R (0, \) is then an exact
oracle convergence rate and the projection estimator 0nm7% s an oracle optimal estimator.

O

REMARK 1.3.2 In case (p), the oracle rate is parametric, that is RS(0°,A) ~ n~t. More
precisely, if 8° = 0 then for eachm € N, E||0pm—0°|% = CmAo(m)n~!, and hence mg, = 1
and RS (0°,A) = Ao(1)n~ ~ n~t. Otherwise if there is K € N with bx_1(0°) > 0 and
br (0°) = 0, then setting ngo := g{Aj((g?), for all n > ngo holds b%_,(0°) > KAo(K)n™t,
and hence m2 = K and R5(0°,A) = KAo(K)n=! ~n~1. On the other hand side, in case
(np) the oracle rate is non-parametric, more precisely, it holds lim,, oo nR; (0°, A) = oco.
Indeed, since [37271%(90) < R(0°,A) = Ro(0°,A) € 0,(1) follows mg, — oo and hence
my Ao(my ) — oo which implies the claim because nR (0°,A) = ms Ao(my).

NUMERICAL DISCUSSION 1.3.2.
Let us illustrate the rates obtained in the case (np).

[o-0] RE(6°,A) ~ (m3)~2 ~ (m<)?*+1n~1, and hence, m2 ~ n/(P+20+1) and R (6°, A) ~
n—2p/(2p+2a+1)

fo-s] RS(6°, A) A~ (m2) %P ~ (m3)~(1=2)+ exp((m3)*)n~", and hence,
mg, =~ (logn — w loglogn)/(2%) and RS (6°,A) ~ (logn)~P/e.

[s-o] R5(6°,A) = exp(—(m;,)*) ~ (mg)***1n~", and hence,
my ~ (logn — 2“2—;1 loglogn)'/(P) and RS (6°, A) ~ (logn)(2e+1)/(p)p =1,

Unknown operator
Let us remind that we have

Ry (0 ) < (VaC + [|05]%) R (6°, A) + 2CRY, (6°,A)

[
nnx,My

We note that [|65]|% = 0 implies RLA(GO,A) = 0, while for [|63]% > 0 holds RLA(HO,A) >

o -1 ) -1 o ) —
Zs:A(s)>n)\ |9 (S)P + y Zs:A(s)gnA |0 (S)P > LS ZSEN ‘9 (8)|2 = CHQQHZQQW’)\l’ thereby
whenever 6° # 0 any additional term of order n=! + n;l is negligible with respect to

the rate Ry (0°,A) + 7'\’,];A (6°,A), since RS (0°,A) > n~!, which we will use below without
further reference. We shall emphasise that in case n = n) it holds

RLOA) =3 FEPIATAG Y )P ARTA)
< ClIGGIZn g Ao () + CIO I 625 (6°) < 05 IRIE (6°,4) (1.2)

which in turn implies Ry, (0, ,,, 7e) < (Vo€ + (1 + 2C)[|6117%) R (6°, A). In other words,

the estimation of the unknown operator T is negligible whenever n < ny.
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REMARK 1.3.3 We note that in case (p) RLA (0°,A) < |]9§H122A+(K)n;1 and hence

Ry (0 0°,A) < C{LV [|65RH{ K Ae(E)n ™" + Ay (K)ny '} (1.3)

n,ny,me?
for all ny € N and n > ngo with ngo as in Remark 1.5.1. In other words the rate is
parametric in both the e-sample size ny and the Y -sample size n. Thereby, the additional
estimation of the operator is negligible whenever ny = n. In the opposite case (np), it is
obuviously of interest to characterise the minimal size ny of the additional sample from €
needed to attain the same rate as in case of a known operator. Thus, in the next illustration

we let the e-sample size depend on the Y -sample size n as well. 0

Let us now briefly illustrate the rates we already defined by stating the order of mg (6°, A)
and Ry (0°,A) for the cases introduced in Num. discussion 1.3.1.

NUMERICAL DISCUSSION 1.3.3.[o-0o] For p > a holds Y, 16°(s)[*A(s) < oo, and
hence R}, (6°,A) ~ ny', while for p = a and p < a holds Y7, [0°(s)[>A(s) =~
log(m) and Y27, 16°(s)?A(s) =~ m*®P) respectively. For p < a with my,, :=
ni\/QaJ it follows R, (6°, A) ~ ny’t ZsE[[l,mn/\]] A((S))‘90(8)|2+bmn>\ (6°)2, and thereby,
R, (6°,A) ~ log(ny)ny* for p = a, while R (6°,A) ~ n;p/a for p < a.

[o-s] Since S°T, 16°(s)[2A(s) ~ m~2P~1A(m) the decomposition in [o-o] with m,, =
| (log nx)'/ (%) | implies RILA (6°,A) ~ (logny) P/

[s-0] Since Y,y 10°(s)|2A(s) < oo it follows R, (6°, A) ~ ny !,

O

We see that, given a family of estimators, oracle optimality defines the best element of this
family. However, this requires to restrict ourselves to a family of estimator.

1.3.2.4 Minimax optimality

An alternative to oracle optimality is minimax optimality.

DEFINITION 24 Considering a subset = of E, and an estimator .]?, we call "maximal conver-
gence rate of f over =" the sequence indexed by n defined by R, (f,Z,A) :=sup R, (f, f).

==
Alternatively, if the operator is unknown, we denote = and L(Z) two subsets, respectively
of 2 and £(Z) and we have R, (f,=,L(E)) :== sup supRun, (f, f,T). O

TeL(Z) fEE

We see here that the maximal convergence rate of an estimator corresponds to its worst
case scenario over a set of true parameters. The idea will be to find an estimator with the
best worst case scenario.

DEFINITION 25 Considering a subset = of Z, a sequence R;(g,A) is called minimax
convergence rate if there exist a constant C greater than 1 such that, for any n in IN
R:(E,A) < C-inf Felvoz) R (f,=,A) where the infimum is taken over all possible esti-
mator.
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Moreover, Rfl(é, A) is called minimax optimal convergence rate if there exists some esti-
mator f such that R%(Z,A) > C~1-R,(f,Z,A). An estimator such as f is called minimax
optimal. O

In this definition, be aware that the infimum is taken over all possible estimator of f.
An example of space which we use in this thesis as © are Sobolev’s ellipsoids which we
already introduced informally previously.

DEFINITION 26 Given a constant r in Ry, and a positive, decreasing sequence of num-
bers smaller than 1, (a(s)),cp, we define the Sobolev’s ellipsoid ©(a,r) by O(a,r) :=
{0 €0 0], <r}. O

Those ellipsoid are interesting as they can directly be related to classes of regularity for
the counterpart space =.

We now carry on with the projection estimator example.

Known operator

While considering projection estimators, in the case where the operator is known, we
may emphasise that for all m € N* and any 6° € O(a,r), [|05]|% b2,(0°) = |05, =
Z|S‘>m(a(s)2/a(s)2)6°(s)2 < a(m)QHﬁome/a < a(m)?r? which we use in the sequel without
further reference. It follows for all m,n € N that

Rn(ﬁn,m,@(a,r),A) = sup {Rn (Hn,m,HO,A),QO IS @(a,r)}
< (24 %) max (a(m)2, mAo(m)n~t). (1.4)

The upper bound in the last display depends on the dimension parameter m and hence
by choosing an optimal value m} the upper bound will be minimised which we formulate
next. For all n € N we define

R™(a,A) := [a(m)? V mAs(m)n~1] := max (a(m)Q, on(m)n_l),
my(a) :=my(a,A) ;== argmin {R'(a,A),m € N} and
R (a,A) := R™ (@ (q, A) = min {R™(a,A),m € N}. (1.5)

n

*
n

From (1.4) we deduce that Rn(ﬁn’m,@(a,r),A) < (24 rH)R5(a,A) for all n € N.
On the other hand side, for example, Johannes and Schwarz (2013a) have shown that
infz R, (5, O(a,r),A), where the infimum is taken over all possible estimators 0 of 6°, is
up to a constant bounded from below by R*(a, A). Consequently, the rate (R} (a, A))nen,
the dimension parameters (m}(a)),en and the projection estimators (9%%)%1\17 respec-
tively, is a minimax rate, a minimax dimension and minimax optimal (up to a constant).

REMARK 1.3.4 By construction it holds Ry(a,A) > n=t for all n € N. The following
statements can be shown using the same arguments as in Remark 1.5.1 by exploiting that
the sequence a is assumed to be non-increasing, strictly positive with limit zero and a(1) = 1.
Thereby, we conclude that R (a, A) = 0,(1) and nR}(a,A) — oo as well as m}(a) € [1,n]
for allm € N. It follows also that m} (a) = argmin {R""(a,A),m € [1,n]} and R};(a,A) =
min {R}'(a,A),m € [1,n]} for all n € N. We shall stress that in this situation the rate
Ry (a,A) is non-parametric. O
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Let us now briefly illustrate the last definitions by stating the order of m;(a,A) and
Ry (a, A) for typical choices of the sequence a.

NUMERICAL DISCUSSION 1.3.4.
We will illustrate all our results considering the following two configurations for the se-
quence a. Let

(0) a(m)? ~ m~% with p > 1;

(s) a(m)? ~ exp(—m?P) with p > 0.

We consider as in Num. discussion 1.3.1 the situations [0-0], [o-s]| and [s-o].
[0-0] Ru™(a,A) ~ (m%)~% ~ (m%)?**1n~1, and hence,

my(a) ~ nl/(@p+2a+1) 414 R (a,A) ~ 120/ (2p+2a+1)

[o-s] R (a, &) ~ () =2 & (m) =029+ exp((m5)?)n~!, and hence,

m}(a) ~ (logn — M loglogn)"/%) and R%(a, A) = (logn)~7/e.

n

[s-0] R (a, A) = exp(—(m})*") ~ (m7)**'n~", and hence,
my (a) =~ (logn — % loglog n)Y/P) and R%(a, A) ~ (logn)2et1)/p)p -1, O

n

Unknown operator
Consider now the case where the operator is unknown. For all ny € N we define

Riox (0, A) = max{a(s)*[L A A(s)/ma]}- (1.6)

then for all n) € N holds supgocg(qr) R, (0°,A) < r*Ry,. (a, A), since for all 6° € O(a,r)
Z 10°(s)2[1 A A(s)/ny] < meax{a( 5)? min(l,A(s)/n)\)}HHOH%/a. (1.7)
seN

It follows for all m,n,ny € N immediately that
Ry (Onmy i O(a,7), A) < (r* + 8)R(a,A) + 8(Cy + )r°Ry; (a,A).  (1.8)

The upper bound in the last display depends on the dimension parameter m and hence by
choosing an optimal value m} as in (1.5) the upper bound will be minimised, that is

R, (0 O(a,r),A) < (r* + 8)Ri(a, A) + 8(Cy + 1)r*R}, (a,A).  (1.9)

*
n,ny,my’

NUMERICAL DISCUSSION 1.3.5.

Consider as in Num. discussion 1.3.4 the usual behaviours [0-0], [0-s]| and [s-o] for the
sequences (a(m))men and (A(m))men, where we have derived in Num. discussion 1.3.4 the
corresponding minimax rates (R}, (a, A))nen, while for the rate (R, (a,A))n,en we get:

[o-o] Ry, (a,A) = n;(p/\a)/a
[o-s] R, (a,A) = (logny) 7/
[s-o] Ry, (a,A) = ny . O
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1.4. BAYESIAN APPROACH

REMARK 1.3.5 Since the operator T is not known, it is natural to consider a mazximal
risk also over a class for X characterising the behaviour of (A(s) = |\(s)|~2)sen, precisely
Edi={N€ly:d? <es|Ns||2 = es/A(Js]) < d?, Vs € N} N'D. We shall note that for all
m € N and any X € &2, d7? < Ap(m)/egny < d?, d=2 < Ao(m)/em < d?. Setting for all
n,ny €N

R™(a,¢) := [a(m)? V me,n 1], my(a,¢) := argmin {R)"(a,¢), m € N},
R (a,¢) := R (q,¢) = min {R7(a,¢),m € N}  and
Ry (a,¢) ;= max{a(s) min(1,es/ny),s € N}. (1.10)

we have

Ry(a,A) = nr?érl\ll{[a(m) vV mAs(m)n~1} < d? nr?éﬁ{[a(m) Vme,n 1} < dPR™(a,e)

Ry, (a,A) = meal\)f{a(s)Q[l AA(s)/na]} < d*RE(a,e). (1.11)
1t follows for all m,n € N immediately that
Ry (Onny i O(a,7), EF) < (r® + 8d*) R} (a,¢) + 8(Cy + 1)d*r* R}, (a,¢). (1.12)

Johannes and Schwarz (2013a) have shown that infz Ry, pn, (5, O(a,r),&), where the infi-

mum is taken over all possible estimators 0 of 6°, is up to a constant bounded from below
by Ry (a,e) V Ry, (a,¢). Consequently, the rate (Ry(a,¢) V Ry, (a,¢))nen, the dimension

parameters (m7(a))en and the projection estimators (6 nen, respectively, is a min-

n (@)
imazx rate, a minimaz dimension and minimaz optimal (up to a constant). O

1.4 Bayesian approach

In the Bayesian paradigm, one does not assume the existence of a true parameter #° but,
defining a sigma algebra on © denoted B, that this parameter is a random variable 6.
Before observing any data, one might already have some knowledge or expectations about
the said parameter and this knowledge is represented by the so-called prior distribution
on (Z,B), denoted Py. Then, the data we observe, a random variable Y taking values
in (Y,)), depends on the parameter @ in a way which is described by the conditional
distribution Py g which we previously denoted Py in the frequentist framework.

One would then be interested in the so-called posterior distribution which is, if it exists,
the conditional distribution of the parameter 8 given that the data Y is y, that is to say,
any function Pgjy_, : B X Y — [0,1] such that, for any A in Y E[Pgy(B)l{yea}] =
E[lipepyliyeay]. While in the parametric framework where © is a finite dimensional
space, the existence of a satisfying posterior distribution (in a sense to be clarified later)
is immediate, a deeper discussion is required in the non-parametric case. This topic is
clearly treated in Ghosal and van der Vaart (2017) and we hence refer the reader to this
book for more details. In this thesis, we will only consider models where © is a Polish
space, and B is the associated Borel o-algebra which ensures the existence of a satisfying
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CHAPTER 1. BACKGROUND AND REVIEW

posterior distribution in the sense that it is a Markov Kernel, that is to say, for any Y in
Y, B + Pg|y(B) is a probability measure; and for any B in B, the map y — Pgjy—,(B)
is measurable.

Moreover, we will consider cases where the family of distributions (Py|g)sce is dominated
by a common measure IP°. We then define, for any 6 in O, the Radon-Nikodym density of
Py|p with respect to IP°, as any function from Y to [0, oo, denoted dPyy/ dIP°, such that
for any A in ), we have Py y(A) = fA dPy s / dP® dIP°. Hence, a regular version of the

posterior distribution is given by the Bayes formula, that is, for any B in B, Pgy(B) =
Jp(dPy e / dP°)(y) dPe(6)
J(dPy g/ dP°)(y) dPg(0)

1.4.1 TIteration procedure, self informative limit and Bayes carrier

As we have seen, the Bayesian paradigm relies on the notion of prior information. In
some cases, it is reasonable to accept the eventuality that one does not trust the prior
information available. A way to take in consideration such a possibility is the iteration
procedure, studied for example in Bunke and Johannes (2005). It consists in considering
the distribution of 8|Y conditionally on Y. We then obtain, for any B in B the posterior

distribution Pgyy (B) = ffB(( dd]]PP;f / ddI;io))(;y)) ddI;’P;g((oo)) which we may note ]Pg'%,(B) Iterating

this procedure generalises the iterated posterior distribution, given, for any n greater than
APy / dP°)(y) dPY- (0

| J(dPy g/ dP°)(y) ARGV (0)

Then, a question of interest is the asymptotic with respect to the iteration parameter

n. The support of the limiting distribution (that is to say, the smallest closed set with
probability 1), is called self informative Bayes carrier, whereas that posterior mean of this
limiting distribution is called self informative limit.

1.4.2 Typical priors for non-parametric models

In the context we depicted previously, many priors have been considered. We will however
focus on a family of priors named Gaussian sieve priors and an adaptive variant of theirs.
They are a specific case of the Gaussian process prior family, defined hereafter , and for
which an in depth and practical presentation can be found in Rasmussen (2003).

DEFINITION Given a sequence #* in © and a semi-definite positive operator on Z2 Z,

let be f a (Z,B)-valued random variable and Pg its distribution. If Py is such that,
for any integer p and any collection (:L'j)je[[Lp]] in ZP, the collection of random variables
((flzj)=)jeq1,p) is a Gaussian vector with mean (Y cp 0™ (s)[z;](s)es)je1,p), and covari-
ance matrix (X(2j, 1)) (j)e[1,p]; We say that Py is a Gaussian process prior.

We will in particular be interested in the distribution Py, the distribution induced on ©
by Py. For any collection (s;);ecq p) in F?, the vector of random variables (8(s;)) eq1,p] =

((fles;)=)jeq p) follows a normal distribution with mean (6*(s;)) e p), and covariance
matrix (Z(esjﬂeSk)))(j,k)E[[l,p]]Q' O
In this case, the prior distribution is entirely determined by the choice of #* and ¥. We
will in practice only consider cases when IF = IN and hence, we can chose ¥(es, ey) to be
0 as soon as s # §'.
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1.4. BAYESIAN APPROACH

DEFINITION 27 The Gaussian sieve priors are Gaussian process priors for which there exists
m in IM such that for any s in I, Y(es, es) = sep,,} where (I, )men is a sieve. O

Here we will have (IF),)menm = ([—m, m])men or (F)menm = ([0, m])men-

1.4.3 The pragmatic Bayesian approach

Even though the traditional Bayesian approach does not admit the existence of a true
parameter and focuses on the study of the posterior distribution, one could wonder about
the performances of such methods under a frequentist lens. Admitting the existence of a
true parameter 6° and assuming prior knowledge IPg about it and observing some data
Y which distribution is hence given by Py g—_go, we wonder if the posterior distribution

contracts around 6°, as formulated in the following definition.

DEFINITION 28 A posterior distribution is said to be consistent at 0° if, for any real, strictly
positive, constant ¢ we have limy, o E[Pgyn([|6° — 6]|% > ¢)] = 0. O

Notice that for any ¢, the probability Pgy«(]|0° — 0||% > ¢) is a random variable which
depends on the observations Y. In addition, if, for any Y in Y, the measure Pgy is a
Dirac measure, say dp(y) then we recover the definition of the probability for the estimator
0(Y) to exceed the loss ¢, indeed,

E[Pgy~([16° — 0| > )] = E[L (1o —o(v)2,50)] = P16 — 0(Y)|iz = c).

One can then quantify the so called rate of contraction of the posterior distribution.

DEFINITION 29 Given a consistent posterior distribution Pgjyn, a sequence (¥, )nen of
real, strictly positive, numbers, converging to 0 is called a contraction rate for Pg)yn if for
any increasing unbounded sequence (¢ )new, limp o0 E[Pgyyn ([0° — 0]7 = ¢, ¥y)] = 0.
If, in addition, for any increasing unbounded sequence (¢, )nen We also have

limy, o0 B[Pgpyn ([|0° — 6|7 < ¢;,7¥,)] = 0 then, (V,,)nen is called an exact contraction
rate for Pgpyn. O

Hence, considering a family of posterior distributions G, such as the one obtained while
using the sieve priors introduced earlier, we can define the notion of oracle optimal prior
within this family at a certain true parameter 6°.

DEFINITION 30 A posterior distribution Pgjy« belonging to a family G of posterior dis-

tributions is called oracle optimal at a true parameter value 6° if there exists a se-

quence P9 (6°) such that, for any increasing and unbounded sequence (¢,)nen, we have

supQeg limp— o0 E[Qgy (/16 — 0°(1% < ¢, 105 (6°))] = 0 and in addition
1.

limy, 00 E[IPO\Y”(HB - 90||122 < Uy (0°))] = O

As in the frequentist case, one can alternatively consider uniform rates.

DEFINITION 31 Considering a subspace of the parameter space (:j, and a posterior distribu-
tion Pg)y, a sequence (¥},(0))nen is called uniform contraction rate is, for any increasing

poco E[Popy (10 — 6°| < e, W3 (0))] = 1.
It is called an exact uniform contraction rate if in addition, for any increasing unbounded

sequence, limy, o inf,, g E[Pgy~ (|6 — OOHZQQ < ¢, 'Ur ()] = 0. O

unbounded sequence (¢;,), we have lim,,_, inf
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And with this definition at hand, we can define the minimax optimality, in a similar manner
to the frequentist notion.

DEFINITION 32 A sequence (U%(0)),en is called minimax optimal contraction rate if, for
any increasing unbounded sequence (¢ )neN, We have

lim sup inf E[Qpy (|6 - 6°[% < ;" W5 (6))]

n—oo Q9|yn 0°cO

and at the same time there exists a posterior distribution Pg|y» such that for any increasing
unbounded sequence (¢, )new We have

lim inf E[Pgyn ([0 —0°)% < ¢ 5 (0))];

n—oo 6°cO
such a posterior distribution is called minimax optimal. Note that in "suonlYn " the
supremum is taken over any possible posterior distribution contrarily to the definition of
the oracle optimality. O

1.4.4 Existing central results

Consistence and contraction rate of posterior distributions have gathered interest for a
long while one could mention the work of Doob (1949). More recently, results introduced
in Schwartz (1965) and reformulated in Ghosal et al. (2000), seems to be at the origin
of a very fecund theory allowing the systematic study of the posterior contraction rates
based on the complexity of the parameter space in terms of e-packing numbers. Originally
formulated with Kullback-Leibler divergence, these results have been adapted, for example,
to [P distances in Giné and Nickl (2011). It has since been applied to many models,
including inverse problems (Knapik et al. (2011)).

One of the main limitations of this approach is that the contraction rates obtained are gen-
erally penalised by a log-loss compared to the convergence rates of frequentist approaches.
That is why, in this thesis, we will give more attention to the approach suggested in Jo-
hannes et al. (2014) which allowed, in the context of the inverse Gaussian sequence space
model, to obtained exact contraction rate for the posterior distribution obtained with a
Gaussian sieve prior.

1.5 Inverse Gaussian sequence space model

Let = be space of function from [0, 1] to €. We equip the space with internal addition +
such that for any x and y in E, z +y = (t — x(t) + y(¢)), external product - such that for
any ain C, a-z = (t — a-2(t)) and inner product (z|y)r2 = [x(t) - y(t) dt. Hence, =
equipped with the L?-norm generated by (:|-);2 is a Hilbert space, for which the family of
functions (eg)sez such that, for any s in Z, ey : t — exp[—2umst] is an orthonormal basis.
Then, denote IL.? the sub-space of Z of square integrable, real-valued functions defined
on [0,1]. We define on I? the convolution product x such that for any z and y in L2
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we have x xy : t — f[oﬂ]x(t — s — |t — s])y(s) ds. Let also be ©, the space of Z-
indexed, C-valued sequences, equipped with internal addition + such that for any [z] and
[y] in O, [z] + [y] = (s — [z](s) + [y](s)); external product - such that, for any a in C,
a-[r] = (s = a-[2](s)); and inner product ([z]|[y])z = > .ez[?](s)[y](s). Hence, ©
equipped with the [>-norm derived from (-|-)2 is a Hilbert space, for which the family
(8> Lys—g})s+ez is an orthonormal basis.

In this context, we have F, the Fourier transform with respect to (es)sez, that is to say,
F:Z2—0, xw [z](=sr (z|es)r2). Notice that, for any element x of 1%, due to the
fact that it is real valued, we have for any s in Z, that [z](s) = [z](—s), and due to the fact
that it is square integrable, [z] is square summable and we hence denote £? the subspace
of © of square summable sequences [z] such that, for any s in Z, [2](s) = [z](—s). Also, for
any z and y in I.2, we have [z xy] = [z] - [y]. Due to the fact that the Fourier transform is
unitary, we also have, for any ¢ in [0, 1] and z in L? that z(t) = F*([z]) = > cz[z](s)es(t).

Keeping in mind the notations used until here, let f and h be in L2 and g := f x h, hence,
we have T : L2 — 12, 2+ 2 xh and we have three elements of £? given by, §° = F(f),
A = F(h), and ¢ = F(g) = 6° - X\. Remind that for any x in I.?, we have |z 2 = ||[2]|;2
and hence we will study estimation procedures for °, however, the reader should keep in
mind that it is motivated by the estimation of f, which has equivalent performances due
to Plancherel theorem.

1.5.1 Known operator

Let Y be the Gaussian process such that for any ¢ in [0, 1], we have dY (¢t) = dW (t) +
g(t) dt where W is the Brownian motion. Hence, there exist sequences of real-valued
random variables (£1(s))sez and (£2(s))sez such that for any s and s’ in Z, we have
f[O,l] es(t) dY (t) = f[(],l] cos(2mst) dW(t)—Hf[OJ] sin(2mwst) AW (t) + ¢(s) = &1(s) +1€2(s) +
#(s) with &(s) ~ N(0,1/2), &(s) ~ N(0,1/2), and & (s) is independent of &(s), in
addition, Cov(&1(s),&1(8")) = Lqjsr=|sy and Cov(&a(s),&a(s")) = Sign(s - ") yjs=s)3-

Define the iid. stochastic process (Yp)pez such that, for any p in Z, Y, is identically
distributed to Y. We observe the sub-vector Y™ = (Y}),c[i,n] of (Yp)pez and define, for
any s in IN the estimates ¢n(s) = >0, f[o,l] es(t) dY'(t)/n which verifies Re(dy,(s)) ~
N(Re(¢(s)),2/n) and Tm(dn(s)) ~ N(Tm(¢(s)),2/n) and as we assume Assumption
3, we know X\ and for any s in Z |A(s)| > 0 so we can define 6,(s) = ¢n(s)/A(s),
which verifies Re(6,(s)) ~ N(Re(6°),A(s)/n); Tm(0,(s)) ~ N(Im(6°),A(s)/n); and
Cov(Re(0,,(s)),Im(0,,(s))) = 0. Finally, we define, for any m in IN, the projections es-
timator O m = (0n(s)lys)<m})sez. We give, in fig. 1.1 an illustration of a projection
estimator.

Notice that, for any m in IN, E[[|6° — 0,5m||%] = 23 o E[(Re(6°(s)) — Re(Onm(s)))?] +
23w E[(Gm(0°(s)) — Im(6,m(s)))?]. Hence, real and imaginary parts can be treated
separately in an identical manner and considering the positive indexes is sufficient and
we only will give attention to the estimation of the real part of the positively indexed
coefficients of 8° and we give this final formulation for the model.
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True function, observation and projection estimator
Threshold: 25 ; noise level: 1e-04
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Figure 1.1: Projection estimator in the time and frequency space, direct problem case.

DEFINITION 33 Let © be the space of IN*-indexed, R-valued sequences, equipped with the
inner product (-[-);2 : ([z], [y]) = > enwl](8) - [¥](s) and the associated norm || - [;2 : [z] —
> [7](s)?. Let £2 be the subspace of © of square-summable sequences.

Given three elements of © denoted 6°, A, and ¢, such that, ¢ = 6° - \; for any s in IN,
0 < |A(s)| < 1; and #° is an element of £2.

We observe ¢, in © such that, for any s and s’ in IN such that s # s’, we have ¢,(s) ~
N (¢(s),n 1) and Cov(pn(s), pn(s’)) = 0. O

The likelihood for this model is given by

L(¢n,0) cexpln' (Y du(s)0(s)A(s) = D _ A(s)7'0(s)°/2)].

seN selN

Notice that as in Assumption 9, V[(Yp|es) r2] = 1, hence, all the results obtained considering
the convergence rates remain true. Hence let us give the following reminders.

NoOTATION For any m in IN*; s in IN*; and € in O, let be the following quantities:

b7, (6) == [160ll,5°16mlI*;  As) = A" ()%
Ao(m) =m™! Zo<s<m A(s); Ay (m) := maxgep mp{A(s)}.

We then denote in the following way the risk for projection estimators:
R™(6°,A) := [n" mAs(m) v b2, (6°)].
Which gives us the following oracle rates,

m,, € argmin,, p {R (0, \)} = argmin,, {[n_lon(m) V b%(@o)]} :
Ry (6°,A) = R?% (0°,A) = min,eny RV (6°,A).
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true signal and observed signal squared bias, variance and MSE true signal and observed signal squared bias, variance and MSE

Figure 1.2: Influence of the operator Eigen-values sequence decay on the quadratic risk

And we were able to obtain the following maximal rates.

R™(a,A) := [a(m)? V mAo(m)n~1] := max (a(m)2, on(m)n_l),
my(a) :=m)(a,A) := argmin {R]'(a,A),m € N} and
R (a, A) := R™ @ (a, A) = min {R7(a,A),m € N}. (1.13)

O

REMINDER We shall emphasise that RS (0°,A) = n~! for alln € N, and

lim,, 0o R (0°,A) = 0. Observe that for all 5 > 0 there exists ms € IN and ns €
N such that for all n > ns holds b7, (0°) < & and msAo(ms)n™' < &, and whence
Ro(6°,A) < RI™M(6°,A) < 6. Moreover, we have mS € [1,n]. Indeed, by construction
holds 62(6°) <1< (n+1)n"t < (n+ 1)As(n + 1)n~t, and hence R*(0°,A) < R™(6°, A)
for all m € [n+ 1,00 which in turn implies the claim m; € [1,n]. Obviously, it follows
thus R (0°,A) = min {R]*(0°,A),m € [1,n]} for alln € N. We shall use those elemen-
tary findings in the sequel without further reference. The sequence R, (0, \) is then an exact
oracle convergence rate and the projection estimator 0an% s an oracle optimal estimator.
Note that, in case (p), the oracle rate is parametric, that is R2(6°,A) ~ n~!. More
precisely, if 6° = 0 then for each m € IN, EH@n,m—@OHl% = mAo(m)n~!, and hence mS = 1
and R2(0°,A) = 2A.(1)n~t ~ n=t. Otherwise if there is K € N with bx_1(0°) > 0 and
br (0°) = 0, then setting ngo := b%iA(’l((é?), for all n > ngo holds 5%71(90) > KAo(K)n™t,
and hence m = K and RS (0°,A) = KAo(K)n=t ~n~1. On the other hand side, in case
(np) the oracle rate is non-parametric, more precisely, it holds lim, .o nRS (0°, A) = oco.
Indeed, since [172”%(90) < Ro(6°,A) = Ro(0°,A) € 0,(1) follows m;, — oo and hence

me Ao(ms) — 0o which implies the claim because nRS(0°,A) = mS Ao(my).

When considering the mazimal rate, by construction it holds RY(a, A) > n="! for alln € IN.
The following statements can be shown using the same arguments as in Remark 1.5.1 by ex-
ploiting that the sequence a is assumed to be non-increasing, strictly positive with limit zero
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Bias, variance and EQM depending on m
Oracle threshold: 23 ; noise level: 1e-04

True function, observation and oracle optimal projection estimator
Noise level: 1e-04 ; optimal threshold: 23

Time domain Frequence domain

(10°- 7).

Figure 1.3: Ilustration of the oracle value for m and associated projection estimator.

and a(1) = 1. Thereby, we conclude that R} (a,A) = 0,(1) and nR}(a,A) — oo as well as
my(a) € [1,n] for alln € N. It follows also that m}(a) = argmin {R}'(a,A), m € [1,n]}
and R}(a,A) = min{R"(a,A),m € [1,n]} for all n € N. We shall stress that in this
situation the rate Ry (a,A) is non-parametric. O

We give in fig. 1.3 an illustration of the oracle estimator in a Gaussian sequence space
model, in the direct problem case that is to say A(s) =1 for all s in IN.

1.5.2 Unknown operator

In the case of an unknown operator, that is, h, and hence, A unknown, we supposed that,
in addition to Y we define another Gaussian process €. Let ¢ be the Gaussian process such
that for any ¢ in [0, 1], we have de(t) = dW () + h(t) dt where W is the Brownian motion.
Hence, there exist sequences of real-valued random variables (£3(s))sez and (€4(s))sez
such that for any s and s’ in Z, we have f[071} es(t) de(t) = f[o,l} cos(2mst) AW (t) +
Zf[o,l] sin(2mst) AW (t) + A(s) = &(s) + 1€a(s) + ¢(s) with &3(s) ~ N(0,1/2), &a(s) ~
N(0,1/2), and &3(s) is independent of £4(s), in addition, Cov(&3(s),&3(s")) = Lygje|=(s}
and Cov(&4(s),&a(s")) = Sign(s - s')1qjg¢|=|s)}. Define the iid. stochastic process (¢p)pez
such that, for any p in Z, ¢, is identically distributed to e. We observe the sub-vector
€™ = (ep)peiny] Of (ep)pez and define, for any s in IN the estimates

Any(8) = 2202 f[o,l] es(t) de(t)ny ' which verifies Re(\n, (s)) ~ N (Re(A(s)),2n, ") and
TJm(Any (5)) ~ N(Tm(A(s)),2n,") so we define O, (s) = dn(s)A] (s), with A} (s) =
Ag/\l(s)]lﬂ/\nﬂ??n;l}'

We may carry the same observations about the convergence rate and hence we give the
following final definition for the model in the case of unknown operator.

DEFINITION 34 Let © be the space of IN-indexed, R-valued sequences, equipped with the
inner product (-[-);2 : ([z], [y]) = > .enl](s) - [¥](s) and the associated norm || - [;2 : [z] —
> [7](s)?. Let £2 be the subspace of © of square-summable sequences.

Given three elements of © denoted 6°, A, and ¢, such that, ¢ = 6° - \; for any s in IN,
0 < |A(s)] < 1; and 6° is an element of £2.

We observe the ©-valued random variable ¢, such that, for any s and s’ in IN such that
s # s', we have ¢, (s) ~ N(¢(s),n~1) and Cov(¢,(s), #n(s")) = 0. On the other hand, we
also observe the ©-valued random variable )\, such that, for any s and s’ in IN such that
s # §', we have Ay, (s) ~ N (A(s),ny ") and Cov(An, (5), An,y (s')) = 0. O
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As a direct consequence we have for any s in IN*, as in Assumption 9, A(s) — Ap,(s) ~
N(0,n;") and hence, n2 E|A(s) — A, (s)[* = 3 and ny E[|As, (s) — A(s)|?] = 1. Hence,
Assumption 9 holds true and the analysis of the optimal rates carried out previously still
holds true. We hence remind the following results we obtained.

NOTATION In addition to the case of a known operator, we defined the following rate, for
all ny in N

6°,A) :=> " 18(s)[*(1 Any A(s))

selr
Ry (0, A) = max{a(s)?[L A A(s) /ma 671 .

seN

REMINDER We have
Ronir Oy mmz) < (14 165]72) R (07, A) + 2R}, (6%, A).

We note that [|65]]7, = 0 implies R, (6°,A) = 0, while for 165117 > 0 holds R, (6°,A) >
Zs A(s)>ny ‘6 ( )’2 + n)_\l Zs:A(s)énA ‘90(8)’2 = n)_\l ZSE]N ‘60(3)’2 - H%Hﬁn;l, thereby

whenever §° # 0 any additional term of order n™' + n;l 15 negligible with respect to
the rate RS (6°,A) + RLA (6°,A), since RS(0°,A) > n~t, which we will use below without

further reference. We shall emphasise that in case n = ny it holds

RE@O°, ) = D 10°()PLAnT A+ D [0°(s)P[L AnT A(s)]

0<s<my, s>mS

< ClI63lFn ™ mp Ao (m5) + ClI65 1 big (67) < 16511 R (6°,A)  (1.14)

which in turn implies Ry, n, (6 < 4||95||%2R%(90,A), In other words, the estimation

of the unknown operator T is negligible whenever n < ny.

n,n)\,m%)

Considering then the behaviour of the oracle rate, we have the following results. We note
that in case (p) ’RLX(GO,A) < HG&H%QAJF(K)nxl and hence

Ruis Oy iz 07 &) < LV 0GR Ao (K )n ™" + Ay (K)ny '} (1.15)
for all ny € IN and n > ngo with ngo as in Remark 1.3.1. In other words the rate is
parametric in both the e-sample size ny and the Y -sample size n. Thereby, the additional
estimation of A is negligible whenever ny = n. In the opposite case (np), it is obviously
of interest to characterise the minimal size ny of the additional sample from € needed to
attain the same rate as in case of a known operator. We carried this discussion in Num.
discussion 1.5.2.

On the other hand, if one is interested in the mazximal risk, we have the following results.

For all ny € IN holds supgecg(a,r) R (0°, A) < Ry (a,A), since for all 6° € ©(a,r)

6°,0) = > 16°(s)PIL A A(s)/ma] < < max{a(s)* min(L, A(s)/na) HIO°|T e (1.16)

s€IN*
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It follows for all m,n,ny € IN immediately that
Rony (en,nk,ﬁ’ O(a,r), A) < (7“2 + &R (a,A) + 167“27%%(11, A). (1.17)

The upper bound in the last display depends on the dimension parameter m and hence by
choosing an optimal value m}, as in (1.5) the upper bound will be minimised, that is

Ry (0 O(a,r),A) < (r* + 8)R}(a,A) + 16r*R}, (a,A). (1.18)

TN MG,
Since the operator T is not known, it is natural to consider a maximal risk also over a
class for X characterising the behaviour of (A(s) = |A(s)|7%)sen, precisely & := {\ € Iy :
d=2 < es|A(8)|? = esA(s)™! < d?, Vs € N*}. We shall note that for all m € N and any
Ae & d2 < Ap(m) /ey < d?, d72 < Ao(m) /e < d?. Setting for all n,ny € N

R™(a,¢) := [a(m)? V me,n 1], my(a,¢) ;= argmin {R](a,¢), m € IN},
R:(a,¢) := R (q,¢) = min {R7(a,e),m € N}  and
Ry (a,¢) ;= max{a(s) min(1,e5/ny),s € N}. (1.19)

we have

Ry(a,A) = glei%{[a(m) vV mAo(m)n~1} < d? gé%{[a(m) Vmen T} < PR (a,e)

Ry (a,A) = me%{a(Sﬂl AA(s)/m} < d*Ri(aye). (1.20)
It follows for all m,n € N immediately that
Ry (Onny s O, 7), E1) < (r? + 8d*) R (a,¢) + 8(Cy + 1)d*r* R}, (a,¢). (1.21)

Johannes and Schwarz (2013a) have shown that inf Ry n, (é\, @(a,‘r),&d), where the infi-

mum s taken over all possible estimators ) of 0°, is up to a constant bounded from below
by Ry (a,e) V Ry (a,e). Consequently, the rate (R} (a,e) V Ry, (a,¢))nen, the dimension

parameters (my(a)),en and the projection estimators (0 neN, respectively, is a min-

(@)
imazx rate, a minimax dimension and minimaz optimal (up to a constant). O

1.6 Circular density deconvolution

Let X and € be circular random variables (that is to say, taking values in the unit circle),
and we describe their position by a measure of angle taking values in [0, 1[; we denote Px
and P, the respective distributions of these measures of angle. Assume that Px and PP,
admit respective densities f and h with respect to the Lebesgue measure on [0, 1], denoted
p and we denote B the Borel o-algebra on [0, 1].

DEFINITION 35 MODULAR ADDITION
From now on we denote by [0 the modular addition on [0,1][. That is to say, for any =
and y in [0,1[, 20y =2 +y — |z +y]. O
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1.6. CIRCULAR DENSITY DECONVOLUTION

We want to estimate f while observing replications of the random variable Y = X[e
which distribution we denote Py. One would notice that Py is given, for any A in B, by
Py (A) = (Px xP.)(A) = f[o,l[f[ﬂ,l[]lA(IDS) dPx (z) dP.(s). Moreover, Py also admits
a density with respect to the Lebesgue measure, denoted g and for any y in [0, 1], it is
given by g(y) = (f = h)( fo s))h(s) du(s). Indeed, for any p-measurable and
p-almost surely bounded functlon t, we have

E[H(Y)] =B [¢(X0e)] // HaDls) dPx(z) dP.(s)
/ [ 1) @09 apao) = [ 1) [ aPals) apxO(-s)

= [ 1) [ rD-s)nts) an(s) an).
0 0

Keeping in mind the notations introduced previously, we have = is the space of square
integrable complex valued functions defined on [0, 1], and T is the operator which associated
to any such function ¢ the function given by ¢t x h. We equip = with the usual internal
addition; outer product; and scalar product. That is to say, for any two functions z and
y from [0,1] to C, we have z +y : t — z(t) + y(t); with any a in C, a -z : t — a - z(t);
and finally (z|y)r2 = f[O,l} x(t)y(t) dt, keeping in mind that for any complex number z, we
denote by Z its conjugated complex number. We hence will use the complex trigonometric
orthonormal basis and the associated Fourier transform.

NOTATION 5 Let be the orthonormal complex trigonometric basis of =, for any s in Z we
have:
es :[0,1] = C, t— exp|—2wrsx].

Denoting M([0, 1]) the space of measures on [0, 1], we define F, the Fourier transform
operator on this set:

1
F:M(0,1]) = C(Z), v [u]:=Fp) = <s — /0 es(t) dl/(t)> .

In particular, if IP is a probability measure and Z is a random variable with distribution
P, we have for any s in Z, that [P](s) = E[es(Z)].
We use the same notation for the Fourier transform on =:

F:2—=C% 2w z]:=Flx)= (s — /01 es(t)x(t) dt) .

In particular, if z is a density associated with a probability distribution IP, their Fourier
transforms coincide. O

As a consequence, © will be the space of Z-indexed, C-valued, square summable sequences.

It is equipped with the usual operation, for any [z] in ©, we have [z] : s — [z](s); with [y]
in ©, we have [z]+[y] : s — [z](s)+[y](s), as well as, [z]-[y] : s — [z](s)-[y](s); in addition,
with a in C, a- [z] : s = a - [z](s); and finally we have ([z]|[y]);z = 3 sz [2](s)[V](5).
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REMARK 1.6.1 It is convenient to note that for any t1 and ty in [0, 1] and s in Z, we have
es(t10t2) = es(t1)es(t2), due to the periodicity of the complex exponential function. Hence,
for two functions x and y of 2, we hace F(x *y) = F(z) - F(y).

Let us recall the following notations.
NOTATION 6 We denote 6° := F(f); X := F(h); ¢ :== F(g) =6°- A

Notice that, due to the fact that f, g and h are densities associated with some probability
distributions, we know that they belong to a specific subspace of Z, more precisely, the
subspace of positive-valued functions with integral 1. It is interesting to wonder what is
the image set of this subset of = with respect to F. Let’s introduce the subspace of C% of
so-called positive (semi-)definitive sequences.

DEFINITION 36 A C-valued sequence [z] indexed by Z is positive (semi-)definite iff, for
any natural integer ¢ and vector {s1,...,s,} with entries in Z, the Toeplitz matrix A =
(@i j)(ij)e[1,q)? With a;; defined by [z](s; — s;) is positive (semi-)definite.

In particular, this requires that [z](s) = [x](—s), [2](0) > 0, and for all s, [z](s) < [z](0).
O

Then, by denoting S*(Z) the set of all positive definite, complex valued, sequences [z]
indexed by Z with [z](0) = 1, we formulate Herglotz’s representation theorem, which is a
special case of Bochner’s theorem.

THEOREM 1.6.1.
A function [z] from Z to C with [x](0) = 1 is semi-definite positive iff there exist u in
M([0,1]) such that for all s in Z, we have [z](s) = [u](s). O

However, notice that a semi-definite positive sequence needs not to be square summable,
and hence the associated measure does not always admit a density (and in particular not a
square summable one) with respect to the Lebesgue measure. Nonetheless, by Plancherel
theorem, any sequence [x] is square summable if and only if its inverse Fourier transform
also is.

To sum up, given a probability measure IP on [0, 1] admitting a square integrable density
p with respect to the Lebesgue measure; their Fourier transforms [IP] and [p] have the

following properties:

[p] =[P Z I[p](s)]* < oo p is square summable;
SEZ

[p](s) =[p](—s) pisreal valued; [p](0) =1 p integrates to 1;

and [p] positive semi-definitive implies the positivity of p.

We now consider the implications of Assumption 3, Assumption 4 in this model.

Under Assumption 3, we assume that P, and hence h and A, are known. The Z-indexed,
[0, 1]-valued stochastic process Y = (Y}, )pez is strictly stationary with Yy ~ Py and hence,
for any s in Z, we have Eles(Yo)] = ¢(s) = 0°(s)A(s). As we observe Y™ = (Y),e[1,n], We
define, for any s in Z, ¢,(s) = > 1, es(Yp)/n and 6,,(s) = én(s)/A(s).

p=
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1.6. CIRCULAR DENSITY DECONVOLUTION

Under Assumption 4, P, is not known, and hence neither are A and A. We hence consider
two Z-indexed, [0, 1]-valued stochastic processes Y = (Y} )pcz and € = (gp)pez which are
strictly stationary with Yy ~ Py and g ~ PP, and hence, for any s in Z, we have E[es(Yy)] =
¢(s) = 0°(s)A(s) and Eles(eo)] = A(s). We observe the sub-vectors Y™ = (Y),c[1,,) and
€™ = (gp)pe[i,ny] and we define ¢p(s) = n~? > g1 s(Yn), Any(s) = ny’t > o2y es(ep),
)\j{)\ (S) = ]l{\)\nA(S)|2>(n>\)_1})‘n>\ (S)_l and 0n7n>\ (8) = qbn(s))\m (S)+.

We now separate the study of the convergence rates of projection estimators and of minimax
rates depending on the assumptions. In this perspective it is useful to remind the following
notations.

NOTATION 7 For any s in Z we define, A(s) = |\(s)|72, we obviously have A(s) = A(—s)
and A(0) = 1. In addition, for any m in IN, we defined A} (m) = maxs<,, {A(s)}, Ao(m) =
m1 Y 0 sem Als), and b2 (6°) = 2 lsl<m |6°2.

Before moving on to the concrete study of the convergence rates for this model, let us
illustrate in 1.4 the impact of the noise density on the observation density. We see that
a faster decay of the Fourier coefficients (top left of each panel) translate to a smoother
density for the noise (top right panel) and how it influences the observation density (bottom
right panel), while the density of interest (bottom left panel) remains unchanged. It is
obvious that the convolution operator as a neutral element (the Dirac distribution dy),
which corresponds to the direct problem case, and an absorbing element (the uniform
distribution) where the problem cannot be solved.

The practical implications of this phenomenon can be seen when comparing fig. 1.5 and
fig. 1.6. In fig. 1.5 we can compare the projection estimator with threshold values 1, 8,
16, and 24 to the true parameter while observing a sample from the direct problem (the
noise density is the Dirac distribution). We can see there that while the estimate with
threshold parameter 8 is the closest to the truth, the degradation with values 16 and 24
does not seem too bad. In fig. 1.6, the same objects are represented, however, the sample,
which as the same size as in fig. 1.5, is from the inverse problem where the noise density is
super-smooth. We see that, the estimation with threshold 8 is not as good as in the direct
case but also the degradation when the parameter value is larger is way worth.

1.6.1 Known noise density, independent observations process

We place ourselves under Assumption 3 and Assumption 5. We hence observe an iid.
n-sample Yi1,...,Y, from g = f x h. Given an estimator 0 of 6° ¢ lo based on the
observations we measure its accuracy by a quadratic risk, that is, EH§ — 6°||%. Keep in
mind that throughout the thesis we assume that |A(s)| > 0 holds for all s € Z. Considering
A = (A(s))sen with A(s) := |A(s)|72 for s € N, we set Ay(m) = max {A(s),s € [1,m]}
and Ao(m) = L 37 A(s).

Notice that due to IE[HGn—HOHle]—i—n*l H%Hi =n1 > mcs<m M(8)+ H%Hl%(l—l-nfl) b2, (6°)
together with, for any s in Z, A(s) = A(—s), |¢(0)] =1 and |¢(s)| < 1 for s # 0 we indeed
have

B0, — 6°)13] + n 65112 < 20 mAa(s) + 63131 +n ) B2,(6°).
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Figure 1.4: Influence of the noise density smoothness on the observation density
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SRV
Y

Figure 1.5: Influence of the threshold parameter choice on the estimation in the direct
problem case
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SRV

Figure 1.6: Influence of the threshold parameter choice on the estimation in the severely
ill-posed problem case
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1.6. CIRCULAR DENSITY DECONVOLUTION

Finally, since (A\(s))sez is a I2 sequence having only non-zero components bounded by one,
ie, 0 < |A(s)] <1, for all s € Z, it follows lim,, oo A4 (m) = oo and for any diverging
sequence (mp)nen of positive integers, i.e., lim, oo my, = 00 < VK > 0 : dn, € N :
Vn = ne : my, > K, holds lim, o mpAo(my) = co. Notice that, as in Assumption 9, we
have Vies(Y)] = E |es(Y)]? — | E[es(Y)]|> = 1 — |¢(s)|? which is bounded from above by
1. The analysis we carried out previously hence is still valid and we remind the following
definitions.

1.6.1.1 Quadratic risk bounds

The bound we derived in notation 3 depends on the dimension parameter m and hence by
selecting an optimal value they will be minimised, which we formulate next. For a sequence
(an)nen of real numbers with minimal value in a set A C N we set argmin {a,,n € A} :=
min{m € A: ay, < an, Vn € A}. For all n € N we define

RIMO°,A) = [62,(0°) V mAo(m)n '] := max ( b2,(6°), mAs(m)n~ 1),
my, =my(0°,A) == argmin {R]"(0°,A),m € N} and
RE(6°,A) := R™(6°, A) = min {R™(6°,A), m € N}.

Consequently, the rate (R2(6°, A))nen, the dimension parameters (ms),en and the projec-

tion estimators (6 neN, respectively, is an oracle rate, an oracle dimension and oracle

n,mifl)
optimal (up to a constant).

REMARK 1.6.2 We shall emphasise that R2(60°,A) = n~! for alln € N, and

lim,, 00 Ry (0°,A) = 0. Observe that for all 6 > 0 there exists ms € N and ns €
N such that for all n > ns holds b2,,(0°) < 0 and msAs(ms)n™' < 6, and whence
Ro(0°,A) < R4 (0°,A) < 6. Moreover, we have mg, € [1,n]. Indeed, by construction
holds 62(6°) <1< (n+1)n"t < (n+ 1)As(n + 1)n~t, and hence R*(0°,A) < R™(6°, A)
for all m € [n+ 1,00 which in turn implies the claim m; € [1,n]. Obviously, it follows
thus RS(6°,A) = min {R(6°,A), m € [1,n]} for alln € N. We shall use those elementary
findings in the sequel without further reference. The sequence RS(6,\) is then an eract
oracle convergence rate and the projection estimator Gmmf% s an oracle optimal estimator.

O

REMARK 1.6.3 In case (p), the oracle rate is parametric, that is RS(0°,A) ~ n~'. More
precisely, if 0° = 0 then for each m € N, ]E||0n,m—l9°|\l22 = 2mAo(m)n~1t, and hence m2 =1
and R2(0°,A) = 2A.(1)n~t ~ n=L. Otherwise if there is K € N with bx_1(0°) > 0 and
br (0°) = 0, then setting ngo := ;%((AZ((Z?), for all n > ngo holds 5%71(00) > KAo(K)n™t,
and hence mS = K and RS (0°,A) = KAo(K)n=t ~n~1. On the other hand side, in case
(np) the oracle rate is non-parametric, more precisely, it holds lim, o nRS (0°, A) = oco.
Indeed, since b?,L%(HO) < Ro(6°,A) = R2(0°,A) € 0,(1) follows m;, — oo and hence
my Ao (my;,) — 0o which implies the claim because nR; (60°,A) = m; Ao(m3).
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1.6.1.2 Maximal risk bounds

We may emphasise that for all m € N* and any 6° € O(a,r), ||9§||l22 b2,(6°) = |165,1% =
Z|S|>m(a(s)2/a(s)2)9°(3)2 < a(m)2||9°m\|%/a < a(m)?r? which we use in the sequel without
further reference. It follows for all m,n € N that

Ry (On,m, ©(a,7), A) = sup {Ry, (0nm, 6°,A),0° € O(a,7) }
< (24 r*) max (a(m)?, mAo(m)n~1). (1.22)

The upper bound in the last display depends on the dimension parameter m and hence
by choosing an optimal value m; the upper bound will be minimised which we formulate
next. For all n € N we define

R (a, A) := [a(m)? V mAos(m)n~'] := max (a(m)?, mAo(m)n™ 1),
my(a) :=my(a,A) := argmin {R"(a,A),m € N} and
RE(a,A) := R (a, A) = min {R™(a, A),m € N}. (1.23)

From (1.4) we deduce that Rn(ﬂmm,@(a, r),A) < (2+ r)R}(a,A) for all n € N.
On the other hand side, for example, Johannes and Schwarz (2013a) have shown that
infz Ry, (5, O(a, r),A), where the infimum is taken over all possible estimators 0 of 0°, is
up to a constant bounded from below by R (a, A). Consequently, the rate (R} (a, A))nen,
the dimension parameters (m}(a)),en and the projection estimators (Omm)n@\;, respec-
tively, is a minimax rate, a minimax dimension and minimax optimal (up to a constant).

REMARK 1.6.4 By construction it holds R5(a,A) > n~' for all m € N. The following
statements can be shown using the same arguments as in Remark 1.3.1 by exploiting that
the sequence a is assumed to be non-increasing, strictly positive with limit zero and a(1) = 1.
Thereby, we conclude that R} (a,A) = 0,(1) and nR}(a,A) — oo as well as m}(a) € [1,n]
for allm € N. It follows also that m} (a) = argmin {R"(a,A),m € [1,n]} and R}(a,A) =
min {R"(a,A),m € [1,n]} for all n € N. We shall stress that in this situation the rate

Ry (a,A) is non-parametric. O

1.6.2 Unknown noise density, independent observations process

We place ourselves under Assumption 4 and Assumption 5. We hence observe independent
iid. n-sample Y7,...,Y, from g and iid. my-sample €1,...,e,, from h. Note that we
define the projection estimators in the following way 6, p, m = ]l{|s|<m})\;&(s)q5n(s) with

A (8) 1= Any (8) ML, (9)221/ma) -
Note that the following result is given in Theorem 2.10 of Petrov (1995).

LEMMA 1.6.1.
There is a finite numerical constant Cy > 0 such that for all s € Z hold

n3 BIA(s) — A, (8)|* < Cy. (1.24)
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1.6. CIRCULAR DENSITY DECONVOLUTION

Hence, Assumption 9 is also valid in this model and so is the analysis we carried out later.
We hence remind here the following definitions.

1.6.2.1 Quadratic risk bounds

Let us remind that we have

Ry (0 < (VaC + (|05 12)R5,(6°, A) + 2CRY, (6°, A)

mg)
nnx,My

We note that H98H?2 = 0 implies R}, (6°,A) = 0, while for [|63]|% > 0 holds R, (6°,A) >

S sns)mn [0°()F 13 Y neyeny 08P = 03t S ien 16°(s)]> = C|16g][7ny ", thereby
whenever §° # 0 any additional term of order n~! + n;l is negligible with respect to

the rate R2(6°, A) + Rb, (6°, A), since RS (6°,A) > n~!, which we will use below without
further reference. We shall emphasise that in case n = n) it holds

RE@G%A) = Y 0°(PLAnT A+ D 10°(s)P[LAnT A(s)]

SE]F,m% SEF:H%

< Cl165115n " mp Ao (ms,) + Cll65 117 670 (6°) < 1651172 R=(6°,A)  (1.25)

which in turn implies R, ,, (0 (VaC + (14 2C)[10511%)R5(6°, A). In other words,

the estimation of the unknown operator T is negligible whenever n < nj.

n,ny,ms )

REMARK 1.6.5 We note that in case (p) RLA(QO,A) < H9§\|l22A+(K)n;1 and hence

R O iz 07 A) < LIV OGII{E Ao (K )™ + Ay (K)ny '} (1.26)

for all ny € N and n = ngo with ngo as in Remark 1.5.1. In other words the rate is
parametric in both the e-sample size ny and the Y -sample size n. Thereby, the additional
estimation of the error density is negligible whenever ny = n. In the opposite case (np), it
s obviously of interest to characterise the minimal size ny of the additional sample from
€ needed to attain the same rate as in case of a known error density. Thus, in the next

illustration we let the e-sample size depend on the Y -sample size n as well. O

1.6.2.2 Maximal risk bounds

In the minimax case, for all n) € N we define
R, (0, A) 2= max{a(s)*[1 A AGs) fma} 10712 (1.27)
then for all n) € N holds supgecg(q,) R, (0°,4) < 7“272fZA (a, A), since for all §° € ©(a,r)

6°,0) =D 16°(s)P[LAA(s)/ni] < max{a(s)” min(1, A(s)/na) 6T/ (1.28)

seN

It follows for all m,n,ny € N immediately that
Ry (Onnyim, Oa,7), A) < (1 + 8)R7(a, A) + 8(Cy + 1)r* Ry, (a, A). (1.29)
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The upper bound in the last display depends on the dimension parameter m and hence by
choosing an optimal value m} as in (1.5) the upper bound will be minimised, that is

Ry (0 O(a,r),A) < (r* + 8)Rj(a,A) +8(C, + )r* Ry, (a, A). (1.30)

*
M, My

REMARK 1.6.6 Since the operator T is not known, it is natural to consider a maximal
risk also over a class for A characterising the behaviour of (A(s) = |\(s)|72)sen, precisely
Eli={N€ly:d7? < e|A|s||? = es/A(|s]) < d?, Vs € N} ND. We shall note that for all
m € N and any X € £, d7? < Ay (m) /ey < d?, d72 < Ao(m) /ey, < d2. Setting for all
n,ny €N

R™(a,¢) := [a(m)? V me,n ], my(a,¢) ;= argmin {R]"(a,¢), m € N},
R:(a,¢) := R (g, ¢) = min {R™(a,¢),m € N}  and
Ry (a,¢) ;= max{a(s) min(1,e5/ny),s € N}. (1.31)

we have

Ry(a,A) = Tréleul\l] [a(m) V mAs(m)n~ 1]} < d? gei%{[a(m) Vmean Tt} < PR (a,e)

Rzk (a,A) = mag}c{a(s)Q[l ANA(s)/ny]} < dQR;(a, ¢). (1.32)
sE
It follows for all m,n € N immediately that
Ry Onnym, O(a,7), E8) < (r? + 8d*) R (a, ¢) + 8(Cy + 1)d*r* Ry (a,e).  (1.33)

Johannes and Schwarz (2013a) have shown that infz Ry, pn, ([9\, O(a,r), &), where the infi-

mum 1s taken over all possible estimators ) of 8°, is up to a constant bounded from below
by Ry (a,e) V Ry (a,e). Consequently, the rate (R (a,e) V Ry, (a,¢))nen, the dimension

parameters (m7(a)),en and the projection estimators (0 neN, respectively, is a min-

n i (@)
imazx rate, a minimax dimension and minimaz optimal (up to a constant). O
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N Chapter 2 N

Bayesian interpretation of model selection

In this chapter, we consider the family of Bayesian methods described as "Gaussian sieve
priors" in section 1.4.2 as well as an adaptive variant of these priors, the hierarchical
sieve priors where the threshold parameter is a random variable with a specified prior
distribution. We study their behaviour under two asymptotic, respectively described in
section 1.4.3 and section 1.4.1.

In section 2.1 we consider the self informative Bayes carrier of Gaussian sieve priors under
continuity assumptions for the likelihood and show that its support is contained in the
maximum likelihood set. Then, in section 2.2 we show that the distribution of the hyper-
parameter in the hierarchical prior contracts around the set of maximisers of a penalised
contrast criterion. This section highlights a new link between Bayesian adaptive estimation
and the frequentist penalised contrast model selection.

In section 2.3, while considering the noise asymptotic, we line out two strategies of proof
which allow to obtain contraction rates. The first relies on posterior moment bounding, it
is easy to apply and we give examples where the obtained bounds are optimal, however,
it requires analytical expressions for the posterior moments, which are not often available
for the sophisticated priors used in non-parametric Bayes methods; the second is specific
to the hierarchical sieve prior and is similar to the one used in Johannes et al. (2014),
we generalise it to the self informative Bayes carrier where the posterior distribution is
supported by a null-measure set. In section 2.4 we apply this strategies to the specific
inverse Gaussian sequence space model. Doing so, we obtain exact contraction rate for
the (iterated) Gaussian sieve prior using the first scheme of proof; and the iterated hierar-
chical prior using the second. This yields optimality for sieve priors with properly chosen
threshold parameter; as well as for penalised contrast model selection; and for any iterated
version of the hierarchical prior we consider.

Finally, we conclude this chapter in section 2.5 with a note about the shape of the posterior
mean of the hierarchical prior, motivating the shape of the frequentist estimators we use
in chapter 3.

2.1 [Iterated Gaussian sieve prior

We consider in this part a statistical model with a functional parameter space as described
in section 1.2. We adopt a sieve prior as described in section 1.4.2 and first give interest
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CHAPTER 2. BAYESIAN INTERPRETATION OF MODEL SELECTION

to the iteration asymptotic presented in section 1.4.1.

We assume the existence of a function [ : (0, B) x (0", B¥™)arrow R such that the likeli-
hood with respect to some reference measures IP° is given by: L(0,y") « exp[—1(0,y™)].
Then, the family of Gaussian sieve priors is indexed by a threshold parameter m in IM(= IN
for our examples), and we denote by Pg__ the element of this family with index m; moreover,
we denote 07 a random variable following this distribution. There exists a reference
measure Q° such that the Gaussian sieve prior with threshold parameter m admits a
density of the shape dPg,, /dQ°(0) o< exp[—(1/2) - 51<m 10(s)|?] - [1j5)5m 90(0(s)).
Denote by O the set {# € © : Vs € I, 6(s) = 0}. Bayes’ theorem gives the following
shape for the iterated posterior distribution:

(dPg_ya/ dQ7)(0,Y™) oc exp[—((1/2) ZM@ 16(s)[* +n1(0,y™)] - TT, . d0(6(s))

— H|s|>m 50(0(8))
Jo,, exp[=(1/2) 32 5 < (I(3)[> — 10(s)[?)] exp[—n(L(k, y™) — U6, y™))] dQ° (1)

[s|>m

We then place ourselves under the assumption of a continuous likelihood to obtain the self
informative Bayes carrier.

AsSSUMPTION 10 Assume that for any m in IM and y in E", Omarrow Ry, 0 — 1(0,y™) is
continuous. O

The use of a threshold parameter brings us back to the study of a parametric model and
we obtain the following result.

THEOREM 2.1.1.
Assuming that M = IN and Assumption 10, the support of the Bayesian carrier is contained
in the set of minimisers of 6 — 1(0,y™) under the constraint 6 € O. O

PROOF OF THEOREM 2.1.1.
Let’s remind that the definition of continuity gives us:

VO € O, Ve € R ,30 € RY : Y € O, || — 0| < darrow|l(p,y™) —1(8,y™)| <e.

Then, for any B in B such that infoepi(f,y) > inf,co,, (1, y), there exist § in R}
and a ball £ of O, of radius § such that, sup,cel(p,y") < infgpepl(f,y") and hence

Supueg l(lu’a yn) - inf@EB l(ev yn) <0.
Hence, we can write

~exp[—n(l(p,y™) — 1(8,y™)] dQ°()~") dQ°()
< (exp[—n(sup,ee 11, y™) — infuep U, y™)]) "

., )= Y 16)7)
([l 3 )] a@(0) ) a6 —o.

P e B) = [ (L1, 00060 ([ expl=/2) 30 (n(s)* = 6(s))
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2.2. ADAPTIVITY USING A HIERARCHICAL PRIOR

We have hence showed that under the iteration asymptotic, the posterior distribution
contracts itself on maximisers of the likelihood, constrained by 6(s) = 0 for any |s| > m.
We will see that, while considering the noise asymptotic, the choice of the threshold is
determinant for the quality of the estimation. The choice of the threshold for the projection
estimators and for sieve priors should be led in a similar fashion, that is, balancing the
bias (information lost for values of s greater than m) and the variance (noise incorporated
in the estimation for values of s which are smaller than m). As stated previously, the
ideal choice of this parameter is however dependent on the parameter of interest and hence
not available. It is hence important to inquire adaptive methods for the selection of this
parameter. Some methods for the frequentist estimation were outlined in the introduction
such as the penalised contrast model selection. In the next section, we introduce the
hierarchical sieve prior which consists in modelling the threshold parameter as a random
variable. We will show that by selecting the prior distribution for this hyper-parameter
properly, the iteration asymptotic gives a Bayesian interpretation to the penalised contrast
model selection.

2.2 Adaptivity using a hierarchical prior

We denote Py a so called hierarchical prior distribution, described hereafter, and 67 a
random variable following this prior. Define G, a finite element of IM (depending on n),
acting as an upper bound for M and pen : [1,G] — R4 a so-called penalty function. The
threshold parameter noted m for the sieve prior described in the previous section is now a
[1, G]-valued random variable denoted M. We note IPj; the distribution of this parameter.
The density of Py with respect to the counting measure is given, for any m in [1, G|, by
Pps(m) o< explpen(m)|1i,<ay-

The dependance structure between the different quantities of the model is then the follow-
ing:

Poiv=m = Por;  Pynjgy = Pynjg.

The following proposition, giving an expression for the iterated posterior distribution of
the threshold parameter, is obtained by direct calculus.

PropPosITION 2.2.1.
For any m in M, we use the convention IPgﬁD,n = Py, define for any n in IN*, Y™ in 2",
and m in [1,G], the following quantity

exp[T"(Y™, m)] ¢=/®L(97Y") (dPj—1y.)/(dQ%)(m, 8) dQ°(6)

= /@exp [ ((1/2)Z|S|<m|0(s)l2+nl(0,y”)>] dQ°(0).

The iterated posterior distribution of the threshold parameter is given, for any m in [1,G]
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CHAPTER 2. BAYESIAN INTERPRETATION OF MODEL SELECTION

n

and y™ i Z" by:
Py (m,y) o< exp [pen(m) + X" (y",m)] L in<ay

-1
= <Zkze[[1 o &P [ (Y (y", k) —nY"(y",m)) + (pen(k) — pen(m))]> Lim<ay-
PROOF OF PROPOSITION 2.2.1

]PM|Y" (m7 yn) (X( d]PM,Y” / dIPO)(m? yn)

oc/@(dIPMyn,gm/ dP° dQ°)(m,y",0) dQ°(0)
x [ (@Pyuasan, / B (m 5", 0) - (dPasay, / Q°)(m.0) AQ°(0)
o [ (@Pyajo,, / AB)(5".0) - (dPo a1/ AQE)(m.0) - as(m) AQ°(6)

xPar(m) - [ (APyojoy, | A" 0) - (4o, / A7) (m.6) - AQ°(6)
_ dPus(m) - Jo APy, [ AP)(5".6) - (dPy,, / AQ7)(m.6) - 4Q°(6)
> 1ea Pr(s) - Jo(dPyrjon / AP) (5, 0) - (dPg,. / 4Q7)(5,0) AQ*(0)
 explpen(m)] fo, bl (1/2)(21"0) + 10 [005)2)] 4Q°(6)
S e xplven(s)] Jo expl—(1/2)(20y", 8) + 3y . 100 P)] 4Q°(6)°

O

From this expression for the iterated posterior distribution we can deduce the self infor-

mative Bayes carrier.

LEMMA 2.2.1.
Note Y (m) := limy, 00 Y7(y", m).
The support of the self informative Bayes carrier for M is arg max,,<o{Y(m)}. O

Unfortunately, in many practical cases, the choice led by arg max,,-o{Y(y", m)} is G itself
and leads to inconsistent or suboptimal inference (as we will show later). However, if one
allows the prior distribution to depend on 7 and to take the shape exp[—npen(m)|1,,cq,
we obtain the following result.

THEOREM 2.2.1.
Using the modified prior which depends on n, the support of the self informative Bayes
carrier for the hyper-parameter M is arg max,,, -o{Y(m) + pen(m)}. O

PROOF OF THEOREM 2.2.1
For any m < G such that Y(m) — pen(m) < maxg<g Y (k) — pen(k), there exist a value
of 1, such that, for any n greater than 7., Y"7(m) + pen(m) < maxi<c Y"(k) + pen(k) we
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2.2. ADAPTIVITY USING A HIERARCHICAL PRIOR

can hence write

Py (m) = (ZKG exp [ (Y"(k) — Y"(m) + (pen(k) — pen(m)))]) ™ Lim<ay
< (exp [ (maxpeq (Y7(k) + pen(k)) — (Y7(m) 4 pen(m)))]) ™ Lim<cy

—0.

As Y en IP?V[‘Y,L (m) =1 for any n, we have, thanks to the dominated convergence theo-
rem, that for any subset G of [1, G] which does not intersect with arg maxcpy ¢1{Y"(k) +

pen(k)}, IPM|YH(G) = 0. O

Now that we determined the posterior distribution for the hyper-parameter, we can com-
pute the posterior distribution for 85 itself.

PROPOSITION 2.2.2.
The iterated posterior distribution is given by:

(AQG v/ AB)O.9) = D (ARG / Q)0 m) - (AP / dP%)(m,y)
exp [~ ((1/2) yy1m 1) +11(0,9)) | * TT1y50m) 80(6(5))
:ngG

Jooxp [~ ((1/2) Sy () + 0l )) | 4Q° (1)

~ explpen(m) + T7(Y,m)]
S < explpen(j) + (Y, )

mCG

PROOF FOR PROPOSITION 2.2.2

(dQe_y/ dP°)(0,y) o< (dPg,,y / dQ° dP°)(6,y)
g YM/dQ dIPO)(O m)

)
(dP
(dPgjv.ar / dQ°)(0,y,m) - (dPy.ar / dP®)(y,m)
(
(

m<G

K

x APy / dQ°)(0,y,m) - (dPppy / dP®)(m,y) - (dPy / dP®)(y)

dIPG |Y/ dQ )(euyam)(dIPMD// dIPO)(m7y)'

m<G

2.
D
2.
Zm <G

And as a consequence, we can deduce the self informative Bayes carrier.

THEOREM 2.2.2.
Denote m := argmax,,cq{Y(Y,m) + pen(m)} then the support of the self informative
Bayes carrier is contained in argmaxgceo, memi—1(0,Y)}.

We have hence seen in these two first sections investigated the behaviour of the sieve prior
and its hierarchical version under the iterative asymptotic and shown that under some mild
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CHAPTER 2. BAYESIAN INTERPRETATION OF MODEL SELECTION

assumptions, their self informative Bayes carriers correspond to some constrained maxi-
mum likelihood estimator and penalised contrast model selection version of it respectively.
We should now investigate the behaviour of these (iterated) posteriorii under the noise
asymptotic and define hypotheses under which they behave properly.

2.3 Proof strategies for contraction rates

In this section, we depict two proof strategies for contraction rates. They will be used
in the next sections to compute contraction rates for sieve and hierarchical sieve priors
respectively.

The first proof relies on moment bounding of the random variable ||@ — 6°||. The second
proof relies on the use of exponential concentration inequalities.

2.3.1 Employing control of posterior moments

In this section we outline a method to prove contraction rates which requires to bound
properly some moments of the posterior distribution. We later use this method in the
case of the inverse Gaussian sequence space with a sieve prior. Provided that bounds are
available for the required moments, this method barely needs any other assumption on the
model. Moreover, it appears that, in the example we display here, it leads to the same
rate as the frequentist optimal convergence rate without a logarithmic loss as it is often
the case with popular methods.

This proof scheme is simple, easily interpretable as a link between the convergence of
the posterior mean to the true parameter; the contraction of the posterior distribution
around the posterior mean and the contraction of the posterior distribution around the
true parameter and it gives optimal contraction rates. However, it is not surprising that
this method lacks flexibility and could not be applied with too complex priors, as the
hierarchical prior we consider here.

However, we believe that the method could be generalised to wider cases, for example using
convergence of distribution in Wasserstein distance implying convergence of moments.

For all this section, ®,, is the sequence which we want to prove to be a contraction rate; it
is in general a function of #° but we do not make this dependence appear in this section
as it has no influence on the proof.

This proof relies on the following simple lemma which will be applied consecutively to
control the quantities of interest.

LEMMA 2.3.1.

Consider a sequence of Ry -valued random variables (X, )nen such that, for any n in N,
we have B[|X,|?] < oo. If max{E[X,], V[X,]'/?} € O,(®,), then for any increasing and
unbounded sequence (¢p)nen, we have lim, o P(X, > ¢, ®,) = 0. O

PrROOF OF LEMMA 2.3.1
Define the sequence of random variables S, = (X, — E[X,])/ V [X,]"/2. This is a se-
quence of random variables with common expectation 0 and variance 1 and, as such,
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2.3. PROOF STRATEGIES FOR CONTRACTION RATES

their distributions form a sequence of tight measures. Hence, for any increasing un-
bounded sequence ¢, and K, := E[X,] + ch[Xn]l/2 we can write P (X, > K,) =
P (Sn > (K, -E[X,])/(V [Xn]1/2)> =P (S,, > ¢,) which tends to 0 as (Sp,)nen is tight.

O

We will hence use this lemma for the two random variables Eg|y~ [||@ — 0°|]], and

Voyn [[10 — 6°[|]]*/2. As a consequence, we consider the following assumption, which has
to be checked using the specificities of the model on which one plans to use this method.

ASSUMPTION 11 Assume max {]E [Egyn[]10 —6°]] , V [Egyn [[|0 — GOH]]l/Q} € 0(®,)

1/2
and max {IE) [VHIY" e — 9°||]1/2] v [vglyn 16 — eou]l/ﬂ } € O(®,). O

Notice that, under Assumption 11, using Lemma 2.3.1 gives for any increasing and un-
bounded (cy)nen that limy e P (Egy« [|0 — 6°]] = ¢n®,) = 0 and

lim,, 00 P (Ve‘yn |6 — 00]\]1/2 > cn(I)n> = 0. This gives us the following theorem.

THEOREM 2.3.1.
Under Assumption 11, we have for any increasing unbounded sequence ¢,

limy, 00 E [Popyn (|0 = 0°]] > cn®s)] = 0.

PROOF OF THEOREM 2.3.1

Denote E := Egjyn [||0 — 0°|] and V := Vgyn [[|0 — 90\\]1/2. Define the tight sequence
of random variables S,, := (||@ — 6°|| — E)/V. We consider the sequence of events ,, :=
{E 2 c,@p} U{V > ¢, ®,,}. We have P(Q,) < P({E > ¢, ®@,}) + P ({V > ¢,®,}) which
hence tends to 0. Hence, for K,, := ¢, ®,(1 + ¢, ), we can write

E [Boy (10 — 07| > )] = B [Boyn (S > (K~ B)/V)]
= []lﬂn]PGD/n (Sn > (Kn — E)/V)] + E []IQ%]PGD/TL (Sn > (Kn — E)/V)]

K”C"(I)”)] <P (Qn) + E [Pgjyn (S > )]

Cn®n

<P(Q,)+P(Q) E [Pepm (Sn >
We can conclude as S, is a tight sequence, ¢, tends to infinity and P (€2,,) tends to 0. O

2.3.2 Employing exponential concentration inequalities

We give here the structure of the proof we use to prove the optimality of the (finitely)
iterated hierarchical sieve prior. This method takes advantage of the structure of the
hierarchical prior and the specific form of the [? norm. It is similar to the one used in
Johannes et al. (2014).

Its main argument is an interpretable decomposition of the risk. Under the assumption
that those parts can be controlled properly (which has to be checked using properties of
the considered model), one obtains a contraction rate.

Let us first present the set of assumptions which has to be verified depending on the
considered model.

93



CHAPTER 2. BAYESIAN INTERPRETATION OF MODEL SELECTION

ASSUMPTION 12 Assume that one can find three sequences (G, )nen, (mS) and (G, )nen
in M such that, for any n, we have 0 < G,, < m2 < G} < G,; two sequences of real
numbers (K4 )nen and (Kpp)nen such that the following properties hold.

First, we assume that values of M which are "too small" have a small probability. The
sequence of events A, , == {Y71(Y", m;) — YY", m) < Ka,} verifies

ZMG; exp [—1 (K + (pen(m2) — pen(m)))] € 0,(1); ZMG; P [AS,,] € on(1)

Secondly, we assume that M takes large values with small probability. That is to say, the
sequence of events By, p := {Y"(Y",m) — YY", m;) < Kp,} verifies

3 o P [0 (K + (pen(m?) = pen(m)] € 0,(D; Y0, PIBL] € 0n(D).
Finally we assume that, if M lends between G, and G, the posterior behaves properly.

D cramect B [IP el (HG* 0|2 > <I>n)} € 0n(1).

O

Under this set of hypotheses one obtains that ®,, is a contraction rate for the posterior
distribution.

THEOREM 2.3.2.
Under Assumption 12, for any n in [1,00] there exists a constant K such that

limy, 00 I []Pe lyn (Hef QOHP K(I)n)] = 0.

PRrROOF OF THEOREM 2.3.2
First, notice that we have the following decomposition:

<[ fow -1 > 0]
=3 e, B[Py ({16 — 0°1f > @ }) - PG ()]

Then, for any three sequences m,, G and G, with G, < m, < G} < G,,, we have

E []Pé [yn (Hef 90“52 >0 )}

<E []Pg}'w (M <G, )} [ngym (M > G,J{)}
7 % ’
+ Zcxmgcx . [IPE%Y” ({Ilﬁm —6°llz > q)”}ﬂ '

o4



2.3. PROOF STRATEGIES FOR CONTRACTION RATES

The goal is then to control the three sums using concentration inequalities.

We begin with A, where the conclusion is given by Assumption 12:

A= " E [expln(pen(m) + T(Y",m))] / 3 exp [y (pen(j) + T(Y",5)] La,,

m<Gy J<G
4 [(exp [n (pen(m) + T m)))/(Y_exp [y (pen(i) + T, )))1ag |

S Zm<c;; exp [=1 (Kan + (pen(my,) — pen(m)))] + P [A7,] € 0,(1).

We process similarly for B, where the conclusion is given by Assumption 12:

B= 3 E|(exp[n(pen(m) + YY", m)])/( Y expl(pen(j) + YY", )Lz,

m>G J<Gn
+ B [(exp [ (pen(m) + T m))/(Y . expn(pen) + T )]s,

< me;z exp [-n (KB, + (pen(m;) — pen(m)))] + P [BS,] € 0,(1)

Finally, C), is directly controlled by Assumption 12.

2.3.3 Generalisation for self informative Bayes carrier

In the previous section, we described the kind of proof used in Johannes et al. (2014) and
argued that it can also be used with a finitely iterated posterior. We present here an
adaptation of this scheme for the self informative Bayes carrier. The main subtlety lies in
the fact that the hyper-parameter only loads extrema of a penalised contrast function.
We first adapt the set of assumptions.

ASSUMPTION 13 Assume that one can find three sequences (G, )nen, (mS) and (G} )nen

in IM such that, for any n, we have 0 < G,; < m, < G} < G, such that the following

n
properties hold true:

> _o- P(X(m, Y") =T (my, Y™) < pen(my) — pen(m)) €on(1);

Zm>G+ P (Y(m,Y"™) — Y(m2,Y") < pen(mS) — pen(m)) €o,(1);
o2

> e ® |1m — I > €on(1).

O

Those assumptions can generally be obtained in a similar fashion as those in Assumption
12. We then obtain a similar result for the contraction of the self informative Bayes carrier.
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THEOREM 2.3.3.
Under Assumption 13, there exists a constant K such that

limy o0 B [R5 ([|037 = 0°]5 > K@) | = 0.

PRrROOF OF THEOREM 2.3.3
We start the proof in a similar fashion to Theorem 2.3.2:

E [R5 (o - m >®,)]
=3 o B[B6 e ({10m 071 > @0 }) - B (fmb)]

Then, for any three subsets mg, G;i and G,, with 0 < G,, < m? < G} < G, we have

I []P(Oon/n (Hef QOHP > @ )}

[nggglyn (M < G) | +E[PY),. (M > G}

=B

e B[P ({165 1 > 0. })]

=:Cm

The goal is then to control the three sums using concentration inequalities.

We begin with A, the conclusion is given by Assumption 13:

A=P [Vl > G, ,pen(m) + Y(m,Y") < pen(l) + Y(I,Y")]
<P [3m < G, ,pen(m) + T(m,Y") < pen(m;) + T(m;,Y)]
<Y o Plpen(m) + T(m,Y") < pen(my) + T (m, Y")]

< Zm«;; T(m, Y™) = T(mS, ¥™) < pen(ms) — pen(m)] € on(1).

We process similarly for B, the conclusion is given by Assumption 13:

B =P [VI < G}, pen(m) + T(m,Y") < pen(l) + T(I,Y")]
<P [Fm > G}, pen(m) + Y(m,Y") < pen(m;,) + Y(mg, Y™)]
< me: P [pen(m) + Y (m,Y™) < pen(my,) + Y (m,,Y™")]

<D oo PO Y™) = X (5, Y™) < pen(my) — pen(m)] € on(1).

Finally, C,, is directly controlled by Assumption 13.
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2.4. APPLICATION TO THE INVERSE GAUSSIAN SEQUENCE SPACE MODEL

2.4 Application to the inverse Gaussian sequence space model

In this section, we consider the inverse Gaussian sequence space model as introduced
in Definition 33. First, we investigate about the self informative Bayes limit/carrier of
(hierarchical) Gaussian sieve priors using the technics presented in Theorem 2.1.1, Theorem
2.2.1 and Theorem 2.2.2. Then, we use the methodology described in section 2.3.1 to
compute upper bounds of the Gaussian sieve priors described in section 2.1 when applied
to this specific model. Doing so, we will notice that it gives us, for a general case, the same
speed as the convergence rate of projection estimators and that, by choosing properly
the threshold parameter, we reach the oracle rate of convergence as well as the minimax
optimal rate, without a log-loss. However, we also see that this strategy cannot be
applied to the hierarchical priors we are interested in. Hence, we then use the strategy
exposed in section 2.3.2 and show that under some regularity conditions, the iterated
hierarchical prior leads to optimal posterior contraction rate. As a consequence, we can
conclude about the oracle and minimax speed of convergence of the penalised contrast

model selection estimator with a new strategy of proof.

2.4.1 Self informative Bayes carrier for Gaussian sieve in iGSSM

We first consider the asymptotic n — oo for the Gaussian sieve prior.

THEOREM 2.4.1.
For a Gaussian sieve prior with threshold parameter m, the self informative Bayes carrier

is the singleton given by: Opm = (Onm(s)) ey = (qbn(s))\_l(s)]l|s|<m)sem. O

PROOF OF THEOREM 2.4.1
In this model, we explicitly have that IM = IN; in addition, for any 6 in O, and ¢, in O,
there exists C only depending on ¢,, and n such that,

16,60) = —n 2 (32 dul)N)0(s) =D Als)0(s)%/2) + €5

which is continuous with respect to #; therefore, Assumption 10 is verified.
We can hence apply Theorem 2.1.1 which proves that the support of the self informa-
tive Bayes carrier is contained in the set of maximisers of [(6, ¢,,) which is obviously the

singleton {(0,(s)A\ ™" (5)Ljsj<m) yop)- i

As an alternative, one could have noticed that the prior and likelihood are conjugated.

Define for any s in IN and n in IN* the quantities
0 (s) = (nndn(s)A(9)) /(1 +nmA(s)%);  o(s) = (14 nnA(s)*) .
Then, for any s in IN, the posterior distribution of 8(s) after 7 iterations is given by
PG o = N0 (), 0™ ()1 151 + G0(O() L s
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Considering the respective limits of 5(77)(3) and o (s) as n tends to oo for any s in IN

coincides with our previous statement.

2.4.2 Contraction rate for Gaussian sieve in iGSSM

We now investigate the behaviour of the Gaussian sieve prior applied to iGSSM as n tends
to oco. In this context, it is interesting to let n and m depend on n; we hence note 1, and

My,

First consider the strategy exposed in section 2.3.1. To apply it, we will place ourselves
under the following hypothesis that apparently limits the possible choices for the threshold
parameter. In practice, the thresholds which are left aside would be too large and are
known to lead to a poor estimation performance.

ASSUMPTION 14 Assume that m,, and 7, are chosen in such a way that either of
. ngmn A(s)n~t € 0,(1)
® 3o, (A(9)[0°(5))*(n1n) 2 € On (X scpm, A(s)n™!) and
> scm, A(8)P216°(s)) (0¥ ?10) 71 € On (X g, Als)n ™)
stand true. O

We illustrate this hypothesis under the typical behaviours of 6 and A

NUMERICAL DISCUSSION 2.4.1.
Consider the first inclusion .~ A(s)/n € O,(1).
Notice that (p) and (np) have no influence here.

[p-o], [0-0], and [s-o] we have > . ~A(s)/n = ntmAs(my) ~ n~tm2¢t! and hence
the first inclusion is equivalent to m,, € O, (n!/(e+1)),
1. —(1-2a)

T exp[m?2?] and

[p-s], and [o-s] we have A(s)/n = nimAo(my,) ~ n~im, -

s<mn,
hence the first inclusion is equivalent to m,, € O, (log(n)"/ ().

In the second inclusion, Y7 . (A(s)[6°(s)])?/(n1n)* € O (3 cm, Als)/n), the regularity

of § also intervenes. Notice that, under [o-o] and [o-s], Y- ... A(s)/n ~n~tm2*! while

under [s-o] we have Y . A(s)/n =~ n~tmy, 1720+ exp[m2?].
(P) X scm, (A)IO°()))?/(n10)* < Yoy e (A(5)16°()])?/(n11n)? € 0n(n~") and hence the

inclusion is always verified.
(np) We now have to distinguish the different regularities of # and \. In any case, notice
that 3, (A(8)10°(5))?/ (1) < (1) ™2 Xy, A(8)” - (16°]17 — 07,(6°))

[0-0] (nnn)—Q Z A(s)z. Z ’00(3)‘2 ~ (nnn)—2.m4a+1 implies m, € On<n1/(2a)nib/a);

s<mp, s<mp
o-s| (nn,)2 A(s)? - 6°(s)|> ~ (nn, 2~ (1-4da)4 exp[m?] implies m,, €
< <
On (log(nm2)t/Ma));
[s-0] (nm,)™2 3 A(s)2 3 [6°(s)[2 & () ~2-mA ! implies my, € O, (nt/ D) p/@).
s<mn s<mn

58



2.4. APPLICATION TO THE INVERSE GAUSSIAN SEQUENCE SPACE MODEL

Finally, for the third inclusion » ., (A(s)%216°(s)|) ) (n/?n,) € O (D s<m,, A(s)/n) no-

tice that we have 3., (A(s)*?[6°(s)])/(n*n,) < (n*P00) " 30, Als)® - (16°]17 —

b2, (6°)). Under [o-o] and [o-s], Y s<m, Ms)/n =~ n~1m?2%t! while under [s-o] we have

e, Als)/n 0 lmy 72T explm2].

(D) s, (A()P216°())/ (¥ 2) < (n¥217) 71 Yo e (A(5)*216°(5)]) € 0n(n™") and
hence the inclusion is always verified.

(np) We now have to distinguish the different regularities of # and \.

[o-0] (n*?nn) ™" -3, Als)® - (16°]172 = B, (6°)) = (n*/?1n) ~" - mS* T implies m,, €
On((10y/m) 1/ 1))

[o-s] (n®200) ™ 2 g, ALY - (16°]]7 — b7, (6°)) = (n®/2) =" - m~ (1 =60)+ exp[m]
implies m,, € O, (log(y/nn,)11/(6a));

ol (920) 5% AP (18°1s = 620, (6%)) ~ (19) -5+ iplis ma, €
On((10/m)1/ 1),

O

We see that in any case, one can chose the sequence (9,)pen in such a way that the
condition is weaker that m,, € O, (n); unfortunately, this choice generally depends on the
ill-posedness parameter a and adaptively chosing 7 is not considered here.

Under this hypothesis we can obtain the contraction rate we hoped for.

COROLLARY 2.4.1.
Under Assumption 14, for any 0° in © and increasing, unbounded sequence c¢,, we have

limg oo B [P (07 = O < e )] = 1.

PROOF OF COROLLARY 2.4.1
Remind that, for any s in IN, ¢,,(s) = ¢(s)+n"1/2£(s), where (£(s))sen is an iid. Gaussian
white noise process. We will apply Theorem 2.3.1 and hence need to show:

V2 0, @m),

1/2
E [Vo, [16 - 6°12]"%] €On(@i); v [Vop, (I8 —0%3]"*] " € On(@p).

E [Egp, (10 —6°12]]  €0n(®™);  V [Egpy, [0 — 6°]112]]

We use the fact that [|§ —6°||% = > |s|<mn (0(s) — 0°(s))? + b2, (6°) and that we know the
distribution of @(s). This gives us the expectation and variance of the posterior distribution
of | —6°|%. We use in addition (14 A(s)/(nm,)) 1 < 1 to obtain upper bounds for these
quantities.

_ 3] = _A(s)/(mmn) (=0°(s) + maV/nE(s)A(5)* | | 2
Eorsats. (10— °ll2] = s;ﬂ <A(8)/(n77n) + 1) (1 * (nan) /A(s) + 1 ) + b5,

<3 W@ )+ 3 () () (<0°(5) + mavRE(IA(s) + B2, (0°):

|s|<mn

99



CHAPTER 2. BAYESIAN INTERPRETATION OF MODEL SELECTION

A(s)/(nny, 2 —0°(s /()M (s))2
Vo lI0-1]2 5 (L) (1o )

22 e, A M) 43 (A(5)/ (mmn))* (=0°(s) + mu/nE(s)A(s))”

[s|<mn

In addition, we use the sub-additivity of the square root to obtain this upper bound:

Voo, [0 - a°ul2}”2
SVEYD A ) £ 20 () ) [6°(5) + € (5)A5)].

Using linearity of the expectation and the standard Gaussian distribution of §; we have:

E [Eo,rio, [116 = 6°12]]
\Z\SKW 5) ’myn)Jrzls|< /n+2\ <mn )/ (n))? 16°(5)* + b2, (6°).

The same properties give us this bound:
V [Eo,_jp, [0 — 0°[[2]] <2 Z|s|<m (s)/n)* + 4Z|S|<mn(1\(8)3/(nﬁn3)) 16° ()%
and we use the sub-additivity of the square root in addition:

V [Eopgo, [10 - 03] <v2Y0  (Als)/m) 4237 (A ™) [6°(5)].

To control the moments of the posterior variance, we use the properties of the folded
Gaussian random variables:

B Vo, s, [10 - 0°I]"’]

SVE Y A/ ) +2 3 2/ nn) 2A(s) exp [~((6°(5)% Als))/207)|

[s|<mn ls|<mn

+ 2 e, AN ) 21070

V Voo (107 = 1] <237 (M) Gonn))® - [16°65) + 0 /AG9)]

A4 {VO*I% [HOW _ eole]l/Q] 1/2
‘[Z‘ e, (M) 16°(5)] 2) () 7)? + leKmn A(s)/(n®nn) /2.

Using Assumption 14, the leading term in each of these bounds is for the most of order
& and hence, we can apply Theorem 2.3.1 which proves the statement. O

Notice that if one selects m,, = m;, we obtain the oracle rate of convergence of projection
estimators.
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2.4. APPLICATION TO THE INVERSE GAUSSIAN SEQUENCE SPACE MODEL

COROLLARY 2.4.2.

For any 6° in © and increasing, unbounded sequence c,, we have
2 o
12 <ep?, || =1.

We have hence seen that Gaussian sieve priors contract around the true parameter at the

HO—Bm—%

limy, o0 [ngﬂ' . <‘

O

same rate as the projection estimator with identical threshold parameter contract and that,
in particular, the best Gaussian sieve prior contracts at the oracle convergence rate of the
projection estimators.

2.4.3 Self informative Bayes carrier for the hierarchical prior

In this subsection, we propose an analytical shape for a hierarchical Gaussian sieve prior
to use in the context of an inverse Gaussian sequence space model.

We doubly justify this choice, first by showing that the self informative limit is a penalised
contrast maximiser projection estimator and, in the next subsection, that this choice yields

good contraction properties.

First remind that for any s in IN, we have:

0" (s) = (nnn(s)A(5)) - (1 +npA(s)*) 75 and o (s) = (1+np|A(s)[*) 7Y
and define for any m in IN the notations

U%) — (a(")(s)]l{sgm})seﬂ\ﬂ and 5%’7) = (§(W)(s)]l{8<m})se]N.

Then, we define, for any m in IN, the quantity Ay(m) := maxs<,n{A(s)}. We then take
Gy :=max{m € [1,n] : A(m)/n < A(0)}.
For any m in IN, we make the following choice for the prior distribution of M

Ppr({m}) x exp { n/2 <3m—|— Z log (o"( )))] .

Using the notations of section 2.2 (and keeping in mind the notation for weighted norms
given in section 1.3.2.1 in the context of Sobolev’s ellipsoid, and the convention "0/0 = 0"),
we have

pen(m) =(1/2) (3m+>_" log(e(s))):
Tm) =3 nloa(s)2 (A ™ +1) 7 +(1/2) 3" log(e(s))

Which leads us to the iterated prior of the hyper-parameter:

P, (m) ocexp|=(n/2) (3m —n Y~ 1ou()*(As) )+ 1))

We can hence simplify our notation in the following way: pen(m) = 3m and Y"(Y,m) =
> s<m Mlon(s)[*(A(s)(nn) "t +1)"1. Let us remind that the iterated distribution for 67| ¢y,
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CHAPTER 2. BAYESIAN INTERPRETATION OF MODEL SELECTION

is given by Py = 3 cn Pyl Pils,

self informative limit for the hyper-parameter is m := argmin,, < {3m-n)_ .. [¢n(s) %};

(m). Hence, according to Theorem 2.2.2; the

and the self informative Bayes limit for 657 is the associated projection estimator 0, 7.

Note that, defining for any m in [1, Gp] the quantity E(m) = 3m—n ) . |pn(s)|?; for all
distinct k and m in [1, G,], we almost surely have E(k)—E(m) # 0 since T(k)—Y(m) is a
random variable with absolutely continuous distribution with respect to Lebesgue measure
and hence, Pgo[{Y (k) — T(m) = pen(k) — pen(m)}] = 0.

2.4.4 Contraction rate for the hierarchical prior

In this subsection, we discuss the contraction rate of the hierarchical Gaussian iterated
posterior distribution by applying the methodology described in section 2.3.2.

The results are similar to the ones obtained in Johannes et al. (2014) but extended to the
iterated posterior distribution, included in the case of "n = co", in such a way that it offers
a novel proof for optimality of the penalised contrast maximiser projection estimator.
Remind that we defined for any m in IN the quantities Ai(m) = maxs<,,{A(s)} and
Ao(m) =m™1! 2 is<m A(s)-

The results are obtained using the following contraction inequalities, which can be found
in this form in Johannes et al. (2014) as a result adapted from Birgé (2001) and Laurent
et al. (2012).

LEMMA 2.4.1.

Let {X(8)}s>1 be independent and normally distributed random variables with real mean

a(s) and standard deviation 3(s) > 0. For m € W, set S, := Y. X(s)? and consider

s=1
m m
vm = Y B(8)% tm = max B(s)? and ry, = Y as)?. Then for all ¢ > 0, we have
s=1 1<ssm s=1
A1 2
sup exp [C(C )(vm + rm)] P (S — E[Sn] < —c(vm +2ry)) <1
m>=1 4tm

c(e A1) (v + 2rp)
4t

sup exp [ ] P (Sm —E[Sn] > %(vm + 27“m)) <1.

m=1

LEMMA 2.4.2.
Let {X(s)}s>1 be independent and normally distributed random variables with real mean

m
a(s) and standard deviation 3(s) > 0. For m € N, set S, := > X(s)? and consider
s=1

a(s)?. Then for all ¢ > 0, we have

NE

m
Um = Y B(8)% tm = max B(s)? and >
s=1 1<s<m |

)
Il

N
3

sup (6t,,) "t exp [Wm] E [

3
— E[S,] — = 2 <1
e i, Sim) = g eltm - 2m)

+

with (a)+ = (a V 0). O
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2.4. APPLICATION TO THE INVERSE GAUSSIAN SEQUENCE SPACE MODEL

We will use them to obtain concentration of sums of the shape Y72 (¢, (s)A(s) ™1 —0°(s))?
and ngml bn(s)?.

We start by stating the set of assumptions which allow us to obtain our results.

ASSUMPTION 15 Suppose that A is monotonically and polynomially decreasing, that is,

there exist ¢ in [1,00[ and @ in Ry such that A(m) ~ m~2%.

This assumption assures that Ay(m) = A(m) for any m and that there exist a constant

L := L()) in [1, 0o, independent of §° such that for any sequence (my),, o«
SUPens M (my) (n®T) ™1 < sup,epne A(my)/Ao(my,) < L.

It basically requires that we are in the situation [0-o| or [s-o] and is not valid under [o-s].

ASSUMPTION 16 Let #° and A be such that there exists n° in IN*
0 < Kk :=k°(0°N) :=infp>pe {(@%(90))71 (6o A n_lmng(m%)]} <1
AsSUMPTION 17 Let a and A be sequences such that there exists n* in IN*
0 < K" :=rK"(a,\) = infpsps {((I)ﬁ)_l [ A n_lmon(m;)}} <1

The corollaries hereafter generalise the results obtained in Johannes et al. (2014) to finitely
iterated posterior distributions. The proofs are sensibly similar to the original ones and
we hence skip them.

COROLLARY 2.4.3.

Under Assumption 15 and ASSUMPTION 16, if, in addition log(G,)/ms — 0 as n — oo
then with D° := D°(0°,\) = [5L/k°] and K° := 10(2 V [|6°||%)L?(16 V D°Ape) we have,
foranyn (1 <n<oo):

limy oo B [P, (%) @5,(6°) < [16° — 057l < K°05,67)) | = 1.

COROLLARY 2.4.4.
Under Assumption 15 and Assumption 17, if, in addition, log(G,)/m}, — 0 as n — oo
then, for anyn (1 <n < o0)

e for all 0° in ©4(r), with D* := D*(a,\) = [5L/k*] and K* := 16L*(2 V r)(16 V
D*Ap~), we have

im0 E [IPZ’M(?% (16° - 0472 < K@;)} .y

e for any monotonically increasing and unbounded sequence K, holds

limy o0 infgoce, ) B [Py 7, (16— Ox7ll% < )] = 1.
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CHAPTER 2. BAYESIAN INTERPRETATION OF MODEL SELECTION

However, the following theorem assert that the results hold true in the asymptotic case
where 7 tends to co. The proofs are displayed in appendix A.1 and appendix A.2 respec-
tively.

THEOREM 2.4.2.

Under Assumption 15, ASSUMPTION 16 and the condition that lim sup,,_, . log (Gy,) (m;’l)*l,

define D° := [3(k°)~! + 1] and K° := 16L - [9V D°Ape]; then, we have for all §° in ©,
lim,,_voo IE []Pzrgﬁ)n ((KO)—l @2(90) < HGM _ 90||122 < Koq)Z(QO))} =1.

THEOREM 2.4.3.
Under ASSUMPTION 15, ASSUMPTION 17 and the condition that limsup,, , ., log(Gn), de-

*
my

fine D* := [SS*\Z) + 1-‘ and K* := 6(1V r)(9L V D*Ap~); then, we have for all 0° in
0% (r),

limy oo B [PGT) (1037 - 0°1% < K@) | =1

and, for any increasing sequence K, such that lim,_, . K, = oo,
hmn_mo infeoega(r) ]E [Pzgﬁ)’ﬂ (HGM — 00Hl22 g an);)] = 1.

We have hence showed that the self informative Bayes carrier contracts around the true
parameter with the oracle optimal rate of sieve priors and with minimax optimal rate over
Sobolev’s ellipsoids. We will see in section 3.3 that the self informative limit also converges
with optimal rates.

2.5 On the shape of the posterior mean

We have hence seen that in a general case, considering the asymptotic iteration , the
posterior distribution using a sieve prior contracts around the projection estimator and
while using a hierarchical prior, the posterior contracts around some penalised contrast

maximiser projection estimator.

It is also interesting to note that for any number of iteration 7, the posterior mean can be
written both as a shrinkage and as an aggregation estimator. Indeed, we have

(n) ] — _
Eeﬁwn [637] —Eeﬁwn [Zm«; eMﬂMm}
- Z\m\<c Egsiyn 03 Lar=m]

— (n) — (n) .
= Z\m\gG IP]\Z|Y" (m = M) E077W|Y" [em] 5

and we see here the aggregation form of this estimator.
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On the other hand, if we write the expectation of the components individually, we obtain:

B iy [03(9)] =15 1y [Om(s)Lar

=P (M 2 [s)EG . [Om(s)]
where we see the shrinkage property.

Aggregation estimates gathered a lot of interest, see for example Rigollet and Tsybakov
(2007). While considering such estimators, the goal is to reach the convergence rate of the
best estimator contributing to the aggregation. In the next chapter, we hence investigate
the properties of this estimator both in inverse Gaussian sequence space model and circular
density deconvolution.
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N Chapter 3 N

Minimax and oracle optimal adaptive aggregation

We inquire in this chapter the properties of aggregation estimators as introduced in sec-
tion 2.5. We introduce first a skim of proof for oracle and minimax optimality of this kind
of estimator before applying it to the inverse Gaussian sequence space and the circular
deconvolution models respectively introduced in section 1.5 and section 1.6, including in
presence of dependance and partially known operator.

Remind that we are interested in the estimation of an element f of a Hilbert space
(2, (:]")=), in an optimal manner with respect to the norm ||- ||z induced by the inner prod-
uct. Considering an index set ' = ZorIN; an orthonormal system (es)ser in (E, (:|-)2);
and the space of FF-indexed, IK(= C or R)-valued sequences © we defined the generalised
Fourier transform F : 2 — 0,z — [z] = ((z|es)z)ser-

We then let T be a linear operator from Z to itself such that, for any s in IF, there exists
A(s) in K\ {0} such that T'(es) = A(s)es and we denote g := T(f); h := F*((A\(3))ser);
0° .= F(f); and ¢ := F(g).

Under Assumption 3, we define a strictly stationary stochastic process Y = (Y)pez in
which for any p in Z, Y, is a Z indexed stochastic process verifying, for any x and y
in 2, E[Y,(x)] = (g|z)=z and Cov(Yy(z),Y,(y)) = (z|y)=. In particular for any s and
s in ' we have E[Y,(es)] = ¢(s) and Cov(Yy(es), Yp(es)) = Ls—y). We then assume
to observe the sub-vector Y = (Y})pefi,n) of Y. Under Assumption 4, in addition to
observing Y™, we define a strictly stationary stochastic process € = (gp)pez in which
for any p in Z, ¢, is a = indexed stochastic process verifying, for any x and y in Z,
Elep(x)] = (h|z)z and Cov(ey(x),ep(y)) = (z|y)=. In particular for any s and s’ in I we
have E[ep(es)] = A(s) and Cov(ep(es), ep(es)) = Lis—yy. We then assumed to observe the
sub-vector €™ = (&p)pe[i,n,] Of €

Then, we pointed out that, for each s, a naive estimator for ¢(s) is ¢, (s) = n~! > o1 Yo(es),
and hence an estimator for 6°(s) could be, under Assumption 3, 6,,(s) = ¢, (s ) (s)~1 as
we assumed A(s) ;é 0, and, under Assumption 4, we define \,,(s) = n;' w21 Eples),
AF(8) = Any(s)7! Ly, ()55 'y and Onny (8) = dn(s)AL, (). Defining the sieve family
(Fp)men = ({s € F : |s| < m})men, we then introduced the families of projection estima-
tors (dnm)men) = ((&n(8)Lyjsi<m})seF)men, and (Onm)men = ((0n(8)L{jsj<m})seF )JmeN
under Assumption 3 or (0n,nym)meN = ((On,ny (8)1{js/<m})seF)men under Assumption 4.
We then presented the oracle and minimax risk for those projection estimators and high-
lighted that taking their inverse Fourier transform would give an estimator of f with the
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Truth, observation and adaptive aggregation estimator True function, observation and adaptive aggregation estimator

Noise level: 1e-04 Noise level: 1e-04
Time domain Frequence domain Time domain Frequence domain

Value

(wy g

Ampitude

Figure 3.1: Aggregation estimator on an Gaussian sequence space model, direct problem
case

same quadratic risk, thanks to Plancherel theorem. We also highlighted that the optimal
choice for the threshold parameter m depends either on 6° itself or on its regularity class
in the minimax case. This dependence justifies the need for data-driven methods such as
the penalised contrast minimisation. Interestingly, we saw in the last chapter that this
method could be seen, from the Bayesian point of view, as the self informative limit of
a family of hierarchical sieve priors and used this fact to prove its optimality in terms of
speed of convergence in probability. The posterior mean of those hierarchical sieve priors
has been expressed both as an aggregation and as a shrinkage estimator and we will mimic
this structure in this chapter. This allows us to suggest a proof strategy for optimality of
such estimators and apply it to our two example models.

3.1 Shape of the aggregation estimators

We want to define a family of estimators (é\(”))ne]o,oo] of 6° and estimators for f, f\(”) =
}'*(GA(")) such that, for any 7, 0™ has the shape
O ()ser =Y PUEM) - Gum(3))ser =Y. Pm)- Oa(s)ser  (3.1)

melN M mz|s|

under Assumption 3, and

@ ()ser =3 P (m) - Onyn(8)scr = 3 Py (m) - By (5))scr (3:2)

meN M mz2|s|

(n)

under Assumption 4. The sequence (P};(m))men is the aggregation sequence. Under
Assumption 3 it depends on the observations Y™ as well on the known operator T" through
its eigen values (A(s))ser whereas under Assumption 4, it only depends on the observed
data Y™ and €™ . This notation is motivated by the Bayesian inspiration of the method.

We give in fig. 3.1 an illustration of the aggregation estimator used in a Gaussian sequence
space model in the direct problem case, that is to say A(s) =1 for any s in IN.

Taking inspiration in the posterior distributions obtained with a hierarchical prior in the
previous chapter, we will give the following shape to the aggregation weights. In the case
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3.1. SHAPE OF THE AGGREGATION ESTIMATORS

Assumption 3 let be the following functions

T:N— Ry, m— T(m); pen® : IN = R, m»—)penA(m);

expl=pn(=T(m)+pen*(m)] gy |
Sio expl—m(~ X (k)+pen® (£))] - SnS

PN Ry, me (3.3)

where T depends on the observations Y™ as well as the known operator T through the
sequence \ of its eigen values; and pen® depends only on the parameter T through the
sequence A of its eigen values. Under Assumption 4, we define

A

T:N— Ry, m— T(m); penK:]N—>IR+, m — pen”(m);

S0 , explnn(Y (m)—pen? (m))] .
P,/ :IN—> R Pl 1 <n; (3.4
Mo T R T ol (T(h)—penh (k)] ™S (34)

where T depends solely the observations Y and &™; and penf\ depends only on the
observations €”*. The functions T, and pen® will respectively be called contrast and
penalty. For any subset S of IN, we denote IPE\Z)(S) =Y kes IPE\Z)(]{Z). One would expect
that as the amount of data increases, the number of coefficients estimated increases too,
as our observations allows us to recover more information about the system of interest as
illustrated in fig. 3.2 by representing IPE\Z)([[m, n]) for increasnig values of n.

Consider first the asymptotic when one lets n tend to infinity. Under Assumption 3,
following a model selection approach (c.f. Barron et al. (1999) and Massart (2007) for
an extensive description), a dimension parameter m is determined among a collection of
admissible values [1, n] by minimising the penalised contrast function —||6,, 7||;2 +pen® (m),
that is

M = arg min,, ey { — T(m) + pen® (m)}. (3.5)

If 7 minimises uniquely the penalised contrast function, then it is easily seen that the
discrete probability measure IPE\Z) on the set [1,n] given by the weights IP%Z)({m}) =
IP%Z) (m) as in (3.3) degenerates to a Dirac measure d; on the point m as n — oo. Precisely,
for any m € [1,n] holds

limy o0 P (m) = 67 ({m}) = P (m) (3.6)
Thereby, in the sequel we consider the model selected estimator

07 =0 =3 P ()6 m

as an aggregation with respect to the discrete measure IPS\ZO) = 0 on the set [1,n]. We
give in fig. 3.3 an illustration of the model selection estimator used on a Gaussian sequence
space model, in the direct problem case, that is to say A(s) = 1 for all s.

Under Assumption 4 consider again a model selection approach by minimising now the
penalised contrast function Y (m) + pen®(m), that is

m = argmin { — T(m) + penx(m)}. (3.7)
me[l,n]
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Figure 3.2: Evolution of the aggregation weights

Penalised contrast depending on the threshold value
Noise level: 1e-04

True function, observation and adaptive projection estimator
Threshold: 14 ; noise level: 1e-04

Time domain

Frequence domain

Value

160 ) 5 £y
Threshold

100 50 o
Frequence

Figure 3.3: Model selection estimator on an Gaussian sequence space model, direct problem

case

70



3.2. STRATEGY OF PROOF FOR OPTIMALITY OF AGGREGATION ESTIMATOR

If m minimises uniquely the penalised contrast function, then for any m € [1,n] holds

lim B (m) = 6 ({m}) = P (3.8)

n—o0

Thereby, we consider again the model selected estimator

Hnﬁ — (=) — Zme[[l,n]] IAPS\ZO) (m)0p n, m as an aggregation with respect to the discrete

measure IPE\ZO) = 07 on the set [1,n].

We will consider two examples in this chapter, namely the inverse Gaussian sequence space
model as well as the circular deconvolution model. In both cases the functions T, pen?,
and pen® take the same shape which we hence give here.

DEFINITION 37 Under Assumption 3, let be a universal constant s to be fixed depending
on the considered model. For any m in [1,n], remind that A(m) = [A(m)| 72, and Ay (m) =
max{A(s),s € IF,,,} and define

O 2 m m m
T(m) = n G (m) s= PELTEERE) > 1,

Ap(m) =05 (m)mAL(m); pen’(m) =k Ax(m)n~ L.

O

DEeFINITION 38 Under Assumption 4, let be a universal constant x to be fixed depending
on the considered model. Then, for any m in IN, we define

T(m) =0nn, mmlli2; A(s) = N5 (5

N N og?(mA (m)V(m

Rem) =max{R(D), 0 € (L]} Gy (m) = L0z 5 .
Az (m) ::(5K(m)mx+(m); pen(m) := K Az(m)n~".

O

Notice that, with the exception of the constant k, our estimator is now fully determined,
in both cases Assumption 3 and Assumption 4.

3.2 Strategy of proof for optimality of aggregation estimator

As we have now given a precise shape to our aggregation estimator, we propose a strategy
to compute upper bounds for its convergence rate in [?>-norm. Our method is inspired by
the strategy to compute upper bounds for the contraction rate of hierarchical sieves we
presented in the previous chapter. We will hence highlight a decomposition of the risk
which separates the risk obtained by taking values of the threshold which are respectively
"too small", "too large", or "optimal". Those terms should be understood with respect
to the quadratic risk of the projection estimator associated with this choice of threshold.
One would then prove that the values of the threshold which are too small or too large do

not receive an important weight under IPg\Z) or ]3]&7) Before going any further, notice that,
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for any m and m® in IN, the aggregation weights can be bounded in the following way:

expl—n(~[Onml 2 +pen (m)] 4
S0 exp[—nn(— 6, 7,z Fpent (k)] - M<n

< expl=mn([[fnmlliz = 16, e llz + pen® (m*) — pen® (m)) Lz and

exp[=n(— |6, 7 ll;2 +en’ (m))]
ST bl (-6, , 52 Fpen® (k)]

]lmgn
< exp[=1n([|6nny iz = 116,10, s ll2 + pen® (m®) — pen® (m))| Lyncn.

Then, the following lemma, which proof is given in appendix B allows to derive an upper
bound which is easier to control.

LEMMA 3.2.1.
Given n € N and 0°, 0 € ly consider the families of orthogonal projections

{va = I, m € [1,n]} and {62 = Im6°,m € [1,n]}.
If |TI56°(|% = [|65]|% 62,(6°) for all m € [1,n], then for any | € [1,n] holds

() 1612 = 165017 < 5116; — 6217 — 5165017 {67.(6°) — b7(6°)}, for all k € [1,1[;

(i) (1617 — 167017 < 51165 — 6213 + 311651 {67(6°) — b3(6°)}, for all k € [1,n].

3.2.1 Known operator

Consider first the case Assumption 3. We shall hence keep in mind 3.1, 3.3, Definition 37
as well as 3.5 and 3.6. Note that the detailed proofs for all results given here can
be found in appendix B.1.

Both for the quadratic and the maximal risk, our strategy is based on the decomposition of
the quadratic loss function displayed in Lemma 3.2.2. This decomposition is independent
of the model and only relies on the fact that the parameter space is equipped with a nested
sieve and the fact that our estimator aggregation structure takes advantage of it.

LEMMA 3.2.2.
First writing the [?-distance between 6° and 0" we obtain, for any m_ and m, in [1,n]

such that m_ < m4., and sequence (pen(m))men of compensating terms,

|6 — 6°)17 < 2 pen(m.+) + 2|165]1%2 b3,_(6°)
+ 2016512 Py ([1, m_]) + 2 Zme}]m+ . pen(m) P} (1) L4)16,, 502,12, <pen(m)/7)
+2 Y (Inmm — 0ll7 — pen(m)/7), +2 > pen(m)Lyjg, —o0 |2, >pen(m)/7}-
me[my,n] me]my,n]

(3.9)

O
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The proof strategy will be articulated around the search for sequences m,, m_ and
pen(m) such that each term is properly controlled. In practice, the terms %pen(m+)
and 2||t9§||122 b2, (6°) will be the leading terms in the sum.

3.2.1.1 Quadratic risk bounds

We propose a strategy which allows to prove that the sequence defined hereafter is an
upper bound for the quadratic risk of the aggregation estimator we just defined.

DEFINITION 39 Remind that we defined for any 6 in © and m in IN the following term
62,(0) = H9m||l22”‘99”l_22 < 1. We then define a family of sequences (R]'(0°))men =
(R7(0°, A))men = ([62,(0°) V pen® (m)/k])men and hence it holds for all m in [1,n]

(163117 + =197 (6°) = (165117 b3, (6°) V pen® (m). (3.10)
We intend to prove that the specific choice

m},(6°) := arg min {:®™(6°), m € N} € [1,n];
R (6°) := R (6°, A) := min {R™(0°), m € N}

with %nmL(HO,A) = %L(GO,A) defines an upper bound for the convergence rate of the
aggregation estimators. O

Note that the proofs for the results displayed here can be found in appendix B.1.1

REMARK 3.2.1 The following statements can be shown using the same arguments as in
Remark 1.5.1 by exploiting that the sequence b2,(0°) is non-increasing with limit zero and
b2(0°) < 1. By construction for all n € N it hold RL(6°) = n~t and R (0°) = on(1).
Moreover, for all n € N we have m}(0°) € [1,n], mb,(6°) = argmin {R™(6°),m € [1,n]}
and R} (6°) = min {R™(6°), m € [1,n]}. Thereby, in case (p) we conclude that mi,(6°) =
K and the rate R5(0°) is parametric, that is Rh(0°) = Ap\(K)n~t ~ n~t, and hence
equals the oracle rate R (0°), i.e. Ry (6°) ~ %L(@O). On the other hand side, in case (np)
the rate SRIL(HO) is nonparametric, that is, n%%(@o) — 00 and mL(OO) — 00 as n — oo.
Moreover, by construction holds 9{2(90) >Ry (6°). 0

Let us first briefly illustrate the last definitions by stating the order of m},(6°) and 9%} (6°)
in the cases considered in Num. discussion 1.3.1

NUMERICAL DISCUSSION 3.2.1.

Let us illustrate Definition 39 considering as in Num. discussion 1.3.1 usual behaviour

[0-0], [s-0] and [o-s]| for the sequences (b1, (0°))men and (A(m))men:

[0-0] Since B2,(6°) ~ m~? and Apx(m) =~ m?¢*! follows 9‘{;”11 (60°,A) ~ (ml)™? ~
Ap(mb)n=! & (m})?** 1n~1 which implies mf, ~ nt/ (2420t 5, (ml ymf, ~ nt/@pt2a+1),
R (0°) ~ n=20/2p+2041) and | log R (6°)] ~ (log n).

[0-s] Since p2,(6°) =~ m 2P and Ap(m) ~ m! T4 exp(m??) follows %nmIL(GO, A) = (mh) 2 ~
An(mb)n=t & (mh)79 exp((ml,)2%) which implies m}; ~ (logn)Y/ 2 5y (mh)mi, ~
(logn)>T1/(20) %] (8°) ~ (logn)P/* and |log R}, (6°)| ~ (loglogn).
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[s-o] Since b2,(6°) ~ exp(—m?P) and Ay (m) ~ m?**! follows mnml(m, A)~ exp(—(mL)Qp) A
Ap(mh)n=! &~ (m})2** 1 n~L which implies mf, ~ (logn)Y/ )5 (m})m}, ~ (logn)Y/(2P)
M1 (6°) ~ (logn)2a+D/(2P) =1 and |log R (6°)] ~ (logn).

We note that in the three cases [0-0], [0-s] and [s-o| the rate R},(6°) coincide with the

oracle rate R (0°) derived in Num. discussion 1.3.1 [0-0], [o-s] and [s-0], respectively. O

Under Definition 37 for arbitrary mi, m! € [1,n] let us define

i min fon € [Lom T (651 62,6°) < 1651 + 4wl38(07) | an
M4 := max {m € [[mj_,n]] - pen’ (m) < [SHGOHZQ + 25|R, (90)} (3.11)

]

where the defining set obviously contains m' and ml, respectively, and hence, it is not

empty.

Considering the third and fourth terms on the right hand side of (3.9), we will use the
following lemma to control them.

LEMMA 3.2.3.
(m)

Consider the data-driven aggregation weights Py, as in (3.3). Under Definition 37 with

> 8log(3e) for any m!,

(i) IP(n ([1,m-1 mt < nin]l{mfﬂ} exp (— S”Hni)%n (6°));
{lo, ool <not™ (6)/7}

mi € [1,n] and associated my, m_ € [1,n] as in (3 11) hold

(1) Sy o P () YY) Lo, _go 12, cpen(myymy < 15 + 5.
O

We combine the upper bound in Lemma 3.2.2 and the bounds given in Lemma 3.2.3.
Clearly, due to Lemma 3.2.3 we have

77’LJr o
PG (L, m_[) < Loy {ok exp (— 2noty (0°)+P (16, —— 0117 > 593 (6°))}

and, hence from (3.2.2) follows immediately

B0 - 0°|% < n {722 + 1) + 2 ||90||1211{m Liyexp (- HEngt (60°)
+2||9§||?211{m,>1}11’(IIHMTT_— TIIIz/”ﬂ%n (0°)) + penA(m+)+2H9§H?zb?n,(ﬁ")
+2 > B ([[0nm — 05]% — 3 pen’(m)),

me[[mi,n]]
+2 % pen®(m) P (|nm — 052 > Lpen(m)) (3.12)
me[[mi,n]]

The next result can be directly deduced from Lemma 3.2.3 by letting  — oo. However,
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we think the direct proof given in appendix B.1 provides an interesting illustration of the
values m4,m_ € [1,n] as defined in (3.11).

LEMMA 3.2.4.
Consider the data-driven model selection weights IP%;O) as in (3.6). Under definition Defi-

nition 37 for any mt,ml € [1,n] and associated my, m_ € [1,n] as in (3.11) hold
(i) By ([Lm- 1 Coo=0;

{10 =02 |2, <r9, = (6°)/7}
(i) D nepm, ng PR () Py (1)L4)19,, 750212, <pent(m)/7} = 0-
O

We combine again the upper bound in Lemma 3.2.2 and the bounds given in Lemma
3.2.4. Clearly, due to Lemma 3.2.4 we have ]E]PS\ZO)([[l,m_ D="Pr(6 - - 0°— 1% >
n,m_ m_

mt
KRy~ (6°)/7) and, hence from (3.2.2) follows immediately

E (/[6nm — 05172 — 4 pen™(m))

o2
E6, 7~ ¢°lk <23 .

me[[mi,n]]
ml
2 e () -+ 210515 62,_(6%) + 200511y P (10— — 0 > 598" 6))

+2 % pen®(m) P (|0 — 023 > Lpent(m)) (3.13)

me[[ml,n]]

The deviations of the last three terms in the last display (3.13) and also in (3.12) we bound
by exploiting usual concentration inequalities which depend on the model considered. We
hence formulate this property as the assumption to be verified in order to use this strategy.

AsSUMPTION 18 Remind that we defined Ao(1m) = 15 3 cpy y A(S),
AL (m) = max{A(s),s € [1,m]}, da(m) = 1 and Apx(m) = dp(m)mAy(m). Assume that
there are numerical constants (C;)1¢[1,11], such that for all n € N and m € [1,n] holds

(i) E (l0nm — 053 — 12220) < ¢, [CQ A e (= Sa(m)mCy) + S0 exp (—
Cy\/ndn(m))
(i) P (||0nm — 0%)1% > 12A5(m)n~t) < Cq [exp (= Cz0a(m)m) +exp (— Csy/néA(m))}

° m(po —CyonR](0°,A —Cy nA/RM(6°,A
(i) P ([0 — 6% )% > 12R7(6°, A)) < Cg[exp (FOTEN) 4 exp (~NTEC VAW(R)))]

Consider now the partially data-driven aggregation of the orthogonal series estimators
using either aggregation weights IPE\Z) as in (3.3) or model selection weights ]PE‘ZO) as in
(3.6) combining Assumption 18 and the upper bound given in (3.12) or (3.13) we obtain

the next result, which proof is immediate and we omit it.

LEMMA 3.2.5.
Assume that Assumption 18 holds true and use the penalty described in Definition 37 with
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K = 84 so that pen®(m)/7 = 12n~ Ap(m)for any m in [1,n]. Then, for alln € N and
m € [1,n] hold

(i) let mc (2/C3)?] and nc, = 15(C5)~" then

= [3
E ([[0n,m — 653 — pen® (m)/7), < Cn ' [T2A4(me,) + Cyne, A (ne, )]
(ii) let me, = 13(2/C5)?| and ne, 1= 15(3/Cg)* then

> pen’ (m) /TP (||0p,m — 657 = pen”(m)/7)
m=1

<Cgn ! [A+(mc7)2m%7 + Ay (ncs)zngs]

t

m! —Cygn ;n_ -2 —
(if) P (16, 5 — 022 > 12987) < Cp[exp (T2 ) + (Cy) 0]

O

Injecting Lemma 3.2.5 in either eq. (3.12) or eq. (3.13) we directly obtain the following
result.

LEMMA 3.2.6.

Assume that Assumption 18 holds true. Consider the penalty sequence penA(m) as in
Definition 37 with numerical constant k > 84. Let o) be an aggregation estimator using
either the aggregation weights eq. (3.3) or the model selection weights eq. (3.6). Let ne, s
negs me,, and me_ be as in Lemma 5.2.5. Then, there is a finite numerical constant C

such that for any mT_, mi and associated m_ and m4 as in eq. (3.11) holds

BJ60 6% < 2 pen® (m. ) 1265113 b3, (60°)+C 6813 s [ exp (~Croba(ml Jm! )]
T C 1O IB L 51y + Ak (me,)Pm3, + A (no)?]n ™t (3.14)

The last bound allows us to derive an upper bound of the risk for data-driven aggregated
estimator in the two cases (p) and (np) introduced in section 1.6.

THEOREM 3.2.1.
Under Assumption 18, consider the penalty sequence pen™(m) := r Ax(m)n=", m € [1,n],
as in Definition 37 with numerical constant r > 84. Let ) = - IPS\Z) (m)bym be an
aggregation of the orthogonal series estimators, using either aggregation weights IPE\Z) as in
(3.3), or model selection weights IPE\C/}O) as in (3.6).
(p) Assume there is K € N with 1 > b[K_l}(QO) > 0 and by,(0°) = 0. For K > 0 let
108117 +4r
~ 081 b2, (0°)
me, log( ), (md otherwise if n > ngo then set my, := max{m € [K,n] : n > cgoAp(m)}

> 1 and ngo = [cpoAp(K)| € N. If n € [1,npo] then set my, :=

where the defining set contains K and thus is not empty. There is a finite constant
Cyo p given in (B.23) depending only on 6° and A such that for all n € N holds

R (0,6°,A) < ClI6G11% [0V exp (= Croba(me)ms)] +Cpoan™".  (3.15)
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(np) Assume that b,(0°) > 0 for all m € N. There is a finite finite constant C@O,A given
in (B.24) depending only 0° and A such that for all n € N holds

Ry (é\("), 0°,A) < C(H@BHZ% V1) Hﬁlln : [R7H(6°,A) V exp (= Cypba(m)m)] + CQO7ATL—1.
’ (3.16)

Hence, using Theorem 3.2.1 gives us the following result.

COROLLARY 3.2.1.
Let the assumptions of Theorem 3.2.1 be satisfied.

(p) If in addition (A1) there is ngo o € N such that x(m8)me > (Cyo) L(logn) for all
n = ngo A holds true, then there is a constant C907A depending only on 6° and A such
that for all n € N holds R, (0),6°,A) < Cgo yn™.

(np) If in addition (AZ2) there is ngo o € N such that

mL(QO)(sA(mIL(HO)) > (Cyo) Y log %L(QO,AH for all n > ngo o holds true, then there is
a constant Cyo  depending only on 0° and A such that Ry (9(’7), 0°, A) < C907A9%;rl(0°7 A)
for all n € N holds true.

NUMERICAL DISCUSSION 3.2.2.

Let us briefly illustrate the last results. In case (p) the partially data-driven aggregation
leads to an estimator attaining the parametric oracle rate (see Remark 1.3.1), if the addi-
tional assumption (A1) is satisfied. Consider the two cases (0) and (s) for A as in Num.

discussion 1.3.1:
(0) 1~ Apx(m®)n~t = (m?)?**+1n=1 implies m® ~ n'/(*+1) and meox(me) ~ n!/(2etD)

2a)

(s) m~ Apx(ms) ~ (mg) 4 exp((m2)?®) implies m$, ~ (logn — 1£42 loglog n)'/ () and

meip(me) ~ (logn)>+1/(a),
Clearly in both cases (o) and (s), the additional condition (A1) of corollary 3.2.1 holds
true. Therefore, in this situation the aggregated estimator attains the oracle rate. On
the other hand side, in case (np) the partially data-driven aggregation leads to an esti-
mator attaining the rate %L(HO, A) (see Remark 1.3.1), if the additional assumption (A2)
is satisfied. Otherwise, the upper bound faces a deterioration of the rate, which we il-
lustrate considering as in Num. discussion 3.2.1 usual behaviour [0-0], [o-s]| and [s-0]
for the sequences (b1, (0°))men and (A(m))men. In case [0-0], [o-s|] and [s-o] only with
p < 1/2 the assumption (A2) is satisfied, and M1 (6°, A) equals the oracle rate Re(6°,A)
(cf. [o-0] |0-0], [0-s] and [s-o0]). Thereby, the partially data-driven aggregation leads
to an estimator attaining the oracle rate Ry (6°,A). In case [o-s| with p > 1/2 the
assumption (A2) is not satisfied. However, with m? := mcs|log9‘{,tb] ~ (logn) holds
min,, g1 )[R (6°,A) V exp (W) < RT0°, A ~ (logn)%n~l. In this situation

me
the rate of the partially data-driven estimator 0™ features a deterioration by a logarith-
mic factor (logn)2e+tD(=1/(2P)) compared to the oracle rate, i.e. Ry™ ~ (logn)?tin=1

versus RS ~ (logn)etD)/(2p)p=1, O
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3.2.1.2 Maximal risk bounds

By applying Lemma 3.2.2, we derive bounds for the maximal risk over ellipsoids ©(a,r)
of the aggregated estimator Q) using either aggregation weights IPE\Z,) as in (3.3) or model
selection weights IPE\C/’[O) as in (3.4). Therefore, we aim next to control the second and
third right hand side term in (3.9) uniformly over ©(a,r). Keeping the definition (1.6) of
R7(a,A) in mind it holds r*R(a, A) > [|65]/3 b2,(6°) uniformly for all 6° € O(a,r) and
for all m € N. The proofs for the results displayed here can be found in appendix B.1.2.
We then gives the following definition for the sequence which we want to prove to be an
upper bound for the maximal risk of the aggregation estimator. Note that in this case we
use Ap(m) and pen®(m) as defined in Definition 37 and hence the rates for the quadratic

as well as the maximal risk are obtained for the same estimator.

DEFINITION 40 Let be the following family of sequences, R (a) := R™(a, A) := [a(m)? V
Ap(m)n~Y. Then it holds for all m in [1,n] and 6° in ©(a,r)

[r? + k]9 (a) > [I65]]7 b7,(6°) v pen® (m)] (3.17)

Considering the following specific case, we aim to show that it describes an upper bound
for the maximal risk over ©(a,r) for our aggregation estimator,

ml,

(a) := argmin {R]"(a,A),m € N} € [1,n]
Rl (a) := KT (0, A) := min {97 (a, A), m € N}; with R @ (a, A) = %11 (a, A)

NUMERICAL DISCUSSION 3.2.3.

Let us illustrate Definition 40 considering as in Num. discussion 1.3.4 usual behaviour

[0-0], [s-0] and [o-s] for the sequences (a(m))men and (A(m))men:

[0-0] Since Ay (m) &~ m2¢ follows ml, (a) ~ n/2P+2a+D) 5, (mf (a))m) (a) &~ nl/@p+2a+1)
R (a, A) ~ n=2P/CrT20+1) and [log R (a, A)| ~ (logn).

[o-s] Since Ap(m) =~ m exp(m??®) follows m;rl(a) ~ (logn)'/(2a), 5A(mL(a))mn(a) ~

(logn)2+1/(2) ;i (a, A) ~ (logn) /% and |log R} (a, A)| =~ (loglogn).
[s-0] Since Aj(m) &~ m2TL follows m) (a) &~ (log n)Y/ ) 55 (ml (a))m) (a) ~ (logn)/(P),
R (a,A) ~ (logn)2a+D/P) =1 and |log R (a, A)| ~ (logn). O
We note that in the three cases [0-0], [0-s] and [s-0] the rate Rl (a, A) coincide with the
minimax rate R} (a, A) derived in Num. discussion 1.3.4 [0-0], [o-s] and [s-o0], respectively.
O

1+4a

Keeping in mind (3.17) for any ml,mT_ € [[1,n] let us define

mt
m_ := min {m € ﬂl,mT_]] : ||9§||122 62,(0°) < [r? + 4K Ry, (a)} and

M4 1= max {m € [[ml,n}] : pen®(m) < 2[3r% + 25]72;”1(11)} (3.18)
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T

where the defining sets obviously contains m! and mi, repsectively, and hence, they are

not empty.

LEMMA 3.2.7.

Consider the data-driven aggregation weights IPS\Z) as in (3.3) and the rates described in
Definition 40 with k > 8log(3e) for any m!, ml € [1,n] and associated m4,m_ € [1,n]
as in (3.18) hold

(i) P ([, m_1 {10 - i) < A1p, siyexp (- 3nnnmn (a));

(i) mepm, g Po0™ () ]Pgw)( ML, 0% <pentmy1y < 77 gz + 51
O

The next result can also immediately be deduced from Lemma 3.2.7 letting n — co. On
the other hand side, a direct proof follows line by line the proof of Lemma 3.2.4 using
(3.17) rather than (3.10), and we omit the details.

LEMMA 3.2.8.
Consider the data-driven model selection weights IPS\ZO) as in (3.4). Under definition Defi-
nition 40 for any mi, ml € [1,n] and associated my, m_ € [1,n] as in (3.18) hold
(i) Py ([1,m-D1 =0
{10 — =02} <k~ (a)/7}

(1) Soneginp Pen(m) P (m) Lo, go 12, cpen (my /7y = 0-

LEMMA 3.2.9.

Assume that Assumption 18 holds true and use the penalty described in Definition 37 with
Kk = 84 so that pen®(m)/7 = 12n~ Ap(m)for any m in [1,n]. Then, for all n € N and
m € [1,n] hold

(i) let me, == [3 (2/C5)?| and ne, = 15(C5) ™4 then

- S E ([ — 650 — pen(m)/7), < Con [As(me,) + A (e, )]
°€6(a,r)

(ii) let me, :== |3 (2/C;)?| and ne, = 15(3/Cg)* tilen
sup Sy P P (|10 0517 > P < Con A (e, )*mE A (nc,)?]

0°€0(a,r)
i
T m_
P 0 7_907 2 >12mm* gc M -1
(iii) eoesggr) (I mLHlQ n ) < Colexp ( Ay () ) +nt

O

Consider now the partially data-driven aggregation of the orthogonal series estimators

using either aggregation weights IPS\Z) as in (3.3) or model selection weights ]Pg\f[o) asin (3.4).
t

From (3.9), combining Lemma 3.2.7 and Lemma 3.2.8 we obtain by replacing Ry (60°) by

f
R, (a) upper bounds similar to (3.12) and (3.13), respectively. Those upper bounds
together with Lemma 3.2.9 allow us to show the next assertion Lemma 3.2.10.
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LEMMA 3.2.10.

Assume that Assumption 18 holds true.

Consider the penalty sequence pen™(m) := k Ax(m)n~', m € [1,n], as in Definition 37
with numerical constant k to be specified depending on the model.

Let ) = P IPE\Z) (m)bpm be an aggregation of the orthogonal series estimators using
either aggregation weights IP%Z) as in (3.3) or model selection weights IPE\ZO) as in (3.4).
There is a finite numerical constant C > 0 such that for any 6° € ©(a,r), m! mi € [1,n]

and associated my,m_ € [1,n] as defined in (3.18) hold
BJI® — 6°]% < 2 pen®(m) + 20612 62, () + C(a). (319
O

The last bound allows us to derive an upper bound of the maximal risk over the ellipsoid
O(a,r) for the partially data-driven aggregated estimator in the case (np) introduced in
section 1.6.

THEOREM 3.2.2.

Assume that Assumption 18 holds true and consider the penalty sequence pen™(m) :=
k Ax(m)n=t, m € [1,n], as in Definition 7. Let 1) = - IPg\Z)(m)Hmm be an ag-
gregation of the orthogonal series estimators using either aggregation weights IPSZ[) as in

(3.3) or model selection weights ]PSS[O) as in (3.4). There is a finite constant Corn given in

A

(B.24) depending only on a, r and A such that for alln € N and for all m®, € [m}(a),n]
with my(a) € [1,n] as in Definition 40 holds

R, (5(”), O(a,7),A) <C(r*Vv 1) min [R7(a,A)Vexp (— Cioda(m)m)])] + CW’An_l.

me[1l,n]
(3.20)
O

COROLLARY 3.2.2.

Let the assumptions of Theorem 3.2.2 be satisfied. If in addition (A) there is ng,n €
N such that mL(a)éA(mL(u)) > (Clo)_1|log9‘{L(a)] for all n = ng,a holds true, then
there 1s a constant C, . , depending only on ©(a,r) and A such that Ry, (é\(”), O(a,7),A) <
Ca77,7A9%L(a, A) for all n € N holds true.

NUMERICAL DISCUSSION 3.2.4.

Let us illustrate Theorem 3.2.2 and corollary 3.2.2. Under corollary 3.2.2 the partially data-
driven aggregated estimator attains the rate SRIL(a, A). Otherwise, the upper bound faces a
deterioration of the rate, which we illustrate considering as in Num. discussion 1.3.4 usual
behaviour [0-0], [0-s] and [s-o] for the sequences (a(m))men and (A(m))men. In case [o-
o], [0-s] and [s-o] only with p < 1/2 the assumption (A) is satisfied, and R}, (a, A) equals
the oracle rate R (a,A) (cf. Num. discussion 3.2.3 [0-0], [0-s] and [s-0]). Thereby, the
partially data-driven aggregation leads to an estimator attaining the oracle rate R (a, A).
In case |o-s| with p > 1/2 the assumption (A) is not satisfied. However, with m? :=
me,| log R}, (a, A)| ~ (logn) holds min,,eq1,] [Ri'(a, A) V exp (_(Sﬁfim)m) < %Zn;(a, A) =~

Cs

80
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(logn)?¢t1n=1. In this situation the rate of the partially data-driven estimator 8 features
a deterioration by a logarithmic factor (log n)(2a+1)(1_1/ (2P)) compared to the oracle rate,
i.e. M (a,A) = (logn)?*+ttn=1 versus RS (a, A) ~ (logn)Zet1)/p)p—1, m

3.2.2 Unknown operator

Consider now the case Assumption 4. We shall hence keep in mind 3.2, 3.4, Definition 38
as well as 3.7 and 3.8. Note that the detailed proofs for all results given here can
be found in appendix B.2.

We will assume, from now on, that Assumption 9 holds true.

Both for the quadratic and the maximal risk, our strategy is based on the decomposition of
the quadratic loss function displayed in Lemma 3.2.2. This decomposition is independent
of the model an only relies on the fact that the parameter space is equipped with a nested
sieve and the fact that our estimator aggregation structure takes advantage of it.

LEMMA 3.2.11.

Consider the aggregated OSE ) = Sy IPS\Z) ()0 ny m with weights IPg\Z) (m) € [0,1],
m € [1,n], satisfying > ., IP%Z) (m) =1 and a sequence (pen(m))me[1,n] of non-negative
compensation terms. Given m € N let O := S Xt (s)p(s). For any m_ € [1,n],

s=—m "‘ny
my € [1,n], and the sequence of events (Xs)scz = ({|)\,J{A(s)|2 > n\ ' })sez holds

160 — 6°1 < 3[10n.m s — Ol + 3116517 62, (6°)
+ 316513 PN (LD +3 35 pen® P WLy i peni

lelm4,n]
0112
+3 Z (H‘gn,mj —Ofllz — pen(l)/7)+ + % Z pen(l)ﬂ{Han)\j—;FlHl%2pen(l)/7}
le]my4,n] le]m4,n]
+6 ) I GPIAS) = Ay ()P10°()P +2 Y Lael6°(s)? (3.21)
s€l1,n] sef1,n]

Keep in mind the shape of the estimator given in 3.2, eq. (3.4), eq. (3.7), eq. (3.8), and
Definition 38.

3.2.2.1 Quadratic risk bounds

We derive bounds for the risk of the aggregated estimator 9™ and the model selected
estimator OHE by applying Lemma 3.2.11. Therefore, we aim next to control the third and
fourth right hand side term in (3.21). The proofs for the results stated here can be found
in appendix B.2.1.

For each m € N keep in mind that ||05,|2 = [65]|% 62,(6°), R (6°,A) = [b2,(6°) V
Ax(m)n~1] as in Definition 40 and introduce in addition G = Lijsj<m M, (5)é(s). Note
that 0 = by and HH%@%HZQQ =2 selmun] A(s)|¢(s)|2. For any ml,mT_ € [1,n] let us
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define
m_ := min {m et,m]: ||9§||122 b2,(0°) < [HHOHZQ + 104/@]9% (0°,A) » and
M4 := max {m € [[ml,n]] : penK(m) < 2[3”11%0%”122 + 2penx(m1)]} (3.22)
my

where the defining set obviously contains ml

and ml, respectively, and hence, they are
not empty. Keep in mind that m4 := my(e1,...,&p,) is random but does not depend on

the sample Yi,...,Y,.

LEMMA 3.2.12.

Consider the data-driven aggregation weights I@E\Z) as in (3.4). Using the penalty as in Defi-
nition 38 with Uy := {1/4 < A(s)"*A(s) < 9/4, Vs € [1,1}, 1 € [1,n], for any mi,mi €
[1,n] and associated my,m_ € [1,n] as in (3.22) hold

(i) P ([1,m-])
e lpnosiyexp (= FnRa (07,4)) + 1) e (nl )Ty |

XM _

ii p” 1716 | 8
() S negons g pen ()P7 ()1 [0y ol <penimy /7y S 7 Lz + b

O

We combine the upper bound in (3.21) and the bounds given in Lemma 3.2.12. Condi-
tionally on €1,...,epn, the rv.’s ¥1,...,Y,, are iid. and we denote by Py|. and Ey/. their
conditional distribution and expectation, respectively. Clearly, due to Lemma 3.2.12 we
have
~(n) o
Eyc Py ([Lm-[) < L 51y [ exp (— 3"”7%9% (6°,A))
+Py (6, — =k > PeHA(mi)/7)]lUmi + ]IU;LL]
and, hence from (3.21) follows immediately
By |07 — 6°l7 < 3By cl|n,n,m5 — Omellie + 31165172 b7, (6°)
T
+ BRIy exp (=m0, 0) + 2 4 3)
+ 3”9&”%2]1{7”_>1} []PY‘E (Hen,nA,E — EH%Q 2 pen ( )/7)]1(5 T + ILUC ]

°
+3 Z EY|5 (Hen,nx,z - QZHP - pen )

lelmy,n]
+3 > pen’ (1) Py, (]9, i — Orllz = pen(1)/7)
lelmy,n]
+6 ) AL OPAS) = A )PP +2 D Lael0°(s)* (3.23)
s€[1,n] s€[1,n]

The next result can be directly deduced from Lemma 3.2.12 by letting 7 — oo. However,
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we think the direct proof given in annex provides an interesting illustration of the values
my, m_ € [1,n] as defined in (3.22).

LEMMA 3.2.13.
Consider the data-driven model selection weights IPg\f[o) as in eq. (3.8). Under definition

Definition 38 for any mT_,mE_ € [1,n] and associated my,m_ € [1,n] as in (3.22) hold

5 ple) -
(1) IPM (Hl’m,[[)]l{nenn 7,§m7ful22<pen7\(mi)/7}ﬂ6mi =0;

Ao

) A, ) (o) _
() 2megm ng PO M) PA (M) 2, <pent /7y = O-

O

We combine the upper bound in (3.21) and the bounds given in Lemma 3.2.13. Clearly,
due to Lemma 3.2.13 we have

By P57 ([Lm-) < L1y [Py ( — - éﬁul% > penA<mf_)/7)11%T + T ]

H 0”7”)\ 7mT_

and, hence from (3.21) follows immediately

Ey 0" = 0°)7 < 3By cll0nny g — Ol + 3116517 07, (6°)
A

+ 30105117 L >y [Pyie (10, — = bl > pen (m)/T) Iy | + T ]

Henﬂn)\:mi

+3 >~ By (10,7 — 01l —pen(1)/7),

lE]]m+ ,’I’L]]

+2 3" pen () Py (16,,,, 7 — O7lliz > pen(l)/7)
le]m4,n]

+6 ) I GPIAS) = Ay ()P1°()P +2 Y Lael6°(s)? (3.24)
se1,n] s€1l,n]

The deviations of the last three terms in the last display (3.24) and also in (3.23) need to
be bounded using concentration inequalities which depend on the considered model. We
hence formulate it as the central hypothesis to be verified in order to apply this method.

AsSUMPTION 19 Consider 0, , s — O = > sle[1m] AL (8)(0n(s) — d(s))es. Conditionally
on {e1,...,6n,} the rv.’s {Y1,...,Y,} are iid. and we denote by Py, and Ey. their
conditional distribution and expectation, respectively. Let A(s) = |[Af (s)[?, Ao(m) =
% ZsE[[l,m]] A(S)v A+(m) = maX{A(S)7 s € [[Lmﬂ}? Aﬁ(m) = 6K(m)mA+(m> and 5/A\(m) >
1. Then there is a numerical constant C such that for all n € N and m € [[1,n] holds

() Byje (16nn0m — Omllp — 1225 (m)n™),

<C % exp ( — C36/A\(m)m) + W exp ( — Cs /néK(m))]

(i) Pyie (I16n,n0m — Ol > 1285 (m)n™")

< Cg| exp (— C705(m)m) + exp (—Cq ndf\(m))]
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(iii) Py ([0nnyim — OmllZ > 1245 (m)n1)
fCun\/fR,’{‘HO,K)

< Cy | exp (= Cypdz(m)m) + exp ( mAL (m)

(V) P ([Any (5)/A(s) = 1] > 1/3) < Cryexp (= CogmalA(s)[2) < Cryexp (= 5272).

This hypothesis allows us to control the remaining random elements in our bound.

LEMMA 3.2.14.

Consider pen™(m) = kAz(m)n~t, m € [1,n], as in Definition 38 with k > 84. Let
me, = [LS(%)QJ V Cy| and ne, = 15(6—15)4; as well as mc_ = L3(C—27)2J and nc, =
|15(3/Cg)*|. There exists a finite numerical constant C > 0 such that for all n € N
and all m' € [1,n] hold

() s B (W — Bl — pen(m)/ 7).
<Cn~! [(1 V A+(mc3))m03 +(1v A+(nc5)nc5)};

(i) 7y pen(m) Py (0nnm — ml% > pen®(m)/7) < Cn=2[(1v Ry (me,))m3. +
(1V Ry (ne,)*n2);

(i) Py ( — = éﬁ”l% > penK(mT_)/7) <Clexp(— Clléx(mi)mT ) +n7t.

||9n7n)\am1; -
O

Consider now the fully data-driven aggregation of the orthogonal series estimators using
either aggregation weights I?’E\Z) as in (3.4) or model selection weights IT’E\ZO) as in eq. (3.8)
combining Assumption 19 and the upper bound given in (3.23) or (3.24) we obtain the
next result.

LEMMA 3.2.15.

Let Assumption 19 hold true. Consider the penalty sequence penx(m) = Kk Az(m) n~t

m € [1,n], as in Definition 38. Let g = P I@E\Z)(m)enmhm be an aggregation of

the orthogonal series estimators using either aggregation weights IAPAZ as in (3.4) or model

selection weights ﬁg/loo) as in eq. (3.8). Then, there is a finite numerical constant C > 0

such that for all n,ny € N, for any mT_,mz_ € [1,n] and associated m_ € [1,n] as defined

in (3.22) hold
E[6™ —6°|7 < 2pen’ (m) + 2(165 1% bfnl(ff) + 3165117 b7, (6°)
+CIOGNED g1y B (O 1 ) + A (U5 ' )] +CRL (6°,A) (3.25)

O

The last bound allows us to derive an upper bound of the risk for the fully data-driven
aggregated estimator in the two cases (p) and (np) introduced in section 1.6.

THEOREM 3.2.3. R
Let Assumption 19 hold true. Consider the penalty sequence pen™(m) := k Az(m)n=,
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m € [1,n], as in Definition 38. Let 60 = P IPg\Z)

the orthogonal series estimators using either aggregation weights IT’E\Z) as in (3.4) or model

o0)

(m)0pnym be an aggregation of

selection weights IP( as in eq. (3.8).

(p) Assume there is K € No with 1 > big_11(6°) > 0 and b, (0°) = 0. For K > 0 let

165 11% 4104k o
HQOHQLQ[QW 1 Ngo A 1= LC@OAA(K)J € N and n,\(0 ,A) = \‘28910g(K+

)5A( JAL(K)| € N If n > ngoa and ny > ny(0°,A) then set m;, := max{m €
[K,n] :n > cgpoAr(m)} and m;,, = max{m € [K,n,] : 289 log(m+2)da(m)A+(m) <
ny} where the defining set, respectively, contains K and thus is not empty, and other-

Cgo 1=

wise my, A my, = mc, log(n Any). There is a numerical constant C and a constant
C907A given in (B.59) depending only on 6° and A such that for all n,ny € N holds
—op(myAMme YmeAmS _ _

A mCZ A)]—I—C907A{n 1\/71)\1}.

(3.26)

(np) Assume that b, (6°) > 0 for all m € N. Let ny(A) := [2891og(3)da(1)A+(1)] € N.

If ny > ny(A) then set my = max{m € [1,n,] : 289log(m + 2)d(m)A4(m) < ny}

where the defining set, respectively, contains 1 and thus is not empty. There is a

Ry (07,6°,A) < C[163]1% [0~ vy Vexp (

numerical constant C such that for all n € N with m}, := mh(0°) € [1,n] as in
Definition 40 and for all ny > nx(A) holds

Ry (07,6°,4) < C(1V[165]17) min {967, 4) V exp ) TN

(mg,, )m

[¢] o -4 ':7.
FCOAV IO IE0T ) ey (67)V exp (522 My )

+CRE (07, A) +C(LV 165 ]17)A+ (1)*ny" +C’{A+(mc )?mé, + Ay (no)*}n™ (3.27)

while for ny € [1,nx(A)] we have

CREA(0°A) + C(LV [|6]1%)As (1)%ny " + C{A 4 (me,)?md, + A (no)*In~".

COROLLARY 3.2.3.

Let the assumptions of Theorem 3.2.3 be satisfied.

(p) If (A1) as in corollary 3.2.1 and in addition (A ) there is nx(0°,A) € N such that
oa(my,, )my, = me,(logny) for all ny = nx(0°,A) hold true, then there is a constant
Cpo p depending only on 0° and A such that for all n,ny € N holds Ry, (é\(”), 0°, A) <
CQO’A[n_1 vyt

(np) If (A2) as in corollary 5.2.1 and (AZ) hold true, then there is a constant Cyo  de-
pending only on 6° and A such that Ry, n, (9( m, ° ,A) < Cyo A{%T (0°, A)—l—RLA (0°,A)+
b2 Am T(90)} for all n,ny € N holds true.

NUMERICAL DISCUSSION 3.2.5.
Let us briefly illustrate the last results. In case (p) the fully data-driven aggregation leads
to an estimator attaining the parametric oracle rate (see Remark 1.3.1), if the additional
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assumptions (A1) and (A4) are satisfied. Consider the two cases (o) and (s) for the
operator Fourier sequence A as in Num. discussion 1.3.1, where in both cases (A1) holds
true (cf. Num. discussion 3.2.2 (o) and (s)), while
(0) nx ~ (logmy, )ox(mp)Ar(my,) ~ (logmy, )(my, )%
and my, dp(my, ) ~ (ny/logny)t/ (),

implies my,, ~ (ny/log ny)/ ()

(s) ma ~ (logms, )da(ms, )As(ms,) ~ (logms, )(ms, )1 exp((ms, )2¢) implics m3, ~

(logny — % loglog ny — i log log log n,\)l/@“) and m;uéA(m;u) ~ (log n>\)2+1/(2“).
Clearly in both cases (0) and (s) also (A4) is satisfied. Therefore, in this situation the fully
data~driven aggregated estimator attains the parametric oracle rate. On the other hand

side, in case (np) the fully data-driven aggregation leads to an estimator attaining the rate
RE(60°, A) + R1,, (6°, A) (corollary 3.2.3), if (A2) and (A4) are satisfied and b2, . (6°)

N n

is negligible with respect to %L(@O,A) + RLA (0°,A), otherwise the upper bound faces a
deterioration of the rate, which we illustrate considering as in Num. discussion 3.2.1 the
usual behaviour [0-0], [o-s| and [s-o] for the sequences (b, (6°))men and (A(m))men. In
all three cases [0-0], [0-s] and [s-o] the assumption (A4) holds true. Moreover, in case
[0-0], [o-s] and [s-o| only with p < 1/2 the assumption (A2) is satisfied, and ERIL(HO,A)
equals the oracle rate Ry (6°,A) (cf. Num. discussion 3.2.1 [0-0], [o-s] and [s-0]). In case
[0-s] and [s-0] bg% (0°) < CQO’ARILA (6°, A) while in case [0-0] bfn;A (6°) ~ (ny/logmny) P/,
hence

[0-0] Ry (00),6°,A) < Cgop {n=2/Cpt2041) g PNV () J1og )P/}
[o-5] Rony (817),60°, A) < Cgo p {(logn) 7P/ + (log ny) P/}

[s-0] Ry (B,6°,A) < Cpo y{(logm)@e+D/pA =1 4y 71y

Consequently, the fully data-driven estimator attains the oracle rate in case [0-o] with
p > a, [o-s] and [s-o] with p < 1/2, while in case [0o-o] with p < a and [s-o] with p > 1/2
the rate of the fully data-driven estimator #" features a deterioration by a logarithmic
factor (logny)?/* and (logn)2etD(1=1/(2p) respectively, compared to the oracle rate. [

3.2.2.2 Maximal risk bounds

By applying Lemma 3.2.11 we derive bounds for the maximal risk defined in (1.4) over
ellipsoids ©(a, ) of the fully data-driven aggregated estimator 60U using either aggregation

weights I?’E\T/][) as in (3.4) or model selection weights IAPE\Z) as in eq. (3.8). Therefore, we aim
next to control the second and third right hand side term in (3.21) uniformly over O(a, ).
Results stated here are proven in appendix B.2.2.

For each m € N keeping the definition 40 of R (a, A) = [a(m) V Ax(m)n~1] in mind
it holds 7R (a, A) > |65/ b2,(6°) uniformely for all #° € ©(a,r) and for all m € N.
Introduce in addition f = > se[—mm] At (5)¢(s). Note that 0 = Imbn and HH%@HHI% =
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2> selmn] A(s)|¢(s)|2. For any mL,mT_ € [1,n] let us define

mt
m_ := min {m € [[1,m]i]] : ||95||122 62,(0°) < [r? + 104K)%R,, ~ (a, A)} and
m4 = max {m € ﬂmi,n]] : penx(m) < 2[3”1’[%0%”122 + 2penK(m1)]} (3.28)
my

.I.

where the defining set obviously contains m! and mi, respectively, and hence, they are

not empty. Keep in mind that m4 :=my(e1,...,&p,) is random but does not depend on
the sample Y7,...,Y,.

LEMMA 3.2.16.

Consider the data-driven aggregation weights I@E\Z) as in (3.4). Using the aggregation
weights as in Definition 38 with k > 8log(3e) and

U = {1/4 < A(s)"MA(s) < 9/4, Vs € [1,7}, t € [1,n], for any mi,mirF € [1,n] and
associated my,m_ € [1,n] as in (3.28) hold

m’r
() P ([Lm-[) < 214 syexp (— L, (a,A))

1 . _ o
e i1z spenfimty/myuve
n,ny,m’ m! m'

.. Ao\ - —1716 , 8

(1) Xmepmy PO (PIPAr (M) e, <penimyry ST i + 5}

Keeping in mind that ¢ = 6° - \. We note that uniformly for all §° € ©(a,r) by applying
the Cauchy-Schwarz inequality holds [|¢[l;3 < [[A[[al0°]li/a < [[Allar. Thereby, we obtain
the next assertion immediately from Assumption 19, and we omit its elementary proof.

LEMMA 3.2.17.

Assume that Assumption 19 holds true. Then, we have

(i) supocoqen B X By ([0nmm = Ol = 3 pen'(m)), € Ri(a, 4);

(i) | swp B 3 pen(m) Pyie (I8nmm — fmlls > pen’(m)) € (o, )
°€O(a,r m=

(iii) o )]E]Pne (e, —- bl > Lpen®(ml)) € %f(a, A).
o U,T b b —
0

Consider now the fully data-driven aggregation of the orthogonal series estimators using

either aggregation weights IT’SZ[) as in (3.4) or model selection weights IAPE\ZO) as in eq. (3.8)
combining Lemma 3.2.17 and the upper bound given in (3.23) or (3.24) we obtain the next
result.

LEMMA 3.2.18.

Assume that Assumption 19 holds true and consider the penalty sequence pen

kAx(m)n~t, m € [1,n], as in Definition 38. Leth™ = P I@ﬂ)(m)en,nm be an

aggregation of the orthogonal series estimators using either aggregation weights IAPE\Z) as in

(3.4) or model selection weights IPS\ZO) as in eq. (3.8). There is a finite numerical constant

K(m) =
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C > 0 such that for alln,ny € N, for any 6° € ©(a,r), any mT_,mL € [1,n] and associated
m_ € [1,n] as defined in (3.22) hold

E[6™ — 6°||1%2 < 2pen®(ml) + 26514 bfni(a(’) +3)621% 62, (6°)
+C 16617 L pm >y B (G 1)+ maB (67 )]

+CRE (0°,A) + Cn AL (ma )’ mY .+ A (o) + 10512 L w1y} (3.29)

The last bound allows us to derive an upper bound of the maximal risk over the ellipsoid
©(a,r) for the fully data-driven aggregated estimator.

THEOREM 3.2.4. R
Consider the penalty sequence pen™(m) := & Az(m)n~t, m € [1,n], as in Definition 38

with numerical constant k > 84. Let o = - I/E\’E\Z)(m)Qn,an be an aggregation of

the orthogonal series estimators using either aggregation weights IAPS\Z) as in (3.4) or model
selection weights ]PE\ZO) as in eq. (3.8). Let my, = [3(400||\|or)?] and n, := 15(600)*.
Let nx(A) := [2891og(3)0a(1)A+(1)] € N. If ny > ny(A) then set m;, = max{m €
[1,nx] : 2891log(m + 2)dx(m)A(m) < ny} where the defining set, respectively, contains
1 and thus is not empty. There is a numerical constant C such that for all n € N with
mh = mL(@o) € [1,n] as in Definition 38 and for all ny > nx(A) holds

Rnny (a”), O(a,7),A) <C(1Vr?) min {R7(a,A)Vexp (M)}

me[l,n] Mx,r

—oa(m3, )my,
— )}

+C(VvrH{a(mi A m;u)2 Vexp (
PR (0, A) + LV rB)A, (1205) + C{AL (ma,)Pmd, + As (n)}n " (3.30)

while for ny € [1,nx(A)] we have

Rn,nA (5(77)’ G(aa T‘), A) < CT2RZ>\ (Cl, A)
+ C(]. V TQ)A+(1)2n;1 + C{A_,'_(m/\,T)Zmi’r + A+(no)2}n71‘ (331>

COROLLARY 3.2.4.
Let the assumptions of Theorem 3.2.J be satisfied. If (A2) as in corollary 3.2.1 and (A4)
as in corollary 3.2.3 hold true, then there is a constant CM’A depending only on a, r and
A such that Ry n, (:9\(77), O(a,7),A) < CamA{f)QL(a, A) + Ry, (a,A) +a(my, A mh)2} for all
n,ny € N holds true.

NUMERICAL DISCUSSION 3.2.6.

As in Num. discussion 3.2.5 shown in both cases (0) and (s) is (A4) satisfied. The fully
data-driven aggregation leads to an estimator attaining the rate ERL,(HO,A) + Ry, (a,A)
(corollary 3.2.4), if also (A4) is satisfied and a(my, ) is negligible with respect to R}, (a, A),
otherwise the upper bound faces a deterioration of the rate, which we illustrate considering
as in Num. discussion 3.2.1 the usual behaviour [0-0], [0o-s] and [s-0] for the sequences
(a(m)?)men and (A(m))men. In all three cases [0-0], [0-s] and [s-o] the assumption (A4)
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holds true. Moreover, in case [0-0], [o-s| and [s-o| only with p < 1/2 the assumption
(A2) is satisfied, and Q{T( ,A) equals the oracle rate R} (a,A) (cf. Num. discussion 3.2.1
[0-0], [o-s] and [s-0]). In case [0-s] and [s-o] a(ms,)? < CoraRy, (a,A) while in case
[0-0] a(my,,)? ~ (nr/logny) —P/% hence

[0-0] Ry (0, ©(a,1), A) < Cyp {2/ PH205D - W01 (g flognn) 7+
[o-5] Ruun, (87, 0(a,7),A) < Cypa{(logn) »/* + (logna) 7/}

[s-0] Rainy (07, ©(a,7), A) < €y {(log ) 2D/ CPA =1 g 1

Consequently, the fully data-driven estimator attains the minimax rate in case [0o-o] with

N

p > a, [o-s] and [s-o] with p < 1/2, while in case [0o-o] with p < a and [s-o] with p > 1/2
the rate of the fully data-driven estimator 8 features a deterioration by a logarithmic
factor (logny )P/ and (log n)2e+tD(=1/(2p)) respectively, compared to the minimax rate. 0

3.3 Inverse Gaussian sequence space model

We consider the Gaussian sequence space model where, for any s in IN, we have Y(s) ~
N(¢(s),1) and hence ¢y, (s) ~ N(¢(s),n™1); and e(s) ~ N(A(s),1) and hence A, (s) ~
N(A(s),n) h).

We will apply the strategy we just presented to this model, first with A known, then with
A estimated. In both cases, quadratic as well as maximal risk are bounded.

3.3.1 Known operator

We assume here that we know A and observe the vector of independent random variables
Y™, Assume now that for any s in IN, we know A(s) > 0.

3.3.1.1 Shape of the estimator

First, let us remind that we plan to use an aggregated orthogonal series estimator 5(’7),
with 7 in R’ Uoo which form is reminded hereafter.

DEFINITION We first define so-called contrast T and penalisation pen? sequences, which

(n)

allow us to define weight P}/ on the nested sieve space (here ([0, m])men)

T:N—-Ry, me—Y(m); pen® :IN = R_, m > pen’(m);

) . expln(T(m)-+pen® (m))]
Py i N = Ry, mim s i) et (1))] Lm<n-

Notice that letting 1 tend to co in the previous definition gives rise to the penalised contrast
model selection estimator,

M 1= arg min,, ey | {T(m) + penA(m)}
which corresponds to the following weights
lim,y o0 PSP () = 8 ({m}) =: P (m).
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Here, we will use the following shape for T and pen®, for x := 84

log?(mA 4 (m)V(m
T(m) =0 mll: O (m) o= B2 >

Ar(m) :=0x(m)mAy(m); pen®(m) :=r Ax(m)n~".

O

The family of estimators is hence entirely defined and can be implemented with the data
we assume to have at hand in this subsection.

3.3.1.2 Oracle optimality

In a first time we are interested in the quadratic risk for any 6° fixed. Remind that the
strategy we use allows to show that the following sequence is an upper bound for the
quadratic risk.

DEFINITION Remind that we defined for any € in ©® and m in IN the following term
62,(0) = [|0mll2/]l00llz < 1. We then define a family of sequences (R7(6°))men :=
(R7(0°, A))men = [b2,(6°) V pen™(m)/k] and hence it holds for all m in [1,n]

(165117 + K197 (6°) > 11651172 67,(6°) v pen® (m). (3.32)

We intend to prove that the specific choice

m], (°) := arg min {R™(6°),m € N} € [1,n];
R (6°) := R (6°, A) := min {]R™(6°), m € N}

with D‘inm’t(Go,A) = %L(GO,A) defines an upper bound for the convergence rate of the
aggregation estimators. O

A direct application of Lemma 2.4.1 and Lemma 2.4.2 gives us the following result.

COROLLARY.

For any m and n in IN, we have

E[([60m — 65:]1% — 1224 (m)n~")+] <6+ (m)n " exp[—255 (m)m]
P([100m — 0% > 1280 (m)n™") < exp[~264(m)m]

P (|0 — O5lf% > 12037(6°, ) <exp| 225 A

VoWV

O

Hence, Assumption 18 is verified with constants C; =1,C, = 6,C3 = 2,C, = 0,C4 = 1,C; =
2,09 =1,Cyy = 2, notice that Cs, Cq, and Cy; are irrelevant here as the corresponding term
is not present. We can hence apply the theorem me presented earlier.

The following theorem is then a direct application of Theorem 3.2.1 and we omit its proof.
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THEOREM 3.3.1.

Consider the penalty sequence pen™(m) := k Ax(m)n~t, m € [1,n], as in Definition 37
with numerical constant k > 84. Let ) = D IPS\Z (m)bnm be an aggregation of the
orthogonal series estimators, using either aggregation weights ]PS\Z) as in (3.3), or model

selection weights IPg\ZO) as in (3.6).
(p) Assume there is K € N with 1 > bjg_1)(6°) > 0 and b,,(0°) = 0. For K > 0 let

03]1% +4

Cco 1= WS‘\I\%Q!%—QK:(G") > 1 and ngo == [cgpoAr(K)| € N. If n € [1,ng0] then set my, :=
Ui -

me, log(n), and otherwise if n > nge then set my, := max{m € [K,n] : n > cgoApr(m)}

where the defining set contains K and thus is not empty. There is a finite constant

Cpo o given in (B.23) depending only on 60° and A such that for all n € N holds
Ru(01,60°,A) < Cll65]|% [tV exp (— 204 (mp)m8)] + Coo an ™. (3.33)

(np) Assume that b, (0°) > 0 for all m € N. There is a finite finite constant Ceo,A given
in (B.24) depending only 0° and A such that for all n € N holds

Rn(a(”), 6°,A) < C(||6311% v 1) Hﬁlln | [R7H(6°,A) V exp (= 265 (m)m)] + Cgo an L
= me[ln ’
(3.34)
O

COROLLARY 3.3.1.

Let k > 84.

(p) If in addition (A1) there is ngon € N such that op(my)my, > (logn)/2 for all n >
ngo A holds true, then there is a constant CGO,A depending only on 6° and A such that
for all n € N holds Ry, (0),6°,A) < Cgo yn~".

(np) If in addition (A2) there is ngo o € N such that mL(@O)(sA(mL(OO)) > |log %L(Qo, A)|/2
for all n = ngo n holds true, then there is a constant CGO,A depending only on 6° and A
such that R, ((/9\(77), 0°, A) < CeoyAD‘i;rl(Go, A) for all m € N holds true.

OJ

In fig. 3.4 we give an illustration of the error of the aggregation estimator with n = 1,
of the oracle projection estimator and of the model selection estimator, in the Gaussian
sequence space model in the case of a direct problem, with the same data.

Replicating the same experiment as in fig. 3.4 many times, it allows us to estimate the
distribution of the error of each estimator at a fixed value of n, which we represent in
fig. 3.5.

Finally, replicating the experiment of fig. 3.5 for different values of n we can illustrate the

evolution of the risk with n, as represented in fig. 3.6.

3.3.1.3 Minimax optimality

We now give interest to the maximal risk over Sobolev’s ellipsoids. We aim to apply
Theorem 3.2.2 which allows to show that the sequences defined hereafter are upper bounds
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True function, adaptive ion estimator and i error True function, adaptive projection estimator and associated error

Noise level: 1e-04 ; error: 0.0132 Noise level: 1e-04 ; error: 0.0134
main Representation of the L2 loss. Time domain Froquence domain

Time dor

W

Figure 3.4: Error of the aggregation estimator and of the model selection estimator for a
fixed dataset

Density of the empirical error of the adaptive aggregation estimator Density of the empirical error of the adaptive projection estimator
Noise level : 1e-04 ; average error: 0.0141 Number of MC experiments: N Noise level : 1e-04 ; average error: 0.0154 Number of MC experiments: N

Errorcansiy

Figure 3.5: Kernel estimation of the density of the error for the aggregation estimator and
the model selection estimator for a fixed true parameter 8° and noise level n

with n for

Evolution of the empirical error with n for the adaptive aggregation estimator Evolution of

Empiical error
Empiical

Figure 3.6: Estimation of the evolution with n of the error of the aggregation estimator
and of the model selection estimator
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for the maximal risk of our estimators.

DEFINITION Let be the following family of sequences, R (a) := R (a,A) := [a(m)? V
Ap(m)n~1]. Considering the following specific case, we aim to show that it describes an
upper bound for the maximal risk over O(a,r) for our aggregation estimator, mil(a) =
argmin {R"(a,A),m € N} € [1,n]

Rl (a) = R (a, A) = min {R7(a, A), m € N} with R (a, A) = R (a, A) 0

The hypotheses to apply Theorem 3.2.2 are the same as for Theorem 3.2.1 and hence we
directly obtain the following result.

THEOREM 3.3.2.
Assume that Assumption 18 holds true and consider the penalty sequence pen™(m) :=
k Ax(m)n~', m € [1,n], as in Definition 37. Let 6 = > Pﬂ)(m)ﬁnvm be an ag-

gregation of the orthogonal series estimators using either aggregation weights IPg\’][) as in

(c0)

3.3) or model selection weights P as in (3.4). There is a finite constant C wen in
( g M a,r, A g

A

(B.24) depending only on a, r and A such that for all n € N and for all my, € [[m;rl(a),n]]
with mh(a) € [1,n] as in Definition 40 holds

Rn(é\("),@(a, r),A) < C(r*v1) H}[iln]] (R (a, A)Vexp (=20 (m)m)])]+C,,an " (3.35)
me|l,n

O

COROLLARY 3.3.2.

Let the assumptions of Theorem 3.2.2 be satisfied. If in addition (A) there is ng,n € N
such that m},(a)dx(mi,(a)) = |log R (a)|/2 for alln > Na,r A holds true, then there is a con-
stant C, . depending only on O(a,r) and A such that R, ((/9\(”), O(a,r), A) < CM,’AD%L(a, A)
for all m € N holds true. O

3.3.2 Unknown operator
We now consider the case when A is unknown and we hence use the observations (& )pe[i,n,]
to estimate it.

3.3.2.1 Shape of the estimator

DEFINITION We use, as usual an aggregation estimator, where, this time, the aggregating
sequence does not depend on A but on "™,

o () (1)
(B (Noer = O Par Onnm()ser = QO PAT - Onnn (5)) e

meN

In particular, we give the following shape to the aggregating sequence with the contrast T
and penalty pen®,

T:N—= Ry, m— T(m); penK:]N—HR_, m'—>pen7\(m);

=0 . explyn(Y (m)+pen’ (m))]
Pu i W= Ry mo o o in(X()-+pen® (1))

m<n-
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Notice that if we let 1 tend to infinity we obtain the following penalised contrast model
selection estimator, ~
m = argmin {Y(m) + penA(m)}
me[l,n]

which corresponds to the following weight sequence,

lim B (m) = 6 ({m}) = P

n—o0

In particular, we take the following expressions for T and penK, with k := 84,

Y(m) =|0nmmllie; A(s) = IAh ()]

n n og2(mA 1 (m)V(m

Ry(m) = max{R(1),1 € [1L,m]}; G5(m) = Emhylmvime2) 5
Az (m) :zéﬁ(m)mJAXjL (m); pen®(m) ==k Az(m)n~".

3.3.2.2 Oracle optimality

We first look at the quadratic risk for each #° and we recall the sequence which shall be
an upper bound for the quadratic risk of our estimators.

DEFINITION Remind that we defined for any € in ® and m in IN the following term
62,(0) = [|0mll2/]l00llz < 1. We then define a family of sequences (R7(6°))men :=
(R7(0°, A))men = [b2,(6°) V pen™ (m)/k]. We intend to prove that the specific choice

m], (°) := arg min {R™(6°), m € N} € [1,n];
R (0°) := %L (6°, A) := min {R™(6°), m € N}

with D‘inmL(QO,A) = %L(GO,A) defines an upper bound for the convergence rate of the
aggregation estimators. O

Our method gives us a simple assumption to verify in order to obtain this result.
The following result, which is a direct application, once again, of Lemma 2.4.1 and Lemma
2.4.2 gives us precisely what we want.

COROLLARY.

For any m, n, and ny in IN we have,
Eg o an, (103, — Ol — 1245 (m)n") 4] <6n~ A (m) exp[—253 (m));
Py, xn, 10n,0ym — Omlle > 1285(m)n~"]  <exp[-205(m));
P(|Any (5)/A(s) = 1] > 1/3) < exp[—gatyy)-

O

The following theorem is then a direct consequence of Theorem 3.2.3 and we omit its proof.
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THEOREM 3.3.3.

Consider the penalty sequence penK(m) =k Az(m)n~t, m € [1,n], as in Definition 38.

Let 0 = - I?’E\Z)(m)Qn,nA,m be an aggregation of the orthogonal series estimators using

(o0)
M

either aggregation weights 1?5\’}) as in (3.4) or model selection weights P as in eq. (3.8).

(p) Assume there is K € No with 1 > bjg_11(0°) > 0 and b, (0°) = 0. For K > 0 let

o2 K
cgo 1= BIEHION e h = ege AA(K)| € N and ny(6°, A) == |289log(K +
19511, 67 1, (0°) :

2)0A(K)AL(K)] € N. If n > ngo p and ny > nx(0°,A) then set my, = max{m €
[K,n] :n > cgoAr(m)} and my,, = max{m € [K,n,] : 289log(m+2)da(m)A+(m) <
ny} where the defining set, respectively, contains K and thus is not empty, and other-
wise my, A'mp, = mc,log(n Any). There is a numerical constant C and a constant
Cpo n given in (B.59) depending only on 6° and A such that for all n,ny € N holds

—5A(m;L/\m;L/\ )m:L/\m:L)\

Ry (é\("), 0°, A) < CHQ&HZZQ [n_l\/nxl\/exp ( )] +C‘907A{n_1\/n)_\1}.

(3.36)

(np) Assume that b, (6°) > 0 for all m € N. Let ny(A) := [2891og(3)da(1)A+(1)] € N.
If ny > ny(A) then set my = max{m € [1,n,] : 289log(m + 2)da(m)A4(m) < ny}
where the defining set, respectively, contains 1 and thus is not empty. There is a
numerical constant C such that for all n € N with m), := mh(6°) € [1,n] as in
Definition 40 and for all ny > ny(A) holds

mC3

Rony (07,6°, 1) < C(1V [63]|%) min {F(0°,4)V exp (%)}n AN

2 —oa(my,, )my,
{bm;fl/\m;u mcz > ) }ﬂ{n/\ >ny(A)}

+CRE (07, A) + C(LV 165 17)A+(1)*n3 " + C{A 4 (me,)*mE, + As(no)*n~" (3.37)

+C(1V|6g]I%) (6°) v exp (

while for ny € [1,nx(A)] we have
CREA(O°,A) + C(LV 6112 At ()20 " + C{A (mc,)?mE, + A (no)*In ",

COROLLARY 3.3.3.(p) If (A1) as in corollary 3.2.1 and in addition (AJ) there is

nA(0°,A) € N such that 5x(my, )m;, = mc, (logny) for all ny > nx(0°,A) hold true,
then there is a constant Cyo 5 depending only on 6° and A such that for all n,ny € N
holds Ry, (07,6°,A) < Cgo s [n~1 V.

(np) If (A2) as in corollary 5.2.1 and (AZ) hold true, then there is a constant Cyo  de-
pending only on 6° and A such that Ry, n, (9\(’7), 0°,A) < Ceo,A{SﬁL(HO, A)—l—R,T“ (0°,A)+
b> (0°)} for all n,ny € N holds true.

m:LA /\mIL

3.3.2.3 Minimax optimality

We now give interest to the maximal risk over Sobolev’s ellipsoids. We aim to apply
Theorem 3.2.2 which allows to show that the sequences defined hereafter are upper bounds
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for the maximal risk of our estimators.

DEFINITION Let be the following family of sequences, R™(a) := R (a,A) := [a(m)? Vv
Ax(m)n~1. Considering the following specific case, we aim to show that it describes an
upper bound for the maximal risk over O(a,r) for our aggregation estimator, mL(a) =
argmin {R)"(a,A),m € N} € [1,n]

R (a) == R (a, A) = min {R7(a, A),m € N} with 7@ (a, A) = %1, (a, A) o

The hypotheses to apply Theorem 3.2.2 are the same as for Theorem 3.2.1 and hence we
directly obtain the following result.

THEOREM 3.3.4. ~

Consider the penalty sequence pen®(m) == k Az (m) n~t, m € [1,n], as in Definition 38

with numerical constant x > 84. Let O = P I@E\T/Il)(m)ﬂn,m’m be an aggregation of

the orthogonal series estimators using either aggregation weights I/E\’E\Z) as in (3.4) or model
selection weights ]PS\?[O) as in eq. (3.8). Let my, = [3(400||\|[q7)?] and n, := 15(600)*.
Let ny(A) := [2891og(3)da(1)A4(1)] € N. If ny > ny(A) then set m;, := max{m €
[1,m,] : 2891log(m + 2)6a(m)A+(m) < ny} where the defining set, respectively, contains
1 and thus is not empty. There is a numerical constant C such that for all n € N with
ml, == ml(6°) € [1,n] as in Definition 38 and for all ny > nx(A) holds

Ry (07,0(a,7),A) <C(1V7?) min H{mma, A) V exp (Z2almmyy

me[ln RN

—Sa(ms s,
)}

+C(1Vr?){a(m! A m:u)2 Vexp (
+ C7“2722A (a,A) +C(1 V)AL (1)*nt + C{A+(m)\7r)2m§\m + Ay (no)In~t (3.38)

while for ny € [1,nx(A)] we have

Ry (07, 0(a,7),A) < Cr*RE (a,A) +C(1V r?) AL (1)) !
+ C{A(may)?*m3, + Ay (no)In. (3.39)

COROLLARY 3.3.4.
Let the assumptions of Theorem 3.2.4 be satisfied. If (A2) as in corollary 3.2.1 and (A4)
as in corollary 3.2.3 hold true, then there is a constant Ca,r,A depending only on a, r and
A such that Ry n, ((/9\(”), O(a,r),A) < CumA{ﬂ%L(a, A) + Ry, (a,A) +a(mp, A mh)2} for all
n,nx € N holds true.

3.4 Circular deconvolution model

We place ourselves in the framework introduced in section 1.6. We will first consider the
case of a known operator, first with independent data, then with an absolutely regular
process. We will then consider an unknown operator. In all cases, we start by giving the
explicit, detailed expression of the estimator, as well as the sequence which shall be proven
0 be an upper bound for the quadratic risk, before reminding the hypotheses to prove in
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order to obtain the convergence, we shall then proceed to show that the said hypothesis
holds true before concluding. The proofs for the results obtained in this section may be
found in appendix C.

3.4.1 Independent data and known convolution density

We place ourselves under Assumption 3 and Assumption 5 and intend to apply the strategy
highlighted in section 3.2.1.

We assume here that we know A and observe the vector of independent random variables
Y. Assume now that for any s in IN, we know A(s) and A(s) > 0.

3.4.1.1 Shape of the estimator

First, let us remind that we plan to use an aggregated orthogonal series estimator «/9\(’7),
with 7 in R’ Uoo which form is reminded hereafter.

DEFINITION We first define so-called contrast Y and penalisation pen® sequences, which
allow us to define weight IP%Z) on the nested sieve space (here ([0, m])men)

T:N—-Ry, me— Y(m); pen® :IN - R_, m > pen’(m);
() . exp[nn(Y (m)+pen’ (m))]
]PM : ]N — ]R,+, m — ZZ:O exp[nn(T(k)+penA(k))]]lmgn'

Notice that letting 1 tend to co in the previous definition gives rise to the penalised contrast
model selection estimator,

M = arg min,, e ] {T(m) + penA(m)}
which corresponds to the following weights
limy 00 PP (m) = 65 ({m}) =: P (m).

Here, we will use the following shape for T and pen?, for x := 84

O, 2 m m m
T(m) =l 2 O (m) = PELLEEE) >

Ap(m) =05 (m)mAL(m); pen’(m) =k Ax(m)n~ L.

O

The family of estimators is hence entirely defined and can be implemented with the data
we assume to have at hand in this subsection.
3.4.1.2 Quadratic risk bounds of the aggregated estimator

In a first time we are interested in the quadratic risk for any 6° fixed. Remind that the
strategy we use allows to show that the following sequence is an upper bound for the
quadratic risk.
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DEFINITION Remind that we defined for any # in ® and m in IN the following term
62,(0) = [|0mll2/]l00llz < 1. We then define a family of sequences (R7(6°))men :=
(R7(6°, A))men = [02,(°) V pen™(m)/k] and hence it holds for all m in [1, 7]

165117 + KIR7(60°) = (165172 b7 (6°) V pen® (m). (3.40)
We intend to prove that the specific choice

m], (0°) := arg min {R™(6°),m € N} € [1,n];
R (6°) := R (6°, A) := min {;\™(0°), m € N}

with %ﬂIL(GO,A) = ERL(GO,A) defines an upper bound for the convergence rate of the

aggregation estimators. O
The following lemma shows that the assumption for our method is verified.

LEMMA 3.4.1.
Let Ao(m) = L 2 sepim) M), Ap(m) = max{A(s),s € [1,m]}, 0a(m) > 1 and Ax(m) =
dan(m)mA4(m), then there is a numerical constant C such that for alln € N and m € [1,n]

holds
(i) E (10nm — 072 — 12A0(m)n "),
< ¢ | 18l Av(m)

—5A(m)m) + 2mA4 (m) —1/nda(m) ):|

exp ( 316l 2 exp (—Vggg

.. ° _ —opa(m)m - 0
(i) P (|60 — 0517 > 1280 (m)n 1) <3 [exp (Zotaty) +exp (W>]

° ° —nRM(0°,A —n/R7(0°,A)
(iii) P (Hen,m - 9ﬁ||122 > 12R7(0 7A)) <3 [GXP (WM) +exp (W)]

Hence, using Theorem 3.2.1 gives us the following result.

THEOREM 3.4.1.

Consider the penalty sequence pen®(m) := k Ax(m)n~", m € [1,n], as in Definition 37
with numerical constant k > 84. Let () = S _ Py (m)bnm be an aggregation of the
orthogonal series estimators, using either aggregation weights IPE\Z) as in (3.3), or model
selection weights IPg\ZO) as in (3.6).

(p) Assume there is K € N with 1 > bjg_1)(0°) > 0 and b, (0°) = 0. For K > 0 let
0511%+4
Cpo 1= IIGSH%Q!%% > 1 and ngo := [cpo Ap(K)]| € N. If n € [1,npo] then set my, :=
20 -
mc, log(n), and otherwise if n > nge then set my, := max{m € [K,n] : n > cpoApr(m)}
where the defining set contains K and thus is not empty. There is a finite constant
CQOA given in (B.23) depending only on 6° and A such that for all n € N holds

Ru(00,0°,A) < Cll05]1% [n1 V exp (— 20a(mg)ms)] + Coo an ™. (3.41)
(np) Assume that by, (0°) > 0 for all m € N. There is a finite finite constant Cpo p given
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in (B.24) depending only 0° and A such that for all n € N holds

Rn(a(”), 0°,A) < C(||6511% v 1) m[[lln : [R7H(6°,A) V exp (= 265 (m)m)] + Cgo an b
- me|ln P
(3.42)
O

COROLLARY 3.4.1.

Let k > 84.

(p) If in addition (A1) there is ngon € N such that op(my)my, > (logn)/2 for all n >
ngo A holds true, then there is a constant C907A depending only on 6° and A such that
for alln € N holds Ry, (0),6°,A) < Cgo yn~".

(np) If in addition (A2) there is ngo o € N such that mh(6°)55 (m1(6°)) > |log R (6°, A)|/2
for all n = ngo n holds true, then there is a constant C(,O’A depending only on 0° and A
such that Ry, (é\("), 6°,A) < COO’AQ‘{L(GO, A) for all n € N holds true.

3.4.1.3 Maximal risk bounds of the aggregated estimator

We now give interest to the maximal risk over Sobolev’s ellipsoids. We aim to apply
Theorem 3.2.2 which allows to show that the sequences defined hereafter are upper bounds
for the maximal risk of our estimators.

DEFINITION Let be the following family of sequences, R (a) := R™(a,A) = [a(m)? V
Ap(m)n~1. Considering the following specific case, we aim to show that it describes an
upper bound for the maximal risk over O(a,r) for our aggregation estimator, m;rl(a) =
argmin {R)"(a,A),m € N} € [1,n]

.
R (a) := R (a, A) == min {R7(a, A), m € N} with R0 (a, A) = R (a, A) 0

The hypotheses to apply Theorem 3.2.2 are the same as for Theorem 3.2.1 and hence we
directly obtain the following result.

THEOREM 3.4.2.

Consider the penalty sequence pen®(m) := k Ax(m)n~", m € [1,n], as in Definition 37.
Let 1) = ) ]PS\Z (m)bnm be an aggregation of the orthogonal series estimators using
either aggregation weights IPS\Z,) as in (3.3) or model selection weights IPE\ZO) as in (3.4).

There is a finite constant Ca,r,A given in (B.24) depending only on a, r and A such that for
alln € N and for all m?, € [ml(a),n] with mi,(a) € [1,n] as in Definition 40 holds

R (6™, 0(a,7),A) < C(r2V1) min [ (a, A) Vexp (=204 (m)m)])] +Coran™t. (3.43)
me|l,n

O

COROLLARY 3.4.2.
Let the assumptions of Theorem 5.2.2 be satisfied. If in addition (A) there is ng,n € N
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such that mi,(a)dx(mh(a)) > |log R (a)|/2 for alln > Na,r A holds true, then there is a con-
stant C, . , depending only on ©(a,r) and A such that Ry, (6™, 0(a,7),A) < CamAfRL(a, A)
for all n € N holds true. O

3.4.2 Absolutely regular process and and known noise density

We now replace the independence assumption Assumption 5 by the absolute regularity
assumption Assumption 6, that is, we recall

AssuMPTION Considering the process of observations (Y},),cz, assume that for any p, the
joint distribution Py;y, of Yy and Y, admits a density denoted gy, y, which is square

integrable. Denote |[z[|72, := ff[o 12 |z(t,t')|? dt dt' the L2-norm for functions of two
variables and for any ¢ and ¢’ in [0,1] set (x ® z)(¢,t') = x(¢) - (¢'). Then, we assume
Vg 1= SuPpz1 |9y vy — 9 @ gll22 < oo. O

Under this assumption we will use Lemma 1.2.3, which is

LEMMA.

Let the process of observations (Yp)pew be a strictly stationary process with associated
sequence of mizing coefficients (5(Yo,Yp))pew. Under Assumption 6, for any n > 1; m
and ! in IN with m <1 and K € [0,n — 1], it holds

D et VI, es (%)

<n2(l—m+ D{1+ 20y, K(1-m+1)""2+2) "

n—1

AT
Moreover, as ZpelN B(Yo,Yy) is finite, we have limg grrowoss Z;iKH B(Yo,Y,) =0, so we
can find K° in N such that for any K greater than K°, 3772 ;- B(Yo,Y}) < i. We can

take K = 7%";“ and assuming that this choice is greater than K°, we have

Zm<|5|<l V[Z::1 es(Yp)] <4n(l —m +1).

And we will also use Lemma 1.2.4, recalled bellow.

LEMMA.
Assume that the universe is rich enough in the sense that there exist a sequence of random
variables with uniform distribution on [0,1] which is independent of (Yp)pez-

Then, there exist a sequence (ij')peZ satisfying the following properties. For any positive
integer w and for any strictly positive integer q, define the sets (If )peiw] = [2(¢— 1w+
L, (2¢ — D)w] and (I3 ,)pew] = [(2¢ — Dw + 1, 2qw].

Define for any q in Z. the vectors of random variables E, := (YIEP)PG[[LW]] ;04 = (Ylgp)peﬂlyw]] ;
and their counterparts E := (Yln’l)pe[[l’wﬂ and OF := (Y, +

e o Jpell,u]-
ap ap ’
Then, (Ypl)pez satisfies:
€L

e for any integer q, EqL, Eq, Of,

and Oy are identically distributed;
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o for any integer q, P(E, # EqL) < Buw and P(O4 # Oql) < Bu;

° (E(j-)qez are independent and identically distributed and (OqL)qu as well.

3.4.2.1 Shape of the estimator

Note that we will use the same estimator as previously and hence no knowledge about
(Bp)wez is required. We recall here the shape of the estimator.

DEFINITION We first define so-called contrast Y and penalisation pen® sequences, which

allow us to define weight IP%Z) on the nested sieve space (here ([0, m])men)

T:N— Ry, m— Y(m); pen : IN = R_, mb—>penA(m);

() . exp[nn (Y (m)+pen’ (m))]
Par s = Ry o o lan(T ) +pent (] Lm<n-

Notice that letting 1 tend to oo in the previous definition gives rise to the penalised contrast
model selection estimator,

m = arg min,, e o] {T(m) + penA(m)}
which corresponds to the following weights
lim,, 00 P (m) = 65 ({m}) =: PE (m).

Here, we will use the following shape for T and pen?®, for x := 84

log?(mA 4 (m)V(m
T(m) =0l O (m) o= eElmlnnt2) > 1,

A( —1.

Ap(m) :==6p(m)mAy(m); pen”(m) =k Ax(m)n

3.4.2.2 Oracle optimality

We will use the same technic as previously. Let us hence recall the rate which we use.

DEFINITION Remind that we defined for any 6 in ® and m in IN the following term
62,(0) = 10mlli2/llf0ll2 < 1. We then define a family of sequences (R7(0°))meN :=
(R7(0°, A))men = [b2,(6°) V pen™(m)/k]. We intend to prove that the specific choice

m] (8°) := arg min {R"(6°),m € N} € [1,n];
R (6°) := R (6°, A) := min {R™(0°), m € N}

with Eﬁnmil(Go,A) = %L(GO,A) defines an upper bound for the convergence rate of the
aggregation estimators. O
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Verifying our hypotheses is technically more demanding than in the independent case, we
hence give some more details in this section.

As previously, we will apply Talagrand’s inequalities presented in Lemma C.0.1. However,
due to the dependence structure of our data, they cannot be applied directly and we first
use Lemma 1.2.4. It allows us to obtain the following result.

LEMMA 3.4.2.
For any integer k and | such that k < I, define for any t in By, the functional Uy =
(|0, — 6°);2. Under Lemma 1.2.4, we define

vt =t Y B Bl B w(Ey) =50 ()

1y AR i
Vt(Eq,p) _Zkg\sKl(t(S))\(s) eS(Eq,p))'
Then, for any sequence (Cy)nen, we have the following inequalities:

o —e, L
E[(supie, , [(t10n — 0°)12|* — Cn) 1] <2 El(supyep, , [7771* — Cn)+]
2 Blsupes,, 7 -7 (3.44)
]P(SuPte]Bk,l |(t]0n — 0°)2] = Ch) <2IP(SUPteIBk,l W?H > Ch)

+2 Z P({E; # Eg}) (3.45)

q=1

We now apply Lemma C.0.1 in the respective first parts of eq. (3.44) and eq. (3.45).

LEMMA 3.4.3.
For any integers k and | with k < 1; consider a triplet h?, H? and v verifying

h? > Zkg‘s‘gl A(s); H?2>n'AL()(1 —k+1)(0p(m) +1);

v S0 iR (m), 2ol 37, 0+ D

then, under Assumption 6, for any C > 0, we have:

7e7j_ v —r 2 2 —_r .
E[(supe, , [7; 7 = 6H?) 1] <C[2 exp(=55) + & exp(5gr)); (3.46)
—e,L rH? =T
P(supiep, , 7] > 6H2)  <3(exp[—12] + expl5l]). (3.47)
0

Considering the results we obtained in Lemma 3.4.3 and Lemma 3.4.2 we obtain by com-
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bining 3.44 and 3.46, using the fact that dx(m) > 1, we select

I=1; k=m; h?>=mA,(m)>mh.(m);

o= dw A )y 206l 3 0+ s

H? =2Ax(m)n~ ! = n"tmA (m)(26A(m)) = n AL (m)m(6a(m) + 1);

oo
p=1

then, given the constant Cg , 1= \/2||¢Hll > o1 (P + 1) B, we have

E[(|6nm — 6212 — 120~ AL (m)yméa(m))+] <C[Cg y AL oy (= moalm))

N 24C, ,
A —4/2ndA(m)
N

and by combining 3.45 and eq. (3.47)

o — m m —4/ndp(m
P (|6 = O3] > 1207 A (m)mda (m)) < 3(expl— Ygan™] + exp[ i

and if we chose

[=1; k=m; h*=mhi(m)=mhs(m); v= 4w_1\/ﬁA+(m)\/QH¢Hzl Z:;(Wr 1)Bp;

H? = 27™(0°, A) = 2[62,(6°) V Sa(m)mA  (m)n~1] = n~ AL (m)m(0a(m) + 1);

we obtain

o m [e] n W HO,A
P[0 — Ol > 129%7(6%, A) <3(expl— a5/ s e
—n4/2R7(0°,A)
+ eXp[ZOOw\/mA+ (m)])

From this we deduce the following lemma.
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LEMMA 3.4.4.
For any n in IN we have

Z E[([|0n — 651z — pen® /7)4]

nda (m
< Cn'[Cy, ¢8Z vVmA(m) exp(— ‘ézcé“ 4q ZmA+ exp(soioqﬁ())} (3.48)

- enA m [e)
S e O P[0, 7 — 011 > pen® (m)/7)

m=1

en (m) mdx(m en (m) nop(m
Z b exp[— ‘{6;0%( Z b exp| 100’;( )} (3.49)

P10, — — 0|, > 129767, A))

nRT(6°,A) —ny/2R7(6°,A)
< 3(‘3Xp[_1600\/m1\+(m)cﬁ’¢] + eXp[QOOw—m} (3.50)

O

We finally control the respective second parts of 3.44 and 3.45 using the properties of
section 1.2.4.

LEMMA 3.4.5.
For any integers k and | with k <1

76,L —e
Elsupsep, , 77 — 75[*] <2rfBu ZNSKZ A(s); (3.51)
> PUE; #E})  <rbu. (3.52)
q=1
|

We see that, in order to avoid a degradation of the rate, we need to make a stronger
assumption on the sequence (5,,. A sufficient condition is suggested hereafter.

ASSUMPTION 20 Assume that the sequence of mixing coefficients (S )wen is such that

there exists a numerical constant C such that for all n in IN and m in [1,n] we have

n? pen(m)B, < C.

Under this assumption, the main claim follows.

THEOREM 3.4.3.

Assume that Assumption 20 holds true and consider the penalty sequence penA(m) =
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k Ax(m)n~t, m € [1,n], as in Definition 37 with numerical constant k > 84. Let
o — P IP%Z (m)0nm be an aggregation of the orthogonal series estimators, using

either aggregation weights ]PE\Z) as in (3.3), or model selection weights IPESIO) as in (3.6).

(p) Assume there is K € N with 1 > big_1)(6°) > 0 and b,,(0°) = 0. For K > 0 let

03112, +4

Cpo 1= W(E’HQQQE%—QKH’?@") > 1 and ngo = [cpoApr(K)| € N. If n € [1,np0] then set my, :=
vl -

mc, log(n), and otherwise if n > ngo then set my, := max{m € [K,n] : n > cpoAp(m)}

where the defining set contains K and thus is not empty. There is a finite constant

Cpon given in (B.23) depending only on 6° and A such that for all n € N holds
Rn (5(7’), 0°,A) < C||05||122 [n_l Vexp ((— 26a(m5)my)] + C@oyAn_l. (3.53)

(np) Assume that by, (0°) > 0 for all m € N. There is a finite finite constant CGO’A given
in (B.24) depending only 0° and A such that for all n € N holds

Rn(é\("), 0°,A) <C([6511% v 1) mﬂlln : [R7(6°,A) V exp (— 265 (m)m)] + Cgo pn ™"
- me|l,
(3.54)
O

COROLLARY 3.4.3.

Let k > 84.

(p) If in addition (A1) there is ngon € N such that op(my)my, > (logn)/2 for all n >
nge p holds true, then there is a constant Cao,A depending only on 6° and A such that
for all n € N holds R, (0,6°,A) < Cgo yn~".

(np) Ifin addition (A2) there isngo o € N such that mh(8°)8x(mh(6°)) = |log R (6°, A)|/2
for all n = ngo p holds true, then there is a constant C907A depending only on 6° and A
such that Ry, (5(’7), 0°, A) < CGO’A%L(HO, A) for all n € N holds true.

O

Note that Assumption 20 adds a strong constraint on the dependence compared to the
basic definition of the absolutely regular processes. It would be of interest to investigate
the convergence rate of our estimator when this hypothesis is relaxed. It is however beyong
the scope of this thesis.

3.4.2.3 Maximal risk bounds of the aggregated estimator

We now give interest to the maximal risk over Sobolev’s ellipsoids. We aim to apply
Theorem 3.2.2 which allows to show that the sequences defined hereafter are upper bounds
for the maximal risk of our estimators.

DEFINITION Let be the following family of sequences, R (a) := R"(a,A) = [a(m)? V
Ap(m)n~. Considering the following specific case, we aim to show that it describes an

upper bound for the maximal risk over ©(a,r) for our aggregation estimator, mf,(a) =

argmin {R"(a,A), m € N} € [1,n]
,
R (a) := R (a, A) == min {R7(a, A), m € N} with R0 (a, A) = R (a, A) 0
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The hypotheses to apply Theorem 3.2.2 are the same as for Theorem 3.2.1 and hence we
directly obtain the following result.

THEOREM 3.4.4.

Assume that Assumption 20 holds true and consider the penalty sequence pen™(m) :=
k Ax(m)n~', m € [1,n], as in Definition 37. Let 0 = 3" IPg\Z)(m)Hmm be an ag-
(m)

gregation of the orthogonal series estimators using either aggregation weights Py/ as in

(3.3) or model selection weights ]PS\C/}O) as in (3.4). There is a finite constant C, . x given in

(B.24) depending only on a, v and A such that for alln € N and for all m®, € [m}(a),n]
with my(a) € [1,n] as in Definition 40 holds

A

Rn(g(”),@(a,r),l\) < C(r?v1) Hﬁiln]] (R (a, A)Vexp (=265 (m)m)])] +CumAn_1. (3.55)
me|l,n

O
COROLLARY 3.4.4.
Let the assumptions of Theorem 3.2.2 be satisfied. If in addition (A) there is ng,n € N
such that mL(a)éA(mL(a)) > |log %L(a)]/2 for alln > ng, A holds true, then there is a con-

stant C, ,. , depending only on ©(a,r) and A such that R, (é\(”), O(a,r), A) < CQ,T,A%L(& A)
for all m € N holds true. O

Note that once again Assumption 20 is required to obtain the result.

3.4.3 Independent data and unknown noise density

We now consider the case when A is unknown and we hence use the observations (£p)pe[1,n,]
to estimate it.

3.4.3.1 Shape of the estimator

DEFINITION We use, as usual an aggregation estimator, where, this time, the aggregating
sequence does not depend on A but on €™,

5(m) 5(m)
@ ()ser = Q] Pur Onanan(8))ser = O PAf - Onny (5))scr-

>s|

In particular, we give the following shape to the aggregating sequence with the contrast T
and penalty pen®,

T:N—Ry, m— T(m); penK:]N—>IR_, meenK(m);

) . expln(Y (m)+pen’ (m))]
P s N = R oo ol (k) Fpen ()]

m<n-

Notice that if we let 1 tend to infinity we obtain the following penalised contrast model
selection estimator,

m = argmin { Y (m) + penx(m)}
me[l,n]
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which corresponds to the following weight sequence,

lim B (m) = 65 ({m}) = P

n—0o0

In particular, we take the following expressions for T and penK, with k := 84,

T(m)  =l0n 72 A(s) = N (9)

n n 2(mA (m)V(m

At (m) ==max{A(0), 1 € [1,m]}; 95 (m) := CELEALIIER) > 4,
Az (m) :zéx(m)mKJr(m); pen®(m) ==k Az (m) nt

3.4.3.2 Risk bounds of the aggregated estimator

We first look at the quadratic risk for each #° and we recall the sequence which shall be
an upper bound for the quadratic risk of our estimators.

DEFINITION Remind that we defined for any 6 in ©® and m in IN the following term
62.(0) = [|0mlli2/]l00llz < 1. We then define a family of sequences (R7(6°))men =
(R7(0°, A))men = [b2,(6°) V pen™(m)/k]. We intend to prove that the specific choice

m] (0°) := arg min {R™(6°),m € N} € [1,n];
PRI (6°) := R (6°, A) := min {:\™(0°), m € N}

with 9‘%’,{‘1(90,1\) = %L(HO,A) defines an upper bound for the convergence rate of the
aggregation estimators. O

The following result assures that the hypotheses to apply our method are verified.

LEMMA 3.4.6.
Consider Oy, n, m — O = > lsle[Lm] At () (dn(s) — ¢(s))es. Conditionally on {e1,. .. ,en,}
the r.v.’s {Y1,...,Yn} are iid. and we denote by B, . and Ey . their conditional distri-
bution and expectation, respectively. Let K(s) = AL ()2 Ao(m) = %Zse[[l,m]] K(s),
Ay (m) = max{A(s),s € [1,m]}, Az(m) = 5K(m)mx+(m) and dz(m) > 1. Then there is
a numerical constant C such that for alln € N and m € [1,n] holds
() Byle (|nnym — Omllfz — 1245 (m)n~"),

< C ll#ll;1 K+(m) exp (—Jx(m)m) + 2m]\\+(m) exp (— n57\(m)):|

3llell n?

. 5 _ —dz(m)m —4/néx(m)
() By (s~ sl > 12850 ) < 3 exp (o) + exp (Vos™) |

‘11

= _ —d% (m)m —ny/Rm 0°,A
(i) B, (10 n, s — Ol > 1245 (m)n~") <3 [exp (oot ) + exp <W)]

O
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LEMMA 3.4.7.
Given m € N for all s € [1,m] we have

P (An (5)/A(s) = 1] > 1/3) < 2exp (= BE0) < 2exp (- ). (3.56)

The following theorem is then a direct consequence of Theorem 3.2.3 and we omit its proof.

THEOREM 3.4.5.

Consider the penalty sequence penK(m) =k Az(m)n~t, m € [1,n], as in Definition 38.
(n)

Let ) = D IAPM (m)0ynym be an aggregation of the orthogonal series estimators using

(o0)
M

either aggregation weights I?’S\Z) as in (3.4) or model selection weights P as in eq. (3.8).

(p) Assume there is K € No with 1 = bjg_11(6°) > 0 and bm(6°) = 0. For K > 0 let

1165117 +104x o
cyo = H98||§lb2—(9°) > 1, ngop := [cpoAA(K)] € N and ny(6°,A) := |289log(K +

2 b
2)5A(K)A+Z(Ig§j 116 N. If n > ngo g and ny > nx(0°,A) then set my, := max{m €
[K,n] :n > cpoAp(m)} and my,, = max{m € [K,ny] : 289 log(m+2)dx(m)A4(m) <
ny} where the defining set, respectively, contains K and thus is not empty, and other-
wise my, Amy, = me, log(n Any). There is a numerical constant C and a constant
Cpo A given in (B.59) depending only on 6° and A such that for all n,ny € N holds

—5A(m;/\m;>\)m;/\m;>\ )]

Ry (B, 6%, ) < C16811% [0 vy vexp ( e a{n Vi),

(3.57)

(np) Assume that b, (0°) > 0 for all m € N. Let ny(A) := |2891og(3)da(1)A4+(1)] € N.
If nyx > nx(A) then set my, = max{m € [1,n,] : 289log(m + 2)x(m)A(m) < ny}
where the defining set, respectively, contains 1 and thus is not empty. There is a

mc3

numerical constant C such that for all n € N with mIL = mL(GO) € [1,n] as in
Definition 40 and for all ny > nx(A) holds

Ry (07,6°,4) < C(1V[65]17) min {9767, 4) V exp (™ ) oy (1))

—6(mg, )ms,

+C(V[165l2) (6°) V exp (522 ) Mg, o, (1))

2
{me /\m:lA

+CRE, (607, 4) + C(LV 165 12)A+ (1)*n3 " + C{A 4 (me,)*mi, + Ay (no)*}n~t (3.58)

while for ny € [1,nA(A)] we have
CRI,(6°,A) +C(1V 165 11%) Ay (1)2n3 " + C{A+(m03)2m23 + Ay (no)?n~t,

COROLLARY 3.4.5.(p) If (A1) as in corollary 3.2.1 and in addition (AJ) there is
nx(0°,A) € N such that 6a(my,, )my,, = me,(logny) for all nyx = nx(0°,A) hold true,
then there is a constant Cyo 5 depending only on 6° and A such that for all n,ny € N
holds Rony (007,6°,A) < Cgo s [0t V3.

(np) If (A2) as in corollary 5.2.1 and (AJ) hold true, then there is a constant Cyo , de-
pending only on §° and A such that Ry, p, (é\(”), 6°,A) < 6907/\{9{; (0°, A)—l—RILA (0°,A)+
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2 o
bm:u/\ml (0°)} for all n,ny € N holds true.
We hence see that we obtained the optimal rate under mild assumptions for the circular
density deconvolution model.

3.4.3.3 Maximal risk bounds of the aggregated estimator

We now give interest to the maximal risk over Sobolev’s ellipsoids. We aim to apply
Theorem 3.2.2 which allows to show that the sequences defined hereafter are upper bounds
for the maximal risk of our estimators.

DEFINITION Let be the following family of sequences, R (a) := R™(a,A) := [a(m)? V
Ax(m)n~1. Considering the following specific case, we aim to show that it describes an
upper bound for the maximal risk over O(a,r) for our aggregation estimator, mil(a) =
argmin {R"(a, A),m € N} € [1,n]

Rl (a) = R (a, A) i= min {R7(a, A), m € N} with R (a, A) = R (a, A) 0

The hypotheses to apply Theorem 3.2.4 are the same as for Theorem 3.2.1 and hence we
directly obtain the following result.

THEOREM 3.4.6. R
Consider the penalty sequence pen®(m) := k Az(m)n™", m € [1,n], as in Definition 38

with numerical constant k > 84. Let o = D IAPE\Z) (m)bpn,m be an aggregation of

the orthogonal series estimators using either aggregation weights IT’]\Z as in (3.4) or model

selection weights IPS\ZO) as in eq. (3.8). Let my, = [3(400||A[[qr)?] and n, := 15(600)*.

Let nx(A) := [2891og(3)da(1)A+(1)] € N. If nx > nx(A) then set m;, = max{m €

[1,n:] : 289log(m + 2)d0a(m)AL(m) < ny} where the defining set, respectively, contains

1 and thus is not empty. There is a numerical constant C such that for all n € N with
m = mL(@O) € [1,n] as in Definition 38 and for all ny > ny(A) holds
Ry (5(71)7 O(a,7),A) <C(1Vr?) Hﬁlln H{Q{Z‘(a, A) Vexp (%)}

me|l,n T
+C1vrH){a(mi A m:M)2 V exp (7_61\(221)771% )}

RS (a,A) + C(LV )AL (1250 + C{A (ma ), + Ay (n0)2n ! (3.59)
while for ny € [1,nx(A)] we have

Ry (00, 0(a,7),A) < Cr2RE (a,A) +C(1Vr2) AL (1)2n; !
+ C{Ay(my,)?m3 . + Ay (no)*In~'. (3.60)

COROLLARY 3.4.6.
Let the assumptions of Theorem 3.2.4 be satisfied. If (A2) as in corollary 3.2.1 and (AJ)
as in corollary 3.2.8 hold true, then there is a constant Ca,r,A depending only on a, r and

A such that Ry, (5(77), O(a,r),A) < CamA{%,Tl(a, A) + Ry, (a,A) +a(mp, A mh)2} for all
n,ny € N holds true.
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Consequently, the fully data-driven estimator attains the minimax rate in case [0-o] with
p > a, |o-s| and [s-o] with p < 1/2, while in case [0-o| with p < a and [s-o] with p > 1/2
the rate of the fully data-driven estimator 0 features a deterioration by a logarithmic
factor (logny)P/* and (logn)@e+D(=1/(2p) regpectively, compared to the minimax rate.

3.5 Conclusion

We heave hence seen that the estimator we suggested in this chapter, which is motivated
by the posterior mean of hierarchical Gaussian sieves, attains optimal oracle as well as
minimax rates under mild assumptions. We have shown that the said assumptions can be
verified for the inverse Gaussian sequence space model with known and unknown operator
and in the circular density deconvolution model with known and unknown error density.
We pointed out that in the case of absolutely regular processes, we need a strong hypothesis
for the decay of the mixing coefficients which relaxation would be an interesting subject
of study. It would also be interesting to study Gaussian processes defined on the entire
real axis or deconvolution of densities of R-valued random variables as it would require to
investigate the case I = R.
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I Appendix A I

Proof for SECTION 2.4.4

A.1 Proof of Theorem 2.4.2

A.1.1 Intermediate results

To prove this result, we will apply Theorem 2.3.3. Hence, we will verify Assumption 13.
We will take the following expressions for the sequences G, and G, .

DEFINITION 41 Define the following quantities :
G, :=min{m € [1,mS] : b2 (6°) <ILD2(6°,)\)},
Gl =max{m € [m,Gn] : n " (m —m) < 3A(m3) 1S (0°,\)}.

O
With this choice, we have the following results, for which the proofs are given underneath.

ProposiTiION A.1.1.
Under ASSUMPTION 15, we have, for all m in [1,G,]

)

P(J|0nm — 0°II7 > 4[67,(0°) V n ™ mAq(m)]] < exp[-m/(9L)].

P[[|0n,m — 0°l72 < [67,(6°) V0™ mAo(m)]/2] <exp[-m/(16L)),

This first result implies the third condition of Assumption 13.

PROPOSITION A.1.2.
Under ASSUMPTION 15, we have the following concentration inequalities for the threshold
hyper parameter :

mei P(Y(m, ¢n) = Y(my, ¢n) < pen(my,) — pen(m)) <exp[—=5m,,/(9L) + log(Gn)];

Zm<G; P(Y(m, ¢n) — Y(m,, ¢n) < pen(m,) — pen(m)) < exp[—4m, /9 + log(G,)].

This second result implies the two remaining conditions of Assumption 13.
And we can hence directly apply Theorem 2.3.3 to obtain the considered theorem.
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A.1.2 Detailed proofs

PROOF OF PROPOSITION A.1.1
Let be m in [1,G,] and note that [0, — 0°[|% = Y1, (¢n(s)A(s) ™t — 6°(s))? + b2,(6°).

We will use LEMMA 2.4.1; therefor, define, for any s in [1, m]

S =" GNP = ELSu] = mAu(m);
B(s)* = V[ou(9)A(s) " —0°(s)] = n ' A(s): v =D B(s)? = n” mAe(m);
a(s)? :=E[pn(s)\(s) "t —0°(s)] = 0; tm = MaXjc[1,m] B(s)? =n"tA(m).

We then control the concentration of S, first from above, using that, for any a and b in
Ry, we have a Vb < a+ b; Lemma 2.4.1; and Assumption 15. We obtain

R[Sy + B2,(6%) < [0~ ' (m) v 62, (6°)]/2

n”'mAo(m) + b7,(6°))/2]

o)~ mAo(m) + B2, (6°)] < P[Si < (20) 'mdo(m)]
“ImAo(m)] < exp[—(nmAo(m))(16nA(m)) "]

—~~

< exp[—m(16L)71].

Finally, we control the concentration of S, from bellow using that, for any a and b in R4,
we have a Vb > (a4 b)/2; Lemma 2.4.1; and Assumption 15; We obtain

R[Sy + 2,(6°) > [ lmA(m) V B2, (6°)]

P[Sim + b7,(6°) = 2(n™'mAo(m) + b7, (6°))]

P[S,, +b2,(0°) = 2n"'mAo(m) + b2,(0°)] < P[Sy, = 2n" 'mAo(m)]

P[Sm — ptm = 1" 'mAo(m)] < exp[—(nmAqs(m))(9nA(m)) ™1 < exp[-m(9L) 7).

V/AN/ANV/AN

PROOF FOR PROPOSITION A.1.2
First, let’s proof the first inequality. Use the fact that :

Zm>G,"{ IP(T(m? ¢n) - T(m7om ¢n) < pen(m%) — pen(m))
N Z:L:G:H P[0 < 3n™" (my, —m) + Z;n:mgﬂ én(s)’]

We will now use LEMMA 2.4.1. For this purpose, define then for all m in [G)} +1,G,] :
Sm =31 e 41 én(5)%, we then have ji,, := E[S,,] = nil(m—m;’l)—i-zgn:mgﬂ(90(3))\(3))2,
a(s)? := Elpn(s)]? = (6°(s)A(s))? and B(s)? := V[pn(s)] = n~!. Now, using that \ is
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monotonically decreasing and b?n% (0°) < ®2(6°,\), we note

m 2 m ° ) oy—1 m o 9
S =3 N Am) Y ()
<A(mp) 7 b2 (0°) < A(mp) 715 (0%, 0) =2 1
Z:l:mgﬂ 5(5)2 :”_l(m —my) =i Um; MaX;emg+1,m] Bj = n~=:t,

Hence, we have, for all m in G}, G,]

P g ) =307 m =) > 0
= P[S,, — n_l(m —m,) > 2n_1(m —m,)]

< P[Sm = pim > 207 (m —my) — A(mg) ™ @5 (6°, M)

Using the definition of G;f, we have n=!(m — mS) > 3A(mS)~1®2(6°, \). Hence, we can

ns

write, using ASSUMPTION 15 and LEMMA 2.4.1 with ¢ =2/3 :

m

P|

(]

i d)n(s)2 — 3n_1(m —my) > 0]

P[Sn:— >0 (m —mg) + 2A(ms) T e (6°, M)
P[Sy, — fin > Um + 27] < exp[—n(n"H(m —m2) + 2A(m2) 7102 (6°, 1)) /9]
exp[—n(5A(mj;) T @7(6°, 1)) /9] < exp[~5m;, /(9L)].

S=m,

NN N

Which gives
me; P(Y(m, ¢n) — Y(my,, ¢n) < pen(my,) — pen(m)) < exp[—5m,,/(9L) 4 log(Gn)]

Hence, the hypothesis is verified.

We now prove the second inequality. We begin by noting that:
Y mecs P(Y(m,6,) = Y(m5,, én) < pen(ms,) — pen(m))

Y B 6(s)? <3 g — )

s=m+1

me

The LEMMA 2.4.1 steps in again. Define Sy, := >"0"" | #,(s)? and we want to control

the concentration of this sum, hence we take the following notations :

ftm :=E[S] = n~ (mS —m) + Z:fmﬂ(w(s)k(s)f

Tm ZZZj:m+1(90(S))‘(5))2; Um = n_l(m% —m);  tpm = nt.
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Hence, we have, using ASSUMPTION 15 and the definition of G,

P[S,, < 3n~t(mS —m)]

n

o

(S = < 307y —m) 0™ (g =) = 3T (O°(9)A(s))

P
P[S — ptm < —[vm + 2rn] /3 + 0" g 3+ Almg ) (b0 (60°) — b7,(6°))/3]
IP[Sm — Hm < _[Um + 2Tm]/3 + (1 - 2L)(CI)%(HO, )‘)A(m%)il)/iﬂ

NN

we now use LEMMA 2.4.1
P[S,, < 3n Y (mS — m)] <P[Sy — pim < —[Vm + 2rm]/3]

<expl-n(nms, - m) 23" (0°()A(5)))/36]
< exp[—n(16L®S (0°, \)A(m?) ) /36] < exp[—4m? /9].

And hence

> nee P(X(m,6n) = T(m3, én) < pen(my) — pen(m)) < exp[—4my /9 +log(Gn).

A.2 Proof of Theorem 2.4.3

A.2.1 Intermediate results

Let us first consider the following intermediate results, for which the proofs are given later.

PROPOSITION A.2.1.
Under ASSUMPTION 15, we have, for all m in [1,G,] and c greater than 3/2,

(|0 — 0°|[7 > 4e[67,(0°) V n ™" (mAs(m))]] < exp[—em(6L) 7).

O
DEFINITION 42 Define the following quantities :
Gr :=min{m € [1,m5]: 62,(0°) <91V 7r)LP:(a,\)},
G i=max{m € [m}, Gp] : nH(m —m}) < 3A(mE) "1V )@k (a,\)}.
O

PROPOSITION A.2.2.
Under ASSUMPTION 15, we have the following concentration inequalities for the threshold
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hyper parameter :

Plm > G51] <exp[—(9L)715(1 V r)ym? + log(Gr)],
Pim < G7] <exp[—7(1V r)m) /9 + log(Gy)].

O
Then the proof of the theorem goes as follows.
PrROOF OF THEOREM 2.4.3
By the the total probability formula, we have :
B[Py, (103 — 0°IIf: < K*®5(a,\)] = 1= B[P, (K*®}(a, ) < 057 — 6°[1%)].
Hence, we will control I[P, p{> )|¢ (K*®} (a,A) < ||037 — 6°]1%))-
]\/[
We can write :
E[Pge), (K*®h(a,\) < 65 — 6°[|7)
=S BRGY, (00N < (|05 — 0°[[2) 0 (M = m})]
Gy -1 0 Gr
<X, . H IPMM) (M =)+ 300 L BPE, (M = m})
* FH* ____pol12
3 B, L (K@) < g — 0°lR D)
Gy -1 . Gn R
<Y BUm=mi+ Y L P = m)]
=:A =:B
G*+ * FH* o
+D e PUE () < [lnm — 0°2}].
=:Cnm
We control A and B using PROPOSITION A.2.2. Hence, we now control Z Cm.

=Gy~
Using Assumption 17 we have

[@mz A ntmEA(mE)] < 8% (a,\) < (H*)fl[ama A" mEA(mE)].
Hence, for any m in [m%, G5*] we have, using the definition of G

m <3A(mpy) (1 V )@k (a, N+ ml < 3(1V r)n(A(mE) ) ape An~tmEAo(mb)] +m
3V ) ()T ImE A (mE)A(mE) T 4+ mk < 31V r)(k*L)H + 1)m) < D*m;

and Aq(m) < A(m) < A(D*m}) < A(D*)A(m}) < A(D*)LAo(m}); which give together
n~'mAo(m) < D*A(D*)Ln~ miA(mE) < D*A(D*)L®% (a, \);
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moreover, we have b2, (0°) < b?n; (6°)2(6°) < ®%(a, \), which leads to the conclusion
[62,(6°) V n~tmAo(m)] < D*A(D*)(1V r)®%(a, \).
On the other hand, for and m in [G;~,m}], the definition of G}~ directly gives us
[62,(0°) V n tmAo(m)] < IL(1V r)®% (a, \).
Using PROPOSITION A.2.1, we have that, for all m in [G}~, G:T] and c greater than 3/2 :
P[{[|0nm — 0°||% > 4¢(9L v D*A(D*))(1 V r)®@%(a,\)}] < exp[—cm/(6L)).

Hence, we set K* := 6(9L V D*A(D*))(1V r), which leads us to the upper bound:
Grt Grt .
Do Om <" exp[=3m/(8L)] < 4Lexp[~G;~ (4L)].

Finally, we can conclude :

BPy,,
> 1 —exp[—(5/(9L))(1 V r)m}, +log(Gp)] — exp[—(7/9)(1 V r)m}, + log(Gy)]
]

— 4L exp[=G}/(4L)

(1077 — 0°l172 < K*®7(a, 1))

This proves the first part of the theorem for any 6° such that G}~ tends to infinity when
n tends to co. In the opposite case, it means that there exist n° such that for all n larger
than n°, G}~ = G). This means that n — bge— is constant function for n larger that
n® but, by definition of G};~, we also have bg.— < 9(1V r)L®7(a,A) — 0 which leads to
the conclusion that for all m greater than G}, b2,(6°) = 0. Hence, for all m greater than

G

o, We can write

K* - &% (a, \)[62,(6°) V= tmAs(m)] ™t = K*®% (a, \)[n " tmAs(m)]

> K*n ImX Ao (m)[n 'mAs(m)] ™! = K*m*(Lm)~' > 9D*A(D*)(1 vV r)m™'m’ > 1.

*
n
Hence, we set ¢ := $D*A(D*)(1V )%z » and can write in this case for all n larger than n®:

*+ °
SCE P B0, A) < [ — 03]

Gt . _ .
<Y e P2, (67) V i mAe(m)] < (|6 — 6% ]

G*+ *+

< Zmn:G;‘ exp[—em/(6L)] < ZZW:G;‘ exp[—3/(8L)D*A(D*)(1V r)m}]
< exp[—3/(8L)D*A(D*)(1 V r)m’ + log(Gy)].
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We can hence conclude that

B[P, (165 — 0°1% < K" (a, )]
> 1 —exp[—3/(8L)D*A(D*)(1 V r)m}), + log(Gy)]
— exp[—5my,/(9L) + 10g(Gn)] — exp[—(7/9)my; +10g(Gn)].

Hence, we have shown here that @7 (a, \) is an upper bound for the contraction rate under
the quadratic risk. We will now use this to prove that it is also for the maximal risk.
Note that K* ®%(a, \) > 4[b2,(0°) V n=tmAo(m)] for all m in [G%~, G5F]. Hence, for any
increasing function K, such that lim,,_,., K, = 0o, we have

K, 0% (a,\) = 4K, (K*)71b2,(0°) V n ™ 'mAo(m)].

So, if we define 72°, the smallest integer such that K, (K*)~' > 1, we can apply PROPOSI-
TION A.2.1 and we have:

*+
3G PK® (0, A) < [ — 0°)12]

m=Gp~
Gt o o _ o

< e PAKL(KY) T B2,(60%) Vi mAo(m)] < (16 — 0[]
Grt

<> " exp[-4K,m(9K*L)"] < exp[—4K,(9K*L)7'].
m=Grp,
We hence here have a uniform upper bound for the maximal risk which concludes the proof.
O

A.2.2 Detailed proofs

PROOF OF PROPOSITION A.2.1
Let be m in [1,G,] and note that [0, — 0°(|% = 37" (¢n(s)A(s) ™1 — 6°(s))? + b2,(6°),
hence, we will use LEMMA 2.4.1. We then define for any s in [1,m]

Sm =3 (@alNS) T =) = E[Su] = n” ' mAo(m),
B(5) :=V[p,(s)A(s) ™t = 0°(s)] = n TA(s); v = Z:; B(s)? = n"tmAo(m);
a(s)? = Elgn(s)A(s) ™" = 0°(s)] = 0; tn := maxyeqi mp B(s)” = 0~ A(m).

We then control the concentration of Sy,, define ¢ a constant greater than 3/2. Using that,
for any a and b in R4 we have a Vb > (a+b)/2; ¢ > 1; and Lemma 2.4.1, we obtain

P[S,, + b2,(0°) > 4c(n"'mAs(m) Vv b2,(6°))]
[Sp 4 62,(6°) = 2en" mAo(m) 4 b2,(6°)] < P[S,, = 2en™'mA,(m)]

<P
<SPSy — pim = en"'mAo(m)] < exp[—cnmAq(m)(6nA(m)) '] < exp[—em/(6L)];

117



APPENDIX A. PROOF FOR SECTION 2.4.4

which proves the claim 0

PROOF OF PROPOSITION A.2.2
First, let’s proof the first inequality. Use the fact that :

PIGit < m < Gy
“PWIE LG, 03w bu(s) <n =Y 6u(s)’]
<PEAme G +1,G,]: n'3m— Z (5)> < n~'3m* —Z_1¢n
< EZ;G:LJUFI Pln~13m — Z ~ Oa(s) 2 < n_13mn — 23:1 bn(s)?]
< Z:n:c::ﬁﬂ P[0 < 3n'm’ —m + Zs —_— bn(s)?]
We will now use LEMMA 2.4.1. For this purpose, define then for all m in [G5T + 1,G,]
D Sm = e 1 bn(s)?, we then have p,, := E[S,,] = n~'m — m} + D 41 #(s)?,

a(s)? == Elpn(s)]? = #(s)? and B(s)? := V[pu(s)] = n~!. Now we note, using the
definition of O(a,r)

Z:L:mZ"rl 04(8)2 _Zs my +1 A( ) Z:n m*—l—l(eo(s))2
<A(mp) ez, (0°) < A(my,)™ tTave)®i(a,\) =

m
Zs:m* o B(s)2 =n"tm —mX) =: vp; MaX;cmz m] B(s) = nt =ity,.
Hence, we have, for all m in [GET + 1, G,

]P[Z:q:mfrl dn(s)> =30 (m —m?) > 0] = P[Sm — n~Y(m —m2) > 2n~ Y (m — m})]

m m

PlS—ntm—mi) o> o m—mt) - 3 ol
P[Sm = pn > 207" (m — my;) — A(my) 7 b7, (6°)]
P[Sy — pim > 20" (m — m2) — A(m}) " (1 V r)®%(a, \)].

VASV/A

Using the definition of G+, we have n=!(m —m}) > 3A(m2) =1 (1V r)®%(a, \). Hence, we
can write :

P> u(s)? =30 (m —m}) > 0]

s=mX

<SPSy — fim > 1 Y m —m2) 4+ 20(m2) "H1 v )% (a, \)] < P[Spy — ptan > Ui + 27]
< exp[—n(n~" (m —m};) + 2A(mp) " (1V 1)@} (a, A)) /9]
< exp[—n(5A(mE) 7 (1 vV r)®% (a,1))/9] < exp[—5(1V r)m%/(9L)].

Finally we can conclude that
P[GET < m < Gy < exp[—5(1V r)m}/(9L) + log(G,)].
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We now prove the second inequality. We begin by writing the same kind of inclusion of
events as for the first inequality :

Pl<m< G|
= P¥m e [Cr.Cul. 30— 3 (s <3n'm =3 Gu(s)?
<PEme LG~ 1 30 7m= 3" 6u(s) <30 tmy = 30 0u(s)?)
< Pt =Y o) < 3n 7ty = S0 6(s)’]
<Y R 6u(s)? < 07 (i —m))

The LEMMA 2.4.1 steps in again, define S, := Z:fmﬂ #n(s)? and we want to control
the concentration of this sum, hence we take the following notations :

Hm ::E[Sm]:n m -—m +ZS m+1

T'm = _" ¢(8)2; Um = n_l(mn - m); tm 1= n .
s=m-+1

Hence, we have

P[S,, < 3n~t(m} —m)]

" g(s)

s= m+1

m

=P[Sy, — pm < 3n~ (mfl—m)—nfl(m*—m)—z

< P[Sim — i < (7/3)n"H(m2 —m) — (1/3)A(m} 12 — [V + 2] /3]
< P[Sm — pim < —[vm + 2] /3 4 3(1V 1) @} (a, \)Ao () ! —(1/3) (my,) "' 07,(6°)]

now, using the definition of G;;, we have b2,(°) > 9L(1V 7)®%(a, \) so

P[S,, < 3n~t(mX —m)]

<SPSy — pm < —(1/3)[vm + 2r4]]

< exp[—(n/36)(n~ 1 (m: —m) + 2 Zm;;

< expl— (n/36)(n" (i — m) + 22 () b? <9°> oA () B2, (6°))]
< exp[—(n/36)(16L(1 V )@} (a, ) A(m};) )]

< exp[—(4/9)(1 V r)my]

Which in turn implies

Pl <m < G| <exp[—(4/9)(1V r)m} +log(Gy)].
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Proof for section 3.2

PrROOF OF LEMMA 3.2.1.
Consider (i). For [ > k remind that we have I,z = II; - I = H%‘ — Hl} the orthogonal pro-
jection onto @EJ =1lin{(ly—s)scz,|s| € Jk, (]} where HH;EMHJ% = HHz[x]HlZQ - HHE[ac]HlQQ =

Hl'[%[ac]”%2 — ||1'IZJ-[33]HZ22 for all [z] € £2. Let us deﬁnue Y([z]) = u||[x]||l22 — 2([z]|6),2. For
each | € [1,n] and for any [z] € ©; we have ([z]|0)2 = ([x]|#;);2, which in turn im-
plies Y(e]) = I3 — 2(ellfe + 16413 — 19413 = 1le] = A% — 16113 and conse-
quently, Y(6;) = —||0;||% for all I € N. Obviously, [|0¢]|1% — [|6;]1% = 7(6;) — V(6), while

HHgHOH?Q = [|65112{067.(6°) — b7(6°)}. Consequently, the claim (i) can equivalently be
rewritten as

v

V(D) —V(0) < Fll6r — 0711 — 3ITze° . (B.1)
Analogously, if k£ > [ then the claim (ii) can equivalently be rewritten as

v v

1(6;) —(0) < 10 — 07117 + 31ITL6° (1 (B.2)
Proof of (B.1). For x,y, z € lo we observe that

V@) =) = Izl — vl — 2(z — yl0)e
= [lzll7> — 2(zl2)ie + [l = Iyl +2(yl2)ee — [zl — 262 — ylf — 2)ee

= llz — 2% — lly — 2l — 2(z — |6 — 2)pe

and in particular for z; = Il;z and zg = llzx with k£ <[ where x; — 2z = II;zz we have

V(wp) — Vag) = llap — 217 — llog — 211 — 2(2; — 240 — 2)p2
= (= = 2) 17 = 1Mz = 2) 17 + (1 217 — [T 2] — 2(Tgald — 2)p
= Mz — 2) 17 — 1Mzl — 2z M0 - 2))e
|0 — ). (B.3)

2 2
= Mgz = 22 = gzl = 20Tzl (s
Exploiting the elementary inequality —2ab < iaz + 4b? and setting B = {x € OL7:
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|z||;2 = 1} it follows

et v
V(o) = V(ae) < Mg — 2)[E — g2l + 1Ml + 4\<HH s (0 — 2))ee]®

zkaﬂ

< Mg = 2))1% = Mgzl + 3l = 2)[1% + 3lgz]k + 4 Sup (YT (0 — 2))p2
A )

= 3Tz (e — 2l — 3IMz=7 + 450 — 2)|2.
Replacing z by 0 and z by 6° the last estimate implies (B.1), that is,

v

V(D) —V(0p) < S50 — 0°)7> — 51T50° [ + 4150 — 6°)]1
= 5 M50 = 0°) 11 — 3IT50° 1% < 5 10; = 6717 — 5 ITL50° 1

Proof of (B.2). In case of k > [ from (B.3) follows

V(zg) — V() = —(V(zg) — V(7))
H 7T o
= _HHEZ(fc )”12 + HHMZHP + 2HHklel2<”Hklx”l2 ‘Hg(‘g —2))p2

Exploiting again the elementary inequality —2ab < %aQ + 4b% and keeping in mind that
Bu :={x € ©,7 : ||z];2 = 1} it follows

Vap) = V(zg) < — gz — 2l + Mgl + 5| — 2)l1%

+ 5Tzl + 4 sup (T, (0 — 2))2 )
yEB

= — 5|z = 2l + § 1Mzl + 411500 — 2)]l-

Replacing = by 0 and z by 6° the last estimate implies (B.1), that is

v 9

V(6) —(05) < —3lITL(0 — 6°) 17 + 3ITL,6°17 + 4|TL,5(6 — 6°)]1
= SITL,5(6 — 6°)117 + 3IITL,g6°11 < 51105 — 02117 + 31ITL,6° I

which completes the proof. O

B.1 Proofs for section 3.2.1

We present here the results in specific case of IF = IN or Z and IM = IN, note, though, that
they could be easily generalised to any of nested sieve.

PROOF OF LEMMA 3.2.2.
We start the proof with the observation that

On(s) = 0°() = X7} (5)(@n(s) — 6(s)) Py ([ls].n]) — 0°(s) PY ([L. |s|[) for all s with |s] in
[0,n] and 6,(s) — 0°(s) = —6°(s) for all s with |s| > n. Consequently, (keep in mind that
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IA"1(s)]? = A(s)) we have

16, — 0°)1% =
ST AU (6nls) — o(s) PSP ([Is],n]) — 0°(s) PYP (L [sID 2 + D 16°(s)[
|s|€[0,n] |s]>n
< S0 2{A)[6n(s) — o(s)P PSP ([l nl)}
Is|l€[L,n]

3 2P L sID +2 3 0 (s), (B4

Isl€[1,n] |s|>n

where we consider the first r.h.s and the two other r.h.s. terms separately. Consider the
first r.h.s. term in (B.4). We split the sum into two parts which we bound separately.
Precisely, for any my in [1,n], we have

2 3" A)Ionls) — o) PP (sl n])

[sl€[0,n]
g — O3l + Y- PROIG,; — 6717
|l|6]]m+1n]]
s =052+ D PR (16,5 — 6117 — pen(1)/7),
tlelmn]
+1> PROpen(Lyg orzzpenaynytr DL Pen( PO Lyg pejz, <penty/my
[l€]m4,n] le]my,n]
<ipen(my)+ > (16,7 — 65l — pen(1)/7),
el ]
+3 3 PROpen(D)lyg, —pey2,speny/)

|l|€]m+ ]

+3: Y Pen(l)PS\Z)(l)]l{ue =003, <pen()/7y  (B-5)

n,l
lt|€lmy,n]

Consider the second and third r.h.s. term in (B.4). Splitting the first sum into two parts
we obtain, for any m4 in [1,n],

2 > 1) P[0, IsID +2 Y 16°(s) 2

|s|€[0,n] [s|>n
<2 Y eEPPUq0sD 2 Y )P 2 jeos)?
|s|€[0,m—] [s|€]m—,n] [s|>n

<1312 AP ([0, m-) + b3, _(6°)} (B.6)

Combining (B.4) and the upper bounds (B.5) and (B.6) we obtain the assertion, which
completes the proof. 0
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B.1.1 Proofs for section 3.2.1.1

Bellow we state the proof of Lemma 3.2.3 based on Lemma B.1.1, stated first.

LEmMMA B.1.1.

Consider the data-driven aggregation weights IPE\Z) as in (3.3). Using the weights as specified
in eq. (3.4), for any 1 € [1,n] with KL, := N (0°, A) holds

(i) for all k € [1,1] we have
(n) 1165117 o w  16311%
Pa (m)]l{Ilé‘n,i—efllfzqmil/?} < exp (nn{— =52 67, (0°) + [ + =5 |R, —pen’(m) })

(ii) for all m € |l,n] we have
(m) 1o anA 319012 l
Py (m)]l{||9n7*—0°mHl22<penA(m)/7} < exp (nf — g pen”(m) + [31105]1% + K], }).

m

Proor or LEMMA B.1.1.
Given m,l € [1,n] and an event Q. (to be specified below) it clearly follows

_ exp(=m{~]|fuml% + pen’ (m)})
" e @D {—6,% + pend (D)})
< exp (10 l% — 10,71 + (pen (1) — pen’(m))}) 1o, (B7)

P (m)1g .

We distinguish the two cases (i) m € [1,[] and (ii) m € ]I,n]. Consider first (i) m € [1,!].
From (i) in Lemma 3.2.1 (with § = 0 7) follows that

Pi7 (m)la,, < exp ({0l ~ 16,717 + (pen* (1) — pen’(m))}) 1o,
< exp ({3110, — 071 — GG (63(6%) — 63(6°)) + (pen (1) — pen® (k))}) Lo,
If we define Qi = {||6, ;- 0;”122 < kML (6°,A)/7} then the last bound together with

eq. (3.4), ie., [HG&HIQQ + K|R(0°,A) > ||€§||122 b2,(6°) V pen® (m), implies the assertion (i),
that is

()
A o, 001, <o 00,07}
< exp (mn{ Hrt (07 4) + 31651 62(6°) + pen 1) — 316517 63,(6°) — pen (m)))

< oxp (g {[2n + 3105 IRI08L (6°, A) — 31651 2,(6°) — pen® (m)}).

Consider secondly (ii) m € ]I,n]. From (ii) in Lemma 3.2.1 (with 6 = 0nm) and (B.7)
follows

P (k) 1oy, < exp (mn{[0nmll% — 10,71% + (pen® (1) — pen®(m))})1q,,
< exp ({5116, 7 — 6211% + 3[16511% (63(6°) — b2,(6°)) + (pen’ (1) — pen®(m))})Lg,,
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If we set Qum = {||0nm — 0% ]|% < pen®(m)/7} then we clearly have

]P(")
(m)1 {1160 702,112 <pent (m) /7}
< exp (nn{ — § pen™(m) + pen® (1) + 3165117 67 (6°) — 51165117 67, (6°)})

and hence, by exploiting b2,(0°) = 0 and eq. (3.4) follows the assertion (ii), that is
(m) 1o oA 31102 I (po
IP]\Z (k)]l{Henj*@%lllQ2<penA(m)} < €xXp (77”{ -2 pen (m) + [§||9Q||l2 + K‘]g{n(e 7A)})7

which completes the proof. 0

PrROOF OF LEMMA 3.2.3.
Consider (i). For the non trivial case m_ > 1 from Lemma B.1.1 (i) with [ = m! follows
for all m < m_ < m/_, and hence due to the definition (3.18) 165117 b2, = 1651|% b2, 1 >

.
2[[16511% + 2Ry . Exploiting the last bound we obtain for each m € [1, m_]

IP("?)(

mt
{||e e R S

1931

o & 1165 ||
<exp (nnf{ — =52 p2,(0°) + [2 + 52

m! A
]%n — pen (m)})
mt
<exp(— %n/ﬂn%n T —nn penA(m))

which in turn with pen®(m) = kmda(m)As(m)n~! > kmn=t and 3, . exp(—pm) <
p~! for any g > 0 implies (i), that is,

(m)
P 1,m_ 1,m_ i
- < P (0 m-D8 {llo, -0~ 12 <not 7} {lo o= 8ot}
ot m_—1
Lexp (- 377“ nR, ) exp(—nrm) + 1 ot
' lczl {||0W—T4)oT 2>k~ /7}
< Lexp 3’7“719({
nKk X ( ) {”9 —1_790 ?22'{% /7}

Consider (ii). From Lemma B.1.1 (ii) with [ = mi follows for all m > my > mi, and

mt
hence due to the definition (3.18) pen®(m) > 2[3[105 1% + 2]95 *. Thereby, we obtain for
m e ]]m-‘rv nﬂ

(n) 1 A 1 A 311901012 ml,
Py (m)]l{||9n,m—9°mHl22<penA(m)/7} < exp (nn{—7 pen® (m)—7 pen® (m)+[3[165 32 +#]%Rn * })

< exp (nqn{ — ipenA(m)}).
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which in turn with pen®(m) = kmda(m)A; (m)n~" implies

> pen (m) By (m) Ly, e 12 <pen /1)

’ITLE]]TTL+ 7n]]

<kn ! Z mdx(m)As(m)exp (= ZEmdp(m)Ay(m)) (B.8)

me]]m+ 7"]]

Exploiting that \/da(m log(mjl\o; m4§/2()7n+2)) 1, k/4 > 2log(3e) and n > 1, then for all

k € N we have Ik — log(k' +2) > 1, and hence by aexp(—ab) < exp(—b) for a,b > 1, it
follows

Sa(m)mA - (m) exp  — T (m)mA 4 (m))
< oa(m )exp(—%é (m)mA 4 (m) + /05 (m) log(m + 2))
< 0 (m) exp (= 6 (m)(%m — log(m +2))) < exp (— (%m — log(m + 2))

Exploiting >, oy pmexp(—pm) < gt and Y, o pexp(—pm) < 1 for any p; we obtain

Z da(m)mAy(m)exp (—%5A(m)mA+(m)) < Z (m+2) exp (—%m) < K%?)ﬁ—%.
k= my+1 k::m++1

Combining the last bound and (B.8) we obtain the assertion (ii), that is

Z pen ( )IP( )( )]l{‘\enﬁ*@" H <pen /T} gn_l nlisg"_%}

meﬂm+ ﬂ’b]]

which completes the proof. O

PROOF OF LEMMA 3.2.4.
By definition of i it holds —||6, = =||% + pen® (i) < —||0p7m||% +pen® (m) for all m € [1,n],
and hence

HHHEH% - ||9anl2 penA(m) penA(m) for all m € [1,n]. (B.9)

mt
Consider (i). It is sufficient to show, that {m € [1,m_[} C {||0nm — 0%]% > R0 /7}
for m_ > 1 holds. On the event {m € [1,m_[} holds 1 < i < m_ < m! and thus by
definition (3.18)

m!
16517 b7 (6°) > (1661172 + ]9~ (B.10)

and due to Lemma 3.2.1 (i) also

10,713 — 16, —I% < 32110, — — 0= % — 16513 {63,(69) — 02, ()} (B1)
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Combining, (B.9) and (B.11) it follows that

B0 — = 0= > pen (M) — pen (m) + 5165 {6%,(6°) — b2+ (6°)}

n,m._

and hence together with pen®(m) > 0, (B.10) and eq. (3.4) we obtain the claim, that is
S0, — — 6]k > F16317 63,(6°) — 11651 67,1 (6°) — pen® (m!)
i
o m’ o .
> (516817 + 26198 — 516617 62,1 (6°) — pen® (m') > TiaR

and shows (i). Consider (ii). It is sufficient to show that, {m € Jm4,n]} C {HQHE—H%H?Q >

pen® (m)/7}. On the event {m € Jmy,n]} holds m > m, > ml and thus by definition
(3.18)

mt
pen® (7) > [6]|0]|% + 4k]|%R, + (B.12)

and due to Lemma 3.2.1 (ii) also

10, 7% — HeanHzQz < 310,7 — 0511 + %H%H?z{bii(m) —b5,(0°)}- (B.13)
Combining, (B.9) and (B.13) it follows that
M) = pen® (ml) — 316117 {67, (6°) — 07 (0°)}
and hence together with b2 (6°) > 0, (B.12) and eq. (3.4) we obtain the claim, that is
° |12 1,1 Ars Apot 30190112 12 . (9°
— 05l > (3 + 3) pen™ () —pen(my) — 565> b7+ (6°)
m o o ~
> Lpen () + 361613 + 4x19%" — pen(m]) — 310515 2, (6°) > 4 pen’ ()

which shows (ii) and completes the proof. O

LEMMA B.1.2.

Assume that Assumption 18 holds true and use the penalty described in Definition 37.
Then, for alln € N and m € [1,n] hold

(i) let me, == 3(2/C3)%] and ng := 15(C5)~* then
n o — C
Yot E (100 — 0511 — 12480 (m) /n), < Cin~ [T2 A4 (me,) + Cynoh(no)]

(i) let me, = [3(2/C;)?] and n, := 15(3/Cg)* then
Y=t Aa(m) P ([|0n 7 — 012 > 1244 (m)/n) < Cg[As(me,)*mE_+ Ay (no)*nj]

(ii1) P (|16 — 0%[1% > 12087) < Co[ exp (TRUE) + (Cg)~2n7!]

Proor or LEMMA B.1.2.
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Consider (i). Since dp(m) > 1 for m > Cl holds /0 m —log(m +2) >0 and

Ay (m)exp (—6x(m)mCs) < exp (—da(m)m ) exp (— Voa(m J&A(m)m%—log(m+2)])
<exp(— 5A(m)mc—23) <exp(— c—;m)

consequently, for me, := [3(#)?] then exploiting Y-, o exp(—pm) < p~! follows
3

n

Z Ay (m)exp (— C36a(m)m) < Z exp(—%m) < 6273

m:1+mc3 m=1+mc3
while
A+(mc3)
ZA+ m) exp ( — C36a(m)m +(me, Zexp —C3m) < o
hence
Ay (me,)

Z Ay(m)exp (= Csoa(m)m) < & + o, S C%A+(mc3)

Using for all n > n, := 15(C5)~* holds /n > (C5) ! log(n + 2) it follows for all m € [1,n]

A exp (= V/nda(m)Cs) < L exp (= v/or(m)[VACs — log(m +2)]) < &
consequently,

M:
S|=
N

—

Z mA* eXp — /ndx(m)Cs) <

while for n < n, with Ay (n) < Ay(n,) follows

3
I

> e exp (= v/nda(m)Cs) < Ar(nnexp (—Csv/n) < noAe(no)
m=1

consequently, for all n € N holds
Z %(m) exp ( —Cs néA(m)) < Ai(no)n

Combining the last two bounds and Assumption 18 (i) we obtain (i), that is

D E(I0nm — 057 — 1244 (m) /n),
m=1
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Consider (ii). If m > 3(2/C;)? then m > (2/C,)log(m + 2) and hence m — (C,) ! log(m +
2) > (C;)"tlog(m + 2) or equivalently, C-m — log(m + 2) > log(m + 2) > 1 and thus

mda(m)As(m)exp (— C;05(m)m) < dp(m) exp (— da(m) [C;m — log(m + 2)])
< (m+2)exp (—Cym)

consequently, if m > me_ = [3(2/C;)?] exploiting Y (m +2) exp(—pm) < p=? +2p7*
follows

Z mdp(m)A4(m)exp (= C;6x(m)m) < Z (k+2)exp (—C;m)
m=1+me, m=l+mc,

<(C)2+2/C <m

while log(mA4(m)) < 2mA (m) implies 6 (m) < mA4(m) it follows

> mdp(m)Ay (m)exp (= Croa(m)m) < 6a(me,)As(me,) Y mexp (—Cym)
m=1 m=1

< da(me,) Ay (me,)(Cr) ™2 < Ay (me,)*mi,

Z mdp(m)As(m)exp (— Crox(m)m) < (1+ A+(mc7)2)m%7 < 2A+(mc7)2m%7
Since 05 (m) < mA,(m), and for all n > n, = [15(3/Cg)*] holds \/n > 3/Cglog(n + 2)

mdp(m)As(m)exp (— Cg/ndp(m)) < m2A, (m)? exp (= Cg\/ndn(m))
< Lexp (—/0a(m)[v/nCs—2log(m+2)]+log(n+2)) < L exp (—31/6a(m Lf—log n—|—2)})

\n

consequently,
n

Zm(SA(m)A+(m)exp( Cgr/nda(m) Z
m=1

m=1

3\'—‘

On the other hand side for n < n, with n®exp(—an'/¢) < (% b for all ¢ > 0 and a,b > 0
follows

Z mdp(m)As(m)exp (— Cg\/ndp(m))
m=1

< n?6a(n) Ay (n) exp (=Csv/n) < Ay (n)?n® exp (—=Csv/n) < Ay (n)?(3/Cs)° < Ay (no)?n?
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consequently, for all n € N holds
Z mda(m)As(m)exp (— Cgy/nda(m)) < Ap(no)’n?
m=1

Combining the last two bounds and Assumption 18 (ii) we obtain (ii), that is

23% A (m) P (6 — 053 > 1220 (m)/n)
< Cg Z Ia(m)mA 4 ( )[exp(—CﬁA(m)m) + exp ( — Cg néA(m))]

< G204 e, i, + Ao

Consider (iii). Since c”n? ”DZT((:)’A) > Cy1\/néa(m) = Cyyv/n and nexp(—Cyyv/n) < (Cpp)?

from Assumption 18 (iii) follows (iii), that is

P (0 — 05l > 129076, 0)) < Cy [exp (“gZE I - exp (ZCf YAy

< Cy[ exp (_Cw%?m()eov/\)) + (CS)_2n_1]

which completes the proof. O

PROOF OF LEMMA 3.2.5

Since #/7 > 12 and pen®(m)/7 > 12Ax(m)n~!, m € [1,n], by exploiting Lemma B.1.2
(i), (i) and (iii) we obtain immediately the claim (i), (ii) and (iii), respectively, which
completes the proof. 0

PROOF OF LEMMA 3.2.6.

Consider firstly the aggregation using the aggregation weights IPg\Z) as in (3.3). Combining
Lemma 3.2.5 and the upper bound given in 3.12 we obtain the existence of a constant C
such that,

E[0™ — 6°[[ < % pen’(my.) +2[1651% b7 (6°)

+ C||90||121{m >1} [ exp (— 18nnR, ) + exp (— C1onRn “Ay(ml) Y]
+n (ORI 51y + Ay (me,) + Ay (me,)*mE_+ Ay (n,)*n))  (B.14)

Moreover, since 1 > Ay (m!)~! it holds n%R, ~ > nSn  Ay(m')~L. From (B.14) with
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18n > Cy (since n > 1 and C;, < 1) follows

BJI™ — 6] < 2 pen(ms) + 206513 62, (6°)

’I’)’LT —
+ 20168112 L s13C[exp (— CoonPRn A (ml)™1)]
+ 0 2008 1B s 1y + Ay (me,)*mE_ + 2CeA1(no)?]  (B.15)

Consider secondly the aggregation using the model selection weights ]PS\(/)[O) as in (3.6).
Combining Lemma 3.2.5 and the upper bound given in 3.13 we obtain

E[|6, 7 — 6°|l < 2 pen® (m) +2/|65|% b7,_ (6°)

mT —
+ 2010820 {1 Cexp (= CrgnRn Ay (ml)™h)]
2008 1B 51y + Ay (me,)?mE + 2CsA 4 (n0)?]  (B.16)

)
From (B.15) and (B.16) together with n%, A, (m!)™! = 6x(m! )m! follows the claim,
which completes the proof. 0

PROOF OF THEOREM 3.2.1.
From (3.14) follows for any mT_,mTF € [1,n] and associated m_,m4 € [1,n] as defined in

(3.11)

B[|6"—6°(7 < % pen®(my)+2[105 17 63, (0°)+CII05 |1 m_>13[exp (~Cio0a(ml)ml )]
+CI01IB T g s1y + Ay (me,)*mg. + Ay (no)* ™', (B.AT)

We distinguish the two cases (p) and (np). Consider first (p), and hence there is K € Ny
with 1 > b[K_l](GO) > 0 and b, (0°) = 0 for all m > K. Consider first K = 0, then
bo(6°) = 0 and hence ||65]% = 0. From (B.17) follows

B0 — 0°% < Zpen®(my) + C[A1(me,)*mE + A (no)*]n™"  (B.18)
Setting mi := 1 it follows from the definition 3.11 of m_ that pen®(m_) < 4xMR), where
RL = Ap(1)n~! and Ap(1) = do(1)A(1) < Ay (1)%. Thereby with numerical constant
Kk > 84, (B.18) implies

E[|0" — 6°|% < C[AL (1) + Ay (me,)*me. + Ay (no)*n™" (B.19)

165117 +4x
106117 bfr—1;(0°)
[coe Ap(K))] € N. We distinguish for n € N the following two cases, (a) n € [1,ng] and
(b) n > ngo. Firstly, consider (a) with n € [1,ngo], then setting ml = 1, ml =1 we
have m_ =1, 1 > by, and from the definition (3. 18) of my also penA( +) < 2[3]165]1% +
2R, < 105 [[|65]1% Vv 1JAL(1)? exploiting b1 < 1 < Ax(1) = da(1)A4(1) < AL(1)2

Consider now K € N, and hence [|6§]|% > 0. Let cgo := > 1 and nge :=
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Thereby, from B.17 follows
EN0™ — 67 < 2r(16517 V DAL (1)* + 26317 + C[As(me,)*me, + At (no)*]n!
Cl(I16611E Vv DAL (1)*n + Ay (me,)*m + Ay (no)*]n!
Moreover, for all n € [1,nge] with nge = [cgo Ap(K)] and Ap(K) = Kop(K)A+(K) <
K2A, (K)? holds n < € WBIEYD ooy 5y2,nd thereby,

AN

E[6™ —6°|2 < c[(

0317 v DA (P g 555 Gy + A e, )Pmi + A (no)]n”!

(B.20)
Secondly, consider (b), i.e., m > ngo. Setting mz_ = K < JegoApN(K)] = nge, ie.,
m! € [1,n], it follows b ! (0°) = 0 and hence R, m = Ap(K)n~L. Therefore, the definition
(3.18) of m.; implies pen®(m.,) < [6]168]1% + 4x]Ax (K)n " < C(163]% v 1)E2A (K)?n .
From (B.17) follows for all n > ngo thus

E67 — 0°[[% < 2068]13 b2, (6°) + 613 51y exp ( — Crobalm! Jm!)
CTAIG IR v DAL (K)? + Ay (me,md, + A(no)?n~". (B21)

105 11% +4%
108117 bFr_1)(0°)
max{m € [K,n] : n > cpoAx(m)} evenutally containing K and is hence not empty.
Consequently, my, > K and, hence bye(6°) = 0, and Ry = Ap(mo)n~t < ¢t =

195117 67 _13(0°) o 00 o me o
HQOHQ—KJJ, it follows ||90||2 [2K 1]( ) > [||HQ||l22+4/£]9{n" and trivially ||HQ||I2 b2-(6°) =

0 < [|6§]1% + 4 ]%Rn" " Therefore, setting m! := my the definition (3.18) implies m_ = K
and hence b2, (0°) = b%(6°) = 0. From (B.21) follows now for all n > ngo thus

Since n > ngo 1= [cpo AA(K)] with cgo = > 1 the defining set of m? :=

E[0" — 6|7 < |65 exp ( — Cipba(m})m?)
+C[(165 117 v 1)K2A+( )2+ A (me,)*mé, + Aq(no)*|n™". (B.22)

Combining (B.20) and (B.22) for K > 1 with (a) n € [1,nge[ and (b) n > nge, respectively,
and (B.19) for K = 0 implies for all K € Ny and for all n € N the claim (3.15) in case (p),
that is

E[0™ — 6°)|% < C|I0§]1% [n " v exp (— Cypda(mp)ms,)]

03|15V K2A 4 (K
refa ! ||9'l||2 ;{ZK 1]?(>) i + Lm0} + A (me,)2md, + Ay ()0, (B.23)

Consider the case (np). For mn(Qo) € [1,n] as in 3.4 set m:_ = mn(QO) and m! =

my € [[mn(ﬂo) n] by exploiting the definition (3.11) of m and m_ it follows pen®(m,) <
2(3|65]1% + 2R (00) and [|65]1% b2,_(0°) < [165]|% + 4x]9R7" (00) which together with
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. ot
R (0°) = %L(Go) =N, T(0°) > n~! and exploiting (B.17) implies

BJ60 — 0°|3 < CI0BI13 v 1) [R5 (6%, A) v exp ( — Croba(mp)ms)]
+C [A+(m(;7)2mg7 + Ay (no)?|n~t (B.24)

which shows the assertion (3.16) and completes the proof. O

B.1.2 Proofs for section 3.2.1.2

Below we state the proofs of Lemma 3.2.7 and Lemma 3.2.8. The proof of Lemma 3.2.7 is
based on Lemma B.1.3 given first.

LEMMA B.1.3.

Consider the data-driven aggregation weights IP(W) as in (3.3). Under definition 3.4 for any
I € [1,n] with R, := Rl (a) holds

(1) for all k € [1,1] we have
]PE‘Z)(m)]l{Hen —0e )3, <not ()7} S XP ({512 2, 6°)-+ 2+ B2 1081 —pen' (m) })
(i) for all m € ]l,n] we have
Y ML 0, o2, <pent(my 7} S P (mn{ — S pen™(m) + 3116517 + KIR%L}).

1

Proor or LEMMA B.1.3.
The proof follows line by line the proof of Lemma B.1.1 using (3.17) rather than (3.10),
and we omit the details. O

Proor or LEMMA 3.2.7.
The proof follows line by line the proof of Lemma 3.2.3 using Lemma B.1.3 rather than
Lemma B.1.1, and we omit the details. O

PRrROOF OF LEMMA 3.2.8.
The proof follows line by line the proof of Lemma 3.2.4 using (3.17) rather than (3.10),
and we omit the details. |

ProOF OF THEOREM 3.2.2.
Keep in mind that ||9§||l22 < r?forall #° € O(a,r). From (3.19) follows for any 6° € O(a,r),

mt,ml € [1,n] and associated m_,my € [1,n] as defined in (3.18)

E[6™ — 6°)% < 2pen®(my) +2[165]1% b2,_(6°) +Cr2 exp ( — Cioda(m >m*)

+C[r* + A+(mc7) mc + Ay (no)?nt (B.25)
For mi,(a) € [1,n] as in 40 set mi .= m}i(a) and m! = m? € [ml(a),n] by exploit-

2[3r2 + 2/@]9% (a) and
(@) = R (a) > !

ing the definition (3.18) of m+ and m_ it follows pen®(my)
16311% b2, (6°) < [r2 + 4x]%R5'" (a) which together with SRy, ()

\V; //\
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and exploiting (B.25) implies

sup B0 —6°Z < C(r2 V1) min [9R7(a) Vexp ( — Cioa(m)m)]
0°€O(a,r) me[l,n]

+C [A+(mc7)2mg7 + Ay (no)*]n~t (B.26)

which shows the assertion (3.20) and completes the proof of Theorem 3.2.2. O

PROOF OF COROLLARY 3.2.2.

Under (A) holds exp ( — CloéA(mL(a))mL(a)) < Ri(a) for n > Na,,A, while exp ((—
C105A(mib(a))mll(a)) <1< nR(a) < namAD‘{IL(a) for n € [1,nq,a]. Thereby, from (3.20)
with mp = m;rl(a) follows immediately the assertion R, (5("),®(a,r),A) < CumASRLa,A
for all n € N, which completes the proof of corollary 3.2.2. O

B.2 Proofs for section 3.2.2

Proor or LEMMA 3.2.11
We start the proof with the observation that for all s € [1,n] with X5 := {| A, (s)|> = 1/na}
and X := {|An, (5)|? < 1/n)} holds

0 (s) — 6°(s) = (A (8)6n(s) — 6°(s)) PSP ([s,n]) — 6°(s) PP ([L. s[)
— A (5)(0nls) — 6(s)) P ([s,n])
+ A5 (8)A(S) = Any (8))6°(8) PSP ([, 0]) — L, 6°(s) PP (L, [) — Ll (s)

Consequently, we have
10— 0%l <6 " |XE () Plon(s) — 6(s)P PSP (L. n])

s€1,n]
+6 > L |0°(s)PPY([L,sD) +2 16°(s)

se[l,n] s>n

+6 D A ()PIAS) = A ()PI0°()P +2 D Tael6®(s). (B.27)

s€f1,n] se[1,n]

Consider the first r.h.s. term in (B.27). We split the sum into two parts which we
bound separately. Precisely, given fp; = (Ls<cmyAn, (5)0(5))sez Where [0y m — O 1% =
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2256[[177”}] len,nA (S) - éﬁ(s)P =2 Zseﬂl,m]] |>\T—~L_>\ (S)’2|¢n(8) - ¢(3)‘2 it follows

2 3" N (9)P(0nls) — 6(s)2 P ([s,n])

s€[1,n]

Ny — il + > PRON0,,,,, 71— G2

ZE}]’VTZJ,»,TL}]

Nmr = Ol + > PRO(9,,,, 7 — GlI% — pen(1)/7),

le]my,n]
1 (n)
7D g, o DM D Pen(DT {||9nw—e 12, >pen(t)/7}

12 ictmen) Py () pen(D)1 16, 1~ <pen(/7y  (B-28)

Consider the second and third r.h.s. term in (B.27). Splitting the first sum into two parts
we obtain

2 3 1 ]0°(s)P PP ([, sD) + 2 16°(s)

s€l1,n] s>n
<2 Y )P PR sD +2 Y 1ec(s)P + 23 16°(s))?
s€[1l,m_] s€]m_ n]] s>n

<131 AP (11, m-[) + 63,_(6°)} (B.29)

Combining (B.27) and the upper bounds (B.28) and (B.29) we obtain the assertion (3.21),
which completes the proof. O

B.2.1 Proofs for section 3.2.2.1

Below we state the proofs of Lemma 3.2.12 and Lemma 3.2.13. The proof of Lemma 3.2.12
is based on Lemma B.2.1 given first.

LEMMA B.2.1.

Consider the data-driven aggregation weights IAPSZ,) as in (3.4) and the rates given in Defi-
nition 39. For any | € [1,n] with R, (0°,A) = [67(6°) V Ax (1) n™1] holds

(i) with U; := {1/4 < A(s)*llAX(s) <9/4,Vse [[1,[]]} for all k € [1,1] we have
=)
P (m{uen,nkr%ulz<penK<z>/7}]l“l

< exp (mn{ [k + LIGIAIRL (6%, A) — L1651 2,(6) — & pen’ (m)}).

(ii) with ||H}¢§—||122 =23 " 1 A(s)” LA()|6°(5)|? for all m € ]I,n] we have
/7

) - ) _
Py (m) exp (1 { —3 pen™ (m)+3 11077 +pen (1) }).

N

{Hemkm 0|2, <pen (m)
Proor or LEMMA B.2.1.
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Given m,l € [1,n] and an event Q. (to be specified below) it clearly follows

exp(=nn{—[[0nny mll% + pen’ (m)})
Zle[[l,n]] exp(—nn{—||0, M l”l? + pent(1)})
< exp (m{|0n,ny w12 = 16,,,,, 7llz + (pen® (1) — pen®(m))})1q,, (B.30)

B (m)1g,, =

]lle

We distinguish the two cases (i ) m € [1,I] and (ii) m € ]I, n]. Consider first (i) m € [1,!].
From (i) in Lemma 3.2.1 (with 5 = 6,, oy and 0° = 6 = (Tgs)<ny M, (5)6(5))sez) follows
that

=) A
Py (m)lg,, <exp (m{|0nn,mlf =110, Il + (pen’ (1) — pen”(m))})1a,,,

< exp ({216, . 7 — Gl — SImbll? + (pen (1) — pen’(m)})1q,,  (B.31)

Note that on the event Uy := {1/2 < [A(s)Af (s)| < 3/2, Vs € [1,1]} we have

> ITm0° 1 = 310313 (62, (0°) - 67(6°))
Ko (), = max {A(s) = (\f, ()% s € [1,1] 1,
< Imax {A(s) = \(s) %, s € [LI]} =9
Ap (D, > 204D

Thus on U holds A (1) V (I+2) < IA (l) (14+2) < FIAL(1) V (I +2). Since \/0A(l) =
Mg (V2) 5 | for a1l | € N hold "2+ OV(+2)

9
)
log(3/4
log(1+2) Tog(112) > /o) > B\ /55 (1) and

log(21A4 (D)V(1+2)) o . .
e < VoAD' BEY < 1. /65(1) which together with Ay (1) = 16a(1)A (1)

and Az (1) = 165 (1)A4 (1) imply

TVoa(l) < /03 (D1, < Tv/0a(1)
s (1) < g da(l) = 1504 (1) A+ (D)
<UD AL (D1, = A (D1, < LE30AD) FAL(D) = HLAN() < TAN(D) (B.32)

and hence for pen®(m) = kAx(m) and pen

= pen’ (m) < penK(m)]lUl < 7pen’(m) for all m € [1,1] and for all L € N.  (B.33)
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If we define Qu == {||6, . ;—6;|% < pen(1)/7} N, then the last bounds imply

"7'7,”)\7Z

()
P (m)]l{||6n,m,réfu$2<penﬁ(1>/7}]l“l

< exp (nn{ 1 pen™ (1) — 1[105]% (62,(6°) — 67(60°)) + (pen™ (1) — pen(m))}) s

= exp (nn{ % pen® (1) — §/16511% (62,(6°) — b7 (6°)) — pen’ (m) }) 1,
< exp ({7 + 2 pen (1) + 63 2(62(6°) — 02,(6)) — & pen(m)})

and hence, by exploiting eq. (3.4) for RL (6°, A) = [67(0°) V A (1)n~1] follows the assertion
(i), that is

1 o ~ 1
) {16,, .., 7=07l% <pent(/7} Ot

< exp ({2 + LI63IRIRL(6°, A) — L]165]1% 2,(6°) — & pen® (m)}).

Consider secondly (i) m € ]i,n]. From (i) in Lemma 3.2.1 (with #5 = 6,,,, » and
0° = O = (L{js)<m ', (8)9(8))sez) and (B.30) follows

=) A
Py (m)1g,, < exp (m{[|6nnymlf =16, 11 + (pen® (1) — pen®(m))}) 1y,

< exp ({310, 7 — ez + 2IMgbal% + (pen (1) — pen® (m))}) 1o, (B.34)
Keep in mind that

()AL, (5))%16° ()

<237 AN ()10 (6) P = (TS Gr

o k
2
MOl =2

If we set Qum = {[|Onn,m — GVWH?Q < penx(m)/7} then we clearly have (ii), that is

=)

A 15 112 A
Far (m)ﬂ{\\Hn,nx,m—émllfz<penA(m)/7} S exp (nn{ a %pen (m) + %HHZ balliz + pen (l)})

which completes the proof. 0

PrROOF OF LEMMA 3.2.12.
Consider (i). For the non trivial case m_ > 1 from Lemma B.2.1 (i) with [ = m! follows
for all m < m_ < er_, and hence due to the definition (3.22) HH&H% b2, = HQ&H?Q 02, 4 >
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[”90Hl2 + 8% 13k]%R,, (9° A). Exploiting the last bound we obtain for each m € [1,m_[

5
m)ﬂ{“ennki_eill <pen® mi)/?}ﬂUl

116, o||

16§11% ;qym !
9812]9% —%penA(m)})

1 ml A
<exp (— gnenRn~ — sgnmpen’(m))

<exp (mn{ — =52 b5, (6°) + 3£ +

which in turn with penK(m) = /imdf\(m)fhr(m)n_l > kmn~! and Y, yexp(—pm) <
p~! for any p > 0 implies (i), that is,

P ([1,m_])

PR ([ m-Di g,

+1
—0—||12<pen m)/7}es {6 7—9—Hl2/pen1\(m /7}uzsc

oml t
T _—1
_ nk e, § :m _ 0K R
Sexp (— FnRn ) k=1 exp(=3pm) + ]l{llf’ S >penA(m1)/7}UUfnf

nn)\,mi

nkKk

+
< 50 ULyl y A
X exXp ( nmn ) + ]1{“9 79—T||l22 QpenA(m]L_)/7}UUc t

Consider (ii). From Lemma B.2.1 (ii) with | = ml follows for all m > my > ml, and
hence due to the definition (3.22) pen®(m) > 6|63 [|% + 4 pen®* (m). Thereby, we obtain for
m € [my,n]
(1)
(

P,/ (m)l o
M {Hen,n)\,ﬁfam||122<pen/\(m

7} < exp ({3 PGHK(WH%Hﬂ%éﬂhﬁﬂ)enx(mi)})
my
< exp (nn{ — %penA(m)}).

Note that \)\m( )2 < 1 for all s € Z, hence if |\, (s)|*> = 1/ny then K( )= IAF ()2 >
Thereby, A(s ) AT (s)? < 1 implies A, (s)]* < 1/ny and hence A(s) = N ()] =
Thereby 1> Ay (m) = max{|\} (s)|?,s € [1,m]} implies A4 (m) =0, that is,

1.
0.

{AL(m) < 1} = {A(m) = 0} and, penf\(m) = néx(m)mfhr(m) = penA(m)]l{f\Am)}l}.
(B.35)
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Thereby, it follows

R )
E pen” (m)Py; (m)1 {19, 5= 05l <pen’(m)/7}
mEﬂm+7n]]

< Z pen/A\(m) exp (— 2npen’(m))
me]m4,n]

- Z pen® (m) exp (—In penA(m)){ﬂ{K+(m)>1} LR my<y)
me]m4,n]

= Y pent(m)exp (— Fnpen (M) 1z oy

mE]]m+ ,TL]]

—rnt " mog(m)Ay(m) exp (= Gmdg(m)AL (M) Lz sy (B36)

me]]m+ ,TL]]

Exploiting that ,/d5(m) = log(mﬁfg%lré)mw)) 1, /4 > 2log(3e) and n > 1, then for all

k € N we have Fk — log(k +2) > 1, and hence by aexp(—ab) < exp(—b) for a,b > 1, it
follows

< 03(m) exp ( — éx(m)( m — log(m + 2)))11{7\+(m)>1}
<exp (— (Fm —log(m + 2)))]1{K+(m)>1} =(m+2)exp (- %m)]l{?\ (m)>1)
< (m+2)exp (- 4m). (B.37)

Exploiting >,y pmexp(—pm) < g~ und Y, oy pexp(—pm) < 1 we obtain

Z ox(m)mA(m) exp (= LEo5(m)mAL (M) Lz 0oy

k= my+1
[e.e]
< Z (m—{—Q)exp(—%m) < K%gg —|—,%.
k=m++l
Combining the last bound and (B.36) we obtain the assertion (ii), that is
Ao nm - ~1716 , 8
> pen'(m)Py ML 19, s el <pent(my/7y ST gz + )
me]m4,n]
which completes the proof. 0

PrROOF OF LEMMA 3.2.13. ~ ~
By definition of m it holds —||6, M%H?Q + pen? (i) < —||0ppny,mll% + pen(m) for all
m € [1,n], and hence

Hen,mﬁ”l% — H9n7m7m|]122 > penA(fﬁ) — penA(m) for all m € [1,n]. (B.38)
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Consider (i). It is sufficient to show, that {m € [1,m_[} N0+ {6~ — -6 T 1% >
n,ny,m’
pen ( )/7} holds for m_ > 1. On the event {m € [1,m_[} holds 1 < m < m_ < m!
and thus by definition (3.22)
165172 6%, (0°) > (165117 + 104"6]9% (6%, 4) (B.39)

and due to Lemma 3.2.1 (i) (with fs = 6., » and 6° = 65 = (Lq1s)<ny A, (85)@(5))sez) also

Oyl =10, , B <00, =Bl — 3T el (BA0)
On {m € [1,m_[} NG, : we have
ML, w0rl0s > Gl 50°l1% = 116517 (65,(6°) — b2 (6°) (B.41)

Combining, (B.38), (B.40) and (B.41) it follows that

0B > pen () — pen®(ml) + 1652 {63,(6°) — b2, (6°)}

11
H ,nN,m_

2

and hence together with penK(fﬁ) > 0, penK(mT_)]lU S 7penA(mT_) by (B.33), (B.39)

and Definition 39 we obtain the claim, that is

B0, =5 lE > 65117 07 (67) — 165117 b2, (6°) — pen® (ml)

UPONY

éweoup - 104kJ (6%, A) — L6312 62,1 (6°) — pen’ (m')
13/{9% (0°,A) — penx(mt) > % penx(mi) - penx(mi) > 1t penK(mi),

which shows (i). Consider (ii). It is sufficient to show that, {m € Jm4,n]} C {||0 —

nn)\’
éﬁHlQ pen™(m)/7}. On the event {m € [m,,n]} holds m > m, > mJr and thus by
definition (3.22)
pen® () > 2[3| x| + 2 pen’ (ml)) (B.42)
my

v

and due to Lemma 3.2.1 (ii) (with O = Onnym and 0° = 07 = (1{\5\<n}AzA(S)¢(S))seZ)
also
16112 — HGEHZ% < 3105 — 6% + %HH@E%H%- (B.43)

Combining, (B.38) and (B.43) it follows that

3 A A
516,77~ Ol > pen () — pen (ml) ~ §11_—6

and hence together with [|II_—05]|% < HHL—TéﬁH?Q and (B.42) we obtain the claim, that
mm+ m+
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is

q Ao A 1 3z
20, .. 7 — Ozl = (5 + 5) pen” (M) — pen (ml) - %I!H—mT Ox 1>
+

> L pen®(m) + %2[3|]H;—T§ﬁ\|?z —|—2penA(mL)] —penA(mJﬂr) - %HHZ—TH%HZ% > 1pen(m),
+ +

which shows (ii) and completes the proof. 0

LEMMA B.2.2.
Assume that Assumption 19 holds true and form € N consider Uy, := {1/2 < [A(s)\], ()] <
3/2: Vse[l,m]}. Then, the following statements hold.

(i) For allm,ny € N witch Ay (k) < (4/9)ny holds P(DS,) < S0 P (| A, (s)/A(s) — 1] >
1/3) < Cyymexp (— Alf&k))

(i) Given m € N let ny(m) := [9A4(m)/4] then P(U5) < 8(Cy5)~tmny(m)?ny? A
12mny(m)ny " holds true for all ny € N.

(iii) For allm,ny € N withny > % log(m+2)8a(m)A4(m) holds P(U%,) < ((z2-)*ny %) A

2 —1
(6613 Ty )

Proor or LEMMA B.2.2.
We start our proof with the observation that

{IAns(s)/A(s) = 11 < 1/3} S {l[Ans (s)/A(s)] = 1] < 1/3}
— {1 P (5)/A)] < 1/3 and [y (5)/A(5) —1 < 1/3} = {2/3 < Py ()/A(3)] < 4/3)
Moreover, if [A(s)[> = 9/(4ny), ie., 2/3 = 1/(]A(s)]/ny) it follows
{Ann ()12 < 1/ma} = { Py ()] < 1/v/mx} € {2y (5)/A(s)] < 1/(1A(s)v/n)}
C {[Ann(8)/A(s)] < 2/3} € {|Any(s)/A(s) — 1] > 1/3}
Combining both inclusions, we get for |A(s)|> > 9/(4n))
{1 (5)/A(s) = 1] < 1/3} € {2/3 <Ay (5)/A(5)] < 4/3 and [\, (5)* > 1/mp}

C {2/3 < |An, (8)/A(9)] < 2 and [An, (5)* = 1/na}
= {1/2 <|X(8)/Any (5)] < 3/2 and My () = 1/ma} = {1/2 < IA()A, (5)] < 3/2)
Keeping in mind that A(s) = |A(s)|72? and A4 (m) = max{A(s),s € [1,m]}, if Ay (m) <
(4/9)ny then [A(s)|? = AL (m)~! = 9/(4n,) for all s € [1,m] and hence

Up = {1/2 < IXs)AL, ()] < 3/2,¥s € [Lm]}* C (J LA (5)/A(s) — 1 > 1/3}

s=1
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From (iv) in Assumption 19, we obtain (i), that is

<SP (A ()/A(s) — 1] > 1/3) < Cramexp (— £2).
s=1

Consider (ii). Given m € N and ny(m) := [9A;1(m)/4] € N. We distinguish for ny € N
the cases (a) my = nx(m) and (b) ny < ny(m). Consider (a). Note that A (m) < (4/9)nx
since ny = ny(m), and hence (i) implies

2

C C _
P(05,) < Cymexp (= xiiGy) <Com - miexp (—xmm) - m

24(Cy5) " A (m)

(25— )2 since ny >1
< Cpom (G828 9N, (m) /4)? 8(C 2n;?
< Cpam( 9 * 9N, (m)/4) ”,\ <8(Cy3)” m”A( ) ny -

<8(Cya)~ L1y (m)?

Analogously, we have P(U¢,) < m((c )_1*49A+( )/4nyt < (6C;5) " tmma(m)ny !, and

thus P(US,) < 8(Cy5)~tmna(m)?ny? A (6C;5) " tmny(m)ny ! for all ny > nA( ). On the
other hand side consider (b) where ny < ny(m) implies IP(UC ) < na(m)?ny 2 Any(m )nyt
Combining both cases (a)-(b) for all ny € N holds (ii) (UC) < 8((}13) mn)\( )23 % A

12mny(m)ny*. Consider (iii). For all ny,m € N with n, > o 2 log(m + 2)0a(m)Ay (m) >
(9/4)A+(m) from (i) follows

P(05,) < mny exp( ff’(%))

3 Ci3na )

n Cian 2
S Aoz OXP (- 72/\13(%)) mA (m)*exp (— A4 (m)

5 .
é(@)Q since ny /Ay (m)>1

Cign Ci3n
S (01536) mA . (m)? exp (— 2A+3(qu)) < (ci)2 exp (— 2A13(*) + 26x(m) log(m + 2))

13¢

< (%) exp (— da(m) log(m + 2)(%;

ny 5 \2
oa(m (m)log(m+2) 2)) < (0136) :

A
C3 5
TT>2

Vv

n C n C
< ity P (= 3 5 Gy) mAs(m) exp (= 53205

CTL)\

S %QXP( 3ty T 0a(m) log(m + 2))

= 60213 exXp ( oA (m) log(m + 2>(73 opa(m)A4 (:Ln) log(m+2) 1)) S 3(3213'

2 Ciamn
< oymAy(m)exp (= 57205)
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which completes the proof. 0
LEMMA B.2.3.

Consider Oy n, m — O = 2 se[—mm] At (8)(on(s) — ¢(s)). Conditionally on e1, ... en,
the r.v.’s Y1,...,Y, are @d. and we denote by Py|. and Ey . their conditional distri-

bution and expectation, respectively. Let A(s) = AT (8)7, Ao(m) = %Ese[[l,m]] A(s),
Ap(m) = max{A(s),s € [1,m]}, k > 1, Az(m) = (5K(m)mK+(m) and \/6z(m) =
log(mﬁ;%%@“)) > 1. Then there is a numerical constant C such that for all n € N
and m € [1,n] holds

(i) let me, = [L3(%)2J V Gy and ne, = 15(&)4 then

Z IE]Y|e (Han,nk,ﬁ - éﬁH%Q — 12A7\(m)n71)+
m=1

<Cn (1 V Ry (me,))me, + (1V Ry (ne,))]

(ii) let me, = LB(C%)QJ and nc, = |15(3/Cg)*] then

S x(m)mA () Py (|6 — bonll22 > 1285 (m)n )

< Co| (14 Ay (me,))mg + 1+ Ay (ng,)*ng,

(iif)
IPY\E (Hgn,nxam - éﬁH%Q 2 lef\(m)n_l)

< 3[exp (W) +(Cyy) 207 .

Proor or LEMMA B.2.3.

Consider (i). Since d5(m) =1 for m > 3(&)? holds Cs\/oatmm log(m +2) > 0 and

2
C, 2

~ —C30% (m)m

Ci1/05(m)m
A (m)exp (—C35K(m)m) < exp (3+ %

) exp (—/o5(m)[=

< exp (<25 < exp (— Gm)

—log(m+2)])

consequently, for me, := HB(C%)QJ Vv C,), exploiting 3, o exp(—pm) < p~t follows

Z Ay (m)exp (—C305(m)m) < Z exp (— %m) <Z

3
m:1+mc3 WL:1+WLC3
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while
’)’TLCS
Z Ay (m)exp (= C305(m)m) < As(me,) D exp (= Cym) < Ay(me,) -
m=1
hence .
//i m ~
Z eXp C36K(m)m) < % + +é3 o) < é(2 + Ay (my))

m=1

Using for all n > n¢_ = 15(z-)* holds v/n > é log(n + 2) it follows for all m € [1,n]

o

mx#m) exp (— Csy/ndz(m)) < Lexp (- m[c5ﬁ— log(m +2)]) < 1

consequently,

:M—‘

Z mA* eXp — C5/ndz(m i

m=1

~

while for n < ne_ with Ay(n) <Ay (ne,) follows

~

Z % exp ( —C5 ”57\(7”)) < Ay (n)nexp ( - C5\/ﬁ) < nC5K+(nC5)
consequently, for all n € N holds
Z % exp (— Cs4/ndz(m)) < (1V /A\+(n65)”C5)

Combining the last two bounds and Assumption 19 (i) we obtain (i) (keep in mind that
Cy <me, and ne, = 15(2-)* is a numerical constant), that is
5

Z Eye (Hemm,m - émﬂiz - 12Ax(m)n71)+
<Cn7' (1 V Ay (me,))me, + (1V Ai(ne,))]

Consider (ii). If m > 3(0—27)2 then m > (C%) log(m +2) and hence m — (C;)~!log(m +2) >
(C;)~Llog(m + 2) or equivalently, C;m — log(m + 2) > log(m + 2) > 1 and thus similar to
(B.37) it follows

m&x(m)fhr (m) exp (— C;05(m)m) < x(m)exp (— da(m) [C;m — log(m + 2)])
< (m+2)exp (—Crm)
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consequently, for me_ = L3(C2—7)2J exploiting Y, .y (m+2) exp(—pm) < p=2+2p~* follows

n n

Z m(SK(m)K+(m) exp (— C705(m)m) < Z (m+2)exp (— C;m)

m=14+m¢ m=14+m¢

7 7

—2 2 2

o~

while log(mA 4 (m))1 5, (31 < LAy (m)l g, (my>1y implies with (B.35) §5(m)A 4 (m) =

e

57\(m)K+(m)1{7\+(m)>1} < mA+(m)2]l{K+(m)>1} = mA(m)? it follows

Z méx(m)fhr(m) exp (— C;05(m)m) < 5X(mc7)7\+ (mc.) Z mexp ( — Cym)
m=1 m=1

< 0z (me, ) Ay (me.)(Cr) 2 < /A\+(mc7)2m<217

consequently for all n € N we have

~

> még(m)Ay(m)exp (= C;o5(m)m) < (1+ Ay (me,)?)m
m=1

7

Since 5K(m)JAX+(m) < mA4(m)?, and for all n > ne, = [15(3/Cg)*] holds /n > 3/Cglog(n+
2)

mog (m)A 4 (m) exp (—Cgy/ndz(m)) < m?A (m)? exp (= Cgy/ndz(m))

< §exp (= /03 (m)[Cyv/n2log(m+2) +log(+2)) < §exp (=383 (m) (5" -log(n+2))
< 1
consequently,
S mig(m)A (m) exp (— Coy/nog(m) < 3 L <1
m=1 -

=1

On the other hand side for n < nc, with nb exp(—an/¢) < (£)% for all ¢ > 0 and a,b > 0

follows

Z méx(m)l/i+(m) exp (— Cgy/ndz(m)) < n25K(n)JA\+(n) exp (— Cgv/n)
m=1

<Ay (n)Pn® exp (= Csv/n) < Ay(ne)?(3)" < Ay (ne,)nd,

consequently, for all n € N holds

Z mds (m)Aq (m)exp (— Cgy/ndz(m)) <1+ K+(ncg)2n%8
m=1

Combining the last two bounds and Assumption 19 (ii) we obtain (ii) (keep in mind that
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ne, = 15(Cg)~* is a numerical constant), that is

Z& ymA o (m) Py (100 — 30 > 12285 (m)n ")

<G[0 Rome, Py + 14 R (e, P,

. G e Cpymy/Rmee —2
Consider (iii). Since Cuny/RgeeA >C nd~(m) = Cy,+/n and nexp(—C,,v/n) < (C
(iii) ks (m) 11 z(m) 1nvn p(—Cy1v/n) < (Cyy)
from Assumption 19 (iii) follows (iii), that is

Pyle (0n,nm — Oml72 > 1245 (m)n~")

< 3[exp (CHA™) 4 () 207

which completes the proof. O

PROOF OF LEMMA 3.2.14.

Since 1/7 > 12 and pen®(m)/7 > 12A5(m)n™!, m € [1,n], by exploiting Lemma B.2.3
(i), (ii) and (iii) we obtain immediately the claim (i), (ii) and (iii), respectively, which
completes the proof. 0

PRrROOF OF LEMMA 3.2.15.
Consider firstly the aggregation using the aggregation weights IPS\Z) as in (3.4). Combining
Assumption 19 and the upper bound given in 3.23 we obtain

Ey [0 — 0°[[% < 3By |0y mr — sl + 30165117 62,_(6°)
150”90||12]l{m s1yexp (— ”%n (0°,0))
+ 3”'95”122]1{m,>1} [C [exp ( - C1157\(m—)mT—)]]16mT + ﬂU;T }

+6 D AL )PIAS) = Ay (PIE° ()P +2 ) Lael6(s)?

s€[1,n] s€1,n]
+Cn [(1V Ay (me,)?)me + (1V Ay (ng)?nd) + 305121 (m_ 1y, + 16 + 8]
(B.44)
Consider
EYlﬁuemnthr - VWTHJ%
—22 /n—2ZA )/n=2miAs(my)/n <2AK(m)n_1,
s=1

where by Constructlon pen ( )/7 = 12A5(m)n~! and hence we have Ey||0pn, mt —

Um+||l2 < 45 pen (m+) Moreover, exploiting max ey | A( ) < ny and my < n it holds
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also EY‘EHGn,an—HVmHZ% < 2ny. Considering the event U and its complement U° , it
+ my

follows Ey | [|0p,ny g — vaﬂl% < 2n>‘]10;f + 5 penA(mJF)]lUmL. Taking into account the
+

definition (3.22) of m we obtain By |0y, mr — Omzllp < 2naloe  + ﬁ[wmﬁeﬁnﬁ -

4 pen (m:_)]]l(j nt Thereby, with n > 1 and x > 1 from (B.44) follows (keep in mind that

neg, is a numerlcal constant)

Byo |6 = 6%l < Fpen®(m )L , + %un%eﬁn%znamt +3]103117 b7, (6°)
+

+ C||9§||122]1{m7>1} [exp ( niﬁn (6°, A)) + exp ( — CHcS/A\(mT_)mT_)]lUmT ]

+C (11661171 siploe |+ nalee . o mE il + il ]
mi 7 8

+6 D XL )P = A (PIE° ()P +2 D Lael6°(s)?

s€[1,n] s€[1,n]

+Cn {1V K+(mc7)2)m%7]10mc7 + (VA (ne) ") lo,, + 1051151y} (B45)

Employing (B.32) and (B.33) follows A (m)1,, < 9A4(m), 6z (m)1s,, > 1950a(m) and
pen®(m)ly,, < 7pen®(m) for all m € N. Thereby, (B.45) implies

By(c[6) - 6°)% < 2pen’ (m!) + %HH;—T%H% - 3||93||?2 b2, (0%)
+

— 77’L]L 77’L]L
IO sy [exp (= Z2ERSRET (6°, A)) + exp (“XudalmlmL ),

+C [Heﬁ”l%ﬂ{m7>1}]ll§c i + n)\]lUC + + n_l{man%\]lz;gnc + ni]h;%c }]

+6 D XL )PIAS) = Ay (PIE° ()P +2 D Lael6°(s)?

s€[1,n] s€[1,n]
+CnT AL (me,)*mE+ Ar(ne,)” + (165 Lgm 51y} (B.46)

Exploiting Lemma 1.3.1 we obtain from 9

B Gelf <4 30 0°() <41631R 62, (6°)

- Is|€lm.n]
from (ii) and RLA (0°,A) ==, cn0°(s)*[L A A(s)/ny] as defined in (1.6)

Y CEPEIN, (5)PIA(s) = Any(8)* < AC,RE, (6°,4)

s€1,n]

and from (i)

Y BAD)6°(s)]” < 4RE, (6°,0)

s€f[1,n]
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The last bounds imply together with
E[|6" — 6°|[z < 2pen’ (m) + 2163 bfnf (6°) +3)165 7 b7, (6°)

+CJ108 12T sy [exp (— a1 031 (9° A))—I—exp(w)
C[H@ﬁlﬁzﬂ{m,x}P(Ufnf_)+nAIP(U +)Jrn Hmg nX P(05,, )+m no)
+24C, R}, (6°, A)+8RT (6°,A)

+Cn A (me,)’mg 4 Ay (n0)” + 165 L fm_s1y}  (BAT)

!
Moreover, since n9, ~ (6°, A) = dx(m! )m! . From (B.47) with 3"“ > 91%101, follows,

B[ — 6°[7 < 2pen® (ml) + 2|65 bfnl((f’) + 316517 b (6°)

. —9¢,,6p(m! ym!
+ClO8 31 1y exP (o)

+CHI0G)171 g1y (UL 4 ) +ma PO +)+n_1{m§7n§P(U%C7)+H§P(UZ%)}]
+CRE, (67, A) + Cn Ay (me,)*m + Ay (ne)? + 105 Lpm >y} (B.48)

Exploiting Lemma B.2.2 (ii) there is a numerical constant C such that for all ny,m € N
holds P(U5¢,) < CmA(m)?n;? and hence, n2 IP(Ufn%) < Cme Ay (me,)? and nj IP(U%CS) <
Cne Ay (ne,)?, thereby from (B.47) follows the assertion (3.25), that is, (keep in mind that
ne, is a numerical constant)

E[0™ —6°(7 < 2pen’ (m}) + 216517 [’72711(90) + 3105117 b7, (6°)

o —-9C,,6 (mi)mt o c c
+ L0511 0 51y exp (— 55— + C 165 ][ L gm_>13 P(Umi) + P07 ; )]

+

+CRE (6°,A) + Cn~ Ay (me,)*m + Ay (ne)® + [105]7 L im_>1y}  (B.49)

Consider secondly the aggregation using the model selection weights IPE\ZO) as in (3.8).
Combining Lemma 3.2.14 and the upper bound given in 3.24 we obtain

E[0" — 6°[7 < 2pen® (ml) + 2|65 b1 (6°) + 316512 by (6°)

o —9Cy,6 (mlf_)mlr_ o c c
- CIIB IR L sy exp (Y 4 C IO o) PO, ) + A PO )]

+

+CRE, (67, A) + Cn Ay (me,)*me, + Ay (ne)* + 10511 pm_ >3} (B.50)

;
From (B.49) and (B.50) together with nR, A4 (m!)™1 > 6z(m!)m! follows the claim
(3.14), which completes the proof. O

PROOF OF THEOREM 3.2.3.

T

From (3.25) follows for any m_,m]_LF € [1,n] and associated m_, my € [1,n] as defined in
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(3.22)

E6™ —6°(7 < 2pen’(ml) + 216517 b1 (6°) + 316512 b7 _(6°)

° —-9C,, 6 mi mi ° c c
+ CLO L g1y exp (ZHGFZS) + CLIGIRL sy POS, ) +ma P(OL1 )]

+CRE (0°,A) + Cn~ Ay (me,)*m + Ay (n0)* + 105|721 fm_513} (B.51)

We destinguish the two cases (p) and (np). Consider first (p), and hence there is K € Ny
with 1 > big_1)(0°) > 0 and b,,(0°) = 0 for all m > K. Consider first K = 0, then
bo(6°) = 0 and hence ||t9§||122 =0 and RLA (0°,A) = 0. From (B.51) follows

IEH@W —60°)% < 2penA(m1) +Cny\P(U° ;) + C?’L_I{AJF(mc7)2m%7 + Ay (no)?} (B.52)

C

.

Setting mi =1 it follows penA(mT) = kAx(1)n™! = koA (DAL (Dn~ ! < kAL (1)2n7t

and exploiting Lemma B.2.2 (ii) there is a numerical constant C such that for all n) € N

holds IP(U;T) < CA4+(1)%n;%. Thereby with numerical constant x > 84, (B.52) implies
+

for all n,ny € N

EJJJ" — 6°% < CAL(1)%ny" +Cn (AL (1) + Au(me, )Pm, +As(n,)} (B.53)

. o112 165117 +104r
Consider now K € N, and hence |02 > 0. Let copo = emrts—rmsy
2 108117 675 _17(6°)

lcogo Ap(K)| € N. We distinguish for n € N the following two cases, (a) n € [[1,ngo] and

(b) m > ngo. Firstly, consider (a) with n € [1,ng-], then setting ml = 1, ml =1 we
have m_ =1, 1 > by, and 1 < Ap(1) = dp(1)A (1) < A4 (1)% Thereby, from (B.51)

follows

> 1 and ngo :=

E[6™ — 6°|12 < 26A+(1)%n 7 + 32(|65]|% + C [na P(U5)]
+CREL(0°,A) + Cn AL (me, )*mE_ + Ay (n,)*}

Exploiting Lemma B.2.2 (ii) there is a numerical constant C such that for all n) € N holds
P(U$) < CA4(1)?n,?, which together with R (6°,A) < ||9§||122A+(K)n;1 implies

[0 — 6°)% < 2604 (1)n " + B6511% + C[Ar (1) + 65113+ () ]n} !
+Cn Ay (me,)Pmi + Ay (n0)*}

Moreover, for all n € [1,ng0] with nge = |cgo Ap(K)| and Ap(K) = Koy (K)A+(K) <
oll2
K?A,(K)? holds n < C (1912 V1) K?A,(K)? and thereby, for all n € [1,n4.] and for

108117 bFr_17(0°)
allny € N

2 2
(8" — 6°[7 < C(163117 V 1A+ (1) et i igss + A (me,)*mé, + A (no)*]n ™!

105117 1 (

+C[AL(L)? + (|65 A+ (F)]ny " (B.54)
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Secondly, consider (b), i.e., n > ngo. Setting mi = K < [cgoAA(K)] = ngo, ie.,

ml € [1,n], it follows b _: (0°) = 0 and pen[mi] = kAA(K)n™t < kK?AL(K)?n~t,
+

From (B.51) follows for all n > ngo thus

E[0™ — 6°)1% < 3]|65]1% b2, (6°)
02 *96115A(m1)m1 012 c ¢

+CRE (67, 8) +Cn  HEP A ()" + Ay (me,)*me + Ai(no)® + 106121 g1y}

Exploiting Lemma B.2.2 (ii) there is a numerical constant C such that for all ny € N holds
P(U%) < CKA4(K)?ny?, which together with R, (0°,A) < [|03]|2 A+ (K)ny " implies

B[00 — 0°|% < Cn KA (K)*n " + Ay (me,)*md, + A (n)? + 05130 g_s1}
° ° ° —-9C,, 6 mT_ mT_ c

+ 316517 62,_(6°) + ClIBRIIZ L 1y fexp (T3 ="=) + PO, )}

+Cny AL () + 1652 A+ (K} (B.55)

In order to control the terms involving m!l and m_ we destinguish for n) € N with

na(0°,A) = |2891og(K + 2)dp(K)A4+(K)| the following two cases cases, (b-i) ny €
[1,mA(0°,A)] and (b-ii) mny > nx(6°,A). Consider first (b-1) ny € [1,nx(0°,A)]. We
set m' = 1 and hence m_ = 1. Thereby, with p2(6°) < 1, log(K + 2) < Et2 L 2K,
Sa(m)Ay(m) < KA (K)?, and hence ny(6°,A) < CK2A(K)?, from (B.55) follows for all
ny € [[1,?1)\(90,/\)[

[0 — 6°[% < Cn~ KA (K)?n ! + A (me,)*md, + Ay (no)?)
+Cny {E AL (K)? + 16515 (KA (K)? + A (K))} (B.56)

Consider now (b-ii) ny > nx(0°,A). Note that for all ny > n)(K,A) the defining set
of m? = max{m 6 [K,ny] : 289log(m + 2)da(m )A+( ) < ny} is not empty, where
obv1ously for cach m! € [K,m® .] holds ny > 289 log(m! + 2)dx(m! )AL (m!), and thus
from Lemma B.2.2 (iii) follows (U:n ) < 53n". Since also n > ngo == [cge Ap(K)| with
105112, 104+ i
611, b7y (0°)
not empty. Consequently, for all m! € [K,m?] holds m! > K and, hence b, (6°) =0,
16512, b3y, (6°)
||9°||2 +104r

Cpo = > 1 the defining set of m?, := max{m € [K,n] : n > cgpoAp(m)} is

mt
and R, ~ = Ap(ml)n! < et = , it follows ||98||?2 b1 (6°) > [Il6511% +

;
104k])R,, ~ and trivially 165117 b7 (0°) = 0 < [[165]1% + 104/1]9% . Therefore, the definition
(3.22) implies m_ = K and hence b2, (0°) = b%(6°) = 0. Selecting m! i=m? A my, we

have IP(U:nT ) < 53ny ', m_ = K and b2, (6°) = 0, such that from (B.55) follows for all
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ny > nx(0°,A) and n > ngo p

EJ[0™ — 6°)% < Cn KA (K)*n ! + A (me,)®mé + At (no)? + 116511}
° —9C{10A (Mo AMS, Yme Am?, _ o
+ 0”‘99”122{6Xp (— - 100||¢||;1 2} + C”,\l{KA+(K)2 + HGQHZQQA-F(K)} (B.57)

Combining (B.56) and (B.57) for the cases (b-i) my € [1,n(0°,A)] and (b-ii) ny >
nx(0°, A) we obtain for all n > ngo 5 and for all ny € N

*9C115A(m;/\mfu)m;/\m;>\ ]
100 ¢l )

+Cn T HEPAL(K)? + Ay (me,)me + Ay (n0)} +Cny (L V [I65][72) KA+ (K)? (B.58)

E[6™ — 6°|12 < Cllfg]2 [n~ vyt Vexp (

Combining (B.54) and (B.58) for K € N with (a) n € [1,npo ] and (b) n > ngo 4,
respectively, and (B.53) for K = 0, we obtain for all K € Ny and for all n,n) € N

LD
100][¢ll;1

—9C,10A (ms AmS, )m;l/\m:u )}

E[6™ — 6°|1% < Cll6g]% [n7 v nyt Vexp (

_ (16511 V1) K2 A4 (K)?
+Cn 1{A+(1)2{ ||9981|TIQ2 [’[21@1]?9") ]l{K>1} + ]l{KZO}} + A+(mc7)2mg»7 + A+(no)2}

+Cn AV 0512 KA (K)* L gs1y + A (1)L} (B.59)

Consider the case (np). We destinguish for ny € N with ny(A) := |2891og(3)da(1)A4(1)]
the following two cases, (a) ny € [1,nA\(A)] and (b) mny > ny(A). Consider firstly
the case (a) ny € [1,nA(A)]. We set mi =m! =1, and hence m_ = 1, p2(6°) < 1,
pen® (1) < kAL (1)2n71, Ayp(1)2 < Ay(no)?, na(A) < CAL(1)? and due to Lemma B.2.2
(i) P(UF) < CA4+(1)?ny % Thereby, (B.51) implies for all n € N and ny € [1,n,(A)]

(|6 —0°(7 < R, (6°, A)+C(AV[|65]I%) A+ (1)*n3 ' +C{A 1 (mc,)*mé +A1(no)*In~!
(B.60)

Consider secondly (b) nx > ny(A). We set my = max{m € [1,n,] : 289log(m +
2)0A(m)A4(m) < ny}, where the defining set containing 1 is not empty. For each m €
[1,m7, ] holds ny > 289log(m + 2)da(m)A4 (m), and thus from Lemma B.2.2 (iii) follows
P(U5¢,) < 112260, 2. For m), € [1,n] asin eq. (3.4) let ml = mL/\m;W where penA(mL/\
me.) < pen®(m}) < SR?L (0°,A), then from (B.51) follows

LN

i o ml, (po o o o o
|07 —6°]7 < 29877 (6°, A) + 2165 bfn;Am;A (6°) + 31165117 b2 (6°)

o —-9C,, 6 (mT_)mT_ ° _
+ C‘|99H122]l{m_>1} exp (MW) +C [||GQ||I22]]'{m_>1} IP(U T_) +ny 1]

+CRE, (67, A) + Cn~ Ay (me,)*mi, + Ay (no)? + 1651 L w513} (B.61)

Let my := argmin{R]"(6°,A) V exp (M) :m € [1,n]}, where m® € [m},1] by
7

mc

definition of m/,. Setting m! := my, Amy, from Lemma B.2.2 (iii) follows IP(U;H ) < 53n;1,
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while m_ as in definition (3.22) satisfies [|6]|% 62,_(6°) < [[63]% + 104x]Rn """ (6°, A),
where
my Ams,

R (00, A) SREH(O°,A) + 07, L (6°);

n )
R (6°,A) < R (6°, A)

and b nms (69) < B2, (6°).

Mp, ny

Thereby, we obtain for all n € N and ny > ny(A)

B8 — 0°% < C(1 v 0512 (R (0%, A) + 2, (6°))
n ny
—90116A(m;/\m;>\ )m;/\m%A

+C106 1721 > 1y exp ( 1007411 ) +ClIEE IR m_>nyny " + 0y
+CRE (6°,A) +Cn~ Ay (me,)?m + At (no)® + [165]2 L5103} (B.62)

Since g{nm;(Qo,A) > n~! and RLA(QO,A) > %H%Hfzngl it follows for all n € N and ny >
na(A)

EH@\(TD _ 00Hl22 <C(1v HG&HZZQ) Ierhlln H{i}{ﬁ(e"’A) V exp (—6A(m)m)}

mc7

(6°) V exp (7_61\(771;*)7%;A )}

mc7

OV ORI

+CRI, (0°,0) +Cny ' +Cn Ay (me,)*m + Ay (n,)*} (B.63)

Combining (B.60) and (B.63) for the cases (a) ny € [1,nx(A)] and (b) ny > ny(A) we
obtain for all n,n) € N

EI[6™ — 0°)% < C(1V 16511%) mglﬂilnnﬂ{m;n(gg A) Vexp (%ﬂ)}ﬂ{mmw}

Cq

+C(1V65117){b2 4

nAMY

o —0a(my, )my,
. (0°) V exp (W)}ﬂ{npm(/\)}

ORI, (07, A) +C(1V 0312)A 4 (1205 + C{A4 (me, Pmd + Ay (n0)*n~t (B.64)
which shows the assertion (3.27) and completes the proof of Theorem 3.2.3. O

B.2.2 Proofs for section 3.2.2.2

Below we state the proofs of Lemma 3.2.16. The proof of Lemma 3.2.16 is based on Lemma
B.2.4 given first.

LEMMA B.2.4.
Consider the data-driven aggregation weights IPE\Z) as in (3.4)and the mazimal rates Defi-
nition 40. For any 1 € [1,n] with KL (a,A) = [a(l) vV Ar(l) n™1] holds
(1) with U; :== {1/4 < A(s)"'A(s) < 9/4, Vs € [[1,l]]} for all k € [1,1] we have
()

Par Iy, iz <penty ) 10
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< exp ([ + 1r2IRL(a, A) — LIGBI3 02,(6°) — & pen(m)}).
(ii) with HH%(%H?Q =23 i A(s)"YA(s)|6°(s)|2 for all m € ]I, n] we have

=(n) ~ 9 N
Py (m)1 (mn{ — & pen® (m) + 3| T4 0%+ pen® (1) })..

o <ex
{160, Gl <peni (m) 7} = P

PrROOF OF LEMMA B.2.4.
The assertion (i) follows from Lemma B.2.1 (i) using that 7R} (a,A) > [65]|% b7,(0°)
uniformely for all #° € O(a,r) and for all m € N. The assertion (ii) equals Lemma B.2.1
(ii). O
PrRoOOF OF LEMMA 3.2.16.

The proof follows line by line the proof of Lemma 3.2.12 using Lemma B.2.4 rather than
Lemma B.2.1, and we omit the details. O
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E— Appendix C E—

Proofs for section 3.4

The next assertion provides our key arguments in order to control the deviations of the
reminder terms. Both inequalities are due to Talagrand (1996), the formulation of the first
part can be found for example in Klein and Rio (2005), while the second part is based
on equation (5.13) in Corollary 2 in Birgé and Massart (1995) and stated in this form for
example in Comte and Merlevede (2002).

LEMMA C.0.1.

(Talagrand’s inequalities) Let Z1, . . ., Z, be independent Z-valued random variables and let
Vi =0t Y V) (Zs) —E (v (Z0))] for vy belonging to a countable class {vyy), [z] € H}
of measurable functions. Then,

E( sup |7 —6H?), < C[—exp
([x}eH| ]’ ) [n ( 6v

Kn(wf2 A %)] < 3[exp (—Kvnwz) + exp (—Ij'lmp)]

(C.2)

(C.1)

P( sup |7, 2H + ¢ 3 exp
(sup el > ) <3exp[—Kn(—— A

for any v > 0, with numerical constants K = (v/2 —1)/(21v/2) and C > 0 and where

sup sup|yx( )| < h, E(sup |77]) < H, sup — Var( l/m( i) < v.
R L wen [wjen M ; .

REMARK C.0.1 Keeping the bounds (C.1) and (C.2) in mind, let us specify particular
choices for the constants 1 and K. We choose ) = v/2(\/3 —/2)H MH =

(V6+v14)
(?ff)H and hence \f\[\fH V2V2H +/2(V/3—+/2)H. Moreover, we hcweK(\[ﬂ[)2 =
(V2-1) 2 _ _ (2=V2) 1 V2 V21 1
G1vE AR = aiaryar 2 a0 @l Kty = aiziiys 2 o and K 2 g The
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next bounds are now an immediate consequence,

a2 v —nH? lﬁ —nH
B( sup [77f  6H2), < O[3 esp(—gu) + 1 esp( ) (©3
P( sup |7|° = 6H?) < S[exp(_n 2) +e p(_ H)} (C4)
wen b 4000 200h

In the sequel we will make use of the slightly simplified bounds (C.3) and (C.4) rather than
(C.1) and (C.2). 0

REMARK C.0.2 Introduce further the unit ball Bm = {[z] € O : ||[z]||;2 < 1} contained in
the linear subspace O = %{(1{81:8})5/€Z, |s| € [1,m]}.

Setting vi)(Y) = 3 geqrm) 1] (AT (s)es (=Y ) with Evyy (V) = 3 g cpum [2](s)A " (5)(5),
hence V] = %Z;zl > lsle[Lm] [2](s)A2(s)(es(—Yp) — ¢(s)) and we have

1607 = 051172 = sup [(Bum —O5la])e]* = sup | Y A7 n(s) = 6(s))[z](s)[”
[x]€EBm [x]€EBm |s|€[1,m]
= sup | Y AT %Z Yi) = ¢(s))}zl(s)] = sup [7]*,
[$]EBm |S|€|Il m]] i=1 [Z‘]E]Bm

Note that, the unit ball Bm is mot a countable set of functions, however, it contains a
countable dense subset, say H, since lo is separable, and it is straightforward to see that

SUD(y)eBn [V]|” = Sub(gjen [Pl O

C.1 Proofs for section 3.4.1

PROOF OF LEMMA 3.4.1.
For [z] € B setting

v(¥) = Y [(s)A T (s)es(=Y)
jsleTLm]

where Ev (V)= > [2](s)A ' (s)o(s)

Isl€[1,m]

we observe (see Remark C.0.2) that ||6, 7 — 0%(|% = SUP[3)€Bn |7, We intent to apply
Lemma C.0.1. Therefore, we compute next quantities h, H, and v verifying the three
inequalities required in Lemma C.0.1.

Consider h first:

swp sup @)= s S P leP=2 3 Als
[z]eBm y€[0,1] y€[0,1] |s|€[Lm] selLm]
= 2mA,(m) < 2mA(m) =: h%
Next, find H. Notice that supjycg,, [{On,m — 0, [7])2 2 = 2 isteqm) Alls]) [on(s) — #(s)|%.
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As Blon(s) — ¢(s)]* = 1 (1 = [6(s)[*) < 5, we define

E[ sup [(Onm — 0%)%] < 2mAs(m)/n < Sa(m)2mA(m)/n = 2Ax(m)/n = H?.
[I]GBm

Finally, consider v. Given [z] € B. we observe with Eles(Y1)es (—Y1)] = ¢(s’ — s) that

2
Bl 00)7 = B[S A (-1

= Y EIEN) " Eles(Yi)ey (~Y1)AH(S) [2](s)
Isl;[s"|€[1,m]

= > D) o = AT [2]() = U AU, [a], [2])2

Isl,|s’|€[1,m]

defining the Hermitian and positive semi-definite matrix A := ([A](s) " A" (s")o(s' —
5))s,s'cz. and the mapping U, : CZ — C? with z — Uz = (21l qeqm)y iez.  Obvi-
ously, Uy, is an orthogonal projection from [? onto the linear subspace spanned by all
I2-sequences with support on the index-set [—m,—1] U [1,m]. Straightforward algebra
shows sup(yjep,, Var(vy)(Y1)) < suppep,, (UsAUy, (2], [2]);2, hence

sup fZVar V) (Yi)) < sup (U AlUg[z], [x])2 = sup U AUg[x]|[2 < [[Uk AlU||s-
[z]€Bm _ [z]€EBm [z]€EBm

where [|[M|[ := supj ,<1/[Mz|;2 denotes the spectral-norm of a linear map M : 2 —
I2. For a sequence z € (C\{0})Z let vV, and Vv, ! be the multiplication operator given
by V.2 = (2(s)x(s))sez and V! := V,-1, respectively. Clearly, we have U, AU} =

Us, V/\_l UrColhy, Vﬁl Uy, where Cy = ([¢]s — §')s sz Consequently,

Sup *ZVar V) (Y2) < 1lde V3t Uills (ICols 11edr V[_y]l U|s
xe m —

= [|tde V3 Ul 1ICs s-

We have that ||t V' U||? = max{A(s),s € [1,m]} = A (m). It remains to show the
boundedness of [|Cy|s. Keeping in mind that (Cyz)x := > ,cp #(s — k)2(s), k € Z, it is
casily verified that [|Cyz[|% < ||¢]|% 2] and hence [|Cylls < [|¢]l1, which implies

sup fZVar V) (V) < [l@lln Ay (m) < (|9l Ay (m) =: 0.

27] EBm i=1

Replacing in Remark C.0.1 (C.3) and (C.4) the quantities h, H and v together with
Ap(m) = oa(m)mA4(m) gives the assertion (i) and (ii). Setting H := 2R"(6°, A)
2[62,(6°) V. Ax(m)n~t] > 2A5(m)n~! and the quantities h as above v we obtain (iii),
which completes the proof.

D\_/
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C.2 Proofs for section 3.4.2

PrRoOOF OF LEMMA 3.4.2

In this part, let m and [ be two positive integers with [ < m. We have, for any ¢ in 1B;,,

(tonhe =n=' 300 D7 A (W) =0T YT FEAT)(Y,),

So we define for any ¢ in B;,, the functional v} := ZlQSKm(t(s)X(s)*l)es = fﬁl(txil)
and we obtain 7y := ({0, — 0°);2 = n~! > 1 ((Yp) — E[e(Y)]). Then, for any ¢ in
By and z in £2 we define vi(x) = w™' Y0 vi(xy), so we can write nt Y0 () =

s{r ! > g=10t(Eq) + rt > g=10t(Og)}, which gives
(tl6n —6°) =n" 3" (na(Yy) — E[(¥,)
G Zq:1<vt<Eq> ~ Blo(Ey)) +77 Y7 (0(0g) —~ E[ur(0g)])

—.75€ —.770
=y =y

Similarly, we define for any ¢ in IB; ,,, the quantities 7B P 1(vt( =) —E[v(E;)])
and 79 =1 > o—1(ve(O7) — E[v,(O7)]) which combined give 7 := (77~ + B 7
Consider first eq. (3.44).

I [(SuPte]Bl,m [(t0n — 0°)i2|* = C)+ ] = E[(SuPte]Bl,m 7] — Cn)+]

—e, L L
<E[(supiep, ,, |7, [* = Cn)4] + Elsupies, , 7 — 7571+
—o,L L
El(supep, ,, 777 |* = Cn)+] + Elsupyep, ,, 77 — 771]

e,L‘Q

_ el
<2- E[(SUPte]Bl,m 7y —Cp)4] +2- E[SuPteIBl,m ‘Vf -V ‘ ]

which proves the statement.

Consider now eq. (3.45).

P(supsep, ,, |(H0n — 0°)2| > C) = P(supt@gl L7l =)
= P(supyep,, (7 — 77 + 70 + 77 — 70" +707) /2| > Ch)
= P({supyep, , |7 — 77 + 70 + 77 =70~ +777) /2 > Cu}
Neetnr) (B = Eg} 0 {E; = E,}))

+ P({supiep,,, |(7f =77 + 70 + 70 =70 4507 /2] > C}
N({3q € .71, Bf # B} U{3q € [1,7],0} # Og}))
\
< P(supyep,,, [771] > Cn) + 2> PU{E] # E})
q=1

Which completes the proof. 0
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Proor orF LEMMA 3.4.3
Let be m and [ in IN with m < [ throughout this proof. Recall that we want to bound
E[(supsep,, 752 — 6H2),] and P(supyep, , 75| > 6H?), where, for any ¢ in B_;

Aa— Zzzl(vt(E;)—lE[vxE;)]); w(Ey) =w™ ZZ; V(B p);

Vt(E;:p) = Zm<|s|<l(t(3)x(3)_168(E;:p))'

and H is such that H? > n"'A, (1)(I — m + 1) (¢, + 1).

We will use Talagrand’s inequality (Lemma C.0.1). Recall that to do so, we have to exhibit
three real numbers h, H and v verifying:

—e,L .
SUDep, ; SUPyefo,1jw [0e(W) < h; Elsupep, 777 (] < H;

-1\ 1
SUPyep W g i Voo [11(E,,)] < v.
We start with A which gives us

_ w
SUPteB, ; SUPye(o 1w [0 (y)* = Supyep  SUDyefo 1w 1w szl ve(yp) |
l w
-1 2
= supy e Y 0 Y el )PAD <Y AL

Hence we define h? := Ot Z 2omels<t AS)-

Considering H?, we define the following objects: &+ := (r-w)™! D g=1 2pet es(Ey,) and
el = (ES(EQL))SGZ. We first replace ﬁf’J‘, then vt(EqL) and finally I/t(EqL’p) by their respec-
tive definition; using Fubini theorem, a scalar product appears and we use ]E[eS(E;:I)] =
o(s) as Eqﬂ ~ P4; Riesz representation theorem allows to get rid of the supremum, we then
use the linearity of expectation and independence of the blocs and finally we use Lemma
1.2.3 in the last line with K = |[5a(m)\/(l — m + 1)(47,) '] which tends to infinity and
is smaller than w — 1 and conclude (for w large enough):

Efsupicp, , [70 ) < 807 Ay (1)(I = m + 1)3a(m).

So we set H? > 8n~'A L (1)(I — m + 1)z (m).

Finally we control v. Using Lemma 1.2.1 and Cauchy-Schwarz inequality, we have

T

SUP[jeB,,. T - V(v (Ey)] = supyen, ,, w™ V[szl v (B1,)]

< 4w71[ Sup E[|v1)(E0) *b(Egp)] < 4w71[ Sup E(|v (E50) P17 oo E[b(Egp)]
z|€B; m z|€B; m

(C.5)
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as we have already proven in appendix C.1 we have

m

E[|v)(Ey)] < [@llnAs(m),  and Wup Wl <D A(s). (C.6)
IS lym s=l
Combining C.5, and C.6, we obtain
sup 1Y Vo (E)] < dw™'mAy(m), | 26)n Y (p+ 1), = v.
[I]EBl,m q=1 p=1
Using Talagrand’s inequality gives us the result. O

Proor or LEMMA 3.4.5

Both inequalities are verified using P(E, # qu) < By and, as it was proven in ap-
pendix C.1, [jv]|%, < 2 mes|<t AlS)-

Consider first eq. (3.51), that is to say

_e., |l —
Efsup;c, , [75 — 752 < 208, 3

sl A(s).
To prove it we define the sequence of events for any two integers m and [ with m < [; and
tin By let be Qs = Nyep,{E; = By} Notice that P(Qs) = 3 cpi,q Poe (B =
Ey)—r+1>2r(1—ps) —r+12>max{l —rf,,0}. Then, we have

g€ll,r

Elsupieg,,, 76 — 77 < 2(nl3 PIO] < 2wllZerfs < 2rBs ) A(s);

m<|s|<l

which proofs the first statement. O

C.3 Proofs for section 3.4.3

PrRoOOF OF LEMMA 3.4.6.
For [z] € B setting

v (V)= Y [l(9)A], (s)es(=Y)

|s|€[L,m]
where By v,(Y) = > [2](s)A}, (s)¢(s)

|s|€[1,m]

we observe (see Remark C.0.1) that ||0nn,m — HVWH?Q = SUD[y)ep,, [Vz][>- We intent to
apply Lemma C.0.1. Therefore, we compute next quantities h, H, and v verifying the
three inequalities required in Lemma C.0.1.
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Consider h first:
sup  sup [y (y)P = sup > AT (9)] les(y)]?
[x]€Bm y€[0,1] y€[0,1] |s|€[1,m]
=2 Z A(s) = 2mAo(m) < 2mA_(m) =: h>.

s€[1,m]

Next, find H. Notice that supp;cg,, \<¢9n7m7m—0um, [z])2|? = > lsle[Lm] Als| |fn(s)—(s)]2.
As By |¢n(s) — ¢(s)* = (1 = [6(s)]*) < 7, we define

n

Eyi.[ sup [(Onnym — ) %] < 2mAo(m)/n < 85 (m)2mAy (m)/n = 245 (m) /n =: H?.
[m]EBm

Finally, consider v. Given [z] € B, we observe with
Eycles(Y1)es (—Y1)] = Eles(Y1)ew (—Y1)] = 6(s" — s)

that

2

D et FIEN (S)es(-12)
=3 e BN (5) Bles (M)ew (V)AL () ()

= Y EEML)0( — )AL () [2](s)) = U AU, [2], [2])

Isls[s"|€[1,m]

IE"Y|z—: ‘V[m](}/l)‘Q = IE)Yls

defining the Hermitian and positive semi-definite matrix A := ()\T}LA(S))\;; (s)(s'—5))s,sez
and the mapping Uy, : C* — CZ with z — Upz = (211 qj11eq1,m]} )iez- Obviously, Uy, is an
orthogonal projection from [? onto the linear subspace spanned by all [?-sequences with
support on the index-set [—m,—1] U [1,m]. Straightforward algebra shows

SUP[y e, Var(vy(Y1)) < suppes,, (UL AUy, [%], [2]);2, hence

sup 2" Var(y (¥i) < sup UpAlly[a], [2])e = sup (U Aly[] ]2 < (U AU s.
[w]GBm i=1 [I}E]Bm [I]EBm

where ||M || := SUPHx”nglHMxHP denotes the spectral-norm of a linear map M : 1% — [2.
For a sequence z € (C\{0})Z let V. be the multiplication operator given by V,z :=

(z(s)x(s))sez. Clearly, we have U AU = Uy V)‘:)\(s) UyC sy, VE

()] Uy, where Cy =

([¢]s — §')s,s7cz. Consequently,

Sup L3 " Var(v, (V7)) < 1Us Vit () Yrells 1Cslls (14 V(o) Ul
x|€EBm i=1

= [t Vst (o) UellZ ICsl-
We have that ||U, Vit (s) Up||? = max{A(s),s € [1,m]} = Ay (m). It remains to show the
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boundedness of [|Cy|s. Keeping in mind that (Cyz)r 1= Y ,cp @(s — k)z(s), k € Z, it is
casily verified that ||Cyz||% < [|¢]|Z|2]% and hence [|Cyls < |[|¢]l;2, which implies

cup 13 Var(vy (V) < [0l R (m) = v

[z]€Bm 4
Replacing in Remark C.0.1 (C.3) and (C.4) the quantities h, H and v together with
Az(m) = 6K(m)mK+(m) gives the assertion (i) and (ii). Setting H := 29‘{2“60,.7\ =
2[62,(0°) V Az (m)n~1] = 2A5(m)n~! and the quantities i as above v we obtain (iii),
which completes the proof. O

Proor or LEMMA 3.4.7.
The assertion follows directly from Hoeffding’s inequality. Indeed, setting X; := es(—¢;) —
A(s), i € [1,n,], obviously X1,...,X,, are iid. with mean zero and |X;| < d = 2, hence

P ([Ans(8)/A(5) = 1] > 1/3) =P (|An, (5) = Als)| > [A(5)I/3)

n S n s 2
—P( |ZX| > nxA(5)]/3) < 2exp(— M):%Xp(_%).

2’!1,)\
=1
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